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Preface

In this book, the section on Toxicity reveals the emerging technologies (profiling technolo‐
gies, 3D cultures etc.) to evaluate hepatotoxicity of candidate drugs; suitability of kidney
Vero cell line in evaluating toxicity of microcystins; suitability of aquatic larva to evaluate
environmental toxicants and advanced level techniques (next generation sequencing etc.) to
screen the safety of medicinal plants. Chapters in the section on Drug testing and Develop‐
ment reveal reductionist approach of using animal models in drug development, especially
in toxicity testing; the role of renal transporters in the safety assessment of drugs; role of au‐
tophagy in Parkinson’s diseases and the clinical importance of Methadone Maintenance
Therapy. In this section, there are also interesting discussions on the emerging role of phys‐
iologically based pharmacokinetic modeling in the pharmaceutical industry throughout the
drug development. This book is a significant resource for scientists and physicians who are
directly dealing with drugs / medicines and human life. It is my privilege to present this
book to the scientific community.

I extend my gratitude towards my mother, my late father and my brothers for introducing
me to higher education. My thanks to higher authorities, and colleagues of Qassim Univer‐
sity for their motivation to carry out this project. I am continuously indebted to my wife
Anitha for her encouragement and technical support for this book project. I also acknowl‐
edge the interest and commitment from the Senior Commissioning Editor of InTech Ms Ana
Pantar and the Publishing Process Manager Ms Sandra Bakic whose patience and focus
were of immense support in this project. Finally, I express deep and sincere gratitude to all
the authors for their valuable contributions and scholarly cooperation for timely comple‐
tion of this book.

Dr Sivakumar Joghi Thatha Gowder
Qassim University – College of Pharmacy

Kingdom of Saudi Arabia
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Chapter 1

Pre-Clinical Assessment of the Potential
Intrinsic Hepatotoxicity of Candidate Drugs

Jacob John van Tonder, Vanessa Steenkamp and
Mary Gulumian

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54792

1. Introduction

1.1. The cost of new drugs and need to streamline drug development

Innovation is fundamental to discovering new drugs for the variety of human conditions that
exist. It is also one of the key requirements for any pharmaceutical organization that wishes
to gain a competitive edge. The pharmaceutical industry is profit-driven because it has to fund
its own drug innovation, which highlights why research and development (R&D) forms the
backbone of this industry. According to the CEO of the Pharmaceutical Research and Manu‐
facturers of America (PhRMA), John Castellani, member companies of PhRMA spent a record
US$ 67.4 billion on R&D in 2011. This is approximately 20% of generated revenue, which is 5
times more than the average manufacturing firm invests into R&D [1]. The pharmaceutical
sector was responsible for 20% of all R&D expenditures by U.S. businesses in 2011 [2]. The
aforesaid figures do not describe global R&D expenditures, but serve to give some indication
of the astronomical contributions that are annually devoted by the pharmaceutical industry
to drug development.

Substantial fiscal investments are made against the backdrop of enormous investment risks.
It is estimated that only 5 of every 10 000 compounds explored will make it to clinical trials [1].
Although the likelihood that an investigational new drug in clinical testing reaches the market
has increased over the past couple of decades to 16%, the probability is still low. Furthermore,
of those that do get approved, only 2 or 3 out of every 10 drugs recover their full pecuniary
investment [1]. The stakes are incredible and the strain on the industry as a whole is overt. In
2011 the world's largest research-based pharmaceutical company, Pfizer, closed its R&D centre
located in the U.K. owing to financial viability concerns. In an attempt to dissuade some of the

© 2013 van Tonder et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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financial pressures, many companies have opted for mergers to either maintain existing
pipelines or acquire new development opportunities [3].

A fairly regular citation estimates the out-of-pocket, pre-approval cost per drug developed to
be more than US$ 800 million [4]. Estimations reported in peer-reviewed literature ranges from
US$ 391 million [5] to US$ 1.8 billion [6]. Evident from literature is the fact that the estimates
increase over time, in other words, the cost of developing drugs is escalating, which implies
ever-increasing financial pressures on industry.

Two of the most prominent concerns for the pharmaceutical industry are patent expirations
and attrition rates. Patent expirations result in decreased revenue generation and, as stated,
this industry is profit-driven, meaning that diminished earnings cripple the R&D of an
organization. Not only does this predict deterioration for a pharmaceutical company, but
decreased R&D output also slows the production of new drugs. This also has a major impact
on healthcare. It is estimated that in the U.S. a new case of Alzheimer's develops every 68
seconds [7]. Using these figures, more than 460 000 new cases of Alzheimer's will develop each
year the approval of an effective new drug is delayed. Whereas patent expirations prune
generated revenues, attrition rates affect the opposite side of the equation, needlessly raising
the cost of developing new drugs. Attrition rates are high (Figure 1). A chemical entity that
reaches phase I clinical trials has a 71% chance of reaching phase II clinical trials. Those
chemical entities that do reach phase II trials have only a 31% chance of entering phase III trials.
Further compounding the issue are rising failure rates in phase III trials [4]. Attrition drives
development costs for two reasons: 1) monetary investments into failed ventures are lost and
2) failing development programs occupy resources and time that could otherwise be spent on
drug candidates that would eventually succeed to be approved for marketing.

Figure 1. The probability that a chemical entity under development will progress from one clinical phase to the next. Can‐
didate drugs have only a 22% chance of completing clinical development prior to review by regulatory authorities [4].

Together, patent expirations and drug attrition add enormous strain on new drug develop‐
ment, in a cumulative way inhibiting productivity and output of the entire R&D process. An
article recently published by Forbes offers some perspective on the impact of attrition on
development costs [8]. According to this article, AstraZeneca has been plagued by develop‐
ment failures, which escalated their average cost to develop a new drug to US$ 12 billion. In
comparison, for Eli Lilly the average cost of developing a new drugs is estimated at only US$
4.5 billion. The difference in development cost between the two companies can be attributed
to the difference in approval rates of new drug i.e. less failures [8].

New Insights into Toxicity and Drug Testing4

The average times, from the start of a particular phase to entering the next phase, are 4.3 years
for pre-clinical development and 1.0, 2.2 and 2.8 years for phase I, II and III trials, respectively.
Regulatory perusal adds another 1.5 years to the entire process [4]. Collectively, the duration of
drug development from initiation of clinical testing until drug approval is estimated at 7.5 years
[4]. Including pre-clinical development, it takes, on average, 10 - 15 years to develop a new drug
from its discovery to regulatory approval [1,4] (Figure 2). A study that investigated the reduc‐
tion in costs associated with drug development with improved productivity of the process re‐
ported that a 5% reduction in total development time will decrease development costs by 3.5%
[9]. Although this may not sound like much, 3.5% of US$ 1 billion is a substantial saving. The
study also emphasized the reduction in costs if decisions to terminate unproductive develop‐
ment programs are shifted to earlier phases of the discovery process. For example, the study es‐
timated that if a company manages to shift a quarter of its decisions to terminate from phase II to
phase I, it would save US$ 22 million [9]. Again, it relates back to why attrition drives develop‐
ment costs. Making the decision to terminate (a development program) earlier would stop fur‐
ther investment into unfruitful programs and free resources to promote approval ratings.

Figure 2. Average duration (in years) of different phases of drug development [4]. Reducing phase duration will re‐
duce associated development costs.

Industry continuously struggles to bring new drugs to the market, despite the process being
overextended, costly and particularly uncertain of success. Over the last decade, overall drug
development time has increased by 20% and the rate of approval of new chemical entities has
dropped by 30% [10]. There is a mounting need to nurture output from the drug development
process. Minor restructuring and streamlining of this process is required to increase its
productivity and alleviate some of the financial pressures that drug developers experience.
One area in particular where pruning of this process is overdue is the early pre-clinical
detection / prediction of potential hepatotoxic chemical entities.

2. Attrition due to hepatotoxicity

Drug-induced liver injury (DILI) is a challenge for both the pharmaceutical industry and
regulatory authorities. The most severe adverse effect that DILI may lead to is acute liver
failure, resulting in either death or liver transplant. Of all the cases of acute liver failure in the
U.S., between 13% and 50% can be attributed to DILI [11,12]. Without a doubt there is great
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concern for the safety of consumers exposed to drugs that may cause DILI because patients
have only one liver. For this reason, government and the public put pressure on regulatory
authorities to establish safer drugs [13]. However, if regulatory authorities unnecessarily raise
safety standards without scientific evidence, this will discourage drug development because
of attrition, which is predominantly unwanted when considering the current scenario where
fewer antimicrobials are being developed alongside increased antibiotic resistance.

A prevailing issue in drug development is the attrition of new drug candidates. Between 1995
and 2005, a total of 34 drugs were withdrawn from various markets (Table 1) and the reason
for withdrawal in the majority of cases was hepatotoxicity [14]. Hepatotoxicity is the leading
cause of drug withdrawals from the marketplace [15-17]. Examples include the monoamine
oxidase inhibitor, iproniazid, the anti-diabetic drug, troglitazone, and the anti-inflammatory
analgesic, bromfenac, all of which induced idiosyncratic liver injury. Iproniazid, the first
monoamine oxidase inhibitor released in the 1950's, was probably the most hepatotoxic drug
ever marketed [16]. Troglitazone was available on the U.S. market from March 1997. By
February 2000, 83 patients had developed liver failure, of which 70% died. Of the 26 survivors,
6 required liver transplants [18]. While on the market, troglitazone accrued approximately US
$ 700 million per year [14]. Withdrawals of lucrative drugs like troglitazone diminish return
on investments and threaten further R&D.

Of all classes of drugs, non-steroidal anti-inflammatory drugs (NSAIDs) have had one of the
worst track records regarding hepatotoxicity. Benoxaprofen and bromfenac are two NSAIDs
that were withdrawn from public use after reports of hepatotoxicity [16,19]. Benoxaprofen was
withdrawn in 1982, the same year that it was approved [16]. Bromfenac was predicted to earn
around US$ 500 million per year [14].

Although diclofenac is widely used to treat rheumatoid disorders, approximately 250 cases of
diclofenac-induced hepatotoxicity have been reported. In perspective, DILI caused by
diclofenac has an incidence of 1-2 per every million prescriptions [20,21], being high enough
that a considerable amount of literature has been generated warning against diclofenac-
induced hepatotoxicity. Between 1982 and 2001 in France, more than 27 000 cases of NSAID-
induced liver injuries were reported. Clometacin, and silundac were the NSAIDs with the
highest risk of DILI. Over the same peroid approximately 2100 cases of NSAID-induced liver
injuries were reported in Spain, with the main culprits being droxicam, silundac and nimesu‐
lide [22]. Acetaminophen (a.k.a. paracetamol) must be the most notorious of all the NSAIDs,
if not all drugs, when it comes to DILI. Its mechanism of hepatotoxicity is better understood
than its therapeutic mechanism of action. Fortunately, acetaminophen has a substantial
therapeutic index and copious amounts need to be administered before the liver will not be
able to manage its onslaught anymore [23].

Troglitazone was available on the U.S. market for three years before withdrawal, during which
time it was used by almost 2 million patients, realising some return on investment [18].
Ximelagatran, on the other hand, was in the very late stages of development when its fate was
sealed. In fact, AstraZeneca had already applied at the EMEA for marketing approval when
the company withdrew all applications due to concerns over the hepatotoxic potential of the
drug [24]. Although this drug did reach the market in France, the U.S. FDA was not prepared

New Insights into Toxicity and Drug Testing6

to grant approval and the drug was never marketed in the U.S. [25]. Ximelagatran, which was
the first orally available thrombin inhibitor that would have replaced the troublesome warfarin
as an oral anticoagulant, serves as a good example where huge investments were made to get
the drug to market, but a return on investment was never realised. This example emphasizes
the necessity for improved methodologies to predict intrinsic hepatotoxicity more accurately
during the initial phases of the drug development process.
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Benoxaprofen

Bromfenac

Clormezanone

Dilevalol

Ebrotidine

Fipexide

Iproniazid

Nevazodone
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Troglitazone

Temafloxacin

Tolcapone

Tolrestat

Trovafloxacin

Ximelagatran

Table 1. Drugs that have been withdrawn from international marketplaces between 1995 and 2005 due to associated
hepatotoxicity.

Examples of other drugs that were never marketed in the U.S. because of hepatotoxicity include
drugs such as ibufenac, perhexilene and dilevalol. There are also drugs for which the use /
application has been limited because of possible DILI. These include the drugs isoniazid,
pemoline, tolcapone and trovafloxacin [15]. A big question that remains a challenge for
regulatory authorities is how rare or mild does hepatotoxicity have to be for a drug to be
approved and to remain on the market? [13] Undoubtedly, DILI has a sizeable influence on
drug development output. Pre- and post-marketing attrition as a result of DILI causes further
financial stresses for those in the industry. Limiting attrition to the early phases of drug
development can only be beneficial. Both the pharmaceutical industry and regulatory author‐
ities agree that there is a great need for improved methodologies and strategies to accurately
assess the hepatotoxic potential of compounds, earlier in the drug development process [13,26].

3. Safety pharmacology and current practices used to detect hepatotoxicity

Distinct from pharmacology proper, which examines the desired effects and kinetics of a
particular drug, safety pharmacology identifies and characterises secondary adverse pharma‐
cological and toxicological effects of potential drugs, mainly through the use of established
animal models [27]. Regulatory authorities require that certain minimal safety pharmacology
examinations be completed before a new investigation drug application will be approved.
These international regulatory guidelines were compiled by the International Committee for
Harmonization (ICH) in the documentation covering topic S7. The ICH S7A and ICH S7B
guidelines have been in effect since 2000 and 2001, respectively [27].

At present, the attention of pre-clinical safety pharmacology investigations is drawn to three
physiological systems: the cardiovascular system, the respiratory system and the central nerv‐
ous system (for compounds that may cross the blood-brain barrier). Effects on the cardiovascu‐
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examinations be completed before a new investigation drug application will be approved.
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Harmonization (ICH) in the documentation covering topic S7. The ICH S7A and ICH S7B
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physiological systems: the cardiovascular system, the respiratory system and the central nerv‐
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lar system are of great concern because 1) it is a system often found to be affected and 2) due to its
redundancy (organisms relevant to drug development have only one heart). Like the heart, the
respiratory system is of concern because it is essential to the immediate survival of the organism.

Hepatic safety does not form part of the core battery of pre-clinical tests performed for initial safe‐
ty pharmacology. The EMEA have published draft guidance on the non-clinical assessment of
hepatotoxic potential [28]. This draft amounted to a clinical white paper [29], however, no regula‐
tions are set in place yet. This initial draft may demonstrate the future intent of regulatory authori‐
ties. If this is the case, not only is it worthwhile for the pharmaceutical companies to consider
improved pre-clinical evaluation of hepatotoxic potential for their own profit, but it may soon be
required as part of their investigational drug applications before first-in-human trials.

Currently, in vivo screening for hepatotoxicity during both the pre-clinical animal testing and
clinical phases of the development process forms the basis of hepatic safety testing. However,
from an extensive study on available literature, Biowisdom, a healthcare intelligence company,
estimates that between 38% and 51% of compounds showing liver effects in humans do not
present similar effects in animal studies including both rodents and non-rodents [30]. The main‐
stay clinical chemistry can be used to detect certain types of hepatic injury. For example, the ami‐
notransferases, alanine aminotransferase (ALT) and aspartate aminotransferase (AST), can be
used to identify hepatocellular injury, whereas levels of bilirubin and alkaline phosphatase can
be used to assess hepatobiliary health [28,31]. Of the two aminotransferases ALT is by and large
superior at predicting hepatocellular injury for two reasons: 1) ALT is a more sensitive signal
than AST because it is found in higher concentrations in the cytosol of hepatocytes and 2) ALT is
also more specific to the liver than AST as AST is normally also present in the blood, skeletal mus‐
cle and heart [32]. The ratio of ALT/AST has been found useful to differentiate, to some degree,
between different types of liver injury. An ALT/AST ratio >2:1 may be indicative of an alcoholic
type liver injury, whereas a ration of 1:1 could point to non-alcoholic steatohepatitis a.k.a. NASH
[33]. Logistic regression analysis on 784 reports of DILI received by the Swedish Adverse Drug
Reaction Advisory Committee between 1970 and 2004 found that, in combination, an AST/ALT
ratio > 1 and bilirubin > 2 × upper limit of normal (ULN) had a higher positive predictive value
than either AST in combination with bilirubin or ALT in combination with bilirubin [34]. The
"Rezulin rule" was coined to describe the fact that the more marked any ALT elevations and the
frequency of such elevations during clinical trials, the more significant post-approval hepato‐
toxicity appears to become [35]. Rezulin was the marketing name of troglitazone.

Elevations of > 3 × ULN are considered a sensitive signal of a potential hepatotoxic test
compound. Data from 28 clinical trials (phases II - IV) conducted by GlaxoSmithKline between
1995 and 2005 found elevations in ALT of > 3 × ULN at baseline to be rare, with a prevalence
of 6.265% [36]. A study of Merck clinical trial databases, reported that elevations of ALT or
AST > 3 × ULN had an 83% sensitivity to detect serious liver disease [Senior, 2003]. ALT > 3 ×
ULN has proved a useful threshold for screening for clinically significant DILI from various
hepatotoxic substances. This includes drugs that have been withdrawn from the market due
to hepatotoxicity, such as troglitazone and bromfenac [15]. However, this is not a very specific
signal as increases in aminotransferase levels can also be induced by drugs that do not cause
DILI such as aspirin, statins and heparin [17]. Indeed, the Merck study showed that the
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predictive power of elevations of ALT or AST > 3 × ULN, was only 11% [37]. A separate
manuscript also reported high sensitivity and specificity when using ALT > 3 × ULN, but again
with very low predictive power (only 6%) [38]. Serum ALT or AST levels are therefore a
sensitive screen for possible hepatotoxic side-effects, but not definitive enough to terminate a
drug development program.

Even though it was originally not intended as such, the most successful predictor of hepato‐
toxicity is “Hy’s law”, which is based on the original observations made by Dr. Hyman
Zimmerman. It was described by Dr. Zimmerman as "clinical jaundice" and its modern
application has proved valuable in being able to predict idiosyncratic hepatotoxicities brought
about by drugs / potential drugs such as troglitazone and dilevalol. A more recent description
is a state of drug-induced jaundice caused by hepatocellular injury, without any significant
obstructive component [17,35]. Therefore, Hy’s Law is met when:

1. There exists the possibility that a drug (or potential drug) can induce hepatocellular
damage as evident from elevations in serum aminotransferase levels of ≥ 3 × ULN and

2. These elevations are accompanied by elevations in total bilirubin of ≥ 2 × ULN with no
evidence of intra- or extra-hepatic obstruction (elevated ALP) or Gilbert’s syndrome.

It is worth noting that Dr. Zimmerman himself placed some weight on the degree of jaundice as
it often served to predict a negative outcome [35]. Hy's Law is, however, not exclusive to DILI
and if it is met, it is of utmost importance that any other condition(s) that may also cause these
symptoms be excluded before any conclusions are drawn about a potential intrinsic hepatotox‐
in. Such conditions may include viral hepatitis, hypotension or congestive heart failure [17]. Ob‐
viously, the possibility of DILI caused by concomitant drugs should also be excluded.

The incidence of idiosyncratic DILI is generally 1 per 10 000 or less. This makes it exceptionally
difficult to detect idiosyncratic hepatotoxicity due to an investigational drug during clinical
testing, even if several thousands of subjects are studied [39]. Generally, an investigational
drug does not get administered to more than 2000 subjects [33], which makes it unlikely to
detect a single incidence in 10 000. Although it portrays the role of the key predictor of the
hepatotoxic potential of an investigational drug during drug development, Hy's Law falls
short of constituting a "gold standard'" and validation of Hy's Law is much needed, chiefly
with regards to its sensitivity and specificity [35]. Moreover, for the purposes of detecting
potential intrinsic hepatotoxins as early as possible during drug development, the foremost
drawback of Hy’s law is that it requires in vivo testing of the investigational drug. Hy's Law is
therefore not a realistic approach for traditional in vitro testing, the type of testing that can be
applied prior to vast resources being invested into in vivo testing.

4. Methodologies applicable to the early pre-clinical assessment of
potential intrinsic hepatotoxicity

The ultimate goal of research into this field is to establish an in vitro  model or tier of in
vitro  tests  that  is  valid and able to accurately predict  DILI during lead optimisation be‐
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fore any hepatotoxic chemical entity under development unnecessarily progresses into in
vivo studies. Currently, this is still desired as more than 90% of candidate drugs that en‐
ter the clinical phases of drug development still fail to complete development due to in‐
adequate  safety,  pharmacokinetics  or  efficacy  [40].  The  following  sections  will  focus
mainly on in vitro methods as these can be conducted at the lowest expense and at high‐
er throughput than conventional animal studies.

4.1. Cell-based models

4.1.1. Cell cultures

Cell-based models are increasingly used as there is a growing pressure to reduce, refine
and replace the use of  animals  from organisations such as  the European Centre for  the
Validation  of  Alternative  Methods  (ECVAM).  The  three  basic  types  of  cells  used for  in
vitro  toxicity  testing  are  transformed cell  lines,  primary  cells  and  pluripotent  cells.  The
latter  will  be discussed in more detail  later  in the manuscript.  The advantages of  using
transformed cell  lines  include unlimited supply,  no genetic  variation,  which aids repro‐
ducibility and predictive power of an outcome, as well as access to the collective knowl‐
edge gained from global research conducted on the geno- and phenotype of the cell line
in question. The HepG2 cell line, was one of 20 cell lines of human origin that was used
in one of the first international attempts to try and predict in vivo  toxicity through in vi‐
tro  techniques  during  the  Multicentre  Evaluation  of  In  Vitro  Cytotoxicity  (MEIC)  pro‐
gram, initiated by the Scandanavian Society of Cell Toxicology in 1989. The program was
based  on  two  main  assumptions:  1)  there  exists  some  “basal  cytotoxicity”  that  can  be
quantified,  and 2)  in  vitro  methods can be used to  model  some type of  “general  toxici‐
ty”, which is related to the basal cytotoxicity concept [41]. Basal cytotoxicity was defined as
“the toxicity of  a chemical  to basic cellular functions and structures,  common to all  hu‐
man cells”. Although the study lacked some systemic focus, results from the MEIC study
conducted on 50 reference chemicals, demonstrated that in vitro  cytotoxicity assays were
able  to  predict  lethal  human  blood  concentrations  just  as  well  as  rodent  LD50  values
were able to [42].

The use of immortalized human hepatocytes cell lines, like HepG2 cells, were proposed to
overcome limitations of primary human hepatocytes including the scarce availability of fresh
human liver samples, complicated isolation procedures, short life-span, inter-donor variabil‐
ity, and cost. HepG2 cells display morphological features similar to that of liver parenchymal
cells and maintain many functions of in vivo hepatocytes, expressing receptors for insulin,
transferrin, epidermal growth factor and low density lipoprotein [43]. These cells also express
a plethora of cellular products (www.atcc.org). The HepG2 cell line has been used extensively
in research as a model to study cytotoxicity [41], liver lipid metabolism [44], mitochondrial
homeostasis [45,46], oxidative stress [46], gluconeogenesis and glucose uptake [47], to mention
just a few. The applications are very broad and there is a vast collective knowledge about how
these cells behave and respond under specified conditions or when exposed to various
stressors. This must be one of the greatest advantages when using these cells, especially in
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mechanistic studies. However, it is believed that observations made with these cells cannot be
extrapolated to humans as they do not behave as native hepatocytes would because of
discrepancies in drug biotranformation [48]. HepG2 cells are known to express low levels of
cytochrome P450 (CYP) enzymes compared to primary hepatocytes [49,50].

The chief advantage that primary cell cultures have over most perpetual cell lines is that they
are the closest in vitro representation of the in vivo cell type under scrutiny. Hence, primary
hepatocytes are considered the “gold standard” used for predictive toxicology [51]. Unlike
transformed cell lines, primary cultures have a limited growth and life-span and fresh stock
needs to be sourced regularly. This is problematic in itself as human hepatocytes are scarce
and availability sporadic [52]. Another drawback of using primary cultures is the occurrence
of donor-to-donor variability that is introduced into the results, which will decrease the power
of predicting a specific outcome. Although primary hepatocytes initially express higher levels
of metabolic enzymes than transformed cell lines like HepG2 cells [49], in culture their liver-
specific function decrease over time [52].

Two techniques have received attention over the years to try and improve the life-span of
primary hepatocytes in culture. These are sandwich culturing techniques and special medium
formulations. Sandwich culturing techniques address the conformational / spatial discrepan‐
cies between the 2D in vitro and 3D in vivo microenvironments. Hepatocytes are seeded on top
of a layer of either collagen I or matrigel, which mimics in vivo extracellular matrix. An
additional overlay of extracellular matrix is then layered on top of the seeded hepatocytes
[51,53]. Additives to medium formulations attempt to imitate endogenous signalling found in
the in vivo milieu. Serum and corticosteroids are known to affect cultured hepatocyte mor‐
phology. Contradictory to the general thought that adding serum to medium is good for cells,
adding serum to medium that is used for culturing primary hepatocytes will cause the cells to
rapidly deteriorate and lose cytoplasmic integrity and bile canaliculi-like structures. The
corticosteroid, dexamethasone, has also proven helpful in improving primary hepatocyte life-
span when in culture [51]. Culturing primary hepatocytes in a sandwich conformation with
extracellular matrix, no serum and dexamethasone allows the conservation of liver-specific
functionality for several weeks [51].

The problems of low levels of enzyme expression in HepG2 cells and limited life-span of
primary hepatocytes was overcome with the emergence of the HepaRG cell line. These cells
express higher levels of CYP's than HepG2 cells and respond acutely to induction of these
enzymes [50]. HepaRG cells maintain hepatic functions of primary hepatocytes and express
normal levels of liver-specific genes while lacking the inter-donor variability observed with
primary hepatocytes [50,54]. A lot of literature praises HepaRG for the increased metabolic
activity, which allows the in vitro study of drug metabolism using a theoretically unlimited
supply of cells. This is certainly a remarkable advancement for in vitro drug metabolism and
pharmacokinetic (DMPK) studies. However, this is a fairly new cell line (first described in 2002
[55]) and the accrued collective knowledge of this cell line is dwarfed by that of the HepG2 cell
line. A recent study compared the whole genome expression profiles of HepG2, HepaRG
(differentiated and undifferentiated) and primary human hepatocytes to that of human liver
tissues [56]. It was found that in terms of correlation with human liver tissues, the cell cultures
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mechanistic studies. However, it is believed that observations made with these cells cannot be
extrapolated to humans as they do not behave as native hepatocytes would because of
discrepancies in drug biotranformation [48]. HepG2 cells are known to express low levels of
cytochrome P450 (CYP) enzymes compared to primary hepatocytes [49,50].

The chief advantage that primary cell cultures have over most perpetual cell lines is that they
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needs to be sourced regularly. This is problematic in itself as human hepatocytes are scarce
and availability sporadic [52]. Another drawback of using primary cultures is the occurrence
of donor-to-donor variability that is introduced into the results, which will decrease the power
of predicting a specific outcome. Although primary hepatocytes initially express higher levels
of metabolic enzymes than transformed cell lines like HepG2 cells [49], in culture their liver-
specific function decrease over time [52].
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formulations. Sandwich culturing techniques address the conformational / spatial discrepan‐
cies between the 2D in vitro and 3D in vivo microenvironments. Hepatocytes are seeded on top
of a layer of either collagen I or matrigel, which mimics in vivo extracellular matrix. An
additional overlay of extracellular matrix is then layered on top of the seeded hepatocytes
[51,53]. Additives to medium formulations attempt to imitate endogenous signalling found in
the in vivo milieu. Serum and corticosteroids are known to affect cultured hepatocyte mor‐
phology. Contradictory to the general thought that adding serum to medium is good for cells,
adding serum to medium that is used for culturing primary hepatocytes will cause the cells to
rapidly deteriorate and lose cytoplasmic integrity and bile canaliculi-like structures. The
corticosteroid, dexamethasone, has also proven helpful in improving primary hepatocyte life-
span when in culture [51]. Culturing primary hepatocytes in a sandwich conformation with
extracellular matrix, no serum and dexamethasone allows the conservation of liver-specific
functionality for several weeks [51].

The problems of low levels of enzyme expression in HepG2 cells and limited life-span of
primary hepatocytes was overcome with the emergence of the HepaRG cell line. These cells
express higher levels of CYP's than HepG2 cells and respond acutely to induction of these
enzymes [50]. HepaRG cells maintain hepatic functions of primary hepatocytes and express
normal levels of liver-specific genes while lacking the inter-donor variability observed with
primary hepatocytes [50,54]. A lot of literature praises HepaRG for the increased metabolic
activity, which allows the in vitro study of drug metabolism using a theoretically unlimited
supply of cells. This is certainly a remarkable advancement for in vitro drug metabolism and
pharmacokinetic (DMPK) studies. However, this is a fairly new cell line (first described in 2002
[55]) and the accrued collective knowledge of this cell line is dwarfed by that of the HepG2 cell
line. A recent study compared the whole genome expression profiles of HepG2, HepaRG
(differentiated and undifferentiated) and primary human hepatocytes to that of human liver
tissues [56]. It was found that in terms of correlation with human liver tissues, the cell cultures
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ranked: primary human hepatocytes > HepaRG > HepG2, which boasts well for the future of
the HepaRG cell line for use in predictive toxicology.

4.1.2. Outcomes and detection methods

Researchers at Pfizer postulate that the poor predictive power of conventional cytotoxicity
assays is related to the endpoint being measured [57]. Cytotoxicity endpoint assays only assess
the final extreme from a series of pathological events that lead to cellular death. Assays that
target such late events are likely to fail in detecting more subtle types of toxicity that develop
after chronic, low-dose exposure to manifest as non-lethal, but definite adverse, complications
[46]. In addition to this, the liver is the only organ in mammals that can fully regenerate after
injury [58], making testing for adaptive changes even more relevant and applicable. An
example of this scenario of subtle toxicity can be found in troglitazone, which exerts sub-acute
hepatotoxicity by acting on a sub-cellular level, disrupting mitochondrial homeostasis. The
mechanism of toxicity of troglitazone was investigated by means of in vitro models [45,59,60],
which emphasizes the role that cell-based test systems can play during early drug develop‐
ment. It is substantially easier to utilize cell-based in vitro models to examine sub-cellular
events, compared to higher levels of biological organization i.e. whole organisms. Cells are the
first level of organization where all the lifeless constituents that comprise a cell, functions
together as an entity, and the first level where disrupted interplay between sub-cellular
components can be evaluated. Cell-based models are more than suitable for the task at hand,
but what is being evaluated using these models is critical to the success of such attempts. Rather
than cell death / survival endpoints, some adaptive / pre-lethal mechanistic endpoints that can
be considered include mitochondrial homeostasis [45,46,61,62], generation of reactive oxygen
species (ROS) [46], lipid peroxidation [62], Ca2+ signalling [62] and inhibition of enzymes and
transporters [63], especially bile acid transporters [63] (Figure 3).

An important tool that was used in the MEIC study, and remains relevant to current method‐
ologies, is that of mathematical modelling. In the MEIC study, researchers employed partial
least squares regression [42]. Mathematical modelling provides a way in which researchers
can combine data from different endpoint assays, thereby allowing them to piece together
underlying associations and correlations observed when drugs (or groups of drugs) affect
normal cellular function. Previous research illustrated how mathematical modelling of
multiparametric data can aid prediction [64]. Seventeen compounds (7 known hepatotoxins
and 10 "unknowns") were subjected to testing using 6 separate endpoint assays monitored
with a fluorescent plate reader. The data was then used to develop 5 prediction models.
Modelling techniques included logistic regression, support vector machines (using several
different kernel functions), decision tree, quadratic discriminant analysis and neural networks.
Discriminant analysis was found to yield the best positive and negative predictive values [64].
In addition, the study highlighted the significance of adequate sample size and careful
consideration and defining of positive and negative test values in the training data set. It is
important to realise that the task of predicting DILI from in vitro studies does not only depend
on the parameters that are measured but also on how the acquired data is reduced and utilised
to reach the critical “go” / “no-go” decision.
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Figure 3. Sequenced outcomes that can be considered for endpoint assays in pre-clinical in vitro assays. Endpoint as‐
says examining adaptive and pre-lethal outcomes can be detected early in the progression towards cellular death and
detect subtle types of toxicity, which late stage endpoint assays fail to do.

As with the study by Flynn and Ferguson [64], high content screening (HCS), which is based
on automated microscopy, also employs fluorescent probes. HCS is one cell-based methodol‐
ogy that has shown promising results in predicting DILI. This methodology has three key
strengths: 1) the ability to simultaneously examine multiple parameters of cellular function, 2)
all parameters can be examined in individual cells, and 3) it has the potential for high-
throughput screening since it is based on a microplate format. Combined, these features
culminate in powerful technology. Testing more than 240 drugs using an HCS platform,
researchers at Pfizer demonstrated that this methodology had overall sensitivity and specif‐
icity of 90% and 98%, respectively, for predicting in vivo hepatotoxicity [46]. When employing
the HCS platform the sensitivity of predicting severely hepatotoxic drugs was 100%, and 80%
for moderately hepatotoxic drugs. This is a noteworthy improvement over the conventional
cytotoxicity assays that showed scores of 20% and 24% for the same predictions [46]. The
authors again stressed the value of chronic, sub-lethal exposure conditions to allow cellular
phenomena to manifest. Recently, a similar study on 61 hepatotoxic and 12 non-hepatotoxic
drugs / compounds examined the same parameters (nuclear morphology, plasma membrane
integrity, mitochondrial membrane potential, and Ca2+ fluxes) with the added parameter of
lipid peroxidation, where scores of > 90% for both sensitivity and specificity were reported [62].

Another fluorescence detection method that has a potential role in early pre-clinical assessment
of intrinsic hepatotoxicity is flow cytometry. Essentially, this method of detection can analyse
the same parameters as fluorometry and fluorescence microscopy. It has not been explored in
as much detail as HCS, but initial reports are positive [65]. There is room for research com‐
paring these different methods of detection and the verdict is still out on which platform
outperforms the rest.

4.2. Profiling technologies

Virtually all responses to toxic insults are accompanied by differential gene expression [66].
Differential gene expression is likely to be accompanied by differential transcription and
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as much detail as HCS, but initial reports are positive [65]. There is room for research com‐
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differential protein expression (adaptive responses in Figure 3). On this conceptual basis,
researchers have tried to use profiling technologies such as genomics / transcriptomics and
proteomics to discern between compounds that may or may not induce liver injury and even
between subsets of chemical entities that cause different types of hepatotoxicity like necrosis,
steatosis and cholestasis [67].

The sensitivity of genomics experiments is high enough to detect subtle changes in gene
expression profiles.  For  this  reason,  it  is  argued to  be more sensitive  than conventional
methodologies aimed at detecting toxicity [68]. Indeed this was demonstrated in rats ex‐
posed  to  sub-toxic  doses  of  acetaminophen,  where  subtle  changes  in  gene  expression
profile were observed although no histological changes manifested [69]. This boasts well
for toxicogenomics as being able to identify the most sensitive signals of potential hepa‐
totoxicity.  The  authors  did  however  emphasise  the  weight  of  demarcating  toxic  events,
sub-toxic  /  adverse  events,  and adaptive  responses  as  this  will  have  great  influence  on
the outcomes of toxicogenomic studies. The ability to detect responses at a molecular lev‐
el that are not necessarily revealed at phenotypic level makes it possible to address ques‐
tions  about  linearity  of  the  dose-response  curve  at  low  exposure  levels  and  allows  for
more  accurate  determination  of  inflection  points  along  to  dose-response  curve  and
threshold exposure levels [68].  These determinants can play pivotal roles in safety phar‐
macology when selecting dosages for clinical studies. Regarding the predictive power of
genomics, Zhang et al.  [70] were able to achieve 83% accuracy in predicting human DILI
using data obtained from rats. Rats that met Hy’s law were found to express a gene ex‐
pression signature, which led to an 83% accuracy [70]. Unfortunately, toxicogenomics us‐
ing cell cultures and toxicogenomics using rodents do not correlate as well as one would
hope. Following acetaminophen exposure, in vitro  toxicogenomics using primary hepato‐
cytes yielded results comparable to that of in vivo  toxicogenomics regarding acute cellu‐
lar toxicity. However, in vivo  toxicogenomics revealed genetic expression changes due to
an  inflammatory  response,  which  in  vitro  toxicogenomics  failed  to  detect  [71].  This  un‐
earths the stubborn dilemma of  inter-dependent  physiological  systems within an organ‐
ism, which is very difficult to recreate experimentally.

Unlike the genome, the proteome is a dynamic entity that changes as gene activation and
epigenetic factors alter protein expression due to endogenous and exogenous signals and
factors. Studying the proteome allows the surveillance of current cellular events, which can
only be deduced from genomics data. This is probably the greatest disadvantage of toxicoge‐
nomics compared to toxicoproteomics; there are many splice variants, post-translational
modifications and subcellular localizations of the final products originating from genes [72,73]
implying that some degree of extrapolation is necessary when predicting cellular events from
genomics data. When studying the proteome, differential expression such as this can be
detected and this may in fact form part of the solution, rather than part of the problem.

Studying the proteome provides a direct description of cellular functions [74]. Thus far,
toxicoproteomic attempts to predict DILI have demonstrated limited efficacy when performed
in vitro [75]. Toxicoproteomics performed on in vitro cultures have the key advantage that
biologically significant alterations can be monitored without relying on whole animals [76].

New Insights into Toxicity and Drug Testing14

Exposing HepG2 cells to three model hepatotoxins that are known to cause necrotic, steatotic
or cholestatic liver injury, researchers were only able to distinguish cholestatic injury from
untreated controls [75]. The study failed to successfully discern necrotic and steatotic events,
however, the ability to detect adverse cholestatic events in HepG2 cells is noteworthy, as these
cells are not known to form biliary structures in a monolayer but rather present as parenchymal
cells [43]. This implies that morphological studies would not have been able to detect this event
and further suggests that native morphological features may not be required in order to detect /
predict certain types of toxicity when utilising in vitro proteomic approaches.

Perhaps a more integrated approach would eventually prove more fruitful. Researchers
conducted a study in which they characterised methapyrilene-induced hepatotoxicity in rats
employing three profiling technologies simultaneously: genomics, proteomics and metabolo‐
mics [77]. The report demonstrated the possibility and great value of these technologies when
used in an integrative manner, where responses to the toxic insult could be followed from
genetic expression changes, to protein up- / down-regulation, through to changes in the
metabolite profile, which gave a very good indication of where and how the chemical entity
may exert its biochemical action(s). Conducting this type of study on a substantial number of
compounds, both hepatotoxic and not, will yield a vast amount of data on how hepatocytes
react toward challenges with different types of chemical entities and provide insight into which
responses should raise concern and which are harmless. It may also deliver further under‐
standing of the mechanisms by which hepatocyte injury occurs.

One major drawback of all the profiling technologies is that most of the current research has
been carried out in vivo, which is predominantly unwanted in the drug development scenario.
The ultimate goal of predictive toxicology would be to develop techniques that can be used
in vitro. However, it should also be noted that it is highly unlikely that animal studies will be
avoided altogether, at least not for the foreseeable future, which leaves room for in vivo
profiling technologies as adjuvants to conventional safety pharmacology testing. In fact, it may
help justify the use of animals for safety pharmacology testing. It is not impossible to employ
these technologies using in vitro platforms, but more research is necessary to develop and
establish effective methodologies and biomarkers.

4.3. Emerging technologies

The main reason for a lack of in vitro predictive power is the difference in phenotype be‐
tween  perpetual  hepatocyte  monolayers  and  native  in  vivo  hepatocytes.  The  traditional
approach to circumvent this problem was the use of primary hepatocytes, which are con‐
sidered to be the “gold standard” for in vitro  hepatotoxicity studies. Two emerging tech‐
nologies  that  may  offer  alternative  solutions  are  hepatocytes  differentiated  from  stem
cells and 3D culturing techniques.

4.3.1. Stem cell technologies

As all physiological processes take place in a cellular setting, the highest quality of cells should
be used to determine safety and efficacy. This led to the use of stem cells. Stem cells are

Pre-Clinical Assessment of the Potential Intrinsic Hepatotoxicity of Candidate Drugs
http://dx.doi.org/10.5772/54792

15



differential protein expression (adaptive responses in Figure 3). On this conceptual basis,
researchers have tried to use profiling technologies such as genomics / transcriptomics and
proteomics to discern between compounds that may or may not induce liver injury and even
between subsets of chemical entities that cause different types of hepatotoxicity like necrosis,
steatosis and cholestasis [67].

The sensitivity of genomics experiments is high enough to detect subtle changes in gene
expression profiles.  For  this  reason,  it  is  argued to  be more sensitive  than conventional
methodologies aimed at detecting toxicity [68]. Indeed this was demonstrated in rats ex‐
posed  to  sub-toxic  doses  of  acetaminophen,  where  subtle  changes  in  gene  expression
profile were observed although no histological changes manifested [69]. This boasts well
for toxicogenomics as being able to identify the most sensitive signals of potential hepa‐
totoxicity.  The  authors  did  however  emphasise  the  weight  of  demarcating  toxic  events,
sub-toxic  /  adverse  events,  and adaptive  responses  as  this  will  have  great  influence  on
the outcomes of toxicogenomic studies. The ability to detect responses at a molecular lev‐
el that are not necessarily revealed at phenotypic level makes it possible to address ques‐
tions  about  linearity  of  the  dose-response  curve  at  low  exposure  levels  and  allows  for
more  accurate  determination  of  inflection  points  along  to  dose-response  curve  and
threshold exposure levels [68].  These determinants can play pivotal roles in safety phar‐
macology when selecting dosages for clinical studies. Regarding the predictive power of
genomics, Zhang et al.  [70] were able to achieve 83% accuracy in predicting human DILI
using data obtained from rats. Rats that met Hy’s law were found to express a gene ex‐
pression signature, which led to an 83% accuracy [70]. Unfortunately, toxicogenomics us‐
ing cell cultures and toxicogenomics using rodents do not correlate as well as one would
hope. Following acetaminophen exposure, in vitro  toxicogenomics using primary hepato‐
cytes yielded results comparable to that of in vivo  toxicogenomics regarding acute cellu‐
lar toxicity. However, in vivo  toxicogenomics revealed genetic expression changes due to
an  inflammatory  response,  which  in  vitro  toxicogenomics  failed  to  detect  [71].  This  un‐
earths the stubborn dilemma of  inter-dependent  physiological  systems within an organ‐
ism, which is very difficult to recreate experimentally.

Unlike the genome, the proteome is a dynamic entity that changes as gene activation and
epigenetic factors alter protein expression due to endogenous and exogenous signals and
factors. Studying the proteome allows the surveillance of current cellular events, which can
only be deduced from genomics data. This is probably the greatest disadvantage of toxicoge‐
nomics compared to toxicoproteomics; there are many splice variants, post-translational
modifications and subcellular localizations of the final products originating from genes [72,73]
implying that some degree of extrapolation is necessary when predicting cellular events from
genomics data. When studying the proteome, differential expression such as this can be
detected and this may in fact form part of the solution, rather than part of the problem.

Studying the proteome provides a direct description of cellular functions [74]. Thus far,
toxicoproteomic attempts to predict DILI have demonstrated limited efficacy when performed
in vitro [75]. Toxicoproteomics performed on in vitro cultures have the key advantage that
biologically significant alterations can be monitored without relying on whole animals [76].

New Insights into Toxicity and Drug Testing14

Exposing HepG2 cells to three model hepatotoxins that are known to cause necrotic, steatotic
or cholestatic liver injury, researchers were only able to distinguish cholestatic injury from
untreated controls [75]. The study failed to successfully discern necrotic and steatotic events,
however, the ability to detect adverse cholestatic events in HepG2 cells is noteworthy, as these
cells are not known to form biliary structures in a monolayer but rather present as parenchymal
cells [43]. This implies that morphological studies would not have been able to detect this event
and further suggests that native morphological features may not be required in order to detect /
predict certain types of toxicity when utilising in vitro proteomic approaches.

Perhaps a more integrated approach would eventually prove more fruitful. Researchers
conducted a study in which they characterised methapyrilene-induced hepatotoxicity in rats
employing three profiling technologies simultaneously: genomics, proteomics and metabolo‐
mics [77]. The report demonstrated the possibility and great value of these technologies when
used in an integrative manner, where responses to the toxic insult could be followed from
genetic expression changes, to protein up- / down-regulation, through to changes in the
metabolite profile, which gave a very good indication of where and how the chemical entity
may exert its biochemical action(s). Conducting this type of study on a substantial number of
compounds, both hepatotoxic and not, will yield a vast amount of data on how hepatocytes
react toward challenges with different types of chemical entities and provide insight into which
responses should raise concern and which are harmless. It may also deliver further under‐
standing of the mechanisms by which hepatocyte injury occurs.

One major drawback of all the profiling technologies is that most of the current research has
been carried out in vivo, which is predominantly unwanted in the drug development scenario.
The ultimate goal of predictive toxicology would be to develop techniques that can be used
in vitro. However, it should also be noted that it is highly unlikely that animal studies will be
avoided altogether, at least not for the foreseeable future, which leaves room for in vivo
profiling technologies as adjuvants to conventional safety pharmacology testing. In fact, it may
help justify the use of animals for safety pharmacology testing. It is not impossible to employ
these technologies using in vitro platforms, but more research is necessary to develop and
establish effective methodologies and biomarkers.

4.3. Emerging technologies

The main reason for a lack of in vitro predictive power is the difference in phenotype be‐
tween  perpetual  hepatocyte  monolayers  and  native  in  vivo  hepatocytes.  The  traditional
approach to circumvent this problem was the use of primary hepatocytes, which are con‐
sidered to be the “gold standard” for in vitro  hepatotoxicity studies. Two emerging tech‐
nologies  that  may  offer  alternative  solutions  are  hepatocytes  differentiated  from  stem
cells and 3D culturing techniques.

4.3.1. Stem cell technologies

As all physiological processes take place in a cellular setting, the highest quality of cells should
be used to determine safety and efficacy. This led to the use of stem cells. Stem cells are

Pre-Clinical Assessment of the Potential Intrinsic Hepatotoxicity of Candidate Drugs
http://dx.doi.org/10.5772/54792

15



classified as embryonic or adult, which is distinguished by developmental status. Where adult
stem cells are multipotent (yield the cell type from the tissue from which they originate),
embryonic stem cells are pluripotent (can give rise to differentiated cell lineages of all three
germ layers). Stem cells that originate from embryos have a normal diploid karyotype and do
not exhibit donor-dependent variability. The advantage of these cells compared to primary
cells are that they can be maintained in culture for a longer period of time and can be grown
up in large scale, producing high volumes.

The  implementation  of  murine  embryonic  cells  to  predictably  identify  human  develop‐
mental toxins, allowing for early identification of toxicity or candidate compounds in the
discovery pipeline was initiated by ECVAM. Mouse hepatocyte-like cells, which were es‐
tablished from embryonic stem cells  were the first  to be used in hepatotoxicity models.
The efficacy of cell  differentiation and maturation was improved, where the cells gener‐
ated alpha fetoprotein and albumin [78]. Cell characteristics included: 70% expressed the
phenotypical  marker  albumin,  they  metabolized  ammonia,  lidocaine  and  diazepamat
nearly two-thirds the rate of primary mouse hepatocytes. However, the difference in me‐
tabolism between humans and mice is  considerable leading to interspecies extrapolation
problems.  Subsequently  hepatocyte-like  cells  were  differentiated  from  hESC  [79].  These
cells  contained  liver-related  characteristics  such  as;  expression  of  α-fetoprotein,  produc‐
tion of albumin, hepatocyte nuclear factor 4α and induction of CYP450 enzymes,  stored
glycogen and showed uptake of idocyanine green. This was followed by more differenti‐
ated  hepatocyte-like  cells  which  additionally  express  functional  glutathione  transferase
activity at levels comparable to human hepatocytes [80].

The advantages of stem cells in relation to transformed/tumour or primary cells are that the
former possesses normal growth, genetic transformation and genetic composition as well as
uniform physiology and pharmacology [81]. Since stem/progenitor cells can differentiate into
clinically relevant cell types, but still maintain functional similarities to their in vivo counter‐
parts, they allow for safer drugs to be introduced into clinical trials and the market place. Other
advantages of stem cells include; the availability of cell types which were not previously
available and the ability to investigate cellular renewal, regeneration, expansion as well as
differentiation [82]. Stem cells can also be genetically modified using reporter gene construct,
thereby providing specific disease models [83].

As  with  all  technologies,  there  are  still  hurdles  to  overcome with  stem cell  technology.
Many clinically relevant cell types cannot be efficiently differentiated, purified and isolat‐
ed [82]. Human stem cells that reproducibly deliver hepatocytes with predictive pharma‐
cology  results  for  high-throughput  safety  screens  are  limited.  Although  progress  has
been made in the differentiation protocols, scaling cell growth and plating for cell-based
assays,  as  well  as  refining of  these  protocols  in  order  to  ensure  homogeneous  prepara‐
tions  will  continue.  Currently,  panels  of  human embryonic  stem cells  which  reflect  the
wide variation in the population are not available.

Although these hurdles exist, stem cells hold the potential for investigation into metabolic
competence, biotransformation capacity and transformation of exogenous compounds. Also,
the ability to determine human inter-individual differences due to genetic polymorphisms.

New Insights into Toxicity and Drug Testing16

4.3.2. 3D culturing techniques

Although 2D techniques have the advantages of being relatively inexpensive, reproducible,
robust and convenient, they have the chief disadvantage of loss of much of the functionality
of native hepatocytes [84], which raises the question of the relevance of such a model in
predicting DILI. Three-dimensional culturing of hepatocytes is an attempt to imitate an in
vivo environment in order to obtain more innate hepatocyte-like cells, thus producing a more
relevant model to study hepatotoxicity whilst using an in vitro platform.

The sandwich configuration of 3D culturing is frequently used when propagating primary
hepatocytes as  it  has been shown that  maintaining these cells  in this  configuration pro‐
longs their in vitro life-span by promoting cellular junctions, cell-cell and cell-matrix inter‐
actions,  and  maintaining  differentiation  [85-87].  After  seeding  a  sandwich  culture  of
primary hepatocytes, the cells require a recuperation period of > 40 h. During this period
a number of morphological changes occurs as the hepatocytes acclimatise to their new en‐
vironment, one of which is the formation of bile canaliculi [63,88]. The latter highlights a
particular role that 3D culturing techniques may play in predicting cholestatic type DILI.
Cholestatic DILI has been problematic to detect or predict using in vitro systems because
most cell lines do not produce the native biliary structures when propagated in monolay‐
er configuration. HepaRG cells,  differentiated using dimethyl sulphoxide and glucocorti‐
costeroids,  have been reported to form biliary-like structures when grown in 2D format
[52]. Building on the work of Liu et al. [89], Ansede et al. [63] demonstrated that it is pos‐
sible to determine whether drugs may induce cholestasis using primary rat hepatocytes in
the sandwich culture configuration. Deuterated taurocholic acid was used, which is easily
discernable  from endogenous sodium taurocholate  using liquid chromatography/tandem
mass spectrometry, to monitor bile acid transport.  The effect of Ca2+ on hepatocyte tight
junction integrity was exploited in order to discern between hepatic uptake and efflux of
deuterated taurocholic acid.  Using this approach the researchers were able to determine
total  and intracellular bile  acid accumulation,  biliary excretion index and in vitro  biliary
clearance.

A manuscript that unmistakeably illustrates the important role that 3D culturing techni‐
ques can play in drug development is Lee et al. [90]. Using sandwich-cultured rat primary
hepatocytes, the authors were able to elucidate the hepatoprotective effect of dexametha‐
sone  on  tabectedin-induced  hepatotoxicity.  At  the  time  of  the  study,  trabectedin  was  a
promising new antineoplastic agent showing activity against various cancers at nanomo‐
lar concentrations and which had already reached phase II clinical trials, but was found to
have dose-limiting hepatotoxic side-effects. The report highlights the fact that experiments
using primary rat hepatocytes cultured in a monolayer configuration were unable to repli‐
cate the known hepatoprotective effect of dexamethasone against trabectedin-induced tox‐
icity. The reason for this was the lack of hepatobiliary functionality of the hepatocytes in
monolayer configuration, and explains why the sandwich configuration was able to show
that  dexamethasone  protected  hepatocytes  by  restoring  normal  hepatobiliary  function.
This demonstrates that 3D culturing techniques hold the key to predicting different sub‐
types of DILI such as hepatocellular necrosis and cholestatic injury. Whether or not simi‐
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lar  experiments  would  prove  successful  when  using  HepaRG  cells  is  still  to  be
determined.

It is difficult for nutrients to reach, and for waste products to be removed from hepatocytes in
a traditional sandwich configuration because the cells are entrapped in a thick extracellular
matrix. The perfusion sandwich culture [91] and entrapment between ultra-thin porous silicon
membranes technologies [92] were developed to surmount these complications. In addition to
maintaining hepatobiliary function, both these methods claim added predictive capabilities
for DILI as demonstrated through increased sensitivity to acetaminophen toxicity due to
preserved metabolic enzyme functionality. Still, even with these improved methods, the life-
span of these primary hepatocytes remains limited, which restricts the use of such methods
on a large scale.

Other  3D culturing methods are  mainly based on bio-artificial  liver  bioreactors  that  are
aimed  at  developing  extracorporeal  liver  support  systems  for  patients  with  acute  liver
failure. In the past, such bioreactors were based on adult hepatocytes and proved unsuc‐
cessful  because the hepatocytes failed to proliferate [93].  The latest  of  these that are be‐
ing explored for its use in drug toxicity testing is the four-compartment perfusion model.
Cells are contained in one of the four compartments,  the remaining three compartments
comprises three independent but interwoven artificial capillary bundles that form the ca‐
pillary bed in which the cells are housed. Cells are derived from hESCs and currently re‐
search  is  being  carried  out  to  obtain  the  optimal  protocol  for  differentiating  these  cells
into mature hepatocytes that closely resemble innate hepatocytes. This research project is
headed by the EU Vitrocellomics project [94].

Anchorage-free 3D culturing methods result in the formation of small hepatocyte aggre‐
gates known as spheroids. There are different ways to induce the formation of spheroids
including continuously-stirred bioreactors [94], the rocked suspension technique [95] and
rotating  wall  bioreactors  [96].  Initial  experimentation  demonstrated  that,  between  sphe‐
roids and monolayers, there was indeed differential toxicity induced by 7 day methotrex‐
ate  exposure.  It  was  thought  that  this  was  due  to  preservation  of  hepatocyte
functionality, but could also have been due to lack of the test compound to penetrate the
spheroidal  structure  [97].  More  than  a  decade  later  it  is  well  known  that  liver-specific
functions  like  albumin  and  urea  synthesis  and  metabolic  activities  are  maintained  for
prolonged periods of up to 21 days [94].  In time, spheroids deposit an extracellular ma‐
trix  consisting of  laminin,  fribronectin and collagen,  which encapsulates each individual
spheroid.  These  structures  also  preserve  histotypical  cytarchitechture,  intercellular  con‐
tacts  (gap junctions)  and biliary canaliculi  [98].  Moreover,  when hepatocytes  grown un‐
der these conditions are encapsulated in alginate  polymers,  albumin and urea synthesis
doubles and phase I and II metabolic activities are also elevated. This may be attributed
to the bulk added to the extracellular matrix,  provided by the alginate polymers,  which
protects  the  hepatocytes  from  shear  stresses  under  hydrodynamical  conditions  [94].  A
setback  of  this  technique  is  the  difficulty  of  obtaining  spheroids  that  are  of  a  specific
mean diameter (100 μm) and batches of spheroids that are all similar in size. This is nec‐
essary as necrotic cell death may occur at the centre of spheroids if the diameter of these
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aggregates  exceeds  approximately  300  μm.  The reason for  this  is  lack  of  oxygen perfu‐
sion to cells located in the central region of spheroids that are too large in size [99].

Recently researchers attempted to predict hepatotoxicity employing hepatocyte spheroids
developed from an immortalised cell line, a HepG2 derivative (C3A), instead of primary
hepatocytes  [96].  The study emphasizes the value of  proper dosing during toxicity test‐
ing.  In the study spheroids were not exposed to a set  concentration of  drug in the cul‐
ture medium for individual experiments. Rather, the concentration of drug in the culture
medium was adjusted with each experiment to mimic in vivo  dosing practices where the
amount of drug was altered according to the amount of protein present in the bioreactor
i.e. dosages were reported as mg drug / mg protein. Using this approach the researchers
were able to obtain more accurate predictions of lethal human blood concentrations com‐
pared to conventional 2D culturing techniques.

5. Future directions

It would be fair to say that 2D culturing techniques have predominated since the inception of
research on artificially cultured cells and as such numerous ways have been developed to
analyse cells in the 2D format. Amongst others, this is one of the key advantages that 2D
culturing techniques have over 3D culturing techniques, demonstrated by the multiple
parameters that can be simultaneously assessed using HCS. Currently, this is not possible
when using 3D cultures as all cells are not in the same pane and cannot be examined individ‐
ually. On the other hand, the relevance of 2D culture models is questionable when compared
to 3D models that more closely resemble their native counterparts. Various reports have shown
that 3D culturing methods are superior to 2D cultures in detecting or predicting certain types
of DILI, especially cholestatic injury as 2D models do not express the necessary morphology
to study this. Profiling technologies may be able to breach the chasm between 2D and 3D
culture models because it is applicable to both scenarios and have been shown to distinguish
cholestatic hepatotoxins even when applied to 2D cultures.

The proteome represents current events on a cellular level and 3D cultures are better depictions
of innate hepatocytes. Therefore, proteomic investigations that are based on 3D cultures, dosed
using in vivo practices (mg drug/ mg protein), and are similar in size to the large DILI prediction
studies that have been conducted on 2D cultures may prove exceedingly valuable in providing
researchers with a set of protein biomarkers that can successfully predict DILI in humans. A
substantial amount of research is necessary into this field of interest.

What is missing from current literature is the assessment of 3D cultures to express / secrete
biomarkers that are currently used in the clinical setting, i.e. ALT, AST, ALP and bilirubin, and
how these respond following challenge with various drugs. Research into this area may
uncover possible accurate extrapolations that can be validated for use in predicting DILI. For
instance, it is possible that 3D cultures secrete sufficient quantities of ALT and bilirubin to be
measured in the surrounding culture medium. Maybe these markers will fluctuate in a way
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similar to what would occur in the in vivo setting and it may therefore be possible to assess the
criteria for, and apply, Hy’s law on an in vivo-like in vitro system.

The in vitro technologies necessary to shift the detection and prediction of candidate drugs that
may cause DILI from the clinical phases of drug development to the early pre-clinical phase,
is available at present. There are various types of in vitro technologies available and each has
its own unique advantages and disadvantages. For this reason, different approaches may be
able to identify and predict certain types of DILI better than others and vice versa. Therefore,
an integrated approach based on multiple models may be a step in the right direction if an in
vitro platform is desired. Cultures of hepatocyte spheroids may be convenient in this scenario.
At the end of an experiment, individual spheroids from the same bioreactor can be examined
using different technologies (some can be used for profiling, others for microscopic evaluation,
and still others for fluorescent analyses following digestion), which would make the results
truly comparable in that all the spheroids would be subjected to the exact same conditions.

Work is necessary to incorporate the available methods into a standard set of tests, com‐
prising of different tiers,  which generate data that can be interpreted as a whole,  to aid
the critical  ‘go’ /  ‘no-go’ decision (the earlier,  the better).  Such a set of experiments will
greatly improve lead prioritization before astronomical amounts of funds are invested in‐
to  a  particular  potential  drug.  In the long run this  will  increase the productivity of  the
entire  drug development process by alleviating some of  the financial  pressures and im‐
proving time-scales from drug discovery to marketing as less time is spent on candidates
that will eventually fail in the clinical phases. Finally, it should aid regulatory authorities
in granting approval and provide safer drugs for consumers.
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1. Introduction

Microcystins (MCs) are toxins produced by cyanobacteria from water environments that can
induce acute and chronic effects on humans and animals, after ingestion/contact with conta‐
minated water [1]. This group of cyclic heptapeptides comprises approximately 80 variants,
being microcystin-LR (MCLR) the most frequent and toxic variant [1]. MCs are mainly known
for their hepatotoxicity due to their inhibitory activity of serine/threonine phosphatases PP1
and PP2A [2]. This inhibition interferes with hepatocyte homeostasis and structure, leading to
the collapse of liver tissue organization, liver necrosis and hemorrhage (Figure 1), which can
culminate, in severe cases, in the death of the intoxicated individuals [3, 4].

It has been reported that microcystins cross cell membranes through the transmembrane solute
carriers transport family OAPT (Organic Anion Polypeptide Transporters), in particular the
OATP1B1, OATP1B2, OATP1B3 and OATP1A2 [7, 8]. They are responsible for the sodium-
independent uptake of large amphipathic endogenous and exogenous organic anions into cells
and across the blood-brain barrier [9, 10]. The knowledge on the mechanism(s) of OATP-
mediated transport is still scarce [9] however, the available information suggests that, in a
general way, OATPs act as organic anion exchangers [11], functioning in a rocker-switch type
of mechanism and translocating the substrate through a central positively charged pore [9].

Some OATPs are expressed ubiquitously, whereas others are expressed in a tissue-specific
way [10]. In fact, the organotropism of MC is due to the selective uptake of microcystins by
the OATPs that are primarily expressed in liver [8], such as those mentioned above. For this
reason, the study of the toxicological properties of microcystins has been conducted mainly
in liver cells in vivo and cultured hepatic cells in vitro. However, OATP expression in other
organs has also been reported, like the case of OATP1A2 in the kidneys [7, 8, 10, 12] and an
increasing number of studies have been showing that MCLR can indeed induce nephrotox‐
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icity [13, 14, 15]. In fact, although MCLR is mostly accumulated in the liver and excreted by
biliary route, a fraction of the toxin (9%) is filtrated in the kidneys and eliminated through
the urine [16], which makes the kidneys a potential target for MCLR toxicity. In figure 2 is
depicted the toxicokinetics of microcystins.

Figure 1. Representation of the effects of microcystins in cytoskeleton, namely the changes of the hepatocytes and
sinusoidal capillary structure, and intrahepatic bleeding, mediated by the inhibition of protein phosphatases PP1 and
PP2A (partially adapted from [5] and [6]). Legend: H – hepatocyte; SC – Sinusoidal capillary; MC – microcystins; OH –
hydroxyl group; P – phosphate group; PP1 – protein phosphatase 1; PP2 – protein phosphatase 2.

Established cell lines have been considered, for a long time, as unsuitable to study the toxic
effects of MCs. This was due to the observation that, comparing with primary cell lines, high
amounts of MCs were required to elicit toxicity in permanent cell lines [17, 18, 19]. A proposed
explanation was the fact that established cell lines lose their OATPs, which render them unable
to uptake the toxin [19, 20]. Despite this fact, an increasing number of studies have demon‐
strated that MCs clearly induce toxic effects on several mammalian cell lines, in particular in
the human hepatoma HepG2 cell line [21-24]. Indeed, it was already demonstrated that OATP
transport system is preserved in the HepG2 cells [25].
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Figure 2. Schematic representation of MCLR absorption, distribution, metabolization and excretion (ADME) processes.
Legend: MCLR – microcystin-LR; MCLR-GSH – microcystin-LR conjugated with glutathione; MCLR-CYS – microcystin-
LR conjugated with cysteine.

When we started our work on MCLR toxicity in mammalian cell lines we evaluated the effects
of Microcystis aeruginosa extracts containing MCLR in the cell viability of AML12 (Mus
musculus hepatocytes, ATCC-CRL 2254), HepG2 (human hepatoma, ATCC-CRL 10741) and
Vero-E6 (african green monkey Cercopithecus aethiops kidney epithelial cells, ATCC-CRL 1586)
cell lines. Surprisingly, we observed that the dose-response curve of cell viability decrease
induced by MCLR was quite similar in Vero-E6 and in liver-derived cell lines [26]. Since then,
we have been demonstrated that MCLR induces a multiplicity of effects on Vero cells within
a wide range of concentrations [26-30], according to a dose-effect relationship (Figure 3).

To our knowledge no previous study reported the expression of OATPs in Vero cell line,
neither if an alternative transport system is involved in the microcystin uptake by kidney cells.
The elucidation of this issue would be obviously an important contribution to the knowledge
of microcystins toxicokinetics in the kidney and, consequently, an important stimulus to the
investigation of microcystins toxicity in the kidneys.
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Figure 3. Dose-effect relationship of MCLR on Vero-E6 cell line.

The studies of MCs effects on cell lines often lead to contradictory results, given the fact that
distinct MC toxicity endpoints (mainly cytotoxicity and genotoxicity) have been studied in
diverse cell lines (and cell clones) under distinct exposure conditions (different doses-ranges,
time of exposure, MCs variants, etc). In our work with Vero-E6 cells we tested MCLR (both
pure toxin and from cyanobacterial extracts of M. aeruginosa) within a wide range of concen‐
trations (1 nM- 200 μM), using several endpoints and methodologies (cytotoxicity, morphol‐
ogy, genotoxicity, protein expression). In this chapter we will summarize our results and
discuss the utility of Vero-E6 cell line to evaluate the toxicological properties of MCLR.

2. Effects of MCLR in Vero-E6 cell line

2.1. Cell viability

In our studies with Vero-E6 cell line we have consistently observed that MCLR induces a
concentration-dependent decrease of cell viability [26, 27, 29, 30]. This was achieved using
distinct cell viability assays (MTT, Neutral Red and LDH release) and distinct toxin sources
(commercially available MCLR and M. aeruginosa extracts). We observed that the most
sensitive methods for cytotoxicity evaluation were MTT and Neutral Red assays [26, 27, 29]
and that the response of pure toxin and cyanobacterial extracts was quite similar with cytotoxic
thresholds within 22-50 μM of MCLR (Table 1). The MCLR-induced loss of Vero-E6 viability
was attributed to apoptosis and necrosis [29, 30] as widely described for various cell types in
vitro and in vivo [18, 31, 32].
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2.2. Cellular organelles

In Vero-E6 cell line, exposure to MCLR (within the micromolar concentrations range) affected
several cellular organelles in a concentration-dependent form (Table 1, Figure 3). In our articles,
we proposed that at lower MCLR concentrations, autophagy is triggered as a survival
mechanism of Vero cells, in an attempt to eliminate the toxin or/and the MCLR-induced cellular
damages [29, 30]. Also, we reported the vacuolization of the Golgi apparatus and cytoplasm,
effects also previously described in MCLR-exposed hepatocytes [17, 18]. The disorganization
of the microfilaments and microtubules, which is one of the most commonly described
cytotoxic effects of MCLR in hepatic cells [34-36], was also triggered by MCLR in Vero cells [29,
30]. The observation that MCLR induced the destructuring of the endoplasmic reticulum (ER)
suggested that this organelle is involved in MCLR toxicity in Vero cell line [29, 30]. The
involvement of the ER in MCLR-mediated toxicity was also previously reported in mouse
kidney and liver [37]. At higher concentrations, MCLR induced the disruption of the plasma
membrane, lysosomes and mitochondria of Vero cells [29, 30]. So far, studies that have used
other cell types proposed mitochondria as a major target of MCLR toxicity [38-42]. However,
studies with Vero cells show that mitochondria, although involved in MCLR-induced toxicity,
may not be the pivotal intracellular target of the toxin [29, 30].

2.3. Genotoxicity

Based on its tumour promoter activity MCLR is classified by the International Agency for
Research on Cancer as a potential human carcinogen (class 2B) [43]. In addition, some
epidemiologic studies have associated the increase of human hepatocarcinoma [44, 45] and
colorectal [46] cancers with the ingestion of water frequently contaminated with microcystins.
However it is still unclear if, besides a tumor promoter, MCLR can also act as a tumor initiator.
In fact, the potential genotoxicity of MCLR is still a matter of some controversy within the
scientific community, with several authors reporting apparently contradictory results.

The hypothesis of MCLR being a genotoxic compound was mainly supported by the evidence
that this toxin induces DNA damage in liver cells in vivo, in cultured hepatocytes and in some
non-liver cell lines (revised in [47]). This data was obtained by the Comet assay, which
measures DNA strand breaks that constitute primary DNA lesions with relevance for the
formation of gene and chromosome mutations [48]. Several mutagenicity studies excluded the
hypothesis of MCLR being a mutagen [49, 50], which was further supported by the fact that
MCLR do not form adducts with DNA that would represent a pre-mutagenic lesion [51]. On
the other hand, some authors reported that MCLR-induced DNA damage was a consequence
of early apoptosis due to oxidative stress and not a real genotoxic effect [52]. This hypothesis
was supported by the discovery that MCLR induces the formation of 8-oxo-dG, a marker of
oxidative DNA damage in liver cells [51].

Chromosome damage (aneugenesis/clastogenesis) has been suggested for microcystins by an
increase of the micronucleus (MN) frequency in mouse erythrocytes [49] and in the human
TK6 cell line [53]. However, no effect on the micronucleus frequency has been reported for
other cell types [50, 54-56] neither chromosome aberrations have been described so far [54, 57].
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Figure 3. Dose-effect relationship of MCLR on Vero-E6 cell line.
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2.2. Cellular organelles
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Some authors have also proposed that MCLR might interfere with DNA repair processes,
namely the repair of gamma radiation and ultra-violet-induced DNA damage [52, 54, 57], thus
increasing the genotoxic potency of those agents and contributing to their carcinogenesis.

Toxin concentration that elicited effect at 24 h

(extension of effect) Methods References

Effects Pure MCLR Cyanobacteria extract w/ MCLR

Cytotoxicity

(cell viability decrease)

25 – 200 µM (52-82%) 22-175 µM (55-58%) MTT assay [27]

_ 30 µM - 150 µM (35-67%) MTT assay [29]

_ 30 µM - 150 µM (26-79%) Neutral Red assay [29]

50 -100 µM (48-66%) 50 -100 µM (80-82%) Neutral Red assay [30]

200 µM (55%) 88-175 µM (38-29%) LDH release [27]

Cellular organelles

damages and /or

changes

Autophagosome induction

_

5-12 µM

TEM

(Immuno)fluorescence

microscopy

Tunnel assay

[29, 30]

Endoplasmic reticulum 5-50 µM

Cytoskeleton damages 12-50 µM

Lysosome rupture
20-50 µM

Mitochondria damages

Apoptosis 20-50 µM (13-27%)

Necrosis 12-100 µM (10-25%)

Genotoxicity Within micromolar range 20 and 40 µM (3.4 and 4.1 fold) Micronucleus assay [26, 58]

ERK1/2 activation 5-5000 nM (2.8–4 fold) 5-5000 nM (1.7–3.7 fold) Western Blot
[28]

Cell proliferation 1– 10 nM (1.5-2.1 fold) - BrdU incorporation assay

Table 1. Effects induced by pure MCLR and toxic M. aeruginosa extracts in Vero-E6 cell line: effective toxin
concentrations, effect extension and methods used in their evaluation.

In our early studies with the Vero-E6 cell line we demonstrated that cyanobacterial extracts
from a MCLR-producer cyanobacterial strain increased the frequency of micronuclei at non-
cytotoxic concentrations [26]. Afterwards, we confirmed this observation using pure MCLR
[58, submitted for publication]. In this study, we found that MCLR induces the micronucleation
of Vero-E6 and human hepatoma HepG2 cell lines. In order to disclose the mechanism
underlying micronuclei formation we used the centromere labelling Fluorescent in situ
Hybridization technique in HepG2 exposed cells to MCLR (since there are no commercial
centomere probes for monkey cells) and we observed that MCLR induced both centromere-
positive and centromere-negative micronuclei [58]. Our data, together with those from other
works, suggests that MCLR genotoxicity occurs indirectly by both clastogenic and aneugenic
mechanisms: the first, possibly through oxidative stress; the second, perhaps through damages
on the mitotic spindle, induced by the inhibition of PP1/PP2A. Since clastogenesis and
aneugenesis have been associated with human cancer development [59] it can be hypothesized
that both underlie the carcinogenic activity of MCLR. Moreover, the confirmation of genotoxic
activity of MCLR in vivo is of major importance for regulatory purposes because a safe level
could not be applied to clastogens conversely to aneugens [59, 60]. This is fundamental for the
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prevention of the risk of exposure of human populations to water contaminated with toxic
cyanobacteria.

In figure 4 we summarize the proposed effects/mechanisms of MCLR genotoxicity, based on
the previous reports from other authors and our own contribution.

Figure 4. Representation of possible mechanisms of genotoxicity induced by MCLR. Legend: MCLR – microcystin-LR;
PP1 – protein phosphatase 1; PP2 – protein phosphatase 2; ROS – reactive oxygen species.

2.4. Cell proliferation

It is generally assumed that MCLR is a potent tumor promoter. This assumption is based on
rodent carcinogenicity studies which revealed that MCLR is able to induce cellular transfor‐
mation of rat liver [61] and mouse skin [62] of animals previously exposed to a genotoxic agent.
However, the mechanisms underlying MCLR-induced tumor promotion are still unknown. It
has been suggested that this activity is mediated by the inhibition of serine/threonine phos‐
phatase PP1 and PP2A, given their role on the regulation of cellular division and proliferation,
namely through the activation of Mitogen-Activated Protein Kinases (MAPK) [63]. MAPKs
are involved in signaling pathways that regulate many cellular processes through phosphor‐
ylation cascades, in particular the Ras-Raf-MEK1/2-ERK1/2 cascade, with a key role in cellular
proliferation and being regulated by several types of phosphatases including the serine/
threonine phosphatases PP1 and PP2A [64]. The Ras-Raf-MEK1/2-ERK1/2 cascade is activated
by growth factors and mitogenic agents (Figure 5). They bind to tyrosine kinase membrane
receptors (RTK), which activate the membrane G-protein GTPase, the recruitment and
activation of Raf protein and the subsequent phosphorylation cascade of ERK1/2 pathway [65].
The activated (phosphorylated) forms of ERK1/2 are translocated to the cell nucleus, inducing
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increasing the genotoxic potency of those agents and contributing to their carcinogenesis.
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of Vero-E6 and human hepatoma HepG2 cell lines. In order to disclose the mechanism
underlying micronuclei formation we used the centromere labelling Fluorescent in situ
Hybridization technique in HepG2 exposed cells to MCLR (since there are no commercial
centomere probes for monkey cells) and we observed that MCLR induced both centromere-
positive and centromere-negative micronuclei [58]. Our data, together with those from other
works, suggests that MCLR genotoxicity occurs indirectly by both clastogenic and aneugenic
mechanisms: the first, possibly through oxidative stress; the second, perhaps through damages
on the mitotic spindle, induced by the inhibition of PP1/PP2A. Since clastogenesis and
aneugenesis have been associated with human cancer development [59] it can be hypothesized
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activity of MCLR in vivo is of major importance for regulatory purposes because a safe level
could not be applied to clastogens conversely to aneugens [59, 60]. This is fundamental for the
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prevention of the risk of exposure of human populations to water contaminated with toxic
cyanobacteria.

In figure 4 we summarize the proposed effects/mechanisms of MCLR genotoxicity, based on
the previous reports from other authors and our own contribution.

Figure 4. Representation of possible mechanisms of genotoxicity induced by MCLR. Legend: MCLR – microcystin-LR;
PP1 – protein phosphatase 1; PP2 – protein phosphatase 2; ROS – reactive oxygen species.

2.4. Cell proliferation

It is generally assumed that MCLR is a potent tumor promoter. This assumption is based on
rodent carcinogenicity studies which revealed that MCLR is able to induce cellular transfor‐
mation of rat liver [61] and mouse skin [62] of animals previously exposed to a genotoxic agent.
However, the mechanisms underlying MCLR-induced tumor promotion are still unknown. It
has been suggested that this activity is mediated by the inhibition of serine/threonine phos‐
phatase PP1 and PP2A, given their role on the regulation of cellular division and proliferation,
namely through the activation of Mitogen-Activated Protein Kinases (MAPK) [63]. MAPKs
are involved in signaling pathways that regulate many cellular processes through phosphor‐
ylation cascades, in particular the Ras-Raf-MEK1/2-ERK1/2 cascade, with a key role in cellular
proliferation and being regulated by several types of phosphatases including the serine/
threonine phosphatases PP1 and PP2A [64]. The Ras-Raf-MEK1/2-ERK1/2 cascade is activated
by growth factors and mitogenic agents (Figure 5). They bind to tyrosine kinase membrane
receptors (RTK), which activate the membrane G-protein GTPase, the recruitment and
activation of Raf protein and the subsequent phosphorylation cascade of ERK1/2 pathway [65].
The activated (phosphorylated) forms of ERK1/2 are translocated to the cell nucleus, inducing
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the activation of transcription factors such as c-Fos and c-Jun thus triggering cell proliferation
[64]. The fact that Ras-Raf-MEK-ERK cascade is regulated by several types of phosphatases
including the protein serine/threonine phosphatases PP2A [64, 66] supports the hypothesis
that, by inhibiting PP2A, MCLR deregulates the ERK1/2 pathway and promotes cell prolifer‐
ation (Figure 5).

Figure 5. The role of protein phosphatase PP2A in the regulation of the signaling pathway Ras-Raf-MEK1/2-ERK1/2.
Partly based on Kolch [67] and Junttila et al [64]. Legend: RTK (tyrosine kinase receptor); Ras (GTPase); Raf (MAP kin‐
ase kinase kinase); GDP (guanosine diphosphate); GTP (guanosine triphosphate); P (phosphate group); MEK (MAP kin‐
ase kinase); ERK (extracellular-signal-regulated kinase); AP1 (activator protein-1); c-Fos, c-Jun, c-Myc, ETS-1
(transcription factors); PP2A (type 2A protein phosphatase).↓ Activation, ⊥ Inhibition.
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Few studies support this hypothesis: (1) Li et al [68] reported the activation of proto-onco‐
genes c-jun, c-fos and c-myc by a cyanobacterial extract containing microcystins in rat liver,
kidney and testis; (2) Zhu et al [69] demonstrated that MCLR induces the transformation of
immortalized colorectal crypt cells through the constitutive activation of AKT and MAPK
(p38 and JNK) cascades. Our team has evaluated the effect of MCLR in Vero-E6 cell line pro‐
liferation through the BrdU incorporation assay that evaluates the G1/S transition in cell cy‐
cle [28]. We showed that MCLR (1 to 10 nM) induces a significant increase in Vero cells
proliferation with a maximum of 2.2 fold increase at 5 nM [28]. We further analyzed the ex‐
pression of MAPK (ERK1/2, JNK and p38) by Western-blot and concluded that MCLR stim‐
ulates Vero cells proliferation by the activation of the ERK1/2 signaling pathway [28]. These
results emphasize the importance to confirm the impact of MCLR on tumor promotion in
vivo, in particular at kidney level.

3. Comparison of MCLR-induced toxicity in kidney cell lines

The effects of microcystins in kidney cell lines, namely in Vero cells, have been barely evalu‐
ated. Thompson et al [70] reported that cyanobacteria extracts containing up to 10 μM of MCLR
did not interfere with the morphology and LDH release of Vero cells. Chong et al. [21] also did
not found changes in Vero cells viability (evaluated by the MTT assay) after exposure to
concentrations up to 37.5 μM of pure MCLR during 24–96 h. Grabow et al. [71] described
cytopathogenic effects (rounding and disintegration of cells) of Vero cells induced by M.
aeruginosa extracts containing 500 μM of MCLR. The results from our studies show a higher
sensitivity of Vero-E6 cell line to MCLR than those previously reported data for Vero cells
(Table 1).

Additionally, in a previous study we also observed that MCLR induce cytotoxic effects in the
Madin-Darbin canine kidney cell line (MDCK – ATCC CCL-34) [72]. However, the sensitivity
of this cell line was lower than that of Vero cells. In fact, while significant reduction of Vero
cells viability occurs above 25 μM of MCLR (Table 1), only 30% decrease in MDCK cell viability
was observed after exposure to 100 μM of MCLR, using the Neutral Red Assay [72].

Effects of MCLR on cell morphology and ultrastructure were previously evaluated in the rat
renal epithelial cell line NRK-52E (ATCC-CRL 1571) in studies developed in 1990’s decade.
Wickstrom et al. [73] found that MCLR affects the cytoskeleton components namely the
microtubules, intermediate filaments and microfilaments in a similar way to that observed in
hepatocytes. However, the renal cell line required a 100-fold higher concentration (more than
100 μM) and prolonged time of exposure comparing to primary hepatocytes [73]. Reports from
Khan et al. [17, 74] also demonstrated the collapse and condensation of cystoskeleton elements
induced by MCLR (133 μM) on NRK-52E cell line.

The differences reported in the above mentioned distinct studies might be explained by
differences in experimental design, such as the use of toxins from different sources (pure or
crude extracts), applied in different dosages and tested by different endpoints of toxicity.
Besides, the use of different clones of Vero cells (often not mentioned in the papers) may also
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justify the distinct sensitivities observed among several authors. Further studies would also
be required to conclude if the effects of MCLR on kidney cells could be species-dependent.

Overall, the cytotoxic, morphological and ultrastructural effects of MCLR on Vero-E6 cell line
reported by us are quite similar to those reported for other cell lines. However, we observed
these effects at lower concentrations, which might suggest an eventual higher sensitivity of
Vero-E6 cell line comparing to other kidney cell lines.

4. Is Vero-E6 cell line a suitable model to study toxicological properties of
microcystins?

The assessment of kidney injury/dysfunction in vivo presents some complexity given the fact
that the kidney is constituted by over 20 different cell types exhibiting distinct morphologies
and functions and, consequently, diverse responses to toxic compounds [75, 76]. For this
reason, in vitro models are useful tools to assess specific nephrotoxic effects on specific cell
types [75]. Renal epithelial cell lines, in particular, present some advantages: there are several
well characterized commercially available clones, they are easy to grow and manipulate and
some of them retain basic functions of their original ancestors from kidney in vivo [76]. Specific
biochemical, morphological and functional markers such as transepithelial resistance and
transport, might therefore be used as endpoints of nephrotoxicity in vitro [75-77].

Vero-E6 monkey kidney cell line has been widely used on toxicology, virology and pharma‐
cology research, as well as, on the production of vaccines and diagnostic reagents [78]. In
particular, these cells have been used as model for assays to evaluate the toxicity of compounds
of different nature, either chemical or microbial toxins. The chemical substances tested include
carbamazepine [79]; triclosan [80]; lead nitrate [81]; pentachlorophenol and rotenone [82],
where the Vero cell line revealed to be one of the most sensitive model used in these studies.
These cells have also been validated as a cellular model for other microbial toxins such as
diphtheria toxin, a polypeptide with 535 a.a. [83] and Shiga-like toxins, a protein of enterohe‐
morrhagic Escherichia coli [84]. The sensitivity of Vero cell line to another cyanobacterial toxin,
cylindrospermopsin, was also reported although, such as MCs, the mechanism of toxin uptake
by this cell line remains to clarify [85, 86].

In our studies on the effects of MCLR on Vero-E6 cell line we did not evaluate any specific
nephrotoxicity marker. Instead, we evaluated the basal toxicity of MCLR, that is, the effects
that might be common to all cell types [87].

Using diverse methodologies including standard methods to evaluate cytotoxicity (Neutral
Red, MTT and Lactate Dehydrogenase release) and genotoxicity (Micronucleus and Comet
assay) we observed that MCLR induces a multiplicity of effects on Vero-E6 cells at distinct
levels: cellular morphology/ultrastructure, cell viability/death, MAPK expression and geno‐
toxicity (as referred in section 2). The type and extension of these effects were highly dependent
of toxin concentration and, generally, a dose-response relation could be established: for a dose
range of 1-10 nM, MCLR stimulates cell proliferation through the activation of the mitogen
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activated protein kinase ERK1/2 signalling pathway; however, within the μM range, MCLR
triggers a variety of effects in almost all cell compartments, from genotoxicity (induction of
micronuclei) and autophagy to apoptotic and necrotic cell death. Therefore, MCLR induces a
dual effect on the Vero-E6 cell line: at low doses it stimulates the cell growth but at high doses
it induces a decrease in viability and cell death (Figure 6).

Figure 6. Hormetic dose-response curves of MCLR on the growth of Vero-E6 cells.

This duality of low-dose growth stimulation vs high-dose growth inhibition was commented
by Li et al [88] as a characteristic hormetic dose-response phenomenon, such as they observed
for the low-dose PP2A stimulation vs high-dose PP2A inhibition by MCLR. However,
additional experiments would be required to support the hypothesis of MCLR exhibiting a
hormesis dose-response relation.

Another aspect we would like to underline is that we can attribute with high certainty the
observed responses of Vero-E6 cell line to MCLR exposure. The results obtained with toxic
cyanobacterial extracts are often questioned due to the uncertainty of cyanobacteria extracts
composition and the putative interference between cyanotoxins and other cyanobacterial
bioactive compounds [89]. In our studies, we tested two sources of MCLR: cyanobacterial
extracts from MCLR-producers (strains of Microcystis aeruginosa LMECYA 7, LMECYA 110
and LMECYA 113) [90] and commercially available pure MCLR. We have included in our
experiments two types of controls: culture medium when using pure toxin and a cyanobacterial
extract from a non toxic Microcystis aeruginosa strain (LMECYA 127) when using the toxic
cyanobacterial extract. All the strains of M. aeruginosa were phylogenetically close related [91]
and the ability (or inability) to produce MCLR was previously tested by several analytical
methodologies [92]. According to our results on cytotoxicity, genotoxicity and ERK1/2 (MAPK)
activation, all toxin solutions induced statistically significant responses in relation to respective
controls. Besides, the type and extension of effects were quite similar irrespectively of the toxin
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justify the distinct sensitivities observed among several authors. Further studies would also
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these effects at lower concentrations, which might suggest an eventual higher sensitivity of
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The assessment of kidney injury/dysfunction in vivo presents some complexity given the fact
that the kidney is constituted by over 20 different cell types exhibiting distinct morphologies
and functions and, consequently, diverse responses to toxic compounds [75, 76]. For this
reason, in vitro models are useful tools to assess specific nephrotoxic effects on specific cell
types [75]. Renal epithelial cell lines, in particular, present some advantages: there are several
well characterized commercially available clones, they are easy to grow and manipulate and
some of them retain basic functions of their original ancestors from kidney in vivo [76]. Specific
biochemical, morphological and functional markers such as transepithelial resistance and
transport, might therefore be used as endpoints of nephrotoxicity in vitro [75-77].

Vero-E6 monkey kidney cell line has been widely used on toxicology, virology and pharma‐
cology research, as well as, on the production of vaccines and diagnostic reagents [78]. In
particular, these cells have been used as model for assays to evaluate the toxicity of compounds
of different nature, either chemical or microbial toxins. The chemical substances tested include
carbamazepine [79]; triclosan [80]; lead nitrate [81]; pentachlorophenol and rotenone [82],
where the Vero cell line revealed to be one of the most sensitive model used in these studies.
These cells have also been validated as a cellular model for other microbial toxins such as
diphtheria toxin, a polypeptide with 535 a.a. [83] and Shiga-like toxins, a protein of enterohe‐
morrhagic Escherichia coli [84]. The sensitivity of Vero cell line to another cyanobacterial toxin,
cylindrospermopsin, was also reported although, such as MCs, the mechanism of toxin uptake
by this cell line remains to clarify [85, 86].

In our studies on the effects of MCLR on Vero-E6 cell line we did not evaluate any specific
nephrotoxicity marker. Instead, we evaluated the basal toxicity of MCLR, that is, the effects
that might be common to all cell types [87].

Using diverse methodologies including standard methods to evaluate cytotoxicity (Neutral
Red, MTT and Lactate Dehydrogenase release) and genotoxicity (Micronucleus and Comet
assay) we observed that MCLR induces a multiplicity of effects on Vero-E6 cells at distinct
levels: cellular morphology/ultrastructure, cell viability/death, MAPK expression and geno‐
toxicity (as referred in section 2). The type and extension of these effects were highly dependent
of toxin concentration and, generally, a dose-response relation could be established: for a dose
range of 1-10 nM, MCLR stimulates cell proliferation through the activation of the mitogen
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activated protein kinase ERK1/2 signalling pathway; however, within the μM range, MCLR
triggers a variety of effects in almost all cell compartments, from genotoxicity (induction of
micronuclei) and autophagy to apoptotic and necrotic cell death. Therefore, MCLR induces a
dual effect on the Vero-E6 cell line: at low doses it stimulates the cell growth but at high doses
it induces a decrease in viability and cell death (Figure 6).

Figure 6. Hormetic dose-response curves of MCLR on the growth of Vero-E6 cells.

This duality of low-dose growth stimulation vs high-dose growth inhibition was commented
by Li et al [88] as a characteristic hormetic dose-response phenomenon, such as they observed
for the low-dose PP2A stimulation vs high-dose PP2A inhibition by MCLR. However,
additional experiments would be required to support the hypothesis of MCLR exhibiting a
hormesis dose-response relation.

Another aspect we would like to underline is that we can attribute with high certainty the
observed responses of Vero-E6 cell line to MCLR exposure. The results obtained with toxic
cyanobacterial extracts are often questioned due to the uncertainty of cyanobacteria extracts
composition and the putative interference between cyanotoxins and other cyanobacterial
bioactive compounds [89]. In our studies, we tested two sources of MCLR: cyanobacterial
extracts from MCLR-producers (strains of Microcystis aeruginosa LMECYA 7, LMECYA 110
and LMECYA 113) [90] and commercially available pure MCLR. We have included in our
experiments two types of controls: culture medium when using pure toxin and a cyanobacterial
extract from a non toxic Microcystis aeruginosa strain (LMECYA 127) when using the toxic
cyanobacterial extract. All the strains of M. aeruginosa were phylogenetically close related [91]
and the ability (or inability) to produce MCLR was previously tested by several analytical
methodologies [92]. According to our results on cytotoxicity, genotoxicity and ERK1/2 (MAPK)
activation, all toxin solutions induced statistically significant responses in relation to respective
controls. Besides, the type and extension of effects were quite similar irrespectively of the toxin
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source (Table 1) and the results were repeatable after performing independent experiments.
In this sense we conclude that the observed effects were induced specifically by MCLR.

Usually it is assumed that high amounts of MCLR are required to elicit any effect on cell lines
comparing to primary cells [19]. This is true, but it also depends on the effects that are being
evaluated. In fact, cytotoxic MCLR concentrations for Vero cells were found within the range
of micromolar (μg/mL). However, the lowest concentration that elicited an effect (cell prolif‐
eration) on Vero-E6 cell line was 1 nM (μg/L) [28]. Many of the effects induced by MCLR in
Vero-E6 cell line were quite similar to those induced in the human hepatoma cell line (HepG2)
at similar dose-ranges. This applies to our data on MCLR genotoxicity on distinct cell models
[58] as well as on reported data from other authors [22, 47]. In fact, HepG2 cell line has been
considered a suitable model to evaluate the effects of MCLR on liver-derived cells, which
similarly might be applicable to Vero-E6 cell line regarding kidney-derived cells.

Considering all these aspects, we propose that Vero-E6 cell line is an appropriate in vitro cell
model to evaluate the basal toxicity of MCLR, although proper assessment of the specificity,
sensitivity, accuracy, among other parameters, will be required to validate this model.
Additionally, the elucidation of the MCLR uptake mechanism (OATPs or other transport
system), as well as the immunolocalization of MCLR within Vero cells, could be used to
confirm the access of this toxin to a kidney-derived cell line. Ultimately, further experiments
aiming at evaluate the effects of MCLR on specific kidney epithelial cells properties/nephro‐
toxic endpoints constitute a fundamental step in order to demonstrate the utility of Vero-E6
cell line as an in vitro model to investigate the nephrotoxic mechanisms of MCLR.

5. Concluding remarks

Despite the gaps in knowledge regarding the toxicological properties of microcystins, an
increasing number of recent publications emphasize the need to carefully evaluate their effects
on other organs besides the liver, particularly their carcinogenicity. The adverse effects of
MCLR in distinct organs is an important issue for risk assessment, because the guideline value
for MC in drinking water (1 nM) is still a provisional value, based on limited toxicological data
[93].

The exposure to low doses of MCLR corresponds to the most realistic kidney intoxication
scenario, considering that it is not the main target organ of this toxin. However, the role of
kidneys in toxin elimination might lead to the exposure of kidney cells to a low internal dose
that can be biologically effective in the induction of nephrotoxic effects. Besides, the chronic
adverse effects of microcystins on kidneys, specially the potential tumorigenic/carcinogenic
effects, may assume a particular importance in populations exposed to water persistently
contaminated with toxic cyanobacteria.

Although further studies will be required to recognize the epithelial monkey kidney-derived
Vero-E6 cell line as a nephrotoxicity model, we propose that Vero-E6 cell line constitutes a
valuable in vitro model to evaluate the basal toxicity of MCLR and to study the mechanisms
of MCLR toxicity.
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In figure 7 we summarize the effects induced by MCLR on Vero-E6 cell line.

Figure 7. Effects and mechanisms of toxicity of MCLR on Vero-E6 cell model. Legend: OATP (organic anion transport‐
ers polypeptide); PP1/PP2A (protein phosphatases PP1 and PP2A); P (phosphate group); ERK1/2 (extracellular-signal-
regulated kinase); TF (transcription factors); MT (microtubules); IF (intermediary filaments); MF (microfilaments); GSH
(reduced glutathione); ROS (reactive oxygen species); ER (endoplasmic reticulum); GC (golgi complex). ↓ Activation, ⊥
Inhibition.
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cell line as an in vitro model to investigate the nephrotoxic mechanisms of MCLR.
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Despite the gaps in knowledge regarding the toxicological properties of microcystins, an
increasing number of recent publications emphasize the need to carefully evaluate their effects
on other organs besides the liver, particularly their carcinogenicity. The adverse effects of
MCLR in distinct organs is an important issue for risk assessment, because the guideline value
for MC in drinking water (1 nM) is still a provisional value, based on limited toxicological data
[93].

The exposure to low doses of MCLR corresponds to the most realistic kidney intoxication
scenario, considering that it is not the main target organ of this toxin. However, the role of
kidneys in toxin elimination might lead to the exposure of kidney cells to a low internal dose
that can be biologically effective in the induction of nephrotoxic effects. Besides, the chronic
adverse effects of microcystins on kidneys, specially the potential tumorigenic/carcinogenic
effects, may assume a particular importance in populations exposed to water persistently
contaminated with toxic cyanobacteria.

Although further studies will be required to recognize the epithelial monkey kidney-derived
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Chapter 3

Why are Early Life Stages of Aquatic Organisms
more Sensitive to Toxicants than Adults?

Azad Mohammed

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/55187

1. Introduction

1.1. The selection of a suitable test species

Toxicity tests are designed to determine the specific concentrations of chemicals that induce a
measured effect on a target organism. However, the potency of any toxicant can be influenced
by the characteristics of the chemical, as well as environmental (temperature, ph, water
chemistry, salinity) and species (life stage, sensitivity, pre-exposure) specific factors. Environ‐
mental factors can either modify the toxicant itself or the immediate environment of an
organism, increasing or decreasing the effects of the toxicants. Species specific factors can alter
the organism/toxicant interaction by modifying the rate of uptake, distribution, elimination
and detoxification pathways. Therefore when conducting toxicity tests, it is important to have
controlled environmental conditions and select suitable test species to ensure reliable, relevant,
reproducible, defensible and ecologically significant results. The selection of a suitable test
species can be based on several criteria:

• the species should be widely available

• they should be easily maintained under laboratory conditions and provide sufficient
numbers of an appropriate size and age

• the genetics, genetic composition and history of the organisms should be known

• they should the most sensitive species in the environment.

• should be recreationally, ecologically and commercially important

• organisms should be in good physiological condition

• it should be indigenous or representative of the eco-region being studies

© 2013 Mohammed; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Why are Early Life Stages of Aquatic Organisms
more Sensitive to Toxicants than Adults?
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Additional information is available at the end of the chapter
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1. Introduction

1.1. The selection of a suitable test species

Toxicity tests are designed to determine the specific concentrations of chemicals that induce a
measured effect on a target organism. However, the potency of any toxicant can be influenced
by the characteristics of the chemical, as well as environmental (temperature, ph, water
chemistry, salinity) and species (life stage, sensitivity, pre-exposure) specific factors. Environ‐
mental factors can either modify the toxicant itself or the immediate environment of an
organism, increasing or decreasing the effects of the toxicants. Species specific factors can alter
the organism/toxicant interaction by modifying the rate of uptake, distribution, elimination
and detoxification pathways. Therefore when conducting toxicity tests, it is important to have
controlled environmental conditions and select suitable test species to ensure reliable, relevant,
reproducible, defensible and ecologically significant results. The selection of a suitable test
species can be based on several criteria:

• the species should be widely available

• they should be easily maintained under laboratory conditions and provide sufficient
numbers of an appropriate size and age

• the genetics, genetic composition and history of the organisms should be known

• they should the most sensitive species in the environment.

• should be recreationally, ecologically and commercially important

• organisms should be in good physiological condition

• it should be indigenous or representative of the eco-region being studies
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Since  the  first  toxicity  tests  were  performed  over  60  years  ago,  fish  and  invertebrates
continue to be the most popular test species because there exist a significant knowledge
base on their  physiology,  biochemistry,  behavior,  reproduction,  life  cycle  and ecological
importance. However there continues to be an ongoing debate as to whether certain life
stages are more sensitive to toxicants than others.  The general assumption in toxicology
has  been  to  utilize  the  ‘most  sensitive’  life  stage  which  toxicologists  assume  to  be  the
earliest  life  stages  for  a  given species.  Selecting the most  sensitive  life  stage provides  a
quick, relatively easy and sensitive toxicity test with the added advantage of having a low
cost and test duration. In fact, many standardized test protocols often specify the prefer‐
red life  stage to be used for testing.  For example,  US Environmental  Protection Agency
(US  EPA)  [EPA-600/4-80/001,  EPA-812-R-02-012],  and  American  Society  for  Testing  and
Materials (ASTM) [ASTM E1192-97(2008), ASTM E1267-03(2008) and ASTM E724-98(2004)]
test  protocols  recommend  the  use  of  early  life  stages;  first  instar  of  daphnia,  juvenile
mysids,  juvenile fish or embryos of  mollusks as the most suitable for toxicity tests.  The
choice of early life stages has been based on the premise that they are the most suscepti‐
ble  to  toxicants  and that  toxicity  data  using  the  most  vulnerable  life  stage  would offer
protection to all life stages in the natural environment.

2. Early life stages in toxicity tests

Numerous studies have reported that the early life stages of fish and invertebrates were
more sensitive to toxicants than the adult organisms (Herkovits et al. 1997, Schmieder et
al. 2000, Hutchinson et al. 1998, Mohammed et al. 2009). Schmieder et al. (2000) reported
that for medake, embryo-larval stages showed 50% mortality when 2,3,7,8-Tetrachlorodi‐
benzo-p-dioxin  (TCDD)  residues  in  the  eggs  were  1396  pg/g,  however,  for  adults  50%
mortality occurred when the whole body concentration of 2,3,7,8-TCDD residue was 2400
pg/g. Using data from the European Centre for Ecotoxicology and Toxicology of Chemi‐
cals (ECETOC) Acute Toxicity (EAT) data base, Hutchinson et al. (1998) analysed the EC50
data  from partial  and full  life  cycle  studies  and reported that  the  sensitivity  of  aquatic
invertebrate larvae were greater than or equal to juveniles for 66% of the substances tested,
while the sensitivity of juveniles was greater than or equal to the adults’ for 54% of the
substances tested. Hutchinson et al. (1998) also reported that for fish, NOEC data indicat‐
ed that larvae were more sensitive than embryos for 68% of substances, while the sensitivity
of fish larvae was greater than or equal to that of juveniles for 83% of the substances tested.
Based on fish EC50 data, juveniles were more sensitive than adults to 92% of the substan‐
ces tested (Hutchinson et al. 1998). For fishes, it has been reported that the larvae are more
sensitivity than embryos, and embryos are more sensitive than adults (larvae > embryos >
adults). However, for invertebrates such as molluscs, embryos may sometimes appear to
be more sensitive than larvae.  Therefore,  in scales  of  relative sensitivity,  the position of
specific life stages may vary depending on species.
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3. Early life stages as the most sensitive stage

Variations in sensitivity between life stages have been reported for organisms such as
Callosobruchus maculatas, Metamysidopsis insularis and Danio rerio. Macova et al. (2008) reported
that juvenile D. rerio exposed to 2-phenoxyethanol had a significantly lower LC50 (338.22 +/-
15.22 mg/L) than embryonic stages (486.35 +/- 25.53 mg/L) indicating a higher larval sensitivity.
Fisher et al. (1994) showed that veliger larva had similar sensitivity to Bayer 73 and 3-trifluor‐
omethyl-4-nitrophenol (TFM), whereas plantigrades and adults were less sensitive. Hardersen
and Wratten (2000) found that the most susceptible life stage of Xanthocnemis zealandica
following exposure to azinphos-methyl and carbaryl, was instar 7, while the least susceptible
were instars 2 and 13. Lotufo and Fleeger (1997) also reported significant differences in
sensitivity of nauplii, copepodites, and adults of Schizopera knabeni following exposure to
phenanthrene. However, Borlongan et al. (1998) showed that for Cerithidea cingulata (a brackish
water pond snail) sensitivity typically increased as the snail grew and matured.

Other studies have reported that early life stages such as first instar of daphnia, juvenile
mysids, juvenile fish and embryos are more susceptible than adults following exposure to
toxicants such as heavy metal (Bodar et al. 1989; Gopalakrishnan 2008; Hoang and Klaine
2007; Green et al. 1986; Verriopoulos and Morai'tou-Apostolopoulou 1982). For example,
George et al. (1996) reported that the larva (yolk sac stage) of Scophthalmus maximus was more
sensitive than other larval stages (larval and posthatch larval stages) following exposure to
cadmium. Green et al. (1986) also reported that for the crustacean Asellus aquaticus exposed to
cadmium, the juveniles (96 hr LC50 = 80 μg Cd/L) were more sensitive than the embryos (96
hr LC50 = >2,000 μg Cd/L). Ringwood (1990) reported that older larval of the bivalve Isognomon
californicum were approximately 10 times more sensitive than adults while embryos and early
larval stages were more than 50 times more sensitive than adults. Kennedy et al. (2006) also
reported that adult Dreissena polymorpha had a 48 hr LC50 of 1,214 μg Cu/L which was several
orders of magnitude higher than the 24hr LC50 (13 μg Cu/L) for earlier life stages (72-h old
trochophores). Verriopoulos and Morai'tou-apostolopoulou (1982) also reported that the most
sensitive life stage of Tisbe holothuriae to both copper and cadmium was the one-day-old
nauplius which had a 48h LC50 of 0.3142 mg Cu/L and 0.5384 mg Cd/L, while the five-days-
old nauplii had a 48h LC50 of 0.3415 mg Cu/L and 0.645 mg Cd/L, and the ten-days-old nauplii
showed a 48h LC50 of 0.5289 mg Cu/L and 0.9061 mg Cd/L. The most resistance stage was the
ten-days-old copepodids but generally, the resistance of Tisbe holothuriae to copper and
cadmium progressively increased with larval age.

4. Probable causes for variations in sensitivity between life stages

The apparent variability in sensitivity between early life stages and adults may be due to
several factors; surface area/volume ratio (particularly with young fish); the greater likelihood
that juveniles may have accumulated less fat than adults thus having less capacity to store
lipophilic substances; greater uptake of toxicant from the environment; under developed
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homeostatic mechanism to deal with the toxicants; immature immune systems and under
developed organs (liver and kidney) which has an important role in detoxification and
elimination of toxicants.

There are various ideas that seek to explain why early life stages are more sensitive than adults.
These often take into consideration specific behavioral, morphological, physiological and
biochemical characteristics which may be different between life stages. Some of the main ideas
include:

1. Organ systems may become sensitive to the effects of toxicant at certain periods during
early development but once developed, they may no longer be vulnerable (Ozoh 1979,
Bentivena and Piatkowski 1998).

2. The time taken for toxicants to reach target sites may be shorter in early life stages, because
of their smaller size when compared to later stages and adults.

3. Most embryo and larval forms may have poorly developed organs such as gills, liver and
kidneys. They also have permeable skin which, in early life stages, is the primary means
of ionic regulation. The skin presents a larger surface area for the uptake of toxicants,
resulting in increased susceptibility of the larva when compared to the adults.

4. In crustaceans research has shown that metals can concentrate in the body covering thus
reducing their entry into the body. The completion of body covering diminishes the entry
of metal into the body, thereby increasing the resistance of older forms.

5. Some toxicants may be sequestered in fat tissue or specific proteins preventing them from
reaching target organs.

The increased susceptibility of early life stages may also be related to other factors such as;
differential rates of absorption/uptake distribution or detoxification. Organisms have also
evolved intricate regulatory (physiological, immunological and biochemical) mechanisms
which allow them to survive, grow and reproduce. Some of these mechanisms are also
important in the elimination, detoxification or reduction of the effects of toxicant. For example,
kidneys and liver may be involved in the elimination of toxicants, while various proteins and
enzymes such as Metallothioneins and Mixed Function Oxygenases are induced following
exposure to metals and hydrocarbons. It is often suggested that the difference in the develop‐
ment of these mechanism and immature detoxification pathways in early life stages can also
be a basis for the apparent increased sensitivity of juveniles exposed to toxicants. A few specific
factors for increased sensitivity will me discussed below.

4.1. Avoidance strategies

The higher sensitivity of early life stages may be explained by behavioral, morphological,
physiological or biochemical changes. Free swimming species are able to avoid toxicants, while
some sessile species such as bivalves may close their valves to avoid contact with the toxicants.
Disruption in behavioral responses may include:
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1. impaired feeding ability resulting in poor diet, which can cause reduced growth and
longevity;

2. altered predator - avoidance behavior;

3. impaired schooling leading to increased mortality and/or altered reproductive function,

4. movement away from the source of the toxicant, or

5. as in the case of bivalves, closure of the valves for varying periods of time in order to
reduce exposure (Weis, 2005).

Behavioral responses can have greater impacts on earlier life stages, which show significantly
less physiological and morphological development than adults. Kennedy et al. (2006) showed
that adult Dreissena polymorpha (unlike the free swimming larva or early life stages) closed their
valves when exposed to copper at 777 ± 40 μg Cu/L, while exposure to 99 ± 9 μg Cu/L caused
partial valve closure and/or retraction of siphons. It has been suggested that they may possess
chemoreceptors which can detect elevated levels of Copper which triggers closure of the
valves. Scott et al. (2003) also reported that exposure of Oncorhynchus mykiss to 2 μg Cd/L for
7 days eliminated normal antipredator behaviors whereas exposures of shorter duration or
lower concentration had no effect on normal behavior.

4.2. Morphological characteristics

Avoidance strategies undoubtedly result in decreased exposure, but it is unlikely that chemical
avoidance alone can account for the difference in sensitivity between adults and early life stages.
In some species such as I. californicum, A. aquaticus and D. rerio, embryos have been shown to be
less sensitive than other life stages. In this instance, embryonic membranes can act as a physical
barrier which reduces exposure and consequently reduces toxicity. Eggs of I. californicum contain
a single membrane about 2μm thick which is shed about 8hr post fertilization. Similarly in fish the
chorionic membranes in embryos may act as an effective barrier to toxicants, lowering the
sensitivity of the embryo when compared to larval forms. In some fish and isopods species, the
embryos may be encased in several layers of membranes. The membrane not only forms a physical
barrier, but may also bind metals, effectively reducing their passage to the embryos, as does the
chorion in fish eggs (Beattie and Pascoe 1978). Plhalová et al. (2010) reported that exposure of the
embryonic stage of D. rerio to terbutryn gave a 144 hr LC50 of 8.04 ± 1.05 mg/L while for the juvenile
stage the 96 hr LC50 was 5.71 ± 0.46 mg/L which suggested that juvenile stages were more sensitive
to terbutryn than the embryonic stages. Green et al (1986) also showed that the embryos of Asellus
aquaticus (L) were more resistant to the effects of cadmium than the early juveniles. The eggs of A.
aquaticus possess four membranes which are successively shed as the embryo passes through the
various stages of development (Holditch and Tolba 1981). When the last membrane is shed, they
reported that the sensitivity may increase by as much as 20 times (Beattie and Pascoe 1978).
However, the membrane barrier may only be effective at certain concentrations above which the
capacity to bind or adsorb metals is exceeded and reducing its effectiveness to lower toxicity. Green
et al. (1986) showed that when embryos of Asellus aquaticus were exposed to 1,750 μg Cd/L, the last
embryonic membranes offered little or no protection and embryos responded in a similar manner
as the smallest juveniles. At 5 and 17.5 μg Cd/L, however, the last membrane affords considera‐
ble protection to the embryo, significantly prolonging its survival time in comparison early
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juveniles. Generally, the extent to which it can modify the sensitivity of the embryo relative to
other life stages may be related to the type and permeability of membrane and whether they remain
intact during the toxicity test

In many fish species, larval forms are generally more sensitive than juveniles and adult forms.
Newly hatched larvae constitute a particularly critical and sensitive life stage, because at hatching
the embryos lose their protective membrane and are fully exposed to potential toxicants (Arufe
et al. 2004). A significant characteristic of most larval stages is the fast changing morphology giving
rise to the adult forms. Organ systems may become sensitive to the effects of toxicant at certain
periods during early development but once developed, they may no longer be vulnerable (Ozoh
1979, Bentivena and Piatkowski 1998). Middaugh and Dean (1977) reported that cadmium was
more toxic to the 7-day-old larvae (LC50 = 12 mg Cd/L) of Fundulus heteroclitus than the adults
(LC50 = 43 mg Cd/L). Similarly, Hilmy et al. (1985) reported that for the larval forms of Mugil
cephalus the LC50 was 8 mg Cd/L compared with 34 mg Cd/L for juveniles. George et al. (1996) also
reported that newly hatched larvae of Scophthalmus maximus (yolk sac stage) had a 48-hr LC50
value of 0.18-0.23 mg Cd/L, however, day 4 posthatch larvae showed a 48-hr LC50 of 2 mg Cd/L
while the 10-day posthatch larvae showed a 48-hr LC50 of 5 mg Cd/L which indicated decreas‐
ing sensitivity with increasing age. Kazlauskienë and Stasiûnaitë (1999) also reported that for
rainbow trout, partially and fully hatched larvae were the most sensitive life stage, while eggs,
early eye stage and those immediately after fertilization were least sensitive. Williams et al. (1986)
reported that the larvae of Chironomus riparius showed increased tolerance with increasing age
when exposed to cadmium. The most resistant stage (fourth instar) had a 24 h LC50 of 2,400 mg
Cd/L, approximately 950 times greater than the corresponding value of 2.1 mg Cd/L recorded for
the most sensitive (first instar) stage. The apparent higher sensitivity of larval forms may be related
to various factors such as: higher levels of uptake, poorly or underdeveloped organ systems,
incompletely formed liver and kidneys, poorly developed immunological systems, and low levels
of detoxification proteins. Fish larvae typically do not possess gills, have a large surface-to-
volume ratio and possess permeable skin which enables respiration and ionic transport (Tytler
and Bell, 1989) as well as the free uptake of metals such as Cd2+ (Carpene and George, 1981; Jenkins
and Sanders, 1986). As the skin develops it begins to differentiate, becoming multilayered and its
permeability to both gases and solutes decreases. Since differentiation occurs gradual during
larval development there would appear to be a decreasing sensitivity with increasing age. The
skin also secretes a mucus layer which can sequester toxicants such as divalent metal ions (Coombs
et al. 1972) further reducing cutaneous absorption. After hatching, marine fish larvae also drink
water to maintain their osmotic balance (Brown and Tytler, 1993; Tytler and Blaxter, 1988; Tytler
and Ireland, 1994) and actively feed, further increasing the likelihood of uptake from diet and
water. However, in some species such as Scophthalmus maximus, organogenesis occurs rapidly,
usually within 3 to 4 days after hatching. This results in the formation of vital organ systems such
as the circulatory system, liver, gills, kidneys and thickening of the skin. However, gills which is
one of the major organ for elimination, do not become fully formed until 12-14 days after hatch‐
ing when the larvae are about 5 mm long (Al-Maghazachi and Gibson, 1984; Segner et al. 1994). In
some species such as the Senegalese sole (Solea senegalensis) haemopoietic cells in the kidney and
were first observed on 6 days after hatching, whereas the thymus was first observed 9 days after
hatching (Cunha et al. 2003, Padros et al. 2011).As organs become functional they begin to eliminate
or detoxify toxicants, thereby decreasing the sensitivity of the adult forms relative to the early life
stages.
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4.3. Detoxification mechanisms

Toxicants may induce synthesis of specific proteins specific proteins such as Mix Function
Oxygenases and Metallotheinions which may detoxify or sequester toxicants, thus reducing
their toxic effects. However, early life stages may lack fully-expressed enzyme systems for
efficient detoxification and elimination of toxicants because of slow organ development. In
most adult organism detoxification and elimination processes follow one of two pathways
depending on whether the toxicant is a metal or organic compound (Figure 1). As previously
stated, difference in the development of these mechanism and immature detoxification
pathways in early life stages can also be a basis for the apparent increased sensitivity of
juveniles exposed to toxicants.

Figure 1. Detoxification pathways for metals and organic compounds
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Metallothioneins are non-enzymatic cysteine rich, low molecular weight proteins of about 7
kDa and apparent molecular weight of 13 kDa. The metallothioneins pool is made up of various
isoforms each having different physiological roles and different induction pathways and are
important in homeostasis of metals such as copper and zinc, and detoxification of heavy metal
(Butler and Roesijadi, 2001). Mason and Jenkins (1995) proposed two roles for metallothioneins
in the regulation of metals in organisms.

1. They may comprise a non-toxic zinc and copper reservoir available for the synthesis of
metalloenzymes, allowing the homeostasis of many cellular processes (Brouwer et al.
1989; Viarengo and Nott 1993; Roesijadi 1996).

2. Metallothioneins can reduce the nonspecific binding of non-essential metals within cells,
and so restrict their toxic potential (Roesijadi 1992, 1996; Zaroogian and Jackim 2000).

The induction of metallothioneins confers metal tolerance to organisms (Klaasseen et al.
1999) due to their ability to bind and sequester some heavy metals. However, the ability of
metallothioneins to reduce metal toxicity can vary with the age of organism.

The sequestration of metal ions by metallothionein is considered to be one of the most common
detoxification pathways for metals in adult organisms. Its presence in organisms can therefore
also be used to help explain the variable susceptibility of different life stage to metals. Synthesis
of metallothionein is strongly induced by transcriptional activation of metallothionein gene
expression following exposure to metals (George et al. 1992, 1996; George and Olsson, 1994;
Zafarullah et al. 1989). Laville (1988) showed that in mice, metallothionein mRNA in liver
depended on the age at which exposure to cadmium occurred. Exposure to 2mg Cd/kg resulted
in a small increase (two- to threefold) in levels of metallothionein mRNA in livers of 7- and 14-
day-old mice. However, cadmium treatment of 28- and 56-day-old mice resulted in 12- to 19-
fold increases in levels of metallothionein mRNA in liver. George et al. (1996) used
metallothionein gene expression (mRNA) to map changes in protein expression during
development of Scophthalmus maximus in response to cadmium exposure. They reported that
metallothionein mRNA expression in newly hatched larvae was lower in the liver at meta‐
morphosis and immediately prior to and during hatching compared to embryos (24 hr
postfertilisation). Elevate levels of metallothionein in embryos may be related to its role in the
control of homeostasis of essential metals such as zinc and copper. Following hatching (4.5
and 5 days postfertilization) metallothionein mRNA expression dropped to about 50% of the
level detected in early-stage embryos (24 and 72 hr after fertilization). Newly hatched larvae
feeding on endogenous yolk reserves were reported to be very sensitive to Cd exposure and
metallothionein mRNA levels were not induced by exposure to 0.1 ppm Cd for 48 h (George
et al. 1996). Following hatching (2 and 4 posthatch) larvae switch from endogenous to exoge‐
nous feeding, this resulted in a decreased sensitivity to Cd and 48 h exposure to 0.1 or 0.5 ppm
Cd resulted in a threefold - to fivefold increase of metallothionein mRNA levels. These studies
therefore indicate a direct relationship between metallothionein induction and decreasing
sensitivity. However, Sassi et al. (2012) showed that for gilthead sea bream larvae relative
transcript levels of mt were increased at 5 and 10 mg/L of Cd(2+) which they suggested was
probably to detoxify excess metals. Zhang et al. 2012 was also able to show that for juvenile
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grunt (Terapon jarbua) inorganic As(III) and As(V) in the diet and waterborne phases were
rapidly biotransformed to the less toxic arsenobetaine (AsB, 89-97%). After exposure to
inorganic As, T. jarbua developed detoxified strategies, such as the reduction of As(V) to As(III)
followed by methylation to less toxic organic forms, as well as the synthesis of metal-binding
proteins such as metallothionein-like proteins.

All organism have at least some ability to metabolize organic compounds. These often involve
some enzyme mediate detoxification pathway requiring one or more enzymes such as
cytochrome P450 monooxygenase, epoxide hydrolase and other conjugating enzymes (Figure
1) associated with the liver or kidney. In most adult organisms, these pathways are well
developed (Shailaja and D’Silva 2003; Tuvikene 1995; Eisler, 1987). In juveniles, induction of
these may also occur, once organ systems are fully functional. Oikari et al. (2002) was able to
show that in juvenile rainbow trout, exposure to contaminated sediments significantly induced
trout liver CYP1A activity. However Sassi et al. (2012) reported that for gilthead sea bream
larvae were unable to show transcription of Gpx in following exposure to cadmium. Gpx is
responsible for the break down hydrogen peroxide as in adult organisms.

5. Conclusion

The greater sensitivity of early life stages when compared to adults can therefore be explained
by a number of physiological, morphological, behavioral and biochemical characteristics. It
may appear that in early life stages these responses are either underdeveloped or have not yet
developed fully thus contributing to the increased sensitivity of these early life stages when
compared to the adults.
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1. Introduction

1.1. Herbal medicines in the 21st century

Herbs and herb-derived medicines have played a crucial role in health and disease man‐
agement  for  many centuries.  Many ancient  civilizations  show documented evidence  for
the use of herbs in the treatment of different ailments; as was seen with Mesopotamian,
Indian  ayurveda,  ancient  traditional  Chinese  medicine  and Greek  unani  medicine  [1-5].
In  Africa,  knowledge  of  traditional  medicine  as  part  of  wholistic  system,  was  passed
through generations by oral communication and indigenous practices [6].  The global de‐
mand for herbal medicinal products has increased significantly in recent years. It is esti‐
mated  that,  the  world’s  population  will  be  more  than  7.5  billion  in  the  next  10  to  15
years.  This  increase in population will  occur mostly in the southern hemisphere,  where
approximately  80%  of  the  population  still  relies  on  a  traditional  system  of  medicine
based on herbal drugs for primary healthcare [7].

Use of plants for medicinal purposes is as old as human civilization [8] and continuous ef‐
forts [8-17] are being made towards its improvement. About 200,000 natural products of
plant origin are known and many more are being identified from higher plants and microor‐
ganisms [18-21]. Some plant-based drugs have been used for centuries and for some like car‐
diac glycosides, there is no alternative conventional medicine. Therefore, medicinal plants
and their bioactive molecules are always in demand and are a central point of research. As a
result, there is a recent [22] surge in the demand for herbal medicine.

To date, herbs have remained useful not only as remedy for different diseases that affect hu‐
mans and animals, but also as good starting points for the discovery of bioactive molecules
for drug development. The scientific exploitation of herbs used ethnomedicinally for pain
relief, wound healing and abolishing fevers has resulted in the identification of a wide range
of compounds that have been developed as new therapies for cancer, hypertension, diabetes
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and as anti-infectives [23]. The ealriest report of the toxicity of herbs originated from Galen,
a Greek pharmacist and physician who showed that herbs do not contain only medicinally
beneficial constituents, but may also be constituted with harmful substances. [24].

By 2003 in the United States alone, over 1500 herbal products sold were nutraceuticals
which are exempt from extensive preclinical efficacy and toxicity testing by the U.S. Food
and Drug Administration [25]. This has led to increased concerns about potential harmful
effect of these products, which has resulted in efforts to globally harmonize standards of
toxicity testing methods that can be used for herbal medicine toxicological characterization
including tests for acute high-dose exposure effects, chronic low-dose toxicity tests and spe‐
cific cellular, organ and system-based toxicity assays. This chapter reviews some of these
tests and their applications. Recent biotechnological advancements have rapidly evolved
toxicity test methods at molecular and sub cellular levels including next generation sequenc‐
ing and computer-based modeling and simulation tools which have been used to predict the
potential toxicity of novel drug candidates and in some cases, herbal medicine toxicities
which may arise from herbs administered alone or concomitantly with other herbs and/or
drugs. However, challenges still exist for testing herbal medicines in this exciting field and
these will also be discussed.

2. Toxicity of herbs

Despite the growing market demand for herbal medicines, there are still concerns associated
with not only their use, but their safety. Less than 10% of herbal products in the world mar‐
ket are truly standardized to known active components and strict quality control measures
are not always diligently adhered to [26]. For majority of these products in use, very little is
known about their active and/or toxic constituents. In many countries including the U.S,
herbal medicines are not subjected to the same regulatory standards as orthodox drugs in
terms of efficacy and safety. This raises concern on their safety and implications for their use
as medicines. Toxicity testing can reveal some of the risks that may be associated with use of
herbs, therefore avoiding potential harmful effects when used as medicine.

In addition, many plants produce toxic secondary metabolites as natural defence from ad‐
verse conditions. In some toxicologically and medicinally relevant plant species like Digitalis
purpurea, Hyoscyamus niger, Atropa belladonna, Physostigma venenosum, Podophyllum peltatum
and Solanum nigrum, these toxic substances are not distinguished from therapeutically active
ingredients. Being stationary autotrophs, plants have evolved different means of adaptation
to challenging environments and co-existence with herbivores and pathogenic microorgan‐
isms. Thus, they synthesize an array of metabolites characterized as ‘phytoanticipins‘ or as
general ‘phytoprotectants‘ that are stored in specialized cellular compartments and released
in response to specific environmental stimuli like damage due to herbivores, pathogens or
nutrient depletion [27]. Some of the phytochemicals produced by plants against herbivorous
insects also end up being harmful to humans, because highly conserved biological similari‐
ties are shared between both taxa as seen in most pathways involving protein, nucleic acid,
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carbohydrate and lipid metabolism [28]. Human neurochemicals, often with similar biologi‐
cal functions are also reportedly present in insects [28]. These incude signalling molecules,
neuropeptides, hormones and neurotransmitters [29-32]; whose functions can be mimicked
or antagonized by phytochemicals like alkaloids, flavonoids, terpenoids and saponins. Eco‐
logically, a good number of alkaloids serve as feeding deterrents via agonistic or agonistic
activity on neurotransmitter systems [33]. Similarly, some lipid soluble terpenes have shown
inhibitory properties against mammalian cholinesterase [34], whilst some interact with the
GABAergic system in vertebrates [35]. In addition to these, saponins are potent surfactants
that can disrupt lipid-rich cellular membranes of human erythrocytes and microorganisms
which explains the potent antimicrobial properties of this group of phytochemicals [36]. Ar‐
istolochic acid, a nitrophenanthrene carboxylic acid in Aristolochia species and present in
some other botanicals has also been identified as a phytochemical toxicant implicated in the
development of nephropathies and carcinogenesis [37].

Another implication in the toxicity of certain herbs is the presence of toxic minerals and
heavy metals like mercury, arsenic, lead and cadmium [38]. Lead and mercury can cause se‐
rious neurological impaiment when a herbal medicinal product contaminated with these
metals is ingested. As shown in Table 1, the presence of high levels of arsenic in kelp sea‐
weed may result in toxicosis in some patients [39].

3. Goals of toxicity testing of herbal drugs

The primary aim of toxicological assessment of any herbal medicine is to identify adverse
effects and to determine limits of exposure level at which such effects occur. Two important
factors which are taken into consideration in evaluating the safety of any herbal drug are the
nature and significance of the adverse effect and in addition, the exposure level where the
effect is observed. Toxicity testing can reveal some of the risks that may be associated with
use of herbs especially in sensitive populations.

An equally important  objective of  toxicity testing is  the detection of  toxic  plant  extracts
or compounds derived thereof in the early (pre-clinical) and late (clinical) stages of drug
discovery  and  development  from  plant  sources.  This  will  facilitate  the  identification  of
toxicants  which can be  discarded or  modified during the  process  and create  an  oppor‐
tuinity  for  extensive  evaluation  of  safer,  promising  alternatives  [54].  For  certain  com‐
pounds,  modifications  such  as  dosage  reduction,  chemical  group  or  structural
adjustments may improve their tolerability.

3.1. Pre-clinical toxicity testing of herbs

This covers a range of toxicity tests done in non-human experimental models before con‐
ducting clinical tests for toxic effects in humans. Generally these tests are classified into non-
animal tests and animal studies. Crude extracts or purified compounds obtained by
fractionation of the medicinal herb can be evaluated in these tests.
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Common name Plant source/parts used Intended indications Potential toxicity

Ginseng Panax ginseng roots Relieves stress, promotes mental
and physical activity

Central nervous system
stimulation, hypertension,
skin eruptions [40]

St. John’s wort Hypericum perforatum
aerial parts

Antidepressant, mood stabilizer Highly potent cytochrome
P450 enzyme inducer
which affects drug
metabolism. Also causes
hepatotoxicity and
nephrotoxicity in
pregnancy and lactation
[41]

Kava kava Piper methysticum roots Sedative, anxiolytic Hepatotoxic, cytochrome
P450 enzyme inhibitor [42]

Ginkgo Ginkgo biloba leaves Impotence, vertigo, circulatory
disorders, improves mental
alertness

Gastric irritability,
spontaeneous bleeding
[43]

Danshen Salvia miltiorrhiza exterior
taproot

Angina pectoris,
antihyperlipidemic, ischemic stroke

Bleeding, anticoagulant
effects [44]

Hawthorn Crataegus oxycantha
Flowers, roots, berries

Mild to moderate congestive heart
failure

Cardiac arrythmias,
lowered blood pressure
[45]

Comfrey Symphytum officinale
leaves

Anti inflammatory, antidiarrhoel
and treatment of thrombophlebitis

Hepatotoxicity,
carcinogenicity [46]

Licorice Glycyrrhiza glabra roots Antiulcer, anti inflammatory,
antihypertensive

Hypokalemic myopathy,
pseudoaldosteronism,
thrombocytopenia [47]

Chaparral, creosote
bush

Larrea tridentata leaves
and twigs

Blood thinner, weight loss,
antioxidant, anticancer, anti
arthritis

Carcinogenic, nephrotoxic,
hepatotoxic [48]

Mistletoe Phoradendron spp.,
Viscum album leaves and
young twigs

Digestive aid, heart tonic, sedative Hypotension, seizures [49]

Squill Urginea maritima bulbs Anti-arthritic, bronchial
expectorant

Symptoms resembling
digitalis toxicity [50]

Kelp (seaweed) Liminaria digitata Metabolic tonic, thyroid tonic, anti
inflammatory

Arsenic poisoning,
Hyperthyroidism [39]

Ma-huang Ephedra Promotes weight loss, mental and
physical alertness

Cardiotoxicity,
thyrotoxicosis, seizures [51]

Senna Senna occidentalis seeds Laxative Skeletal and cardiac muscle
degeneration,
hepatotoxicity,
neurotoxicity [52]

Aloe Aloe vera leaves Wound healing, laxative Cytogenetic toxicity [53]

Table 1. Potential toxic effects associated with some common herbal medicines marketed for different indications
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3.2. Cell-based cytotoxicity tests

Cytotoxicity  assays  (CTAs)  are  performed  to  predict  potential  toxicity,  using  cultured
cells which may be normal or transformed cells. These tests normally involve short term
exposure of cultured cells to test substances, to detect how basal or specialized cell func‐
tions may be affected by the substance,  prior  to  performing safety studies  in whole or‐
ganisms. It can also provide insight towards the carcinogenic and genotoxic dispositions
of herb-derived compounds and extracts. The ability of a plant extract to inhibit cellular
growth and viability can also be ascertained as an indication of  its  toxicity.  Assessment
parameters for cytotoxic effects include inhibition of cell proliferation, cell viability mark‐
ers  (metabolic  and  membrane),  morphologic  and  intracellular  differentiation  markers
[55]. In conducting CTAs, it is important to critically consider factors such as cell culture
systems and methods which affect test outcomes. For example, some cell types maybe in‐
compatible with the solvent used to prepare test solutions. Many plant extracts and com‐
pounds  are  non-polar  and prepared as  solutions  in  dimethylsulfoxide  (DMSO)  prior  to
CTAs. DMSO has been reported to be cytotoxic at certain concentrations [56] and this ef‐
fect varies between cell types. Therefore, it is often necessary to pre-determine the maxi‐
mum tolerable solvent concentration in CTAs especially during validatory stages,  and a
control using the carrier solvent alone must be used in the CTA.

CTAs are indispensible tools for medium and high throughput screens of different phyto‐
chemicals simultaneously, over wide concentration ranges. In addition, they have significant
impact in the implementation of the three R’s namely; the reduction of number of animals
used, refinement of animal test models and replacement of animal in research.

As a herbal product may display cytotoxic effects only against specific cell types, it is impor‐
tant to consider the selection of a wide range of cell types for testing including normal cells
of primary origin (usually from rodents), and permanent cell lines; provided they are of
high quality and are reproducible over time [57].

CTAs which employ rodent cell lines like the mouse fibroblast cell line BALB/c 3T3 and
the Syrian Hamster Embryo cells (SHE, pH 6.7 and pH 7) are robust models for the pre‐
diction of genotoxicity and carcinogenity. The tests have been shown to be highly predic‐
tive,  as  inoculation  of  transformed  cells  into  x-ray  irradiated  mice  induces
tumorigenicity.  Furthermore,  there  are  no  limitations  with  specific  classes  of  chemicals
and formulations that can be tested with these assays as it has been reported to be plau‐
sible in the assessment of nanoparticles [58]. Although the applicability of these assays in
testing  complex  mixtures  like  herbal  products  is  often  hindered  by  non-availability  of
sufficient evidence in this regard, it is still useful in predicting their toxic effects so long
it is makes sufficient contact with the cells [59].

In the BALB/c 3T3 assay, foci scoringis based on the level of malignant transformation, with
type III classified as malignantly transformed, according to a previous classification used for
cytotoxicity assays involving C3H10T1/2 cells [61]
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Common name Plant source/parts used Intended indications Potential toxicity
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cells which may be normal or transformed cells. These tests normally involve short term
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tions may be affected by the substance,  prior  to  performing safety studies  in whole or‐
ganisms. It can also provide insight towards the carcinogenic and genotoxic dispositions
of herb-derived compounds and extracts. The ability of a plant extract to inhibit cellular
growth and viability can also be ascertained as an indication of  its  toxicity.  Assessment
parameters for cytotoxic effects include inhibition of cell proliferation, cell viability mark‐
ers  (metabolic  and  membrane),  morphologic  and  intracellular  differentiation  markers
[55]. In conducting CTAs, it is important to critically consider factors such as cell culture
systems and methods which affect test outcomes. For example, some cell types maybe in‐
compatible with the solvent used to prepare test solutions. Many plant extracts and com‐
pounds  are  non-polar  and prepared as  solutions  in  dimethylsulfoxide  (DMSO)  prior  to
CTAs. DMSO has been reported to be cytotoxic at certain concentrations [56] and this ef‐
fect varies between cell types. Therefore, it is often necessary to pre-determine the maxi‐
mum tolerable solvent concentration in CTAs especially during validatory stages,  and a
control using the carrier solvent alone must be used in the CTA.

CTAs are indispensible tools for medium and high throughput screens of different phyto‐
chemicals simultaneously, over wide concentration ranges. In addition, they have significant
impact in the implementation of the three R’s namely; the reduction of number of animals
used, refinement of animal test models and replacement of animal in research.

As a herbal product may display cytotoxic effects only against specific cell types, it is impor‐
tant to consider the selection of a wide range of cell types for testing including normal cells
of primary origin (usually from rodents), and permanent cell lines; provided they are of
high quality and are reproducible over time [57].

CTAs which employ rodent cell lines like the mouse fibroblast cell line BALB/c 3T3 and
the Syrian Hamster Embryo cells (SHE, pH 6.7 and pH 7) are robust models for the pre‐
diction of genotoxicity and carcinogenity. The tests have been shown to be highly predic‐
tive,  as  inoculation  of  transformed  cells  into  x-ray  irradiated  mice  induces
tumorigenicity.  Furthermore,  there  are  no  limitations  with  specific  classes  of  chemicals
and formulations that can be tested with these assays as it has been reported to be plau‐
sible in the assessment of nanoparticles [58]. Although the applicability of these assays in
testing  complex  mixtures  like  herbal  products  is  often  hindered  by  non-availability  of
sufficient evidence in this regard, it is still useful in predicting their toxic effects so long
it is makes sufficient contact with the cells [59].

In the BALB/c 3T3 assay, foci scoringis based on the level of malignant transformation, with
type III classified as malignantly transformed, according to a previous classification used for
cytotoxicity assays involving C3H10T1/2 cells [61]
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Figure 1. Examples of normal and transformed SHE cells. Plates A, B, C show normal colonies of cells organized in
monolayers with no criss-crossing. Plates D, E, F show morphologically transformed colonies comprising stacked cells
that are randomly oriented, three-dimensional and criss-crossed throughout; basophilic staining is usually darker.
Magnification ×125 [60]
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Figure 2. Type I foci: small, non invasive BALB/c 3T3 cells with weak basophilic staining. Under each picture in the
catalogue, the characteristics are described as basophilic (B), spindle-shaped (S), multilayer (M), random orientation
(R), invasive (I) and were evaluated as absent (−), weak (+/−) present (+), or strong (++). Magnification ×50 [62]
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Figure 3. Type II foci: densely packed multi-layered cells, some cells pile up and are criss-crossed. Magnification ×50 [62]
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Figure 4. Type III foci: Malignantly transformed colony of morphologically different spindle-shaped cells. Cells are densely
multi-layered and criss-crossed. Cells are randomly oriented and grow invasively at foci edge. Magnification ×50 [62]
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Figure 4. Type III foci: Malignantly transformed colony of morphologically different spindle-shaped cells. Cells are densely
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3.3. Herbal toxicokinetics

Herbal toxicokinetics deals with the prediction of toxicity due to pharmacokinetic disposi‐
tion of an herb, or purified xenobiotics derived from it, due to genetics or from potential
herb-drug interactions [63] Testing usually begins with assays using human liver microso‐
mal Cytochrome P450 isoforms to identify early enough, metabolites which are known to
cause toxicological modulation at any level of cellular organization. Modulation of Cyto‐
chrome P450 has great significance as this largely affects drug biotransformation to active
or inactive forms. For a drug that is dependent on these enzymes for inactivation via conju‐
gation to chemical polar groups prior to elimination, any herb that induces these enzymes
would lead to rapid inactivation and clearance of such a drug. Converesly, a herbal medi‐
cine that inhibits enzyme activity will lead to high concentrations of a drug whose inactiva‐
tion relies on the inhibited enzyme. From findings in a recent survey [64], potential adverse
drug herb interactions were observed in 40 % of patients receiving conventional therapy
and taking a herbal product. Clinically significant drug-herb interactions may occur when
an herb interacts with metabolism of a co-administered drug and either reduces its efficacy
due to decreased formation of an active metabolite or increases its toxicity due to reduced
metabolic  elimination.  The latter  type of  interaction potentially  predisposes human con‐
sumers to adverse reactions or toxic drug effects, especially if the drug has a narrow thera‐
peutic  range.  This  is  important  because,  approximately  73  %  of  all  known  drugs  are
metabolized hepatically by mixed function oxidation reactions, catalyzed by Cytochrome
P450 enzymes [65]. Of all its isoforms, CYP3A4, CYP2C9, CYP2C19, CYP1A2 and CYP2D6
are implicated in over 80 % of oxidative drug reactions and are highly subject to inhibition
owing to their broad specificity for structurally diverse substrates [66]. Some herbs, notably
St. John's Wort (Hypericum perforatum), ginkgo (Ginkgo biloba), ginseng (Panax ginseng), kava
(Piper methysticum) and garlic (Allium sativum) reportedly show significant interaction with
some co-administered drugs by modulation of Cytochrome P450 [67]. In order to predict
clinically significant effects that can occur when a herbal product inhibits or induces these
enzymes, in vitro metabolic data can be used to correlate metabolic disposition of a test sub‐
stance in vivo [68].

From the early 1990s onwards, new techniques for generating as much information as possi‐
ble from one experiment were developed including DNA sequencing, microarrays to study
gene expression, protein and metabolite profiling [69]. Further structure-activity relation‐
ship of metabolites or pure compounds can be extrapolated from computer-based models
and simulation studies. Thereafter, pattern databases of tissue/organ response to drugs
which allows for the parallel sequencing of all the relevant genes, measurement of genome
transcription, protein expression and quantitation of metabolites produced by direct or indi‐
rect actions of the expressed protein. A final screening category for the compound or metab‐
olite utilizes an integrative system biology approach; comprising databases of metabolic
pathways, genes, regulatory networks and protein interactions [69].

Despite the high efficiency of these techniques, no single approach is sufficient to predict
toxicokinetics in silico and harnessing the different assays will be effective in predicting met‐
abolic fate of the test molecule in humans.
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3.4. Toxicogenomic screening tools

Herbal toxicogenomics is a collective term that refers to the combination of toxicology with
different ‘–omics’ tools that measure the potential toxic outcomes of interactions of the herb‐
al extract or compounds at sub molecular (epigenomics, transcriptomics), molecular (proteo‐
mics), cellular, tissue and organ (metabonomics) levels [70]. It is aimed at elucidating
molecular mechanisms involved in the expression of toxicity, and to derive molecular pat‐
terns (i.e. molecular biomarkers) that predict toxicity or the individual susceptibility to it.

There are three major aspects within this field as outlined below:

DNA microarrays: These are carried out using specially designed microarrays. They usually
provide the most information, providing not only clear prediction of cellular response to
chemical toxicants, but also mechanisms through which such toxicity is elicited [71]. For an
herbal mixture with a diversity of chemical entities, the data obtained cannot usually be ex‐
trapolated to that of data libraries of existing chemical compounds.

Proteomics: This high throughput screening tool is applied in protein identification. It is a
sequential process of peptide separation and profiling, followed by mass spectrometry and
NMR detection. Based on the assumption that a chemically related group of xenobiotics ex‐
hibit specific patterns of protein expression, only purified phytochemicals with known
chemical structures can have their protein expression profiles correlated to existing databas‐
es of those of xenobiotics. The use of proteomics has been considered more advantageous
than microarrays which assess gene expression, because they measure proteins which are
closer to toxicology endpoints, as not all genes are translated to proteins and expressed pro‐
teins are liable to structural changes post-translation [72].

Metabonomics: This is an aspect of toxicity evaluation, performed through the large scale
analysis of metabolic profiles of metabolic enzymes and metabolite composition resulting
from the action of chemical stressors.  This can be a very efficient approach as it  can be
applied in  in  vitro  metabolic  profiling,  in  animal  toxicity  tests  for  promising lead selec‐
tion and in  humans during clinical  stages  of  safety  testing for  the  development  of  bio‐
markers of safety [73].

3.5. High throughput next generation sequencing

Molecular studies have witnessed rapid developments since DNA was first sequenced in
1997 [74] to the creation of large volumes of DNA sequences at unprecedented speed; also
referred to as next generation sequencing (NGS). Apart from its application in personalized
medicine, it has also been applied in the creation of large genetic databases of plants, which
can serve in the identification of potentially toxic plants, or those that may contain allergens.
For example if functional gene transcriptomes present in Aristolochia species are found
present in another specie under investigation, it is likely that such a specie may contain aris‐
tolochic acid. NGS technology has already been applied in unravelling the genome of Ging‐
ko [75] and holds potential for biomarking toxicity in the 21st century.
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3.4. Toxicogenomic screening tools

Herbal toxicogenomics is a collective term that refers to the combination of toxicology with
different ‘–omics’ tools that measure the potential toxic outcomes of interactions of the herb‐
al extract or compounds at sub molecular (epigenomics, transcriptomics), molecular (proteo‐
mics), cellular, tissue and organ (metabonomics) levels [70]. It is aimed at elucidating
molecular mechanisms involved in the expression of toxicity, and to derive molecular pat‐
terns (i.e. molecular biomarkers) that predict toxicity or the individual susceptibility to it.

There are three major aspects within this field as outlined below:

DNA microarrays: These are carried out using specially designed microarrays. They usually
provide the most information, providing not only clear prediction of cellular response to
chemical toxicants, but also mechanisms through which such toxicity is elicited [71]. For an
herbal mixture with a diversity of chemical entities, the data obtained cannot usually be ex‐
trapolated to that of data libraries of existing chemical compounds.

Proteomics: This high throughput screening tool is applied in protein identification. It is a
sequential process of peptide separation and profiling, followed by mass spectrometry and
NMR detection. Based on the assumption that a chemically related group of xenobiotics ex‐
hibit specific patterns of protein expression, only purified phytochemicals with known
chemical structures can have their protein expression profiles correlated to existing databas‐
es of those of xenobiotics. The use of proteomics has been considered more advantageous
than microarrays which assess gene expression, because they measure proteins which are
closer to toxicology endpoints, as not all genes are translated to proteins and expressed pro‐
teins are liable to structural changes post-translation [72].

Metabonomics: This is an aspect of toxicity evaluation, performed through the large scale
analysis of metabolic profiles of metabolic enzymes and metabolite composition resulting
from the action of chemical stressors.  This can be a very efficient approach as it  can be
applied in  in  vitro  metabolic  profiling,  in  animal  toxicity  tests  for  promising lead selec‐
tion and in  humans during clinical  stages  of  safety  testing for  the  development  of  bio‐
markers of safety [73].

3.5. High throughput next generation sequencing

Molecular studies have witnessed rapid developments since DNA was first sequenced in
1997 [74] to the creation of large volumes of DNA sequences at unprecedented speed; also
referred to as next generation sequencing (NGS). Apart from its application in personalized
medicine, it has also been applied in the creation of large genetic databases of plants, which
can serve in the identification of potentially toxic plants, or those that may contain allergens.
For example if functional gene transcriptomes present in Aristolochia species are found
present in another specie under investigation, it is likely that such a specie may contain aris‐
tolochic acid. NGS technology has already been applied in unravelling the genome of Ging‐
ko [75] and holds potential for biomarking toxicity in the 21st century.
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3.6. Animal tests

The whole animal is usually presumed to be closely correlated to human toxicity as the sys‐
tem incorporates pharmacokinetic (absorption, distribution, metabolism) disposition of the
test substance when administered by a route similar to its intended use. It also takes into
consideration, other physiological events in an organism that influence toxicity. While cell-
based assays measure is predictive of potential toxicity, the whole animal experiment meas‐
ures the critical toxicity of a test substance, which are the signs of toxicity that manifest as a
result of a gradual increase in the dose of the test substance.

Certain drawbacks to animal testing however do exist; the costs of the animals to be used
can be prohibitive and subtle differences within species can affect the type of effects that are
observed and they are usually more tedious to arrange, in terms of duration of experiments.

4. General tests

Standard guidelines for the conduct of animal toxicity tests have been harmonized by the
Organization for Economic Co-operation and Development [76] as part of continuous efforts
to internationally harmonize test guidelines.

Before conducting safety study of an herb or its product in animals, some major factors that
need to be considered are:

Preparation of test substane: Herbal products can be prepared into different dosage forms
like capsules, tablets, ointments, creams and pastes. For correct administration of a pre-de‐
fined dose of the product, the product should be quantitatively standardized and adminis‐
tered based on its intended use in humans.

Animal  welfare  considerations:  Guidance  on  the  use  of  clinical  signs  as  humane  end‐
points for experimental  animals used in safety evaluation [77] have been reviewed else‐
where  and  the  reader  is  advised  to  look  it  up.  In  particular  paragraph  62  of  the
guideline thereof,  should always be followed.  This  paragraph states  that  “In studies in‐
volving repeated dosing, when an animal shows clinical signs that are progressive, lead‐
ing  to  further  deterioration  in  condition,  an  informed decision  as  to  whether  or  not  to
humanely kill  the animal should be made. The decision should include consideration as
to the value of the information to be gained from the continued maintenance of that ani‐
mal on study relative to its  overall  condition.  If  a  decision is  made to leave the animal
on  test,  the  frequency  of  observations  should  be  increased,  as  needed.  It  may  also  be
possible,  without adversely affecting the purpose of the test,  to temporarily stop dosing
if it will relieve the pain or distress, or reduce the test dose.”

Animals: Different rodent and non-rodent species are used in animal toxicity tests. In chron‐
ic studies, justification is often required for choice of specie or strain of animals used. All an‐
imals should be housed in acceptable environmental conditions and adequately catered for
in accordance with stipulated guidelines [78].
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Regulatory requirements: An independent animal ethics committee usually reviews, appro‐
ves and supervises animal experiments and ensures that the experiment is well justified and
in agreement with provisions for animal welfare. These regulations may differ, dependin‐
gon different countries, but basic requirements to be met remain unchanged.

4.1. Acute systemic toxicity

This test measures relative toxicological response of an experimental organism to single or
brief exposure to a test substance [79]. Test organisms range from simple systems like brine
shrimp to other animals like mice, rats, guinea pigs and rabbits. This test is also used to calcu‐
late median lethal dose (LD50) of a substance, using various standardised methods including
Lorke’s and acute toxic class methods [79, 80]. Exposure routes may be by oral gavage, inhala‐
tion/mucosal, dermal; or by injection into the bloodstream, abdomen, or the muscles. Follow‐
ing administration of a test product, animals are observed individually at least once during the
first 30 minutes, periodically during the first 24 hours, with special attention given during the
first 4 hours, and daily thereafter, for a total of 14 days in the case of delayed toxicities [79]

4.2. Sub-acute/sub-chronic toxicity

This is repeat-dose study performed to expose any deleterious changes in organ, haemato‐
logical and biochemical indices that may arise in the course of repeated administration of a
test substance, usually ranges from weeks to a few months. The terms ‘sub-acute’ toxicity
and ‘sub chronic’ toxicity can be differentiated on the basis of exposure, the former having a
duration period of one month (28-30 days) and the latter ranging from two to three months
(60-90 days). The test product or compound is usually administered daily throughout the
test period and at the end of the study, data generated will include general parameters such
as daily food consumption and water intake measurements and body weight measurements.
Other specific endpoints of toxicity assessed will additionally include serum biochemical pa‐
rameters (Lipid, protein, urea, creatinine, electrolytes, liver transaminases and phosphatase),
enzymatic and non-enzymatic liver oxidative stress indicators (thiobarbituric acid reactive
substances, reduced glutathione, catalase) and haematological parameters (white blood cells
and differentials, red blood cells, haemoglobin, haematocrit, platelets, lymphocytes). Vari‐
ous organs are examined for gross pathological changes and tissue slices obtained from re‐
spective organs are prepared for detailed histological examination.

Results of many sub chronic toxicity tests of various plant extracts showed that the major
organs usually affected are the liver and kidneys. Hepatotoxic and nephrotoxic effects are
mostly to be expected, as the liver acts as the main detoxifying organ for chemical substan‐
ces, while the kidney is a principal route of excretion for many chemical substances in their
active and/or inactive forms [81].

Liver injury associated with the use of herbal medicine ranges from mild elevation of liver
enzymes to fulminant liver failure often requiring a new transplant; and carcinogenesis [63].
Established hepatotoxic phytochemicals include podophyllin, eugenol, neoclerodane diter‐
penes, among others [83-88].
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Figure 5. Clockwise from top left: Photomicrographs (×400) of kidney tissue slices from rats treated with (a) aqueous vehi‐
cle, (b) 25, (c) 50 and (d) 100 mgkg-1 body weight Hymenocardia acida ethanol leaf extract. Fig. 5a shows normal tubular
architecture while Fig. 5b, c and d show alterations ranging from mild cortical oedema to tubular distortions. [82].

5. Chronic toxicity/carcinogenity

Chronic toxicity testing is similar to sub chronic studies except that they are conducted with
a larger number of animals to reveal toxicity which may arise during exposure to a sub‐
stance for a 24 months or for an entire lifespan. Oral, dermal or inhalation are the main
routes used here, depending on the intended use in humans. In these long-term studies, mu‐
tagenic/carcinogenic propensities of test substances and likely organs where they may accu‐
mulate are revealed. End points of toxicity which are studied include dose limits of toxicity,
that is, the lowest dose at which no toxicity occurs or no observed adverse effect level
(NOAEL), mortality, food consumotion, water intake, hematology and clinical biochemistry
measurement, organ gross necropsy ang histopathology. Further informmation on study de‐
sign and execution can be found in OECD draft guidance document on the design and con‐
duct of chronic toxicity and carcinogenicity studies [89].

5.1. Specialized tests

These are tests suited to reveal specific toxicities, such as reproductive toxicity, developmen‐
tal toxicity, eye and skin irritancy test (Draize test), neurotoxicity and Genotoxicity.
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Ocular/Skin irritancy test:

Named after a US food and Drug Scientist, John Draize, this test was developed in the mid-
nineteenth century. Eye and skin irritancy tests involve the topical application of the test
substance; usually in rabbit cornea or skin. Irritancy is reversible in nature and distinguish‐
ed from corrosion which is irreversible. This test has become unpopular due in part to the
percieved cruelty to the rabbit its very subjective scoring system, leading to poor reproduci‐
bility and high variablility between laboratories [90]. A recently developed short term expo‐
sure test using Statens Seruminstitut Rabbit Cornea (SIRC) cells has been demonstrated to
be a potential alternative for eye irritancy test in rabbits [91].

Neurotoxicity:

Neurological effects such as convulsions may arise followed acute systemic exposure to
some phytomedicines; while cerebrovascular accident, encephalopathy and psychosis can
become evident in sub acute, sub chronic and chronic tests for toxicity. It is important to
note that the presence of high levels of metals in the herbal medicine can contribute to neu‐
rotoxicity [92]. Microbial biosorptive removal using granulated Cladosporum cladosporioides
and chelation with dithizone have been shown to be effective in removing heavy metal con‐
taminants from herbal extracts [93, 94].

Genotoxicity:

Genotoxicity is a special area in toxicities, as it is often the most difficult to detect. It may be
defined as a chemically induced mutation or alteration of the structure and/or segregation of
genetic material.Recently, a guidance document on the assessment of genotoxcicity of herbal
preparations has been drafted by the European Medicines Agency [95]. The first stage uti‐
lizes the Ames test with S. typhimurium, although some potent genotoxins like Taxol (Taxus
brevifolia) and vincristine (Catharanthus roseaus) are not reliably identified at this stage and
some products rich in flavonoids like quercetin may give false positives. More reliable tests
like the mouse micronucleus test and mouse lymphoma assay (MLA) can be used more de‐
finitively [95].

Reproductive/developmental toxicity studies:

These studies were developed after it was discovered thousands of offspring of women who
used the new drug thalidomide to treat morning sickness were born with serious birth de‐
fects [96]. It was later proposed that the drug acts by decreasing transcription efficiency of
the genes responsible for angiogenesis in the developing limb bud of the foetus, resulting in
truncation of the limb [97]. In designing these tests, a large number of animals are used,
which are dosed repeatedly with escalating doses of the herbal test substance before mating,
during gestation and after delivery up to the entire lifetime of the new offspring to detect
effects of the herb on reproductive performance and/or developing offspring. Toxicity end‐
points include spontaneous abortion, premature delivery, and birth defects.

In addition to the use of rodents, research in reproductive and developmental toxicity of tra‐
ditional Chinese medicine incorporates other animal models like zebrafish and roundworm
models and stem cell cultures [98].

Screening of Herbal Medicines for Potential Toxicities
http://dx.doi.org/10.5772/54493

77



Figure 5. Clockwise from top left: Photomicrographs (×400) of kidney tissue slices from rats treated with (a) aqueous vehi‐
cle, (b) 25, (c) 50 and (d) 100 mgkg-1 body weight Hymenocardia acida ethanol leaf extract. Fig. 5a shows normal tubular
architecture while Fig. 5b, c and d show alterations ranging from mild cortical oedema to tubular distortions. [82].

5. Chronic toxicity/carcinogenity

Chronic toxicity testing is similar to sub chronic studies except that they are conducted with
a larger number of animals to reveal toxicity which may arise during exposure to a sub‐
stance for a 24 months or for an entire lifespan. Oral, dermal or inhalation are the main
routes used here, depending on the intended use in humans. In these long-term studies, mu‐
tagenic/carcinogenic propensities of test substances and likely organs where they may accu‐
mulate are revealed. End points of toxicity which are studied include dose limits of toxicity,
that is, the lowest dose at which no toxicity occurs or no observed adverse effect level
(NOAEL), mortality, food consumotion, water intake, hematology and clinical biochemistry
measurement, organ gross necropsy ang histopathology. Further informmation on study de‐
sign and execution can be found in OECD draft guidance document on the design and con‐
duct of chronic toxicity and carcinogenicity studies [89].

5.1. Specialized tests

These are tests suited to reveal specific toxicities, such as reproductive toxicity, developmen‐
tal toxicity, eye and skin irritancy test (Draize test), neurotoxicity and Genotoxicity.

New Insights into Toxicity and Drug Testing76

Ocular/Skin irritancy test:

Named after a US food and Drug Scientist, John Draize, this test was developed in the mid-
nineteenth century. Eye and skin irritancy tests involve the topical application of the test
substance; usually in rabbit cornea or skin. Irritancy is reversible in nature and distinguish‐
ed from corrosion which is irreversible. This test has become unpopular due in part to the
percieved cruelty to the rabbit its very subjective scoring system, leading to poor reproduci‐
bility and high variablility between laboratories [90]. A recently developed short term expo‐
sure test using Statens Seruminstitut Rabbit Cornea (SIRC) cells has been demonstrated to
be a potential alternative for eye irritancy test in rabbits [91].

Neurotoxicity:

Neurological effects such as convulsions may arise followed acute systemic exposure to
some phytomedicines; while cerebrovascular accident, encephalopathy and psychosis can
become evident in sub acute, sub chronic and chronic tests for toxicity. It is important to
note that the presence of high levels of metals in the herbal medicine can contribute to neu‐
rotoxicity [92]. Microbial biosorptive removal using granulated Cladosporum cladosporioides
and chelation with dithizone have been shown to be effective in removing heavy metal con‐
taminants from herbal extracts [93, 94].

Genotoxicity:

Genotoxicity is a special area in toxicities, as it is often the most difficult to detect. It may be
defined as a chemically induced mutation or alteration of the structure and/or segregation of
genetic material.Recently, a guidance document on the assessment of genotoxcicity of herbal
preparations has been drafted by the European Medicines Agency [95]. The first stage uti‐
lizes the Ames test with S. typhimurium, although some potent genotoxins like Taxol (Taxus
brevifolia) and vincristine (Catharanthus roseaus) are not reliably identified at this stage and
some products rich in flavonoids like quercetin may give false positives. More reliable tests
like the mouse micronucleus test and mouse lymphoma assay (MLA) can be used more de‐
finitively [95].

Reproductive/developmental toxicity studies:

These studies were developed after it was discovered thousands of offspring of women who
used the new drug thalidomide to treat morning sickness were born with serious birth de‐
fects [96]. It was later proposed that the drug acts by decreasing transcription efficiency of
the genes responsible for angiogenesis in the developing limb bud of the foetus, resulting in
truncation of the limb [97]. In designing these tests, a large number of animals are used,
which are dosed repeatedly with escalating doses of the herbal test substance before mating,
during gestation and after delivery up to the entire lifetime of the new offspring to detect
effects of the herb on reproductive performance and/or developing offspring. Toxicity end‐
points include spontaneous abortion, premature delivery, and birth defects.

In addition to the use of rodents, research in reproductive and developmental toxicity of tra‐
ditional Chinese medicine incorporates other animal models like zebrafish and roundworm
models and stem cell cultures [98].

Screening of Herbal Medicines for Potential Toxicities
http://dx.doi.org/10.5772/54493

77



5.2. Clinical testing: Clinical/safety trials

After sufficient preliminary investigation showing the safety of an herbal product in pre-
clinical studies, further studies can then be initiated in human participants. These type of
studies are called clinical trials (CTs) and are carried out in four phases, I – IV [99].

Phase  I:  These  are  CTs that  are  specially  designed with a  minimum number  of  human
participants  that  voluntarily  consent  to  partake  in  assessing  the  impact  of  use  of  the
herbal  product  on  vital  physiological  indices.  It  is  the  usually  the  first  stage  of  testing
in  healthy  humans  to  determine  the  safety  and maximum tolerable  doses  of  the  inves‐
tigational  substance  before  any further  human testing  may be  carried out.  It  is  howev‐
er  acceptable  that  for  certain  herbs  with  long  history  of  use,  this  phase  may  be
unecessary [99]

Phase II: Studies carried on a limited number of participants to determine clinical efficacy,
also labelled as feasibility studies. In this study, doses that are observed to be relatively safe
are used, participants are also monitored for the occurence of adverse effects [99].

Phase  III:  In  this  phase,  a  larger  number  of  participants  is  used  in  different  centres
and the study is  designed as  a  randomized,  double-blind,  controlled CT.  It  is  a  valida‐
tory  study  for  clinical  efficacy  of  the  herbal  product,  usually  compared  with  a  stand‐
ard intervention [99].

Phase IV/post-marketing surveilance: Monitoring for rare side effects which may have been
unnoticed during Phases I – III but may occur after the product has been introduced to the
market [100].

There are critical issues which must be considered to provide justification for the clinical tri‐
al of herbal products and guidelines to this effect have been provided by the World Health
Organization [99]. These areas of consideration are listed below:

Chemistry-manufacturing-control:  Unlike  conventional  medicines,  herbal  medicines  are
frequently monoherbal or polyherbal with wide chemical composition. While it is not re‐
quired for an active compound to be isolated as it is accepted that the action of the com‐
pounds in the product may be synergistic, a means of standardisation has to be used for
the  product  that  would be  representative  of  the  final  product.  If  the  active  principle  is
known,  it  can  serve  as  the  marker  for  the  product.  If  unknown,  a  chemical  marker  of
sufficient  quantity  or  a  chemical  fingerprint  of  the  entire  product  can  be  used,  within
specified limits. Preparation of the herbal medicine intended for administration in a clini‐
cal trial also has to be carried out in accordane with WHO guidelines on good manufac‐
turing practices for herbal medicines [101].

Provision of information on the herbal substance and the herbal product is also an impor‐
tant requirement. This includes a description of the source of the plant and its processing,
storage conditions and shelf life. Information regarding the product including excepients,
dosage form, analytical parameters for active compound or chemical markers, storage con‐
ditions over the lenght of the trial and specifications that would be assessed before clinical
trial material is released will also need to be furnished.
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Non-clinical considerations: This constitutes a supportive background upon which a clinical
investigation is based. In general, data on efficacy, toxicity and pharmacokinetics which
have been demonstrated or obtained from appropriate literature sources including journal
publications and reference pharmacopoiea. A systematic review of earlier trials of the same
herb or a related one can be done where possible in order to identify gaps that can be bridg‐
ed in the proposed trial.

Clinical considerations: At all stages of the trial, ethical standards and quality requirements
have to be met. For a phase 1 safety study, the adverse effects related to increasing doses of the
test product are observed in human participants recruited within the limits of inclusion based
on gender, weight, age and health status. An outline of the basic safety parameters that are
monitored are shown in Table 2. The standard intervention is usually the product itself. The
study may be randomized, blinded, double blinded or placebo-controlled to minimize bias.

Ethical considerations: All CT protocols require approval by regional ethical board before
such trials can be executed. All research that involves human participation, including clini‐
cal trials must apply fundamental thical principles and must adhere to standards of good
clinical practice [102]. Informed consent of all participants or gaurdians of minor partici‐
pants must be obtained. It is required that each participant is well informed of any concerns
regarding the trial herbal product especially with respect to rarely understood interactions,
or known undesirable effects. Risks to participants must be minimized and as such, experi‐
enced ethical investigators including clinicians who can promptly identify and treat ob‐
served adverse events in participants need to be involved as CT investigators.

Organ/system

Neurological:

Safety parameter

lack of neurologic symptoms

Musculoskeletal: lack of arthritis or myalgias, normal values of CPK

Skin: clinical evidence of lack of allergic reactions

Gastrointestinal: clinical evidence of tolerability

Liver: normal values of SGOT or SGPT, alkaline

phosphatase, total bilirubin,

Kidney: normal values of BUN or creatinine

Endocrine system and metabolism: normal values of albumin or total protein, uric acid, glucose,

cholesterol, amylase or lipase,

sodium/potassium, calcium

Cardiovascular: normal EKG and blood pressure

Haematopoietic: normal values of complete blood count

Additionally: more intensive investigation of any organ system likely to be

affected by the product

Table 2. Basic physiological parameters monitored in phase 1 clinical trial [99]
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unnoticed during Phases I – III but may occur after the product has been introduced to the
market [100].

There are critical issues which must be considered to provide justification for the clinical tri‐
al of herbal products and guidelines to this effect have been provided by the World Health
Organization [99]. These areas of consideration are listed below:

Chemistry-manufacturing-control:  Unlike  conventional  medicines,  herbal  medicines  are
frequently monoherbal or polyherbal with wide chemical composition. While it is not re‐
quired for an active compound to be isolated as it is accepted that the action of the com‐
pounds in the product may be synergistic, a means of standardisation has to be used for
the  product  that  would be  representative  of  the  final  product.  If  the  active  principle  is
known,  it  can  serve  as  the  marker  for  the  product.  If  unknown,  a  chemical  marker  of
sufficient  quantity  or  a  chemical  fingerprint  of  the  entire  product  can  be  used,  within
specified limits. Preparation of the herbal medicine intended for administration in a clini‐
cal trial also has to be carried out in accordane with WHO guidelines on good manufac‐
turing practices for herbal medicines [101].

Provision of information on the herbal substance and the herbal product is also an impor‐
tant requirement. This includes a description of the source of the plant and its processing,
storage conditions and shelf life. Information regarding the product including excepients,
dosage form, analytical parameters for active compound or chemical markers, storage con‐
ditions over the lenght of the trial and specifications that would be assessed before clinical
trial material is released will also need to be furnished.
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Non-clinical considerations: This constitutes a supportive background upon which a clinical
investigation is based. In general, data on efficacy, toxicity and pharmacokinetics which
have been demonstrated or obtained from appropriate literature sources including journal
publications and reference pharmacopoiea. A systematic review of earlier trials of the same
herb or a related one can be done where possible in order to identify gaps that can be bridg‐
ed in the proposed trial.

Clinical considerations: At all stages of the trial, ethical standards and quality requirements
have to be met. For a phase 1 safety study, the adverse effects related to increasing doses of the
test product are observed in human participants recruited within the limits of inclusion based
on gender, weight, age and health status. An outline of the basic safety parameters that are
monitored are shown in Table 2. The standard intervention is usually the product itself. The
study may be randomized, blinded, double blinded or placebo-controlled to minimize bias.

Ethical considerations: All CT protocols require approval by regional ethical board before
such trials can be executed. All research that involves human participation, including clini‐
cal trials must apply fundamental thical principles and must adhere to standards of good
clinical practice [102]. Informed consent of all participants or gaurdians of minor partici‐
pants must be obtained. It is required that each participant is well informed of any concerns
regarding the trial herbal product especially with respect to rarely understood interactions,
or known undesirable effects. Risks to participants must be minimized and as such, experi‐
enced ethical investigators including clinicians who can promptly identify and treat ob‐
served adverse events in participants need to be involved as CT investigators.

Organ/system

Neurological:

Safety parameter

lack of neurologic symptoms

Musculoskeletal: lack of arthritis or myalgias, normal values of CPK

Skin: clinical evidence of lack of allergic reactions

Gastrointestinal: clinical evidence of tolerability

Liver: normal values of SGOT or SGPT, alkaline

phosphatase, total bilirubin,

Kidney: normal values of BUN or creatinine

Endocrine system and metabolism: normal values of albumin or total protein, uric acid, glucose,

cholesterol, amylase or lipase,

sodium/potassium, calcium

Cardiovascular: normal EKG and blood pressure

Haematopoietic: normal values of complete blood count

Additionally: more intensive investigation of any organ system likely to be

affected by the product

Table 2. Basic physiological parameters monitored in phase 1 clinical trial [99]
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6. Conclusions and perspectives

Summarily, the processes involved in the toxicological evaluation of complex herbal ex‐
tracts/mixtures and chemically characterized isolated compounds are schematically repre‐
sented below. It is noteworthy that currently, only chemically characterized phyto
compounds are useful candidates for QSAR studies and high throughput toxicogenomic as‐
says, as compound data libraries exists for data comparison.
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Figure 6. Schematic processes involved in evaluating and establishing the toxicity of medicinal herbs. The broken ar‐
row indicates that for some herbal medicines, phase 1 clinical trials may not always be necessary.

Toxicity testing of herbal medicines in the 21st century tends to begin in a reductionist man‐
ner and proceeds through holistic tests to reach clinical conclusions. The challenge however,
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remains the identification of unique approaches in testing and developing regulations re‐
garding safety of herbal products. Although some drawbacks to animal testing exists; such
as the large number of animals used, financial implications and poor validation which af‐
fects correlation to humans, animal testing is still relevant as it is still impossible to predict
long term carcinogenicity, embryotoxicity and reproductive toxicity using alternative non-
animal tests alone.

A major issue in toxicity testing is “Animal welfare”. The use of animals in research gave
rise to the adoption of the critical 3 R’s to consider before conducting animal-based toxicity
testing of herbals. This calls for a fundamental paradigm in regulatory toxicology; there is a
need to reduce the number of animals, refine the tests methods used in order to minimize
pain and suffering of experimental animals, and replace animal tests with validated alterna‐
tives employing human cells where possible. Some instances of efforts in this regard are the
development of a transcriptomics based in vitro screening method to predict embryotoxicity
using the embryonic stem cell test. Additionally, the number of rats used for LD50 tests can
be significantly reduced by the adoption of in vitro cell-based assays and chemicals shown to
be harmful to cultured cells are excluded from any further LD50 tests and animal tests. It is
no longer news that, cellular models of toxicity are more rapid and can easily be adapted to
high throughput screening.

Next generation sequencing technology and toxicogenomics are strong predictive tools but
databases of genetic biomarkers of toxicity of herbal medicines need to be enriched. It will
be worthwhile to develop data libraries upon which prediction of the safety herbal extracts
can be done to fully exploit these screening tools. As pointed out earlier, this can be ach‐
ieved by creating genomic signatures of identified phytochemicals which can serve as data
library for herbals.

Standardization of an herbal product in terms of parts per million limits of heavy metals
will also eliminate product contamination and its associated toxicity. Chemical standardiza‐
tion of medicinal herbs with High Pressure Liquid Chromatography (HPLC) alone or hy‐
phenated with Mass Spectroscopy (HPLC-MS) or Nuclear Mass Resonance Spectroscopy
(HPLC-NMR) would also ensure chemical uniformity and detect chemical adulterants in
herbal products.

More so, the integration of recent biotechnological innovations like computer-aided model‐
ing and simulation studies, bioinformatics, high throughput screens, toxicokinetic and toxi‐
cogenomic tools in a systems toxicology approach with other necessary tests in experimental
animals and appropriately designed clinical observation studies will undoubtedly bring
about significant advances in predicting and determining herbal medicine safety.
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no longer news that, cellular models of toxicity are more rapid and can easily be adapted to
high throughput screening.
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databases of genetic biomarkers of toxicity of herbal medicines need to be enriched. It will
be worthwhile to develop data libraries upon which prediction of the safety herbal extracts
can be done to fully exploit these screening tools. As pointed out earlier, this can be ach‐
ieved by creating genomic signatures of identified phytochemicals which can serve as data
library for herbals.
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will also eliminate product contamination and its associated toxicity. Chemical standardiza‐
tion of medicinal herbs with High Pressure Liquid Chromatography (HPLC) alone or hy‐
phenated with Mass Spectroscopy (HPLC-MS) or Nuclear Mass Resonance Spectroscopy
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herbal products.
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1. Introduction

Although herbal medicinal products (HMP) have been perceived by the public as relatively
low risk, there has been more recognition of the potential risks associated with this type of
product as the use of HMPs increase. Potential harm can occur via inherent toxicity of herbs,
as well as from contamination, plant misidentification, and interactions with other herbal
products or pharmaceutical drugs. Regulatory safety assessment for HMPs relies on both the
assessment of cases of adverse reactions and the review of published toxicity information. The
submission of data on genotoxicity is a precondition for marketing authorization respectively
registration of herbal medicinal products (HMPs) with well-established or traditional use in
some countries. The assessment of potential genotoxicity of HMPs should describe a stepwise
approach, including the possibility to reduce the number of extracts of an herbal drug to be
tested by the use of more recent toxicological assessment techniques such as predictive toxi‐
cology and "omics". In the regulatory context, safety assessment can have bearing on whether
certain products should be restricted, removed from the market, or have augmented safety
information placed on labeling.

This chapter discusses the challenges which are faced in the assessment of safety of HMPs and
the need for careful judgments on the hazard and risk of HMPs can be made with increased
certainty. Hence, it is critical that toxicologists in industry, regulatory agencies and academic
institutions develop a consensus, based on rigorous methods, about the reliability and inter‐
pretation of endpoints. It will also be important to regulate the integration of conventional
methods for toxicity assessments with new "omics" technologies.

Although modern medicine is well developed in most of the world, large sections of the pop‐
ulation in developing countries still rely on the traditional practitioners, medicinal plants and
herbal medicines for their primary care. Moreover during the past decades, public interest in
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natural therapies has increased greatly in industrialized countries, with expanding use of me‐
dicinal plants and herbal medicines. Many of the plants species used for this purpose have
been found to contain therapeutic substances which can be extracted and used in preparation
of drugs, but the plant itself can also be used either directly or as an extract for medication, a
practice that is particularly popular in developing countries (Ouedraogo et al., 2012). It has
been estimated that more than 80% of the world’s population utilizes plants as their primary
source of medicinal agents, largely due to the high cost of Western pharmaceuticals, but also
because the traditional medicines are generally more acceptable from a cultural and spiritual
perspective.

The evaluation of these products and ensuring their safety and efficacy through registration
and regulation present important challenges. Despite the use of herbal medicines over many
centuries, only a relatively small number of plant species has been studied for possible medical
applications. Safety and efficacy data are available for an even smaller number of plants, their
extracts and active ingredients and preparations containing them (Jordan et al., 2010)

Research in the area of genotoxicity has been prolific, both at the fundamental level and also
with respect to comparative analysis of the performance and predictivity of individual tests
and combinations of tests for risk assessment. There is an ongoing debate on the need to modi‐
fy earlier recommended in vitro testing batteries (some of which can generate a high number of
misleading (false) positives in order to avoid false positives and the triggering of unnecessary
testing in animals, whilst at the same time ensuring detection of genotoxic potential that may
have human health implications. Optimization of testing batteries to minimize false positives
may reduce the likelihood of detecting inherent genotoxic activity (Ouedraogo et al., 2012).
Comparative trials have shown conclusively that each in vitro test system generates both false
negative and false positive results in relation to predicting rodent carcinogenicity. Genotoxici‐
ty test batteries (of in vitro and in vivo tests) detect carcinogens that are thought to act primarily
via a mechanism involving direct genetic damage, such as the majority of known human carci‐
nogens. Therefore, these batteries may not detect nongenotoxic carcinogens. Experimental con‐
ditions, such as the limited capability of the in vitro metabolic activation systems, can also lead
to false negative results in in vitro tests. The test battery approach is designed to reduce the risk
of false negative results for compounds with genotoxic potential, while a positive result in any
assay for genotoxicity does not necessarily mean that the test compound poses a genotoxic/
carcinogenic hazard to human. Thus in recommending strategies for genotoxicity testing for
risk assessment purposes, a balance needs to be struck that ensures with reasonable certainty
that genotoxic substances that are likely to be active in vivo are detected. New tests have also
been developed and their potential for inclusion in genotoxicity testing strategies, both in ba‐
sic testing and in follow-up of positive results from basic testing, needs to be considered.

2. History of herbal medicinal products use

Medicinal plants have been widely used by urban and rural populations in treating various
diseases, constituting an effective and less expensive therapy (Jordan et al., 2010). Phytotherapy
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is based on old traditions, widely disseminated through salespeople, healers, faith healers, part
of the culture of indigenous people, and rural areas. Of all the 365,000 species of flowering
plants, it is estimated that only 8% of them have been systematically studied in terms of con‐
stituents. Nevertheless, approximately 7000 substances of pharmaceutical importance have
been isolated from plants known for their medicinal properties, and several constituents have
been processed into pharmaceuticals (Ouedraogo et al., 2012). Herbal medicines have a long
history of use for the prevention and treatment of diseases; their use can be traced to the first
written testimonies of humanity, through antiquity and back middle ages till modern time
(Williamson, 2003). They have been part of human culture according to the World Health
Organization (WHO), nearly 80% of the world populations still rely on medicinal herbs for
their primary health care. Herbal medicines are then widely used around the world, and in‐
creasingly so in Western nations (Jordan et al., 2010). For instance, 71% of the population in
Canada (IPSOS-Reid, 2005) and 80% in Germany (Thomas et al., 2001) used, in their lifetime,
traditional medicines under the wording “complementary and alternative medicine”. In the
United States, about 19% of the adult populations are using herbal medicinal products (HMPs)
(Ouedraogo et al., 2012); the herb supplement sales have increased in USA by 23% from 2000
to 2010, reaching a market of more than 5 billion dollars (NBJ, 2011). Europe was estimated to
import in 2004 about always 400,000 tons of medicinal plants per annum, with an average
market value of US$ 1 billion from Africa and Asia (Wakdikar, 2004). Besides, in developing
countries, WHO strongly encourages the use of traditional herbal medicines in primary health
care delivery system (Atsamo et al., 2011)

2.1. List of medicinal plants and their uses

The list of medicinal herbs available across the globe is huge. In the following list we have
sorted the species that are commonly used due to their wonderful healing effects and thera‐
peutic value.

A plethora of herbs are also utilized for treatment of health disorders. From the table below
you shall come to know their medicinal properties and uses. Such herbal medicines are capable
of curing health problems completely.

3. International regulation of herbal medicinal products

The legal situation regarding herbal preparations varies from country to country. In some,
phytomedicines are well-established, whereas in others they are regarded as food and thera‐
peutic claims are not allowed. Developing countries, however, often have a great number of
traditionally used herbal medicines and much folk-knowledge about them, but have hardly
any legislative criteria to establish these traditionally used herbal medicines as part of the drug
legislation.

For the classification of herbal or traditional medicinal products, factors applied in regulatory
systems include: description in a pharmacopoeia monograph, prescription status, claim of a
therapeutic effect, scheduled or regulated ingredients or substances, or periods of use. Some
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countries draw a distinction between "officially approved" products and "officially recognized"
products, by which the latter products can be marketed without scientific assessment by the
authority (Jordan et al., 2010).

Common Name Scientific Name Uses

Acacia Acacia greggi astringent, demulcent, emollient

Agrimony Agrimonia eupatoria blood coagulant

Pimenta Pimenta dioica heals wounds, bruises

Ajwain Trachyspermum ammi antibacterial, carminative, digestive

Ashok Trachyspermum ammi
relieves menstrual pain, diabetes, uterine

disorders

Amla Phyllanthus emblica Cough, diabetes, laxative, acidity

Ashwagandha Withania somnifera
relieves stress, nerve disorder, restores normal

function of body

Brahmi Bacopa monnieri jaundice, anemia, dropsy

Bael Aegle marmelos constipation, diarrhea, dysentery

Chirata Swertia chirata burn, skin diseases, fever

Guggul Commiphora wightii asthma, hydrocele, diabetes

Guluchi Tinospora cordifolia jaundice, gout, piles, fever

Kalmegh Andrographis paniculata gastritis, fever, weakness

Makoi Solanum nigrum dysentery, diuretic, debility

Pashan Bheda Coleus barbatus calculus, stones in kidney

Sarpa Gandha Ranwolfia serpentina insomnia, hypertension

Tulsi Ocimum tenuiflorum expectorant, cough, cold

Vai Vidanka Embelia ribes skin disease, helminthiasis

Peppermint Mentha piperita pain-killer, digestive

Vringraj Eclipta alba anti-inflammatory, leukemia, stress reliever

Chitrak Plumbargo zeylanica dyspepsia, inflammation, cough, colic

Harada Terminalia chebula leprosy, inflammation, vomiting, insomnia

Neem Azadirachta indica analgesic, astringent, epilepsy
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Common Names Scientific Names Uses

Lemon Balm Melissa officinalis digestion, stomach spasms, anti-viral

Angelica Angelica sylvestris gastritis, cramps, digestion

Chickweed Stellaria media itching, irritation, rashes

Cleavers Galium aparine skin diseases, diuretic

Couch grass Cynodon dactylon rheumatism, cystitis, gout

Dandelion Taraxacum officinale dissolves kidney and gallstones, diuretics

Elderberry Sambucus canadensis bronchitis, cold, cough

Garlic Allium sativum anti-microbial, cardiovascular treatment

Ginger Zingiber officinale motion sickness, vomiting, flatulence, diarrhea

Lavender Lavandula angustifolia stress reliever, boosts spirits, stomach disorders

Red Clover Trifolium pratense rejuvenatory, skin nourishing

Rosemary Rosmarinus officinalis improves blood supply to brain

Thyme Thymus pulegioides antifungal, anti-bacterial, expectorant

Yarrow Achillea millefolium wound cleansing, blood coagulation, digestive

A regulatory framework for HMPs provides consumers greater assurance that the identities
of medicinal ingredients have been verified that they have been properly quantified per unit
dose, that there has been an assessment of the safety and efficacy of the product prior to grant‐
ing of market authorization, and that the product is within tolerance limits for contaminants.
Requirements for Good Manufacturing Practices (GMP) provide a framework for assuring
continuing quality and the ability to deal appropriately and quickly with problems when they
do arise. Adverse reaction reporting requirements facilitate the detection of such problems.
Four different national regulatory frameworks are summarized below, to illustrate some sim‐
ilarities and differences in the regulation of HMPs. In the United States, HMPs are regulated
as dietary supplements, a subset of foods. Under the Dietary Supplement Health and Educa‐
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tion Act of 1994 (DSHEA), the dietary supplement manufacturer is responsible for ensuring
that a dietary supplement is safe before it is marketed. The United States Food and Drug Ad‐
ministration (FDA) is responsible for taking action against any unsafe dietary supplement
product after it reaches the market. Generally, manufacturers do not need to register their
products with the FDA, nor obtain FDA approval, before producing or selling dietary sup‐
plements unless it is a New Dietary Ingredient, or to verify the acceptability of a structure–
function type of claim. The FDA final Rule for current good manufacturing practices (cGMPs)
for dietary supplements requires that proper controls are in place for dietary supplements so
that they are processed in a consistent manner, and meet quality standards (US Department
of Health and Human Services, 2007). The cGMPs apply to all domestic and foreign companies
that manufacture, package, label or hold dietary supplements, including those involved with
the activities of testing, quality control, packaging and labelling, and distribution in the U.S.
The Rule establishes cGMPs for industry-wide uses that are necessary to require that dietary
supplements are manufactured consistently as to identity, purity, strength, and composition.
Manufacturers, packers, or distributors are required to submit all serious adverse event reports
associated with use of the dietary supplement in the United States to the FDA, through the
adverse reaction reporting program (Med Watch). FDA's post marketing responsibilities in‐
clude monitoring safety, e.g. voluntary dietary supplement adverse event reporting, and
product information, such as labelling, claims, package inserts, and accompanying literature
(US FDA 2009).

In Canada, HMPs are regulated under the Natural Health Products Regulations (NHPR) which
came into force on January 1, 2004. These regulations are distinct from the regulations for food
and drugs. This is a mandatory pre-market system where each HMP must receive market
authorization by obtaining a product license based on evidence that the product is safe under
the recommended conditions of use without a prescription, effective for the proposed claims,
and of high quality. Each importer, manufacturer, packager and labeller of HMPs requires a
site license issued on the basis of evidence of compliance with GMPs created specifically for
natural health products (which includes HMPs).

Every license must provide an expedited case report for each serious adverse reaction to their
product occurring in Canada and each serious unexpected adverse reaction occurring inside
or outside Canada. They must also prepare and maintain an annual summary report with
analysis of all adverse reactions, to be provided to the Department of Health upon demand
(Government of Canada 2009).

In Australia, HMPs are regulated by the Therapeutic Goods Administration (TGA) as medi‐
cines under the Therapeutics Goods Act 1989, using risk-based pre-market assessment proce‐
dures based on toxicity of ingredients, dosage form, serious disease claims, side effects/
interactions, and adverse reactions. Listed medicines are considered low risk and are included
on the Australian Registry of Therapeutic Goods (ARTG). Herbal medicines that are assessed
to be of higher risk are individually evaluated for quality, safety and efficacy for licensing as
Registered Medicines. Each Australian manufacturer of HMPs must hold a manufacturing
license and comply with the Australian Code of GMP for Medicinal Products. The Code applies
to all medicines manufactured in Australia, including complementary medicines such as
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HMPs. An adverse reaction reporting system for medicines in Australia is well established.
The Australian “Blue Card” scheme covers all medicines and most health professionals. In
addition, sponsors of all medicines included in the ARTG are under an obligation to report
adverse reactions to the TGA (TGA, 2006).

In the European Union (EU), HMPs are classified as “regular” medicinal products if they
claim to treat or prevent illness, or if they are to be administered with a view to restor‐
ing, correcting or modifying physiological functions. As such, they are subject to the gen‐
eral  regulations  for  medicines  as  laid  down  in  the  various  national  medicines  laws.  A
marketing authorization as a HMP is granted based on a “full” dossier in terms of proof
of quality, safety and efficacy in almost all Member States but the Committee on Herbal
Medicinal  Products  (HMPC),  part  of  the  EMEA,  establishes  Community  herbal  mono‐
graphs to simplify the authorization of HMPs. With respect to GMP compliance, the EU
follows  the  Pharmaceutical  Inspection  Cooperation  Scheme  (PIC/S).  The  competent  au‐
thority may carry out announced or unannounced inspections of active substance manu‐
facturers in order to verify compliance with the principles of GMPs for active substances
placed on the Community market. The Marketing Authorization Holder (MAH) must en‐
sure that they have an appropriate system of pharmacovigilance and risk management in
place in order to assure responsibility and liability for its products on the market and to
ensure that appropriate action can be taken, when necessary. Specifically, the MAH must
have  an  approved  system  of  reporting  adverse  reactions.  In  the  United  Kingdom,  the
Medicines  and  Healthcare  products  Regulatory  Agency  (MHRA)  provides  transitional
provisions where an HMP legally on the UK market as an unlicensed herbal remedy in
accordance  with  the  Medicines  Act  1968  can continue to  be  marketed as  an  unlicensed
herbal remedy until April 30, 2011. At that time all manufactured HMPs will be required
to have either  a  Traditional  Herbal  Registration or  a  Marketing Authorization based on
the European Directive.  The Traditional  Herbal  Registration is  a  simplified UK registra‐
tion scheme that began in 2005 with specific standards of safety and quality, agreed indi‐
cations based on traditional  usage,  and systematic  patient information allowing the safe
use of the product (MHRA, 2009).

4. The assessment of HMPs

Although HMPs are widely considered to be of lower risk compared with synthetic drugs,
they are not completely free from the possibility of toxicity or other adverse effects (De Smet,
2004). High profile issues such as adverse reactions associated with Ephedra and Aristolochia
have shown that HMPs can produce toxicity in humans. While inherent toxicity of certain
herbs is well known, adverse effects from the use of HMPs may also result from contamination
of products with toxic metals, adulteration with pharmacologically active synthetic com‐
pounds, misidentification or substitution of herbal ingredients, or improperly processed or
prepared products (Van Breemen et al., 2008; Chan, 2009 ). Interactions may also occur between
drugs, foods and other HMPs taken concomitantly (Goldman et al., 2008).
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Recently, there has been increased discussion on the safety assessment of herbs. Protocols and
guidance documents on safety and toxicity testing of HMPs have been issued by the Interna‐
tional Life Sciences Institute, the Institute of Medicine, the Union of Pure and Applied Chem‐
istry (Mosihuzzaman and Choudhary, 2008), the European Medicines Agency (EMEA) (e.g.
EMEA, 2007, 2009), and most recently by the European Food Safety Authority (EFSA, 2009).
These guidance documents discuss the assessment of the safety of herbs for use in both foods
and medicines. The types of testing described in these guidance documents represent the ideal
type of information that could be obtained in order to adequately characterize the toxicity of
a specific herb or a finished herbal product ready for the marketplace.

International regulatory systems for HMPs can be quite variable in terms of safety and toxicity
testing requirements. In countries where HMPs are less strictly regulated than synthetic drugs,
and where limited toxicity testing is required, or where HMPs are regulated as intermediate
products classified separately from foods and drugs, where less stringent requirements exist
for certain sub-types of products (e.g. traditionally used herbs where their long-term use is
considered evidence for safety), pre-market assessment may be based on limited information.
Even in countries where HMPs are assessed in detail before market authorization is given,
pharmacovigilance is a critical activity to promote the safe use of HMPs throughout their life
cycle. As the use of HMPs grows around the world, the identification of safety signals becomes
of increased importance. The identification and investigation of safety signals associated with
HMPs are subject to the same challenges as signals arising from pharmaceutical drugs. There
are, however, challenges unique to HMPs. There are often deficiencies in both the quantity of
information (e.g. under-reporting of adverse reactions, general lack of toxicological informa‐
tion on herbs) and the quality of information (e.g. poor quality of adverse reaction case reports
or lack of information on the quality of HMPs associated with case reports submitted to reg‐
ulatory authorities or published in the scientific literature). These factors present challenges
when signals of safety concerns arise.

In the regulatory context, safety assessment can have bearing on whether certain products
should be restricted, removed from the market, or have augmented safety information placed
on labelling. In instances where little toxicity information exists on a specific herbal product
or its ingredients, regulatory decisions on risk mitigation activities are likely to take a cautious
approach, until further information is obtained which can potentially clarify the toxicity of the
product, and reduce uncertainty in the risk assessment of HMPs. From the post-market per‐
spective, an integrative approach is necessary to investigate safety signals for any product type.
Clinical assessment of adverse reaction reports, either submitted to the regulatory authority,
or published in the scientific literature, needs to be considered along with available toxicolog‐
ical and pharmacological information in order to fully characterize potential safety concerns.
While challenges exist for the assessment of HMP safety, efforts are being made to add quality
information to the herbal safety knowledge base so that judgments on the hazard and risk of
HMPs can be made with increased certainty.

An adverse reaction (AR) is defined as a noxious and unintended response to a marketed health
product, which occurs at doses normally used or tested for the diagnosis, treatment or pre‐
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vention a disease or the modification of an organic function (Health Canada, 2009a). In the
literature, there are few clinical studies with most herbs despite the fact that many have been
employed for centuries as traditional medicines; therefore, surveillance for HMP-related ARs
consists mainly of voluntary reporting from consumers and Health Care Practitioners (HCP)
and published reports which are usually single reports or small case series. Due to the lack of
clinical trials for most HMPs, post-market pharmacovigilance is a critical source of safety in‐
formation; however, the assessment of ARs associated with HMPs offers unique challenges in
the quantity and quality of available information (Gardiner et al., 2008.).

5. Genotoxicity assessment

Genotoxicity can be due to many physico-chemical agents that result in a wide variety of
possible damages to the genetic material, ranging from various DNA adducts to single- and
double-strand breakages, DNA–DNA and DNA–protein cross-links or even chromosomal
breakage (Cavalcanti et al., 2010; Wang et al., 2012). The major challenge in genotoxicity testing
resides in developing methods that can reliably and sensibly detect either such a vast array of
damages or a general cellular response to genotoxic insult. It is recognized that no single test
can detect every genotoxin, therefore the concept of tests battery has been implemented in
many regulatory guidelines.

In the last decades, numerous damage signalization and repair mechanisms, complex and
extremely efficient, have been unravelled, both in prokaryote, eukaryote and mammalian sys‐
tems (Bootsma et al., 2001). Although DNA alterations, both in the sequence of nucleotides and
in the arrangement of DNA strands, can also arise from mistakes in the repair process, agents
interfering with damage signalization repair mechanisms are generally not considered in safe‐
ty testing. They should however be detected as they could impair indirect genotoxicity by
facilitating the activity of genotoxic agents such as direct genotoxins, reactive oxygen species,
and radiations (Johnson and Loo, 2000; Kelly et al., 2001; Ouedraogo et al., 2012).

5.1. Aims and rationale of genotoxicity assessment

5.1.1. Potential health effects of genotoxic substances (both cancer and other diseases)

Genetic alterations in somatic and germ cells are associated with serious health effects, which
in principle may occur even at low exposure levels. Mutations in somatic cells may cause cancer
if mutations occur in proto-oncogenes, tumor suppressor genes and/or DNA damage response
genes, and they are responsible for a variety of genetic diseases (Erickson, 2010). Accumulation
of DNA damage in somatic cells has also been proposed to play a role in degenerative condi‐
tions such as accelerated aging, immune dysfunction, cardiovascular and neurodegenerative
diseases (Hoeijmakers, 2009; Slatter and Gennery, 2010; Frank, 2010). Mutations in germ cells
can lead to spontaneous abortions, infertility or heritable damage to the offspring and possibly
to the subsequent generations.
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tion on herbs) and the quality of information (e.g. poor quality of adverse reaction case reports
or lack of information on the quality of HMPs associated with case reports submitted to reg‐
ulatory authorities or published in the scientific literature). These factors present challenges
when signals of safety concerns arise.

In the regulatory context, safety assessment can have bearing on whether certain products
should be restricted, removed from the market, or have augmented safety information placed
on labelling. In instances where little toxicity information exists on a specific herbal product
or its ingredients, regulatory decisions on risk mitigation activities are likely to take a cautious
approach, until further information is obtained which can potentially clarify the toxicity of the
product, and reduce uncertainty in the risk assessment of HMPs. From the post-market per‐
spective, an integrative approach is necessary to investigate safety signals for any product type.
Clinical assessment of adverse reaction reports, either submitted to the regulatory authority,
or published in the scientific literature, needs to be considered along with available toxicolog‐
ical and pharmacological information in order to fully characterize potential safety concerns.
While challenges exist for the assessment of HMP safety, efforts are being made to add quality
information to the herbal safety knowledge base so that judgments on the hazard and risk of
HMPs can be made with increased certainty.

An adverse reaction (AR) is defined as a noxious and unintended response to a marketed health
product, which occurs at doses normally used or tested for the diagnosis, treatment or pre‐
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vention a disease or the modification of an organic function (Health Canada, 2009a). In the
literature, there are few clinical studies with most herbs despite the fact that many have been
employed for centuries as traditional medicines; therefore, surveillance for HMP-related ARs
consists mainly of voluntary reporting from consumers and Health Care Practitioners (HCP)
and published reports which are usually single reports or small case series. Due to the lack of
clinical trials for most HMPs, post-market pharmacovigilance is a critical source of safety in‐
formation; however, the assessment of ARs associated with HMPs offers unique challenges in
the quantity and quality of available information (Gardiner et al., 2008.).

5. Genotoxicity assessment

Genotoxicity can be due to many physico-chemical agents that result in a wide variety of
possible damages to the genetic material, ranging from various DNA adducts to single- and
double-strand breakages, DNA–DNA and DNA–protein cross-links or even chromosomal
breakage (Cavalcanti et al., 2010; Wang et al., 2012). The major challenge in genotoxicity testing
resides in developing methods that can reliably and sensibly detect either such a vast array of
damages or a general cellular response to genotoxic insult. It is recognized that no single test
can detect every genotoxin, therefore the concept of tests battery has been implemented in
many regulatory guidelines.

In the last decades, numerous damage signalization and repair mechanisms, complex and
extremely efficient, have been unravelled, both in prokaryote, eukaryote and mammalian sys‐
tems (Bootsma et al., 2001). Although DNA alterations, both in the sequence of nucleotides and
in the arrangement of DNA strands, can also arise from mistakes in the repair process, agents
interfering with damage signalization repair mechanisms are generally not considered in safe‐
ty testing. They should however be detected as they could impair indirect genotoxicity by
facilitating the activity of genotoxic agents such as direct genotoxins, reactive oxygen species,
and radiations (Johnson and Loo, 2000; Kelly et al., 2001; Ouedraogo et al., 2012).

5.1. Aims and rationale of genotoxicity assessment

5.1.1. Potential health effects of genotoxic substances (both cancer and other diseases)

Genetic alterations in somatic and germ cells are associated with serious health effects, which
in principle may occur even at low exposure levels. Mutations in somatic cells may cause cancer
if mutations occur in proto-oncogenes, tumor suppressor genes and/or DNA damage response
genes, and they are responsible for a variety of genetic diseases (Erickson, 2010). Accumulation
of DNA damage in somatic cells has also been proposed to play a role in degenerative condi‐
tions such as accelerated aging, immune dysfunction, cardiovascular and neurodegenerative
diseases (Hoeijmakers, 2009; Slatter and Gennery, 2010; Frank, 2010). Mutations in germ cells
can lead to spontaneous abortions, infertility or heritable damage to the offspring and possibly
to the subsequent generations.
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5.1.2. Scope of genotoxicity assessment

In view of the adverse consequences of genetic damage to human health, the assessment of
mutagenic potential is a basic component of chemical risk assessment. To this aim, both the
results of studies on mutation induction ("mutagenicity") and tests conducted to investigate
other effects on genetic material are taken into consideration. Both the terms "mutagenicity"
and "genotoxicity" are used in this opinion. Definitions of these terms given below are taken
from the REACH “Guidance on information requirements and chemical safety assessment”
(ECHA, 2008b).

"Mutagenicity" refers to the induction of permanent transmissible changes in the amount or
structure of the genetic material of cells or organisms. These changes may involve a single gene
or gene segment, a block of genes or chromosomes. The term clastogenicity is used for agents
giving rise to structural chromosome aberrations. A clastogen can cause breaks in chromo‐
somes that result in the loss or rearrangements of chromosome segments. Aneugenicity (aneu‐
ploidy induction) refers to the effects of agents that give rise to a change (gain or loss) in
chromosome number in cells. An aneugen can cause loss or gain of chromosomes resulting in
cells that have not an exact multiple of the haploid number.

"Genotoxicity" is a broader term and refers to processes which alter the structure, information
content or segregation of DNA and are not necessarily associated with mutagenicity. Thus,
tests for genotoxicity include tests which provide an indication of induced damage to DNA
(but not direct evidence of mutation) via effects such as unscheduled DNA synthesis (UDS),
sister chromatid exchange (SCE), DNA strand-breaks, DNA adduct formation or mitotic re‐
combination, as well as tests for mutagenicity.” The tests mentioned in the definition of “Gen‐
otoxicity” above that do not detect mutagenicity but rather primary DNA damage are
commonly termed “indicator” tests. DNA adduct formation, for example, occurs when a sub‐
stance binds covalently to DNA, initiating DNA repair, which can either return the DNA to
its original state or, in the case of mis-repair, result in a mutation.

For an adequate evaluation of the genotoxic potential of a chemical substance, different end-
points (i.e. induction of gene mutations, structural and numerical chromosomal alterations)
have to be assessed, as each of these events has been implicated in carcinogenesis and heritable
diseases. An adequate coverage of all the above-mentioned end-points can only be obtained
by the use of multiple test systems (i.e. a test battery), as no individual test can simultaneously
provide information on all end-points. All the above mentioned endpoints should be examined
in hazard identification irrespective of the expected level of human exposure. A battery of in
vitro tests is generally required to identify genotoxic substances. In vivo tests may be used to
complement in vitro assays in specific cases, e.g. when the available information points to the
involvement of complex metabolic activation pathways, which are expected not to be repli‐
cated by in vitro exogenous metabolic activation systems, or in case of high or “moderate and
sustained“ human exposure (Eastmond et al., 2009). Further in vivo testing may be required to
assess whether the genotoxic effect observed in vitro is also expressed in vivo. The choice of in
vivo follow-up tests should be guided by effects observed in the in vitro studies (genetic end‐
point) as well as by knowledge of bioavailability, reactivity, metabolism and target organ spe‐
cificity of the substance. Clear evidence of genotoxicity in somatic cells in vivo has to be
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considered an adverse effect per se, even if the results of cancer bioassays are negative, since
genotoxicity is also implicated in other somatic diseases than cancer. Another important issue
that should be kept in mind is that one of the original purposes of performing genotoxicity
tests is to identify substances that are germ cell mutagens. A substance that is a somatic cell
mutagen should also be considered a potential germ cell mutagen, unless it can be demon‐
strated that the substance or a genotoxic metabolite cannot reach the germ cells. In addition,
a germ cell mutagen is expected to be also a somatic cell mutagen.

5.2. Review of key issues in genotoxicity assessment

The methods most frequently used for the assessment of genotoxic activity of herbal medicinal
products in vitro and in vivo are described below. This list is not meant to be comprehensive
of all existing methods, but more a consideration of the strengths, limitations and opportunity
for further developments of the most widely used genotoxicity assays. Positive results of an
in vitro/in vivo test indicate that the tested substance is genotoxic under the conditions of the
assay performed; negative results indicate that the test substance is not genotoxic under the
conditions of the assay performed.

5.2.1. Conventional methods

The Organization for Economic Co-operation and Development (OECD, 2012) and the Euro‐
pean Centre for the Validation of Alternative Methods (ECVAM, 2012) have largely investi‐
gated the validation of mutagenicity tests and should be referred to more for details.

5.2.1.1. Detection of phytochemical compounds bearing structural alerts for genotoxicity activity

Structural  alerts  or  “toxicophores”  are  defined as  molecules  or  molecular  functionalities
that  are associated with toxicity.  Their  presence in compounds or  a  molecular  structure
alerts the investigator to their potential toxicity (Ouedraogo et al., 2012). A few well-char‐
acterized compounds include (i) 1–2 unsaturated pyrrolizidine alkaloids esters from many
Boraginaceae, Asteraceae and Fabaceae (Prakash et al., 1999b; Fang et al., 2011) that exhib‐
it a large variety of genotoxicities, including DNA binding, DNA cross-linking, DNA–pro‐
tein cross-linking, sister chromatid exchange, and chromosomal aberrations (Roeder, 2000;
Fu et al,  2004); (ii) aristolochic acids (AA), nitro-polyaromatic compounds responsible for
terminal  nephropathies  observed after  intoxication by many Aristolochia  species  (Fang et
al., 2011); a series of studies confirmed that they are genotoxic in both bacterial and mam‐
malian cells, yielding highly persistent and molecules non-repaired DNA adducts; (iii) al‐
lylalkoxybenzenes  (e.g.  eugenol,  methyleugenol,estragole)  and  safrole  (4-allyl-1,2
methylenedioxybenzene),  potentially  genotoxic  components  from  some  essential  oils
(Smith et al.,  2010). The notion of threshold for genotoxic insult is still a matter of heavy
debates; consequently such compounds should be proscribed from herbal medicines or at
least severely limited (Ouedraogo et al., 2012).
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5.1.2. Scope of genotoxicity assessment

In view of the adverse consequences of genetic damage to human health, the assessment of
mutagenic potential is a basic component of chemical risk assessment. To this aim, both the
results of studies on mutation induction ("mutagenicity") and tests conducted to investigate
other effects on genetic material are taken into consideration. Both the terms "mutagenicity"
and "genotoxicity" are used in this opinion. Definitions of these terms given below are taken
from the REACH “Guidance on information requirements and chemical safety assessment”
(ECHA, 2008b).

"Mutagenicity" refers to the induction of permanent transmissible changes in the amount or
structure of the genetic material of cells or organisms. These changes may involve a single gene
or gene segment, a block of genes or chromosomes. The term clastogenicity is used for agents
giving rise to structural chromosome aberrations. A clastogen can cause breaks in chromo‐
somes that result in the loss or rearrangements of chromosome segments. Aneugenicity (aneu‐
ploidy induction) refers to the effects of agents that give rise to a change (gain or loss) in
chromosome number in cells. An aneugen can cause loss or gain of chromosomes resulting in
cells that have not an exact multiple of the haploid number.

"Genotoxicity" is a broader term and refers to processes which alter the structure, information
content or segregation of DNA and are not necessarily associated with mutagenicity. Thus,
tests for genotoxicity include tests which provide an indication of induced damage to DNA
(but not direct evidence of mutation) via effects such as unscheduled DNA synthesis (UDS),
sister chromatid exchange (SCE), DNA strand-breaks, DNA adduct formation or mitotic re‐
combination, as well as tests for mutagenicity.” The tests mentioned in the definition of “Gen‐
otoxicity” above that do not detect mutagenicity but rather primary DNA damage are
commonly termed “indicator” tests. DNA adduct formation, for example, occurs when a sub‐
stance binds covalently to DNA, initiating DNA repair, which can either return the DNA to
its original state or, in the case of mis-repair, result in a mutation.

For an adequate evaluation of the genotoxic potential of a chemical substance, different end-
points (i.e. induction of gene mutations, structural and numerical chromosomal alterations)
have to be assessed, as each of these events has been implicated in carcinogenesis and heritable
diseases. An adequate coverage of all the above-mentioned end-points can only be obtained
by the use of multiple test systems (i.e. a test battery), as no individual test can simultaneously
provide information on all end-points. All the above mentioned endpoints should be examined
in hazard identification irrespective of the expected level of human exposure. A battery of in
vitro tests is generally required to identify genotoxic substances. In vivo tests may be used to
complement in vitro assays in specific cases, e.g. when the available information points to the
involvement of complex metabolic activation pathways, which are expected not to be repli‐
cated by in vitro exogenous metabolic activation systems, or in case of high or “moderate and
sustained“ human exposure (Eastmond et al., 2009). Further in vivo testing may be required to
assess whether the genotoxic effect observed in vitro is also expressed in vivo. The choice of in
vivo follow-up tests should be guided by effects observed in the in vitro studies (genetic end‐
point) as well as by knowledge of bioavailability, reactivity, metabolism and target organ spe‐
cificity of the substance. Clear evidence of genotoxicity in somatic cells in vivo has to be
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considered an adverse effect per se, even if the results of cancer bioassays are negative, since
genotoxicity is also implicated in other somatic diseases than cancer. Another important issue
that should be kept in mind is that one of the original purposes of performing genotoxicity
tests is to identify substances that are germ cell mutagens. A substance that is a somatic cell
mutagen should also be considered a potential germ cell mutagen, unless it can be demon‐
strated that the substance or a genotoxic metabolite cannot reach the germ cells. In addition,
a germ cell mutagen is expected to be also a somatic cell mutagen.

5.2. Review of key issues in genotoxicity assessment

The methods most frequently used for the assessment of genotoxic activity of herbal medicinal
products in vitro and in vivo are described below. This list is not meant to be comprehensive
of all existing methods, but more a consideration of the strengths, limitations and opportunity
for further developments of the most widely used genotoxicity assays. Positive results of an
in vitro/in vivo test indicate that the tested substance is genotoxic under the conditions of the
assay performed; negative results indicate that the test substance is not genotoxic under the
conditions of the assay performed.

5.2.1. Conventional methods

The Organization for Economic Co-operation and Development (OECD, 2012) and the Euro‐
pean Centre for the Validation of Alternative Methods (ECVAM, 2012) have largely investi‐
gated the validation of mutagenicity tests and should be referred to more for details.

5.2.1.1. Detection of phytochemical compounds bearing structural alerts for genotoxicity activity

Structural  alerts  or  “toxicophores”  are  defined as  molecules  or  molecular  functionalities
that  are associated with toxicity.  Their  presence in compounds or  a  molecular  structure
alerts the investigator to their potential toxicity (Ouedraogo et al., 2012). A few well-char‐
acterized compounds include (i) 1–2 unsaturated pyrrolizidine alkaloids esters from many
Boraginaceae, Asteraceae and Fabaceae (Prakash et al., 1999b; Fang et al., 2011) that exhib‐
it a large variety of genotoxicities, including DNA binding, DNA cross-linking, DNA–pro‐
tein cross-linking, sister chromatid exchange, and chromosomal aberrations (Roeder, 2000;
Fu et al,  2004); (ii) aristolochic acids (AA), nitro-polyaromatic compounds responsible for
terminal  nephropathies  observed after  intoxication by many Aristolochia  species  (Fang et
al., 2011); a series of studies confirmed that they are genotoxic in both bacterial and mam‐
malian cells, yielding highly persistent and molecules non-repaired DNA adducts; (iii) al‐
lylalkoxybenzenes  (e.g.  eugenol,  methyleugenol,estragole)  and  safrole  (4-allyl-1,2
methylenedioxybenzene),  potentially  genotoxic  components  from  some  essential  oils
(Smith et al.,  2010). The notion of threshold for genotoxic insult is still a matter of heavy
debates; consequently such compounds should be proscribed from herbal medicines or at
least severely limited (Ouedraogo et al., 2012).
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5.2.1.2. Analytical methods

Analytical methods with suitable detection limits have been developed for the characterization
and quantification of many known molecules or molecular functionalities associated with
genotoxicity; they are now being implemented in official pharmacopeias. Such methods are
based on spectrophotometry (the Ehrlich reagent for pyrrolizidine alkaloids), thin layer Chro‐
matography (TLC), and gas chromatography/mass spectroscopy (GC/MS) and liquid chro‐
matography/mass spectroscopy (LC/MS and LC/MS/MS) (Fu et al., 2007; Napoli et al., 2010).

5.2.1.3. In silico methods

These predictive methods generally refer to a computational experiment, mathematical cal‐
culation, scientific analysis of substances data through a computer-based analysis (Valerio-Jr,
2009; Ouedraogo et al., 2012). Computer models used for genotoxicity prediction fall into three
principal categories (Votano et al., 2004): (i) rule-based expert systems such as DEREK that
estimates the presence of a DNA-reactive moiety in a given molecule; (ii) quantitative struc‐
ture–activity relationship models (QSAR) such as TOPKAT that use “electro-topological” de‐
scriptors (atom-type, bond-type and group-type E-state) rather than chemical structure to
predict mutagenic reactivity with DNA (Votano et al., 2004; Snyder and Smith, 2005); and (iii)
three-dimensional computational DNA-docking model to identify molecules capable of non-
covalent DNA interaction (Snyder and Smith, 2005).

In silico prediction systems are cheaper, rapid, higher reproducibility, have low compound
synthesis requirements, can undergo constant optimization, and have potential or replace the
use of animals (Valerio-Jr, 2009). Their limitations are the lack of available toxicity data, inap‐
propriate (simplistic) modeling of some endpoints and poor domain applicability of models
(Cronin, 2002). The application of in silico methods to complex mixtures such as herbal extracts
is by evidence limited to the detection of known phytochemical compounds bearing known
or new structural alerts for genotoxicity reduce activity; they could however help to elucidate
which compounds are responsible for a proven effect.

5.2.2. Most commonly used In vitro methods

By evidence, the absence of known phytochemical compounds bearing structural alerts for
genotoxic activity in an herbal medicine does not mean the absence of potential genotoxicity.
It is highly possible that many genotoxic natural molecules have not been identified yet and,
therefore, complementary testing methods have been developed. The most commonly used
methods for assessing the genotoxic potential of substances are listed below:

5.2.2.1. Investigations on non-mammalian cells

All these tests can be performed both in the absence and in the presence of an exogenous
metabolizing system, often a rat liver S9 (microsomal) suspension. These studies which indi‐
cate gene (point) mutation includes: bacterial reverse mutation test and SOS-chromotest in
Salmonella typhimurium and Escherichia coli.
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Prokaryotic organisms: the Ames test

The Ames test, a bacterial reverse mutation assay, is performed with histidine dependent aux‐
otrophic mutants of Salmonella typhimurium (strainsTA97, TA98, TA100, TA102, TA1535,
TA1537, etc.) or tryptophan dependent auxotrophic mutants of Escherichia coli (WP2 isogenic
strains uvr) (Maron and Ames, 1983). In the presence of a mutagenic agent, a selective pressure,
from a medium depleted in the essential amino acid, results in reverse mutations and the
growth of colonies that are simply counted. Several different strains of Salmonella must be used,
because each strain individually assays for a particular type of mutagen (i.e., one strain for
base pair substitutions and a separate strain for frameshift mutations) (Ogura et al., 2008).

Prokaryotic organisms: SOS-chromotest

Tests based on the response of Escherichia coli and Salmonella typhimurium to genotoxic agents
involves the triggering of a complex system of genes known as the “SOS response”. The SOS-
chromotest procedure is based on the Escherichia coli PQ37 strain in which the β-galactosidase
(β -Gal) gene, lacZ, is placed under the control of sfiA, one of the SOS genes, through an operon
fusion which (Nieminen et al., 2002). The Vitotox assay involves genetically modified Salmonella
typhimurium that harbor a luciferase gene under control of the recN or pr1 promoter. In the
presence of a DNA damaging compound, the SOS response leads to β -Gal or luciferase ex‐
pression, respectively, which is then an indirect measure of the genotoxic activity of a test
compound. The bacterial toxicity needs to be assessed, e.g. by measurement of alkaline phos‐
phatase (Nieminen et al., 2002). The Vitotox test has a high predictivity for bacterial mutage‐
nicity and the number of false-positive scores due to cytotoxicity is relatively low (Westerink
et al., 2010).

Eukaryotic organisms: Saccharomyces cerevisiae

The most widely used Saccharomyces cerevisiae assay, (Nohynek et al., 2004), relies on the diploid
D7 strain. When compounds mutate the DNA of this yeast strain, easily scorable phenotypes
(color of colonies, growth on particular media) are produced at three separate genomic sites.
Additionally, each one of these phenotypic changes specifies separate type of mutation and
repair mechanism. The RadarScreen assay is based on a RAD54 promoter-linked by β -Gal
reporter assay in yeast; RAD54 is involved in DNA recombination events and repair mecha‐
nisms, especially those involving double-stranded DNA breaks during both mitosis and meio‐
sis. Upon DNA damage and β -Gal expression, the substrate d-luciferino- β -galactopyranoside
liberates luciferin that is luminometrically measured (Westerink et al., 2010). The RadarScreen
assay has a high predictivity for clastogenicity; the number of false-positive scores due to
cytotoxicity is relatively low (Westerink et al., 2010).

Eukaryotic organisms: Aspergillus nidulans

Because of its parasexual cycle, the filamentous fungus Aspergillus nidulans constitutes an ex‐
cellent system for studying mitotic crossing over, since its cells spend a substantial part of their
cell cycle in the G2 phase during the germination period; two copies of each chromosome
during that period of the cell cycle significantly favors a mitotic recombination event, visually
detected by simple plating tests (Souza-Junior et al., 2004).
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5.2.1.2. Analytical methods

Analytical methods with suitable detection limits have been developed for the characterization
and quantification of many known molecules or molecular functionalities associated with
genotoxicity; they are now being implemented in official pharmacopeias. Such methods are
based on spectrophotometry (the Ehrlich reagent for pyrrolizidine alkaloids), thin layer Chro‐
matography (TLC), and gas chromatography/mass spectroscopy (GC/MS) and liquid chro‐
matography/mass spectroscopy (LC/MS and LC/MS/MS) (Fu et al., 2007; Napoli et al., 2010).

5.2.1.3. In silico methods

These predictive methods generally refer to a computational experiment, mathematical cal‐
culation, scientific analysis of substances data through a computer-based analysis (Valerio-Jr,
2009; Ouedraogo et al., 2012). Computer models used for genotoxicity prediction fall into three
principal categories (Votano et al., 2004): (i) rule-based expert systems such as DEREK that
estimates the presence of a DNA-reactive moiety in a given molecule; (ii) quantitative struc‐
ture–activity relationship models (QSAR) such as TOPKAT that use “electro-topological” de‐
scriptors (atom-type, bond-type and group-type E-state) rather than chemical structure to
predict mutagenic reactivity with DNA (Votano et al., 2004; Snyder and Smith, 2005); and (iii)
three-dimensional computational DNA-docking model to identify molecules capable of non-
covalent DNA interaction (Snyder and Smith, 2005).

In silico prediction systems are cheaper, rapid, higher reproducibility, have low compound
synthesis requirements, can undergo constant optimization, and have potential or replace the
use of animals (Valerio-Jr, 2009). Their limitations are the lack of available toxicity data, inap‐
propriate (simplistic) modeling of some endpoints and poor domain applicability of models
(Cronin, 2002). The application of in silico methods to complex mixtures such as herbal extracts
is by evidence limited to the detection of known phytochemical compounds bearing known
or new structural alerts for genotoxicity reduce activity; they could however help to elucidate
which compounds are responsible for a proven effect.

5.2.2. Most commonly used In vitro methods

By evidence, the absence of known phytochemical compounds bearing structural alerts for
genotoxic activity in an herbal medicine does not mean the absence of potential genotoxicity.
It is highly possible that many genotoxic natural molecules have not been identified yet and,
therefore, complementary testing methods have been developed. The most commonly used
methods for assessing the genotoxic potential of substances are listed below:

5.2.2.1. Investigations on non-mammalian cells

All these tests can be performed both in the absence and in the presence of an exogenous
metabolizing system, often a rat liver S9 (microsomal) suspension. These studies which indi‐
cate gene (point) mutation includes: bacterial reverse mutation test and SOS-chromotest in
Salmonella typhimurium and Escherichia coli.
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Prokaryotic organisms: the Ames test

The Ames test, a bacterial reverse mutation assay, is performed with histidine dependent aux‐
otrophic mutants of Salmonella typhimurium (strainsTA97, TA98, TA100, TA102, TA1535,
TA1537, etc.) or tryptophan dependent auxotrophic mutants of Escherichia coli (WP2 isogenic
strains uvr) (Maron and Ames, 1983). In the presence of a mutagenic agent, a selective pressure,
from a medium depleted in the essential amino acid, results in reverse mutations and the
growth of colonies that are simply counted. Several different strains of Salmonella must be used,
because each strain individually assays for a particular type of mutagen (i.e., one strain for
base pair substitutions and a separate strain for frameshift mutations) (Ogura et al., 2008).

Prokaryotic organisms: SOS-chromotest

Tests based on the response of Escherichia coli and Salmonella typhimurium to genotoxic agents
involves the triggering of a complex system of genes known as the “SOS response”. The SOS-
chromotest procedure is based on the Escherichia coli PQ37 strain in which the β-galactosidase
(β -Gal) gene, lacZ, is placed under the control of sfiA, one of the SOS genes, through an operon
fusion which (Nieminen et al., 2002). The Vitotox assay involves genetically modified Salmonella
typhimurium that harbor a luciferase gene under control of the recN or pr1 promoter. In the
presence of a DNA damaging compound, the SOS response leads to β -Gal or luciferase ex‐
pression, respectively, which is then an indirect measure of the genotoxic activity of a test
compound. The bacterial toxicity needs to be assessed, e.g. by measurement of alkaline phos‐
phatase (Nieminen et al., 2002). The Vitotox test has a high predictivity for bacterial mutage‐
nicity and the number of false-positive scores due to cytotoxicity is relatively low (Westerink
et al., 2010).

Eukaryotic organisms: Saccharomyces cerevisiae

The most widely used Saccharomyces cerevisiae assay, (Nohynek et al., 2004), relies on the diploid
D7 strain. When compounds mutate the DNA of this yeast strain, easily scorable phenotypes
(color of colonies, growth on particular media) are produced at three separate genomic sites.
Additionally, each one of these phenotypic changes specifies separate type of mutation and
repair mechanism. The RadarScreen assay is based on a RAD54 promoter-linked by β -Gal
reporter assay in yeast; RAD54 is involved in DNA recombination events and repair mecha‐
nisms, especially those involving double-stranded DNA breaks during both mitosis and meio‐
sis. Upon DNA damage and β -Gal expression, the substrate d-luciferino- β -galactopyranoside
liberates luciferin that is luminometrically measured (Westerink et al., 2010). The RadarScreen
assay has a high predictivity for clastogenicity; the number of false-positive scores due to
cytotoxicity is relatively low (Westerink et al., 2010).

Eukaryotic organisms: Aspergillus nidulans

Because of its parasexual cycle, the filamentous fungus Aspergillus nidulans constitutes an ex‐
cellent system for studying mitotic crossing over, since its cells spend a substantial part of their
cell cycle in the G2 phase during the germination period; two copies of each chromosome
during that period of the cell cycle significantly favors a mitotic recombination event, visually
detected by simple plating tests (Souza-Junior et al., 2004).
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5.2.2.2. Investigations on mammalian cells

There are circumstances where the performance of the above tests does not provide appro‐
priate or sufficient information for the assessment of genotoxicity. The first circumstance is the
case of compounds that are excessively toxic to microorganisms (e.g. antibiotics, antifungal
compounds). It is also the case of compounds thought or known to interfere with the mam‐
malian cell replication system (e.g. topoisomerase inhibitors, nucleoside analogues or inhibi‐
tors of DNA metabolism) that most likely will not be detected. Guidelines consequently
recommend performing additional in vitro mammalian cell tests. Different cell lines are used,
some of which are metabolically competent to allow detection of genotoxins needing metabolic
activation. Alternatively, for non-metabolizing cell lines, microsomal or S9activation as in the
Ames test can be applied.

In vitro mammalian cell gene mutation test

The in vitro mammalian cell gene mutation test can detect gene mutations, including base pair
substitutions and frame-shift mutations. Suitable cell lines include L5178Y mouse lymphoma
cells, the CHO, CHO-AS52 and V79 lines of Chinese hamster cells, and TK6 human lympho‐
blastoid cells. In these cell lines the most commonly-used genetic endpoints measure mutation
at thymidine kinase (tk) and hypoxanthine-guanine phosphoribosyl transferase (hprt) loci, and
a transgene of xanthine-guanine phosphoribosyl transferase (xprt). The tk, hprt, and xprt mu‐
tation tests detect different spectra of genetic events. The autosomal location of tk and xprt may
allow the detection of genetic events (e.g. large deletions) not detected at the hemizygous hprt
locus on X-chromosomes. Preference is often given to the L5178Y mouse lymphoma assay
(MLA tk +/-). This test can detect not only gene mutations, but also other genetic events leading
to the inactivation or loss of heterozygosity (LOH) of the thymidine-kinase gene, such as large
deletions or mitotic recombination. While the standard protocol allows discrimination be‐
tween gross DNA alterations and point mutations on the basis of colony size, the use of ad‐
ditional analytical methods can give information about the specific event that has occurred
(Wang et al., 2009).

In vitro mammalian chromosomal aberration test

The in vitro chromosomal aberration (CA) test detects structural aberrations and may give an
indication for numerical chromosome aberrations (polyploidy) in cultured mammalian cells
caused by the test substance. However, this test is optimized for the detection of structural
aberrations. The in vitro chromosomal aberration test may employ cultures of established cell
lines or primary cell cultures. Cells in metaphase are analyzed for the presence of chromosomal
aberrations. Additional mechanistic information can be provided using FISH or chromosome
painting. The test has been widely used for many decades but it is resource intensive, time
consuming and it requires good expertise for scoring. Only a limited number of metaphases
are analyzed for each assay.

In vitro mammalian cell micronucleus test

The purpose of the in vitro mammalian cell micronucleus test (MNvit) is to identify substances
that cause structural and numerical chromosomal damage in cells that have undergone cell
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division during or after the exposure to the test substance. The assay detects micronuclei in
the cytoplasm of interphase cells and typically employs human or rodent cells lines or primary
cell cultures.

The in vitro mammalian cell micronucleus test (OECD, 2010a) can be conducted in the presence
or in the absence of cytochalasin B (cytoB), which is used to block cell division and generate
binucleate cells. The advantage of using cytoB is that it allows clear identification that treated
and control cells have divided in vitro and provides a simple assessment of cell proliferation.
The in vitro micronucleus test can be combined with kinetochore staining or fluorescence in
situ hybridisation (FISH) to provide additional mechanistic information, e.g. on non-disjunc‐
tion, which is not detected in the standard in vitro micronucleus assay. The MNvit is rapid and
easy to conduct and it is the only in vitro test that can efficiently detect both clastogens and
aneugens. The MNvit was formally validated based on the retrospective evaluation of avail‐
able data (Corvi et al., 2008).

Micronuclei are acentric chromosomal fragments or whole chromosomes left behind during
mitotic cellular division, appearing in the cytoplasm of interphase cells as small additional
nuclei. The detection of micronuclei, manual or, as more recently described, automated (West‐
erink et al., 2011), provides a readily measurable index of chromosome breakage and loss.

Unscheduled DNA synthesis (UDS) assay

The unscheduled DNA synthesis (UDS) assay measures chemical induced DNA excision re‐
pair by detecting labeled thymidine (3H-TdR) incorporation. The induction of DNA repair
mechanisms is presumed to have been preceded by DNA damage, indicating the DNA dam‐
aging ability of a chemical (Bakkali et al., 2008). A core limitation of the UDS assay is its inability
to indicate if a xenobiotic is mutagenic; indeed, it provides no information regarding the fidelity
of DNA repair and it does not Identify DNA lesions handled by mechanisms other than exci‐
sion repair (Lambert et al., 2005).

Sister chromatid exchanges (SCE) assay

Various cytomolecular protocols have been used to perform the sister chromatid exchanges
(SCE) assay (Bakkali et al., 2008; Hseu et al., 2008). This method relies on the differential staining
of sister chromatids during replication to visualize reciprocal genetic exchanges between them.
Such an exchange arises when, during DNA replication, two sister chromatids break and rejoin
with one another (Wilson and Thompson, 2007); this natural mechanism is increased by ex‐
posure to genotoxic agents capable of inducing DNA damage (Djelic et al., 2006).

In vitro comet assay (single-cell gel electrophoresis assay)

In this well-established, highly sensitive, rapid, and simple genotoxicity test, isolated cells
embedded in agarose are lysed, washed to remove membranes and proteins, briefly electro‐
phoresed, stained and examined under epifluorescence microscopy; strand breaks, coming
from either strand breakage or excision repair, result in DNA extending towards the anode in
a structure resembling a “comet” (Speit et al., 2009; Berthelot-Ricou et al., 2011). Depending on
experimental conditions, the migrating DNA (comet tail or derived parameters) reflects the
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5.2.2.2. Investigations on mammalian cells

There are circumstances where the performance of the above tests does not provide appro‐
priate or sufficient information for the assessment of genotoxicity. The first circumstance is the
case of compounds that are excessively toxic to microorganisms (e.g. antibiotics, antifungal
compounds). It is also the case of compounds thought or known to interfere with the mam‐
malian cell replication system (e.g. topoisomerase inhibitors, nucleoside analogues or inhibi‐
tors of DNA metabolism) that most likely will not be detected. Guidelines consequently
recommend performing additional in vitro mammalian cell tests. Different cell lines are used,
some of which are metabolically competent to allow detection of genotoxins needing metabolic
activation. Alternatively, for non-metabolizing cell lines, microsomal or S9activation as in the
Ames test can be applied.

In vitro mammalian cell gene mutation test

The in vitro mammalian cell gene mutation test can detect gene mutations, including base pair
substitutions and frame-shift mutations. Suitable cell lines include L5178Y mouse lymphoma
cells, the CHO, CHO-AS52 and V79 lines of Chinese hamster cells, and TK6 human lympho‐
blastoid cells. In these cell lines the most commonly-used genetic endpoints measure mutation
at thymidine kinase (tk) and hypoxanthine-guanine phosphoribosyl transferase (hprt) loci, and
a transgene of xanthine-guanine phosphoribosyl transferase (xprt). The tk, hprt, and xprt mu‐
tation tests detect different spectra of genetic events. The autosomal location of tk and xprt may
allow the detection of genetic events (e.g. large deletions) not detected at the hemizygous hprt
locus on X-chromosomes. Preference is often given to the L5178Y mouse lymphoma assay
(MLA tk +/-). This test can detect not only gene mutations, but also other genetic events leading
to the inactivation or loss of heterozygosity (LOH) of the thymidine-kinase gene, such as large
deletions or mitotic recombination. While the standard protocol allows discrimination be‐
tween gross DNA alterations and point mutations on the basis of colony size, the use of ad‐
ditional analytical methods can give information about the specific event that has occurred
(Wang et al., 2009).

In vitro mammalian chromosomal aberration test

The in vitro chromosomal aberration (CA) test detects structural aberrations and may give an
indication for numerical chromosome aberrations (polyploidy) in cultured mammalian cells
caused by the test substance. However, this test is optimized for the detection of structural
aberrations. The in vitro chromosomal aberration test may employ cultures of established cell
lines or primary cell cultures. Cells in metaphase are analyzed for the presence of chromosomal
aberrations. Additional mechanistic information can be provided using FISH or chromosome
painting. The test has been widely used for many decades but it is resource intensive, time
consuming and it requires good expertise for scoring. Only a limited number of metaphases
are analyzed for each assay.

In vitro mammalian cell micronucleus test

The purpose of the in vitro mammalian cell micronucleus test (MNvit) is to identify substances
that cause structural and numerical chromosomal damage in cells that have undergone cell
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division during or after the exposure to the test substance. The assay detects micronuclei in
the cytoplasm of interphase cells and typically employs human or rodent cells lines or primary
cell cultures.

The in vitro mammalian cell micronucleus test (OECD, 2010a) can be conducted in the presence
or in the absence of cytochalasin B (cytoB), which is used to block cell division and generate
binucleate cells. The advantage of using cytoB is that it allows clear identification that treated
and control cells have divided in vitro and provides a simple assessment of cell proliferation.
The in vitro micronucleus test can be combined with kinetochore staining or fluorescence in
situ hybridisation (FISH) to provide additional mechanistic information, e.g. on non-disjunc‐
tion, which is not detected in the standard in vitro micronucleus assay. The MNvit is rapid and
easy to conduct and it is the only in vitro test that can efficiently detect both clastogens and
aneugens. The MNvit was formally validated based on the retrospective evaluation of avail‐
able data (Corvi et al., 2008).

Micronuclei are acentric chromosomal fragments or whole chromosomes left behind during
mitotic cellular division, appearing in the cytoplasm of interphase cells as small additional
nuclei. The detection of micronuclei, manual or, as more recently described, automated (West‐
erink et al., 2011), provides a readily measurable index of chromosome breakage and loss.

Unscheduled DNA synthesis (UDS) assay

The unscheduled DNA synthesis (UDS) assay measures chemical induced DNA excision re‐
pair by detecting labeled thymidine (3H-TdR) incorporation. The induction of DNA repair
mechanisms is presumed to have been preceded by DNA damage, indicating the DNA dam‐
aging ability of a chemical (Bakkali et al., 2008). A core limitation of the UDS assay is its inability
to indicate if a xenobiotic is mutagenic; indeed, it provides no information regarding the fidelity
of DNA repair and it does not Identify DNA lesions handled by mechanisms other than exci‐
sion repair (Lambert et al., 2005).

Sister chromatid exchanges (SCE) assay

Various cytomolecular protocols have been used to perform the sister chromatid exchanges
(SCE) assay (Bakkali et al., 2008; Hseu et al., 2008). This method relies on the differential staining
of sister chromatids during replication to visualize reciprocal genetic exchanges between them.
Such an exchange arises when, during DNA replication, two sister chromatids break and rejoin
with one another (Wilson and Thompson, 2007); this natural mechanism is increased by ex‐
posure to genotoxic agents capable of inducing DNA damage (Djelic et al., 2006).

In vitro comet assay (single-cell gel electrophoresis assay)

In this well-established, highly sensitive, rapid, and simple genotoxicity test, isolated cells
embedded in agarose are lysed, washed to remove membranes and proteins, briefly electro‐
phoresed, stained and examined under epifluorescence microscopy; strand breaks, coming
from either strand breakage or excision repair, result in DNA extending towards the anode in
a structure resembling a “comet” (Speit et al., 2009; Berthelot-Ricou et al., 2011). Depending on
experimental conditions, the migrating DNA (comet tail or derived parameters) reflects the
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amount of single- or double-strand breaks, alkalilabile sites, including incomplete excision
repair sites, but also of DNA–DNA and DNA–protein cross-links (Santos et al., 2009;Ver‐
schaeve et al., 2010). A broad spectrum of DNA damage can then be detected either by visual
classification of comet morphologies (“visual scoring”) or from morphological parameters ob‐
tained by image analysis and integration of intensity profiles using in-house or commercially
available systems. There are only few limitations of the comet assay with regard to its appli‐
cation and interpretation. Short-lived primary DNA lesions such as single strand breaks, which
may undergo rapid DNA repair, could be missed when using inadequate sampling times.
Another limitation is that indirect mechanisms related to cytotoxicity (e.g. DNA fragmentation
in apoptosis) can lead to positive effects (Speit et al., 2005).

5.2.2.3. Plant in vitro cultures in the evaluation of genotoxicity

Adventitious roots (e.g. Allium cepa) or primary roots (e.g. Vicia faba,  Crepis capillaris,  and
Pisum sativum)  are the most frequently used for assessing chromosome or DNA damage
in higher plant bioassays (Maluszynska and Juchimiuk, 2005).  It  follows that to conduct
such tests,  plant  breeding is  necessary.  Nevertheless,  the  development  of  tissue  in  vitro
culture and transformation techniques make other tissues attractive as sources of mitotic
cells.  An example is  a culture of transformed roots,  so called hairy roots,  obtained after
the transformation with Agrobacterium rhizogenes.  Transformed root lines, which are char‐
acterized  by  lateral  branching,  easily  provide  many root  tip  cells.  It  allows  them to  be
used in cytogenetic analysis in basic plant genome research. Additionally, "genetic identi‐
ty" is a feature of transformed roots which is very important in case the plant is not self-
fertile. Unfortunately, a number of altered karyotypes have been found in hairy roots of
the  majority  of  species,  both  during  transformation  and  in  long-term  in  vitro  culture.
However, C. capillaris hairy roots are a rare example of karyotype and morphology stabili‐
ty after transformation and during long–term culture. Their fast growth, genetic stability
and  simple  conditions  of  in  vitro  culture,  together  with  simple  karyotypes,  make  them
convenient  for  evaluating chromosome damage.  An additional  advantage of  C. capillaris
hairy roots is  its  higher sensitivity to mutagens compared to primary roots.  A compari‐
son of the sensitivity of cells of root meristems of seedlings and hairy roots was based on
a response to two mutagens: MH (maleic acid hydrazide) and X-ray. Chromosomal aber‐
rations and SCEs tests were used to analyse chromosome changes, whereas TUNEL assay
was  applied  for  in  situ  detection  of  DNA  fragmentation.  The  responses  of  the  trans‐
formed roots to analyzed mutagens were significantly stronger than the responses of the
primary roots, both on the DNA and chromosome level. The cytogenetic effect of MH was
similar in seedlings treated with 2 mM MH and in hairy roots treated with a four times
lower concentration of mutagen. Furthermore, the same dose of MH caused the death of
hairy roots, while it did not affect seedling growth. There were also differences in the fre‐
quency of chromosomal aberrations in hairy roots and seedling roots to the same doses of
X-rays.  Monitoring of  DNA breakage in  the  TUNEL test  after  MH treatment  showed a
higher frequency of labelled nuclei in hairy roots than in seedlings, even though the muta‐
gen  concentration  used  to  treat  hairy  roots  was  four  times  lower.  Irradiation  with  the
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same dose  caused  DNA fragmentation  in  nuclei  with  a  two  times  higher  frequency  in
hairy roots  than in seedlings (Maluszynska and Juchimiuk,  2005).  This  suggests  that  all
the described features of C. capillaris  hairy roots, especially their relatively high sensitivi‐
ty, make them a promising new system for plant bioassaying.

Advantages and limitations of in vitro genotoxicity assays

It is recognized that in vitro genotoxicity assays are extremely useful. Their set-ups are small
and use minimal amounts of test substances, allowing low costs, high numbers of replicates,
miniaturization and automation; they have generally been validated to detect an impressive
number of genotoxic agents and mechanisms. However, these simple cellular models are often
thought to be a too reductionist approach. The main limitations of in vitro models include the
artificial and non-physiological conditions in which the cells are maintained which do not
reflect the body temperature, the blood electrolyte concentrations, the extracellular matrix or
the extent of cell–cell interactions within tissues. Most cell systems represent only one cell type,
often cancerous in origin, with uncertain DNA damage signalization and repair status and
possibly further degenerated during maintenance culture. Moreover, culture media are not
always homeostatic during experiments (Hartung, 2011).

5.2.3. In vivo methods for genotoxicity assessment

5.2.3.1. In vivo mammalian investigations

In order to overcome some limitations of the investigations, in vivo methods have been also
developed, not to replace them, but to complete their information on a whole organism. De‐
spite the mainstream willingness to substitute animal experimentation with in vitro models,
animal studies in vitro remain core component of toxicity assessment of drugs and plant-based
medicinal products. Number of test animals, gender, suitable controls, and dose and time
parameters is important components of these experiments and are generally specified in the
relevant guidelines (Hartung, 2011). At various periods after the treatment, the blood samples
are collected by venipuncture (usually from the tail), the animals are sacrificed and organs
(liver, kidney, femurs, tibias...) are removed for the analysis.

In vivo micronucleus assay

Blood sample and bone marrow are collected by venipuncture and removed from the femur,
respectively; they are then smeared, stained and scored as described for the in vitro assay. As
a measure of toxicity of test compounds on bone marrow, the polychromatic erythrocytes:
normochromatic erythrocytes ratio is scored; the incidences of micronuclei are also calculated
to highlight clastogenic properties (Nohynek et al., 2004). The frequency of micronucleated
reticulocytes can also be determined.

In vivo unscheduled DNA synthesis (UDS) assay

The in vivo UDS is generally evaluated in the hepatocytes of treated animals following the same
detection systems as its corresponding in vitro model.

Mouse spot test
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amount of single- or double-strand breaks, alkalilabile sites, including incomplete excision
repair sites, but also of DNA–DNA and DNA–protein cross-links (Santos et al., 2009;Ver‐
schaeve et al., 2010). A broad spectrum of DNA damage can then be detected either by visual
classification of comet morphologies (“visual scoring”) or from morphological parameters ob‐
tained by image analysis and integration of intensity profiles using in-house or commercially
available systems. There are only few limitations of the comet assay with regard to its appli‐
cation and interpretation. Short-lived primary DNA lesions such as single strand breaks, which
may undergo rapid DNA repair, could be missed when using inadequate sampling times.
Another limitation is that indirect mechanisms related to cytotoxicity (e.g. DNA fragmentation
in apoptosis) can lead to positive effects (Speit et al., 2005).

5.2.2.3. Plant in vitro cultures in the evaluation of genotoxicity

Adventitious roots (e.g. Allium cepa) or primary roots (e.g. Vicia faba,  Crepis capillaris,  and
Pisum sativum)  are the most frequently used for assessing chromosome or DNA damage
in higher plant bioassays (Maluszynska and Juchimiuk, 2005).  It  follows that to conduct
such tests,  plant  breeding is  necessary.  Nevertheless,  the  development  of  tissue  in  vitro
culture and transformation techniques make other tissues attractive as sources of mitotic
cells.  An example is  a culture of transformed roots,  so called hairy roots,  obtained after
the transformation with Agrobacterium rhizogenes.  Transformed root lines, which are char‐
acterized  by  lateral  branching,  easily  provide  many root  tip  cells.  It  allows  them to  be
used in cytogenetic analysis in basic plant genome research. Additionally, "genetic identi‐
ty" is a feature of transformed roots which is very important in case the plant is not self-
fertile. Unfortunately, a number of altered karyotypes have been found in hairy roots of
the  majority  of  species,  both  during  transformation  and  in  long-term  in  vitro  culture.
However, C. capillaris hairy roots are a rare example of karyotype and morphology stabili‐
ty after transformation and during long–term culture. Their fast growth, genetic stability
and  simple  conditions  of  in  vitro  culture,  together  with  simple  karyotypes,  make  them
convenient  for  evaluating chromosome damage.  An additional  advantage of  C. capillaris
hairy roots is  its  higher sensitivity to mutagens compared to primary roots.  A compari‐
son of the sensitivity of cells of root meristems of seedlings and hairy roots was based on
a response to two mutagens: MH (maleic acid hydrazide) and X-ray. Chromosomal aber‐
rations and SCEs tests were used to analyse chromosome changes, whereas TUNEL assay
was  applied  for  in  situ  detection  of  DNA  fragmentation.  The  responses  of  the  trans‐
formed roots to analyzed mutagens were significantly stronger than the responses of the
primary roots, both on the DNA and chromosome level. The cytogenetic effect of MH was
similar in seedlings treated with 2 mM MH and in hairy roots treated with a four times
lower concentration of mutagen. Furthermore, the same dose of MH caused the death of
hairy roots, while it did not affect seedling growth. There were also differences in the fre‐
quency of chromosomal aberrations in hairy roots and seedling roots to the same doses of
X-rays.  Monitoring of  DNA breakage in  the  TUNEL test  after  MH treatment  showed a
higher frequency of labelled nuclei in hairy roots than in seedlings, even though the muta‐
gen  concentration  used  to  treat  hairy  roots  was  four  times  lower.  Irradiation  with  the
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same dose  caused  DNA fragmentation  in  nuclei  with  a  two  times  higher  frequency  in
hairy roots  than in seedlings (Maluszynska and Juchimiuk,  2005).  This  suggests  that  all
the described features of C. capillaris  hairy roots, especially their relatively high sensitivi‐
ty, make them a promising new system for plant bioassaying.

Advantages and limitations of in vitro genotoxicity assays

It is recognized that in vitro genotoxicity assays are extremely useful. Their set-ups are small
and use minimal amounts of test substances, allowing low costs, high numbers of replicates,
miniaturization and automation; they have generally been validated to detect an impressive
number of genotoxic agents and mechanisms. However, these simple cellular models are often
thought to be a too reductionist approach. The main limitations of in vitro models include the
artificial and non-physiological conditions in which the cells are maintained which do not
reflect the body temperature, the blood electrolyte concentrations, the extracellular matrix or
the extent of cell–cell interactions within tissues. Most cell systems represent only one cell type,
often cancerous in origin, with uncertain DNA damage signalization and repair status and
possibly further degenerated during maintenance culture. Moreover, culture media are not
always homeostatic during experiments (Hartung, 2011).

5.2.3. In vivo methods for genotoxicity assessment

5.2.3.1. In vivo mammalian investigations

In order to overcome some limitations of the investigations, in vivo methods have been also
developed, not to replace them, but to complete their information on a whole organism. De‐
spite the mainstream willingness to substitute animal experimentation with in vitro models,
animal studies in vitro remain core component of toxicity assessment of drugs and plant-based
medicinal products. Number of test animals, gender, suitable controls, and dose and time
parameters is important components of these experiments and are generally specified in the
relevant guidelines (Hartung, 2011). At various periods after the treatment, the blood samples
are collected by venipuncture (usually from the tail), the animals are sacrificed and organs
(liver, kidney, femurs, tibias...) are removed for the analysis.

In vivo micronucleus assay

Blood sample and bone marrow are collected by venipuncture and removed from the femur,
respectively; they are then smeared, stained and scored as described for the in vitro assay. As
a measure of toxicity of test compounds on bone marrow, the polychromatic erythrocytes:
normochromatic erythrocytes ratio is scored; the incidences of micronuclei are also calculated
to highlight clastogenic properties (Nohynek et al., 2004). The frequency of micronucleated
reticulocytes can also be determined.

In vivo unscheduled DNA synthesis (UDS) assay

The in vivo UDS is generally evaluated in the hepatocytes of treated animals following the same
detection systems as its corresponding in vitro model.

Mouse spot test
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The “mouse spot test”, a rapid screening test to detect gene mutations and recombination in
mice somatic cells (Lambert et al., 2005), is based on the observation that genotoxic compounds
can induce color spots on the coat of mice exposed in utero. The color spots arise when mouse
melanoblasts, heterozygous for several recessive coat color mutations, lose a dominant allele
through a gene mutation, chromosomal aberration or reciprocal recombination, allowing the
recessive gene to be expressed.

Transgenic rodent (TGR) mutation assay

Transgenic animals carry multiple copies of chromosomally integrated plasmid and phage
shuttle vectors that harbor reporter genes to detect, quantify and sequence mutations in vivo.
The frequency of mutations occurring in the animal is scored by recovering shuttle vector and
analyzing the phenotype of the reporter gene in a bacterial host; the molecular analysis of the
gene can provide further mechanistic information (Lambert et al., 2005). Some deletions and
insertion mutations may however not be detected in phage-based TGR. The test does not in‐
volve a large number of animals and a major advantage is that mutations can be evaluated in
any tissue; the protocol is reproducible but requires well-trained experts, is not yet automated
and the assay cost is superior to most of the other genotoxicity assays (Lambert et al., 2005).

In vivo comet assay

After treatment and sacrifice animals, blood lymphocytes and/or cells, dissociated from organs
by mincing a small piece into very fine fragments, are treated as per the same protocols as in
vitro studies (Cavalcanti et al., 2010; Ouedraogo et al., 2012). The in vivo comet assay detects
low levels of DNA damage, requiring small numbers of cells per sample.

Somatic mutation and recombination test (SMART)

In view of minimizing the number of higher organisms used in toxicological research, a
somatic mutations and recombination test (SMART) in the wings of Drosophila melanogast‐
er (“wing-spot test”) has been developed. This test, based on the loss of heterozygosity for
two recessive markers (Carmona et al., 2011b), is a tool to evaluate gene mutations, chro‐
mosome aberrations  and rearrangements  related  to  mitotic  recombination.  Recently,  the
comet assay has been adapted to be used in vivo in Drosophila melanogaster (Carmona et al.,
2011b; Ouedraogo et al., 2012).

5.2.3.2. In vivo Investigations on plant cells

Plant  mutagenicity  bioassays  have been in  existence  for  many years.  Now,  plant  bioas‐
says are well-established systems and are used for screening and monitoring environmen‐
tal  chemicals  with  mutagenic  and  carcinogenic  potential  (Maluszynska  and  Juchimiuk,
2005). The International Program on Chemical Safety (IPCS) collaborative study on higher
plant genetic systems for screening and monitoring environmental pollutants was initiat‐
ed in 1984. It  is  a cooperative venture of the United Nations Environment Program, the
International Labour Organization and the World Health Organization. Its goal was to de‐
velop methodologies for improving the assessment of risks from chemical exposure. Un‐
der  the  sponsorship  of  the  IPCS,  17  laboratories  from  diverse  regions  of  the  world
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participated in evaluating the utility of four plant bioassays for detecting genetic hazards
of  environmental  chemicals.  Using  plant  bioassays  for  testing  and  monitoring  environ‐
mental chemicals or pollutions has many advantages.  They are easy to handle,  inexpen‐
sive  and  in  many  cases  more  sensitive  than  other  available  systems  (Maluszynska  and
Juchimiuk, 2005). There are some limitations as well, such as the longer life cycle of most
plants than bacteria, yeast or Drosophila and some biochemical differences between plants
and mammals. The differences between plant and animal cells have led to the lack of gen‐
eral recognition of plant genotoxicity assays. Limited data from plant bioassays are appli‐
cable only when we wish to extrapolate them directly to human. There are many reports
on the excellent correlation of the plant system with the mammalian system. Higher plant
bioassays  are  based  on  the  detection  of  chromosomal  aberrations,  sister  chromatid  ex‐
changes, and recently, on the analysis of DNA strand breaks. In some systems, point mu‐
tations  are  analyzed,  e.g.  chlorophyll  mutations  in  leaves,  waxy  mutations  or  embryo
mutations of Arabidopsis.

Cytogenetic tests

Cytogenetic tests analyze the frequency and type of chromosome aberrations in mitotic cells
and the frequency of micronuclei in interphase cells. Genotoxic agents cause DNA damage,
which is either repaired or otherwise leads to alterations of the DNA. Chromosome aberrations
are the consequence of DNA double strand break which was unrepaired or repaired improp‐
erly. Broken chromosome ends without telomeres become “sticky” and may fuse with other
broken chromosome ends. The result of these chromosomal rearrangements are acentric frag‐
ments, dicentric bridges observed in mitotic cells of the first cell cycle after mutagenic treatment
or micronuclei in the interphase cell in the next cell cycle.

Allium test

The classical test for studying the effects of chemicals on plant chromosomes is the Allium test,
which was developed by Levan in 1938 (Maluszynska and Juchimiuk, 2005). It uses the root
tips from bulbs. Allium has eight pairs of relatively large chromosomes; this allows for the easy
detection of chromosome aberrations. The plant material is available all year round. The mi‐
cronucleus test was developed parallel to chromosome aberration assays. Micronuclei are ex‐
tranuclear bodies of chromatin material formed as a consequence of chromosome breakage or
aneuploidy. The frequency of cells with micronuclei is a good indicator of the cytogenetic
effects of tested chemicals. Similarly, chromosome available all year round. The micronucleus
test was developed parallel to chromosome aberration assay. Micronuclei are extranuclear
bodies of chromatin material formed as a consequence of chromosome breakage or aneuploi‐
dy. The frequency of cells with micronuclei is a good indicator of the cytogenetic effects of
tested chemicals. Similarly, chromosome aberration and micronuclei tests are conducted with
other plant species such as Vicia faba, Crepis capillaris, and Hordeum vulgare (Maluszynska and
Juchimiuk, 2005).

Tradescantia test

One of the most suitable plants for detecting different types of xenobiotics is Tradescantia. This
plant is especially useful for evaluating a hazardous condition in the environment. There are
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The “mouse spot test”, a rapid screening test to detect gene mutations and recombination in
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can induce color spots on the coat of mice exposed in utero. The color spots arise when mouse
melanoblasts, heterozygous for several recessive coat color mutations, lose a dominant allele
through a gene mutation, chromosomal aberration or reciprocal recombination, allowing the
recessive gene to be expressed.

Transgenic rodent (TGR) mutation assay

Transgenic animals carry multiple copies of chromosomally integrated plasmid and phage
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Plant  mutagenicity  bioassays  have been in  existence  for  many years.  Now,  plant  bioas‐
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2005). The International Program on Chemical Safety (IPCS) collaborative study on higher
plant genetic systems for screening and monitoring environmental pollutants was initiat‐
ed in 1984. It  is  a cooperative venture of the United Nations Environment Program, the
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der  the  sponsorship  of  the  IPCS,  17  laboratories  from  diverse  regions  of  the  world
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sive  and  in  many  cases  more  sensitive  than  other  available  systems  (Maluszynska  and
Juchimiuk, 2005). There are some limitations as well, such as the longer life cycle of most
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changes, and recently, on the analysis of DNA strand breaks. In some systems, point mu‐
tations  are  analyzed,  e.g.  chlorophyll  mutations  in  leaves,  waxy  mutations  or  embryo
mutations of Arabidopsis.
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and the frequency of micronuclei in interphase cells. Genotoxic agents cause DNA damage,
which is either repaired or otherwise leads to alterations of the DNA. Chromosome aberrations
are the consequence of DNA double strand break which was unrepaired or repaired improp‐
erly. Broken chromosome ends without telomeres become “sticky” and may fuse with other
broken chromosome ends. The result of these chromosomal rearrangements are acentric frag‐
ments, dicentric bridges observed in mitotic cells of the first cell cycle after mutagenic treatment
or micronuclei in the interphase cell in the next cell cycle.

Allium test

The classical test for studying the effects of chemicals on plant chromosomes is the Allium test,
which was developed by Levan in 1938 (Maluszynska and Juchimiuk, 2005). It uses the root
tips from bulbs. Allium has eight pairs of relatively large chromosomes; this allows for the easy
detection of chromosome aberrations. The plant material is available all year round. The mi‐
cronucleus test was developed parallel to chromosome aberration assays. Micronuclei are ex‐
tranuclear bodies of chromatin material formed as a consequence of chromosome breakage or
aneuploidy. The frequency of cells with micronuclei is a good indicator of the cytogenetic
effects of tested chemicals. Similarly, chromosome available all year round. The micronucleus
test was developed parallel to chromosome aberration assay. Micronuclei are extranuclear
bodies of chromatin material formed as a consequence of chromosome breakage or aneuploi‐
dy. The frequency of cells with micronuclei is a good indicator of the cytogenetic effects of
tested chemicals. Similarly, chromosome aberration and micronuclei tests are conducted with
other plant species such as Vicia faba, Crepis capillaris, and Hordeum vulgare (Maluszynska and
Juchimiuk, 2005).

Tradescantia test

One of the most suitable plants for detecting different types of xenobiotics is Tradescantia. This
plant is especially useful for evaluating a hazardous condition in the environment. There are
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two main tests: the stamen hair mutation (Trad-SH) test and the micronucleus assay (Trad-
MCN). The first is based on the heterozygosity for flower colour in Tradescantia clones. Clone
4430 is a hybrid of T. hirsutiflora and subacaulis reproduced only asexually, through cloning.
The visual marker for mutation induction is a phenotypic change in the pigmentation of the
stamen cells from the dominant blue colour to recessive pink. The Trad-MCN test is based on
the frequency of micronuclei in tetrad cells induced in male meiotic cells by the tested mutagen.
These tests may be used under laboratory, or in situ exposure conditions, for monitoring air
or water, or for testing radioactive or chemical agents.

Sister chromatid Exchanges

The sister chromatid exchange (SCE) test is a well-known, highly sensitive cytogenetic tool
for detecting DNA damage. The test is based on DNA segregation, which occurs in chromo‐
somes according to a semiconservative model of DNA replication. SCE involves symmetri‐
cal exchange at one locus between sister chromatids that does not alter chromosome length
and genetic information. Sister chromatids are visualized through the methods of incorpo‐
rating bromodeoxyuridine (BrdU) into chromosomal DNA and different staining of chroma‐
tids containing DNA with BrdU and chromatids without BrdU. The frequency of SCEs per
chromosome set increases after treatment with genotoxic agents. SCE method can be applied
in both plant and mammalian cells. Plant species used for SCE test should have a low num‐
ber of chromosomes, relatively large, such as Vicia faba and Allium cepa. Crepis capillaris is es‐
pecially convenient for analyzing the frequency of SCE. This species has only three pairs of
morphologically differentiated chromosomes.

Detection of DNA breaks

The development of molecular biology and the application of molecular techniques in cyto‐
genetic studies have made progress in the methods of detection and the estimation of geno‐
toxicity of different agents.

The comet assay

The Comet assay was established for investigating the process of apoptosis in animal cells
and then it was adapted to plant cells (Maluszynska and Juchimiuk, 2005). This test allows
not only the detection of single and double stranded DNA breaks in the nucleus, but also
the measuring of the level of DNA migration through an agarose gel in an electric field. This
is also a useful tool to investigate the capacity of DNA repair of damage induced by differ‐
ent types of mutagens and various damage levels in different cell types The Comet assay
was used to detect DNA damage in nuclei of several plant species isolated from leaves or
root tissue after mutagenic treatment.

TUNEL test

Another test used to identify apoptosis that has found application in genotoxicity studies is
the TUNEL (TdT-mediated dUTP nick end labeling) test (Maluszynska and Juchimiuk,
2005). The polymerization of labelled nucleotides to DNA strand breaks in situ is catalyzed
by terminal deoxynucleotidyl transferase. The advantages of the TUNEL test include detec‐
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tion of DNA breaks at a single nucleus, short time of assay and easy screening of labelled
nuclei. This test is recommended for the preliminary evaluation of genotoxicity of any new
tested agent.

FISH – new perspectives for plant bioassays

Changes in chromosomal morphology are usually detected with classical cytogenetic techni‐
ques. However, the traditional methods of chromosome staining can fail in the analysis of
small changes in chromosome structure. Fluorescent in situ hybridization (FISH) gives new
possibilities to study chromosomal aberrations in plant mutagenesis. It allows the detection
and a more detailed localization of chromosomal rearrangements, both in mitotic and inter‐
phase nuclei. Additionally, it helps to understand the mechanisms of the formation of chro‐
mosomal aberrations. Until now, DNA probes required for each chromosome have made
possible detailed identification of chromosome aberrations using FISH, mainly in human gen‐
otoxic studies ((Maluszynska and Juchimiuk, 2005). Even DNA probes for particular plant
chromosomes are limited; there are few examples when FISH employing chromosome region-
specific DNA probes (e.g. centromere, telomere, rDNA) is helpful in chromosome aberration
analysis. Furthermore, detailed analysis of chromosomal rearrangements in interphase nuclei
using FISH is especially important in tissues in which mutagenic treatment caused a decrease
in the frequency of cell divisions.

Transgenic plants as a bioindicators

A new approach to biomonitoring, which involves transgenic plants, is based on the integra‐
tion into the plant genome of a marker gene of known sequences that will serve as target for
mutagenic influences. The transgene can be introduced in an active or inactive state and mu‐
tation permits the evaluation of the mutagenicity of the tested agents. Two different transgenic
systems were designed to study mutagenic influence via point mutations and homologous
recombination events (HR). To analyze point mutations, plants carry one copy of transgene
(GUS) per haploid genome inactivated by point mutation. The plants used to screen HR events
possess one copy per haploid genome of an overlapping, nonfunctional, truncated version of
the GUS marker gene as recombination substrate. GUS is activated via strand-break-induced
HR between two repeats. The frequency of point mutation and homologous recombination
can be measured by GUS gene-reactivation assay. To date, mainly transgenic Arabidopsis and
tobacco plants have been used for the biomonitoring of environmental factors (Maluszynska
and Juchimiuk, 2005).

5.3. “Omics” technologies

The term “omic” is derived from the Latin suffix “ome” meaning mass or many. “Omics”
studies involve a high number of measurements per endpoint to acquire comprehensive,
integrated understanding of  biology and to  simultaneously identify  the different  factors
(e.g., genes, RNA, proteins and metabolites) rather than each of those individually (Oue‐
draogo et al., 2012). “Toxicogenomics” aim to study the interaction between the structure
and activity of  the genome and the adverse biological  effects  of  exogenous agents.  This
discipline is  based on the concept that  the toxic  effects  of  xenobiotics  on biological  sys‐
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two main tests: the stamen hair mutation (Trad-SH) test and the micronucleus assay (Trad-
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4430 is a hybrid of T. hirsutiflora and subacaulis reproduced only asexually, through cloning.
The visual marker for mutation induction is a phenotypic change in the pigmentation of the
stamen cells from the dominant blue colour to recessive pink. The Trad-MCN test is based on
the frequency of micronuclei in tetrad cells induced in male meiotic cells by the tested mutagen.
These tests may be used under laboratory, or in situ exposure conditions, for monitoring air
or water, or for testing radioactive or chemical agents.

Sister chromatid Exchanges

The sister chromatid exchange (SCE) test is a well-known, highly sensitive cytogenetic tool
for detecting DNA damage. The test is based on DNA segregation, which occurs in chromo‐
somes according to a semiconservative model of DNA replication. SCE involves symmetri‐
cal exchange at one locus between sister chromatids that does not alter chromosome length
and genetic information. Sister chromatids are visualized through the methods of incorpo‐
rating bromodeoxyuridine (BrdU) into chromosomal DNA and different staining of chroma‐
tids containing DNA with BrdU and chromatids without BrdU. The frequency of SCEs per
chromosome set increases after treatment with genotoxic agents. SCE method can be applied
in both plant and mammalian cells. Plant species used for SCE test should have a low num‐
ber of chromosomes, relatively large, such as Vicia faba and Allium cepa. Crepis capillaris is es‐
pecially convenient for analyzing the frequency of SCE. This species has only three pairs of
morphologically differentiated chromosomes.

Detection of DNA breaks

The development of molecular biology and the application of molecular techniques in cyto‐
genetic studies have made progress in the methods of detection and the estimation of geno‐
toxicity of different agents.

The comet assay

The Comet assay was established for investigating the process of apoptosis in animal cells
and then it was adapted to plant cells (Maluszynska and Juchimiuk, 2005). This test allows
not only the detection of single and double stranded DNA breaks in the nucleus, but also
the measuring of the level of DNA migration through an agarose gel in an electric field. This
is also a useful tool to investigate the capacity of DNA repair of damage induced by differ‐
ent types of mutagens and various damage levels in different cell types The Comet assay
was used to detect DNA damage in nuclei of several plant species isolated from leaves or
root tissue after mutagenic treatment.

TUNEL test

Another test used to identify apoptosis that has found application in genotoxicity studies is
the TUNEL (TdT-mediated dUTP nick end labeling) test (Maluszynska and Juchimiuk,
2005). The polymerization of labelled nucleotides to DNA strand breaks in situ is catalyzed
by terminal deoxynucleotidyl transferase. The advantages of the TUNEL test include detec‐
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tion of DNA breaks at a single nucleus, short time of assay and easy screening of labelled
nuclei. This test is recommended for the preliminary evaluation of genotoxicity of any new
tested agent.

FISH – new perspectives for plant bioassays

Changes in chromosomal morphology are usually detected with classical cytogenetic techni‐
ques. However, the traditional methods of chromosome staining can fail in the analysis of
small changes in chromosome structure. Fluorescent in situ hybridization (FISH) gives new
possibilities to study chromosomal aberrations in plant mutagenesis. It allows the detection
and a more detailed localization of chromosomal rearrangements, both in mitotic and inter‐
phase nuclei. Additionally, it helps to understand the mechanisms of the formation of chro‐
mosomal aberrations. Until now, DNA probes required for each chromosome have made
possible detailed identification of chromosome aberrations using FISH, mainly in human gen‐
otoxic studies ((Maluszynska and Juchimiuk, 2005). Even DNA probes for particular plant
chromosomes are limited; there are few examples when FISH employing chromosome region-
specific DNA probes (e.g. centromere, telomere, rDNA) is helpful in chromosome aberration
analysis. Furthermore, detailed analysis of chromosomal rearrangements in interphase nuclei
using FISH is especially important in tissues in which mutagenic treatment caused a decrease
in the frequency of cell divisions.

Transgenic plants as a bioindicators

A new approach to biomonitoring, which involves transgenic plants, is based on the integra‐
tion into the plant genome of a marker gene of known sequences that will serve as target for
mutagenic influences. The transgene can be introduced in an active or inactive state and mu‐
tation permits the evaluation of the mutagenicity of the tested agents. Two different transgenic
systems were designed to study mutagenic influence via point mutations and homologous
recombination events (HR). To analyze point mutations, plants carry one copy of transgene
(GUS) per haploid genome inactivated by point mutation. The plants used to screen HR events
possess one copy per haploid genome of an overlapping, nonfunctional, truncated version of
the GUS marker gene as recombination substrate. GUS is activated via strand-break-induced
HR between two repeats. The frequency of point mutation and homologous recombination
can be measured by GUS gene-reactivation assay. To date, mainly transgenic Arabidopsis and
tobacco plants have been used for the biomonitoring of environmental factors (Maluszynska
and Juchimiuk, 2005).

5.3. “Omics” technologies

The term “omic” is derived from the Latin suffix “ome” meaning mass or many. “Omics”
studies involve a high number of measurements per endpoint to acquire comprehensive,
integrated understanding of  biology and to  simultaneously identify  the different  factors
(e.g., genes, RNA, proteins and metabolites) rather than each of those individually (Oue‐
draogo et al., 2012). “Toxicogenomics” aim to study the interaction between the structure
and activity of  the genome and the adverse biological  effects  of  exogenous agents.  This
discipline is  based on the concept that  the toxic  effects  of  xenobiotics  on biological  sys‐
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tems are generally reelected at  cellular level  by their  impact on the expression of  genes
(transcriptomics)  and  proteins  (proteomics)  and  on  the  production  of  small  metabolite
(metabonomics) (Ouedraogo et al., 2012).

5.3.1. Transcriptomics

Transcriptomics analyze the expression level by measuring the transcriptome, the genome-
wide mRNA expression. Transcriptomics uses high density and/or high-throughput methods
of assessing mRNA expression of genes.

5.3.1.1. Microarrays and qrt-PCR

Microarrays (“DNA microarrays”, “DNA arrays”, “DNA chips”, “biochips”, “gene chips”),
the most common approach used for gene expression profiling, are generated by immobilizing
a high number of oligonucleotides on an extremely small surface (up to 200,000 spots/cm2).
Based on the target sequences, significant changes of mRNA can be estimated for thousands
of genes (Ouedraogo et al., 2012). Specialized sub-sets of gene expression changes and quan‐
titative real-time reverse transcriptase-polymerase chain reactions (qrt-PCR)-based ap‐
proaches that focus on specific genes have also been developed. The latter is a highly
recommended confirmatory tool for quantifying gene expression with improvements in sen‐
sitivity and specificity.

5.3.1.2. Open systems

Other technologies such as serial analysis of gene expression (SAGE), massively parallel sig‐
nature sequencing (MPSS) and total gene expression analysis (TOGA) are also successfully
used to detect changes in transcriptomes (Ouedraogo et al., 2012). In contrast to microarray
technology (which can only measure transcript abundances with pre-selected, known probe
and sequence), these approaches are “open systems” and thus suited for gene discovery; they
offer linear gene expression quantification over a wide dynamic range.

5.3.1.3. Specific genes targeting

Published microarrays genomics studies have been quite inconclusive for genotoxicity pre‐
diction; they nevertheless pointed to some genes, GADD45a, p53R2, Ephx, Btg2 and Cbr3
Perp (Ouedraogo et al., 2012) of which a robust induction of expression was noted for a series
of genotoxins with apparently high sensitivity and specificity. There is a considerable interest
in genes involved in tissue development, cell death, cell-to-cell signaling, cycle and cellular
growth, proliferation, DNA damage signaling and DNA repair (Jordan et al., 2010).

5.3.1.4. Limitations of transcriptomics

Changes in genes expression levels may predict major changes in the proteins profiles in cells,
tissues or organisms but there are cases where a functional protein is not produced despite
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gene expression; and so, changes in the transcriptome do not necessarily reflect a change in
the profile of “end-products” (Ouedraogo et al., 2012).

5.3.1.5. Proteomics

Proteomics is the study of a broad spectrum of proteins within a cell or tissue, including pro‐
teins expression, structural status, functional states and their interactions with other cellular
components. Key technologies rely on two-dimensional gel electrophoresis coupled to mass
spectrometry on antibody microarrays and on LC–MS–MS of proteins fragments, a technique
known as “shotgun proteomics” and its specific platform variations, called ICAT (isotope coding
affinity tags) and MuDPIT (multi-dimensional protein identification technology). Affinity
chromatography, fluorescence resonance energy transfer and surface plasmon resonance are
also used to identify protein–protein or protein–DNA interactions. X-ray tomography is used
to determine the location of proteins or protein complexes in labeled cells. Techniques are
available but a large database of proteomics "fingerprint’ is still needed for compounds of
known toxicity; once available for a series of known carcinogens, it will be possible to identify
changes in biochemical pathways and to assess the toxicity of unknown compounds. The
products of the genes identified so far in transcriptomics studies are probably promising can‐
didates as proteomic markers.

5.3.2. Metabonomics

Toxicometabonomics concern the analysis, either in organs, blood or urine, of metabolites and
metabolic pathways modifications that follow a toxic insult. This implies the quantitative and
qualitative study of a wide range of low molecular weight (LMW) molecules produced as the
net result of cellular by nuclear magnetic resonance (NMR) spectroscopy, Fourier transform
infrared and near-infrared spectroscopy or mass spectrometry (MS). The latter technique gen‐
erally requires pre-separation of the metabolic components by gas chromatography (GC), liq‐
uid chromatography (LC) or capillary electrophoresis (CE) (Ouedraogo et al., 2012). So far
metabonomics have been scarcely applied to genotoxicity studies; major applications concern
the urinary profiling of damaged bases excreted upon DNA excision repair and the search for
activated metabolites of precarcinogens.

5.4. Next Generation Sequencing (NGS)

The advent of the human genome project helped to foster the development of faster and
cheaper DNA sequencing. Sanger sequencing (Sanger et al., 1977) also now known as ‘first
generation sequencing', has dominated the past few decades. The need to conduct large-scale
sequencing projects more economically has led to the rapid development of a variety of next-
generation sequencing (NGS) technologies. The development of NGS platforms represents a
great advance in technology. In comparison to Sanger sequencing, the NGS platforms are able
to produce orders of magnitude more sequence data through massively parallel processes,
which result in substantial quantities of data at a low cost per base. With the challenge issued
by the US Food and Drug Administration’s (FDA), biomarkers are set to have an ever more
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tems are generally reelected at  cellular level  by their  impact on the expression of  genes
(transcriptomics)  and  proteins  (proteomics)  and  on  the  production  of  small  metabolite
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Other technologies such as serial analysis of gene expression (SAGE), massively parallel sig‐
nature sequencing (MPSS) and total gene expression analysis (TOGA) are also successfully
used to detect changes in transcriptomes (Ouedraogo et al., 2012). In contrast to microarray
technology (which can only measure transcript abundances with pre-selected, known probe
and sequence), these approaches are “open systems” and thus suited for gene discovery; they
offer linear gene expression quantification over a wide dynamic range.

5.3.1.3. Specific genes targeting

Published microarrays genomics studies have been quite inconclusive for genotoxicity pre‐
diction; they nevertheless pointed to some genes, GADD45a, p53R2, Ephx, Btg2 and Cbr3
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5.3.1.4. Limitations of transcriptomics

Changes in genes expression levels may predict major changes in the proteins profiles in cells,
tissues or organisms but there are cases where a functional protein is not produced despite
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gene expression; and so, changes in the transcriptome do not necessarily reflect a change in
the profile of “end-products” (Ouedraogo et al., 2012).

5.3.1.5. Proteomics

Proteomics is the study of a broad spectrum of proteins within a cell or tissue, including pro‐
teins expression, structural status, functional states and their interactions with other cellular
components. Key technologies rely on two-dimensional gel electrophoresis coupled to mass
spectrometry on antibody microarrays and on LC–MS–MS of proteins fragments, a technique
known as “shotgun proteomics” and its specific platform variations, called ICAT (isotope coding
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chromatography, fluorescence resonance energy transfer and surface plasmon resonance are
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to determine the location of proteins or protein complexes in labeled cells. Techniques are
available but a large database of proteomics "fingerprint’ is still needed for compounds of
known toxicity; once available for a series of known carcinogens, it will be possible to identify
changes in biochemical pathways and to assess the toxicity of unknown compounds. The
products of the genes identified so far in transcriptomics studies are probably promising can‐
didates as proteomic markers.

5.3.2. Metabonomics

Toxicometabonomics concern the analysis, either in organs, blood or urine, of metabolites and
metabolic pathways modifications that follow a toxic insult. This implies the quantitative and
qualitative study of a wide range of low molecular weight (LMW) molecules produced as the
net result of cellular by nuclear magnetic resonance (NMR) spectroscopy, Fourier transform
infrared and near-infrared spectroscopy or mass spectrometry (MS). The latter technique gen‐
erally requires pre-separation of the metabolic components by gas chromatography (GC), liq‐
uid chromatography (LC) or capillary electrophoresis (CE) (Ouedraogo et al., 2012). So far
metabonomics have been scarcely applied to genotoxicity studies; major applications concern
the urinary profiling of damaged bases excreted upon DNA excision repair and the search for
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important role in the drug development process (Wollard et al., 2011). NGS could have a central
role in the discovery of new genomic biomarkers, owing to the many different types of ex‐
periment that can be performed on a single machine. From a single sample, it could be possible
to generate complementary data sets from genome DNA sequencing, miRNA, and both tran‐
scriptome sequencing and quantification to epigenetic changes of DNA methylation, histone post-
translational modifications and even protein translation (ribosome profiling). The challenge will
be around developing data analysis tools that could simultaneously analyze across these vast
data sets, looking for biomarker signatures. NGS can be used in the very early stages of target
identification to provide detailed genomics data in the same way as traditional tools, such as
microarrays. RNA-Seq can be used to perform differential gene expression studies of diseased
versus normal tissue. Data from NGS of whole human exomes are being successfully applied
to identify mutations in genes underlying rare Mendelian disorders, which could also inform
target identification. In addition, using NGS has enabled the resolution of genetic linkage
studies, a finding that has potential in identifying new drug targets from complex trait genetics
studies (Wollard et al., 2011).

NGS has also proved to be a useful tool in the characterization of therapeutically relevant
mutations in mice (D'Ascenzo et al., 2009), which can often contribute important information
to target validation. Through exome or targeted region capture sequencing, underlying mu‐
tations can be rapidly isolated without the requirement for lengthy genetic mapping studies.
NGS promises to facilitate this area of research by uncovering all of the common and rare
genetic variation in human populations. With a comprehensive genetic map of all human var‐
iation produced by NGS, researchers will be able to perform more detailed experiments to
detect genetic variation underlying the response to medicines.

5.5. Computational methods to predict genotoxicity

Decades of mutagenesis and clastogenesis studies have yielded enough structure-activity-re‐
lationship (SAR) information to make feasible the construction of computational models for
prediction of endpoints based on molecular structure and reactivity. It is expected that the
right balance of in vivo, in vitro and computational toxicology predictions applied as early as
possible in the discovery process will help to reduce the need for actual genotoxicity testing.
The current trend is to make simpler predictions, closer to the mechanism of action, and to
follow them up with in vitro or in vivo assays.

Computer–assisted prediction models, so-called predictive tools, will likely play an essential
role in the proposed repertoire of “alternative methods”. Acceptable prediction models al‐
ready exist for those toxicological endpoints which are based on well-understood mechanism,
such as mutagenicity and skin sensitization, whereas mechanistically more complex endpoints
such as acute, chronic or organ toxicities currently cannot be satisfactorily predicted (Merlot,
2010). A potential strategy to assess such complex toxicities will lie in their dissection into
models for the different steps or pathways leading to the final endpoint. Integration of these
models should result in a higher predictivity. Despite these limitations, computer-assisted
prediction tools already today play a complementary role for the assessment of chemicals for
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which no data is available or for which toxicological testing is impractical due to the lack of
availability of sufficient compounds for testing.

However, the broad application of such predictions has been hampered by their lack of accu‐
racy (Simon-Hettich et al., 2006). It is generally deemed that this lack of accuracy is due to the
complexity of the predicted endpoints, rather than to the poor performance of data analysis
methods. The focus, therefore, is on modeling more simple endpoints, such as off-target ac‐
tivity, to increase accuracy and to combine the results with experiments from other fields (e.g.
-omics) to try to make a link with potential modes of action. Of the several approaches to
predicting the effects of small molecules from the structure, most algorithms can be put into
two classes: expert systems and statistical modeling.

Expert systems, such as Oncologic (Woo et al., 1995) or Derek for Windows (http://www.lhasa‐
limited.org), are a repository of expert knowledge. The computer is there to store and then use
on demand a piece of knowledge that has been formalized and input by human experts. The
power of the system is linked to the amount of expert time invested in feeding it and to the
availability of reliable and high-quality datasets. Its expansion, therefore, is limited by the time
it takes for humans to collect and digest lots of information. Although the information con‐
tained in these systems is considered reliable enough, it suffers from a lack of sensitivity
(Valerio-Jr et al., 2007). The direct consequence is that many side effects are likely to be missed.
Medicinal chemists have to use this tool cautiously because the outcome of the program re‐
quires a deep understanding of the system to interpret results (Mustin et al., 2008).

On the other hand, statistical modeling software – such as Topkat (http://accelrys.com/products/
discovery-studio/toxicology), PASS (Anzali et al., 2001), TPSSVM (Kawai et al., 2008) and Mul‐
ticase (http://www.multicase.com/)–aims to analyze existing data and automatically build
models, with a reduced need for human intervention. Just as for expert systems, the first step
consists of assembling a relevant training set of compounds with experimental biological data.
The system will then perform a statistical analysis that shall be reviewed by a scientist. These
systems require a lot of attention for the selection of modeling techniques and structural de‐
scriptors. They have several advantages over expert systems, however: a model can be opti‐
mized on internal data more quickly and objectively than through an expert analysis. It can
also be combined with a quantitative structure–activity relationship (QSAR) when only a single
chemical series is involved. Although statistical analysis highlights trends in diverse structures
(i.e. all molecules containing a given fragment are flagged as potentially toxic), the QSAR han‐
dles the more subtle structural changes that, in a set of similar compounds, flag some com‐
pounds as toxic and others as less harmful. The combination of statistical analysis and QSAR,
therefore, facilitates lead optimization and the removal of toxicophores (Merlot, 2010).

6. Applications to herbal medicines

As genotoxicity testing aims to yield information types of damage, including gene mutations,
structural chromosome aberrations (clastogenicity) and numerical chromosome aberrations
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(aneugenicity), standard test batteries have been developed (Kirkland et al., 2005) which in‐
clude the assessment, and without metabolic activation, these tests have been developed for
single chemicals and applying them to herbs has been quite a challenge. The current EU
guidelines for herbal products (EMEA, 2007) define the Ames test as the primary endpoint
that, if negative, accepts the drug as probably “non genotoxic”. This is not entirely satisfying
however and there are still heavy debates on the topic (EMEA, 2008); indeed (i) the Ames test
does not detect every genotoxic insult; and (ii) some common compounds, including flavo‐
noids, yield very positive Ames tests but are not carcinogens. Given the number of herbal
products on the market and relatively low budgets available for research, there are still rela‐
tively few herbs for which safety assessment according to the current guidelines has been done.
Nonetheless, some herbal products and their secondary metabolites were assessed for geno‐
toxicity by various techniques. The Ames test has been widely used to assess the mutagenicity
of herbal products, including for example extracts from Calendula officinalis L., Echinodorus
macrophyllus (Kunth) Micheli, Mouriri pusa Gardner, Phyllantus orbicularis Kunth, Punica gran‐
atum L., Parthenium hysterophorus L.and a green tea catechins preparation (Santos et al., 2009;
Nohynek et al., 2004). Among these extracts, Punica granatum whole extract and the enriched
fractions of flavonoids and tannins from Mouriri pusa were found to give a positive genotoxic
test. The genotoxicity of Copaiba oil (Copaifera langsdorffii Desf.) was demonstrated by in vi‐
tro micronucleus and comet assays. Metabonomics techniques have already been used toxicity
studies of Guan Mutong (Aristolochia manshuriensis Kom.) (Ouedraogo et al., 2012) and its toxic
component aristolochic acid I was suggested to possess genotoxic potency also by QSA mod‐
eling. In the in vitro comet assay, artesunate, a semisynthetic derivative from artemisinin
(Artemisia annua L.) induced DNA breakage in a dose-dependent manner.

There is certainly a need for the development of validated methods to rapidly pinpoint indi‐
cators of genotoxicity that yield warning signals and indicate which drugs need further as‐
sessment through a complete test battery.
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1. Introduction

The use of specific chemicals to treat specific diseases and disorders dates to 1910 when Paul
Ehrlich and Sahachiro Hata discovered that salvarsan, also known as arsphenamine and
compound 606, killed the microorganism that caused syphilis. Their research relied on ani‐
mal models of syphilis as, even currently, syphilis cannot be grown in culture medium. Ar‐
sphenamine was the first synthetic drug to actually target and kill a disease-causing
organism and is credited with starting the pharmaceutical age. Ehrlich is also credited with
coining the term magic bullet in reference to a drug that would kill a microorganism without
damaging or otherwise affecting the host of the microorganism: the patient. As I will ex‐
plain, despite being an inspirational concept that led to advances in science and medicine,
the notion of a magic bullet proved incomplete. Salvarsan and Ehrlich’s concept of a magic
bullet are important to current concepts in drug testing because: 1) salvarsan was initially
called compound 606 as it was the 606th compound tested on animals in an attempt to find a
treatment for syphilis; and 2) the concept of a magic bullet was based on the scientific proc‐
ess known as reductionism. In this chapter, I will explore the reductionist approach of using
animal models in drug development, especially in toxicity testing.

2. Reductionism and complexity

The use of animals as models for human anatomy and pathophysiology dates back millen‐
nia but the modern version began with Claude Bernard in the 19th century. Bernard was a
firm believer in the reductionist approach to medical science and that approach has indeed
served biomedical science well for decades. A review of reductionism will allow us to con‐
trast this approach to understanding the material universe with systems biology, which is
needed in order to fully understand complex living systems. [1-13]
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distribution, and reproduction in any medium, provided the original work is properly cited.
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Ernst Mayr defines reductionism as: “The belief that the higher levels of integration of a
complex system can be fully explained through a knowledge of the smallest components.”
[[14] p290] For example, physics attempts to describe the universe in terms of a few elemen‐
tary particles, and the relationships among them. Reductionism has been very successful in
describing many aspects of the material universe, including allowing successful predictions
to be made. Reductionism is associated with Newton, Descartes, and determinism and the
reliance on animal models in medical science arose during the time of Newtonian physics
vis-à-vis reductionism and determinism. Newton said: “Therefore to the same natural ef‐
fects we must, as far as possible, assign the same causes” and went on to explain that this
rule applies “to respiration in a man and in a beast, the descent of stones in Europe and
America, the light of our culinary fire and of the sun, the reflection of light in the earth and
in the planets.”[[15] p3-5] Both Newton and Claude Bernard subscribed to the position that
similar causes yield similar effects. Indeed, this concept was one of the breakthroughs that
led to the systematic method of inquiry known as the resoluto-compositive method or method
of analysis and synthesis. This concept of causal determinism rests on two claims. First, all
events have causes, and second, for qualitatively identical systems, the same cause is fol‐
lowed by the same effect. Causal determinism is a presupposition of much scientific activity.
The idea that results in the laboratory can be extended to form expectations about qualita‐
tively similar systems outside the laboratory is embodied in this idea, as is the claim that
experiments should be replicable. [16] This was how science viewed the universe, including
animate bodies, when the animal model was embraced by science in the 19th century.

Claude Bernard was a strict causal determinist, meaning that if X caused Y in a monkey it
was also cause Y in a human. Bernard stated: “Physiologists... deal with just one thing, the
properties of living matter and the mechanism of life, in whatever form it shows itself. For
them genus, species and class no longer exist. There are only living beings; and if they
choose one of them for study, that is usually for convenience in experimentation.”[[17] p
111] Further complicating matters, Bernard and many of his colleagues rejected the notion of
evolution put forth by Darwin. [17-19] Bernard thought that organs and other tissues were
interchangeable among animals and that all differences could be accounted for based on
scaling; the chief difference between humans and animals being a soul.[19] This thinking
persists even in recent times as exemplified by the baboon heart transplant in to the recipi‐
ent Baby Fae, performed by the creationist surgeon Leonard Bailey of Loma Linda Universi‐
ty in 1984. [[20] p162-3]

However, recent advances in other disciplines of science, namely chaos and complexity
along with evolutionary biology, have called into question the use of reductionism as the
sole factor in studying complex systems. Moreover, the developments in evolutionary biolo‐
gy and genetics are cause for further concern regarding the use of one complex evolved sys‐
tem, say a mouse, to predict responses to perturbations such as disease and drugs for
another differently evolved complex system, say a human. For example, we now under‐
stand that the same gene can be used in different ways among species and that knocking out
a gene in one species is not predictive for the function of that gene in another species.[21-27]
This has implications for drug development.
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Reductionism was  used  to  study simply  systems  as  opposed to  complex  systems.  Ani‐
mals, including humans, are complex systems and as such exhibit the characteristics list‐
ed below [from [28]].

1. Complex systems are robust, meaning they have the capacity to resist change. [8, 9,
29-35] This can be illustrated by the fact that knocking out a gene in one strain of mouse
may produce no noticeable effects.

2. Redundancy tends be  a  part  of  complex systems and may explain some aspects  of
robustness.  For  example,  many members  of  the kingdom Animalia  exhibit  gene re‐
dundancy. [8, 9, 29-35]

3. Different parts of a complex system are linked to and affect one another in a synergistic
manner. In other words, there is positive and negative feedback in a complex system.
[36] This is why overloading one part of a complex system with say vitamins, may not
result in a healthier individual. The feedback system results in the rest of the system
acting to simply excrete the unneeded vitamins.

4. Complex systems are also modular. But failure in one module does not necessarily
spread to the system as a whole as redundancy and robustness also exist. [37-40]

5. The modules do communicate though. For example, genes tend to be part of networks,
genes interact with proteins, proteins interact with other proteins and so on.

6. Complex systems communicate with their environment—are dynamic. [37-40]

7. Complex systems are very dependent upon initial conditions. [39] For example, very
small changes in genetic makeup can result in dramatic differences in response to per‐
turbations of the living system.

8. The causes and effects of the events that a complex system experiences are not propor‐
tional to each other. Perturbations to the system have effects that are nonlinear, in other
words large perturbations may result in no change while small perturbations may cause
havoc. [37-40]

9. The whole is greater than the sum of the parts. [1, 8, 9, 30, 39]

10. Complex systems have emergent properties. An emergent property cannot be predicted
by full knowledge of the component parts. For example, the formation of a flock of birds
and hurricanes are examples of emergent phenomenon as is perhaps consciousness. [39]

Reductionism is essentially divide and conquer. By dividing a system into its parts and ascer‐
taining the functions of all the parts of the system, one can deduce the function of the entire
system. The gears of a Swiss watch, for example, are capable of description on their own,
without reference to the system from which they are removed. Conversely, the individual
components of a complex system must be described based on the interaction of the parts. De‐
scribing individual components in isolation, regardless of how detailed such a description
is, cannot fully describe the complex system as a whole. The whole is greater than the sum
of the parts. A complex system must be described based on the organization of the individual
components. [41, 42]
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Miska states:

The basic analytical method that is behind most biomedical research can be traced back over 300 years to Descartes’s essay Dis‐

course on Method, which argued that an animal is a clock-like machine in which the parts and their relationships to one another

are precise and unchangeable, and in which causes and effects can be understood by taking the pieces apart. This so-called ‘reduc‐

tionist’ approach to understanding biology and medicine has been very productive, but is now up against problems that require

different frameworks, institutionally and intellectually. [43]

Nicolis & Prigogine defined complexity as the ability of a system “to switch between differ‐
ent modes of behavior as the environmental conditions are varied.”[44] In other words,
complex systems are able to adapt to their environments just as life on this planet has adapt‐
ed resulting in different species. But these adaptions mean that two complex systems that
were originally identical would now be less similar and behave differently in certain circum‐
stances. An example of this would be the susceptibility to disease between monozygotic
twins. [45-56] Van Regenmortel states:

Reductionists tend to disregard the fact that all biological systems possess so-called emergent properties that arise through the mul‐

tiple interconnections and relations existing between individual components of the system. These emergent, relational properties

do not exist in the constituent parts and they cannot be deduced or predicted from the properties of the individual, isolated compo‐

nents [[57]p258]. Examples of emergent properties are the viscosity of water (individual water molecules have no viscosity), the

colour of a chemical, a melody arising from notes, the saltiness of sodium chloride, the specificity of an antibody and the immuno‐

genicity of an antigen. [58]

Living complex systems are the result of various evolutionary processes and as such are ar‐
guably the most complex of all complex systems. Species differ because of the presence of dif‐
ferent genes, mutation in the same genes, a difference in the number of the same allele (copy
number variants), the same genes may be regulated or expressed differently, alternative
splicing, the presence of modifier or background genes, differences in gene networks and
protein networks, and convergent evolution where two species share a trait but the trait
evolved independently in each. Individuals of the same species may differ for many of the
above reasons but also because of dissimilarities in environmental exposures. [50] Impor‐
tantly, each of the above means that different species as well as individuals of the same spe‐
cies manifest differences in the initial conditions of their complex system. The above also
translates into differences in other characteristics of a complex system such as robustness
and redundancy.
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The progress in these two areas of science, complexity science and evolutionary biology, re‐
sults in strong theoretical concerns regarding the use of animals as predictive models in
drug development. We should expect animals and humans to share responses to perturba‐
tions at the level of organization where complex systems can be described as simple systems
but not for perturbations occurring at the level of organization where the system as a whole
is studied or where parts of the systems that are themselves complex are studied. I will next
examine the empirical evidence and place it in the context of these theoretical concerns.

3. Prediction in science

The third relevant advance in science since animal models were mandated for use in drug
development is the formal evaluation of animal models in terms of their predictive value for
humans. Animal models are used for ascertaining the properties of absorption, distribution,
metabolism, elimination and toxicity (ADMET). As all of these properties influence toxicity,
an examination of the ability of animal models to predict these properties is important, as is
the straightforward examination of animal models for toxicity itself. The answer to the ques‐
tion of the predictive ability of animal models was hinted at by the fact that Ehrlich and Ha‐
ta ultimately tested the 606th compound of a series in their attempt to find a treatment for
syphilis. Previous compounds had successfully treated syphilis in animal models but had
failed for various reasons in humans. Even salvarsan resulted in side effects in humans that
were unforeseen in animal models.

The ability to predict facts about the material universe is a hallmark of science. Hypotheses
are generated that make predictions about the phenomena under study and the success or
failure of these predictions can falsify or strengthen the hypothesis. This use of the term pre‐
dict differs from determining whether a modality, practice, or test is predictive for its pur‐
pose. For example, a CT scan of the chest is a predictive test for diagnosing a pneumothorax,
because the CT scan, as opposed to a chest x-ray, is successful in locating the pneumothorax
essentially 100% of the time. In order to evaluate a modality like CT scans, a blood test for
cancer, or even the use of dogs for catching drug smugglers in airports, the calculations in
table 1 are employed.

When evaluating the predictive value of methods, practices,  or tests for use in biomedi‐
cal science, positive predictive value (PPV) and negative predictive value (NPV) > 0.9 are
sought.  If  a  single  test  alone cannot  yield such high values then a  combination of  tests
can be evaluated in hopes that  the combination will  meet  the criteria.  Such evaluations
have been made for toxicity testing using animal models as well as other animal model-
based tests in drug development. Profound inter-species differences, as well as inter-indi‐
vidual  human differences,  have been revealed for absorption [[59]  p 8-10]  [[60]  pp 5,  9,
45,  50,  66-7,  90,  102-3,]  [61-64],  distribution [65,  66],  metabolism [67-77],  elimination [78,
79],  and toxicity  [64,  80-91],  which results  in  predictive  values  for  these  animal  models
that are far below those required in biomedical science. For example, Litchfield conduct‐
ed  a  classic  study  in  1962  comparing  toxicity  among  three  species:  humans,  rats,  and
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dogs.  The positive predictive values for the animal models were between 0.49 and 0.55.
[92] Similarly,  Suter compared toxicities for ergoloid mesylates,  bromocriptine,  ketotifen,
cyclosporine, FK 33-824, and clozapine in animals and humans. The sensitivity for toxici‐
ty for the animal tests was 0.52 and the predictive value positive was 0.31. [93] Fourches
et  al.  evaluated animal human data for 1061 compounds known to cause hepatotoxicity
in  humans  and  found  that  the  concordance  or  sensitivity  among  species  was  around
39-44%.[94] The positive and negative predictive values could not be calculated from the
article but would be well below 0.39. Smith and Caldwell studied twenty-three chemicals
and discovered that only four were metabolized the same in humans and rats. [70] Siet‐
sema  [95],  compared  the  oral  bioavailability  of  400  drugs  in  humans  with  three  other
species (see Figure 1) and concluded the data was consistent with a “scatter-gram.” Simi‐
lar results have been obtained from other studies.[84, 96-101]

Gold Standard

GS+ GS-

Test

T+ TP FP

T- FN TN

T+ = Test positive

T- = Test negative

T = True

F = False

P = Positive

N = Negative

GS+ = Gold standard positive

GS- = Gold standard negative

Sensitivity = TP/(TP+FN)

Specificity = TN/(FP+TN)

Positive Predictive Value = TP/(TP+FP)

Negative Predictive Value = TN/(FN+TN)

Table 1. Binomial classification method for calculating sensitivity, specificity, positive predictive value, and negative
predictive value when comparing a modality, practice, or test with a gold standard.
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Figure 1. Variation in bioavailability among species. (Based on data from [95].)

The fact that animal models lack predictive ability is well known.[102-110] This shortcoming
includes the inability of animal models to be predictive modalities for carcinogenicity.[111,
112] Salsburg stated: “Thus the lifetime feeding study in mice and rats appears to have less
than a 50% probability of finding known human carcinogens. On the basis of probability
theory, we would have been better off to toss a coin...”[111]

The general attitude in the drug development-related sciences reflects the empirical evi‐
dence. Cook et al:

Over many years now there has been a poor correlation between preclinical therapeutic findings and the eventual efficacy of these

[anti-cancer] compounds in clinical trials [109, 110].... The development of antineoplastics is a large investment by the private and

public sectors, however, the limited availability of predictive preclinical systems obscures our ability to select the therapeutics that

might succeed or fail during clinical investigation. [108]

Reuters quoted Francis Collins, Director of the NIH, as stating that: “about half of drugs that
work in animals may turn out to be toxic for people. And some drugs may in fact work in
people even if they fail in animals, meaning potentially important medicines could be reject‐
ed.”[113] Alan Oliff, former executive director for cancer research at Merck Research Labo‐
ratories in West Point, Pennsylvania asserted in 1997: “The fundamental problem in drug
discovery for cancer is that the [animal] model systems are not predictive at all.”[114] Björ‐
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quist and Sartipy stated: “Furthermore, the compound attrition rate is negatively affected by
the inability to predict toxicity and efficacy in humans. These shortcomings are in turn
caused by the use of experimental pre-clinical model systems that have a limited human
clinical relevance...”[115] In 2006, then U.S. Secretary of Health and Human Services Mike
Leavitt declared: “Currently, nine out of ten experimental drugs fail in clinical studies be‐
cause we cannot accurately predict how they will behave in people based on laboratory and
animal studies.”[116] Zielinska, writing in The Scientist supported the above, stating:

Mouse models that use transplants of human cancer have not had a great track record of predicting human responses to treatment

in the clinic. It’s been estimated that cancer drugs that enter clinical testing have a 95 percent rate of failing to make it to market,

in comparison to the 89 percent failure rate for all therapies... Indeed, “we had loads of models that were not predictive, that were

[in fact] seriously misleading,” says NCI’s Marks, also head of the Mouse Models of Human Cancers Consortium... [117]

The inability of animal models to predict human response has also increased the cost of
drug development as the cost for the 90-95% of drugs that fail must be recouped from the
ones that go to market.[91, 118-121] Lost revenue has also resulted from the drugs that
would have been marketable had animal models not derailed them in development. This
lack of predictive ability for animal models is largely to blame for the cost of new medica‐
tions and for the fact that the drug development pipeline is drying up.[115, 122, 123] Be‐
cause animal models fail to predict drugs destined to fail, these drugs go to clinical trials
and marketing which consumes roughly 95% of the cost for drug development.[124, 125]
Catherine Shaffer, Contributing Editor of Drug Discovery & Development, wrote in 2012:
“Drug development is an extremely costly endeavor. Estimates of the total expense of ad‐
vancing a new drug from the chemistry stage to the market are as high as $2 billion. Much
of that cost is attributable to drug failures late in development, after huge investments have
been made. Drugs are equally likely to fail at that stage for safety reasons, as for a lack of
efficacy, which is often well-established by the time large trials are launched.”[120] Roy esti‐
mates the real cost is even higher: “The true amount that companies spend per drug ap‐
proved is almost certainly even larger today. Matthew Herper of Forbes recently totaled
R&D spending from the 12 leading pharmaceutical companies from 1997 to 2011, and found
that they had spent $802 billion to gain approval for just 139 drugs: a staggering $5.8 billion
per drug.”[125] Kenneth Kaitin, director of Tuft’s Center for the Study of Drug commenting
on Pharma’s drying pipeline in the March 7, 2011 New York Times, stated: “This is panic
time, this is truly panic time for the industry.” Even when a drug does reach the market,
there is a great amount of uncertainty regarding safety. For example, over 1000 drugs that
reached the market were discovered to result in hepatotoxicity. [126]

Kirschner addressed this issue, asking: “could we develop a better way of predicting wheth‐
er a drug will work or have intolerable side effects?” He then explains the problem in terms
similar to what I have presented above:
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In part, this problem stems from the fact that we rarely have a situation in which one gene can be linked to one disease and targeted

by one drug. The nature of our biological system is that we have relatively few genes — say 20,000 basic core genes — that are

used over and over again in different contexts. So when we investigate targets, we need to better appreciate how these function in

different contexts. Moreover, there are many overlapping and redundant pathways, so we need to better understand genes not as

individual elements with individual functions but within the context of the circuits in which they operate. This approach requires

not just a wiring diagram, but a quantitative wiring diagram... [127]

4. This leads us to current efforts at improving drug development

4.1. Twenty-first century science

Today we have options for drug development and toxicity testing that did not exist until the
21st century, for example microdosing and pharmacogenomics. Two points need be empha‐
sized before I address these two advances, however. First, animal models fail to meet the
ends for which they are used; they are not predictive modalities for human response. There‐
fore using animal models is akin to relying on bloodletting as a treatment for cancer when
oncologists have no cures for the cancer in question. Just as bloodletting is not effective as a
treatment for cancer, regardless of whether or not other options are available, so employing
animal models as they are currently utilized is nonsensical.

Second,  technology is  available,  or  is  being developed,  that  will  at  least  predict  human
response  for  certain  properties  important  in  drug development.  However,  regardless  of
how much time is needed in order for these technologies to be developed, animal mod‐
els  are  simply ineffective and hence should be abandoned.  Lack of  effective technology
does  not  justify  the  utilization  of  methods  proven  to  be  ineffective.  Regardless  of  the
technologies available, drug development must be human-based both when reductionism
is  used  and  when  complexity  is  relevant.  Basing  drug  development  decisions  on  drug
targets identified from animal models has not been effective. Human tissues can be stud‐
ied instead and this will  allow targets to be established in a more reliable manner.  Hu‐
mans  must  also  be  studied  when  responses  to  drugs  are  occurring  at  higher  levels  of
organization; where the system is complex.

In 2006, the FDA approved microdosing for Phase 0 clinical trials.[128, 129] Microdosing
is the process whereby very small doses of a drug are administered to human volunteers
after  which  positron  emission  tomography  (PET)  and  accelerator  mass  spectrometry
(AMS) are  used to  assess  pharmacokinetic  (PK) data.[130-132]  While  animal  models  are
used  to  inform  the  dose  for  the  first  administration  of  the  drug,  the  usual  range  for
drugs  is  100ng to  100μg.  If  all  drugs  were  initially  administered  at  a  dose  of  1ng  and
subsequently increased, this would obviate the use of unreliable animal models and en‐
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sure  that  the  first-in-human  dose  was  lower  than  the  most  toxic  substance  currently
known.[133, 134] This would be a reliably safe method for conducing first-in-human tri‐
als. Although in practice microdosing is currently only used to evaluate PK (as opposed
to pharmacodynamics,  which is  abbreviated as PD),  it  could be used for  evaluating the
other properties of interest.  For example, by increasing the dose incrementally,  the drug
could be evaluated for toxicity. This solves the problem of unanticipated catastrophic re‐
actions such as occurred in the TGN1412 trial [135] and allows toxicity to be determined
very early in the drug development process. Long term carcinogenicity studies could not
be conducted in this fashion however animal models are not predictive for carcinogenici‐
ty  and  human  data  from  long  terms  use  is  the  de  facto  method  now  used.  Nothing
would  be  lost  by  eliminating  long-term carcinogenicity  studies  in  animals  until  predic‐
tive  technologies  are  developed.  According to  the  Centers  for  Disease  Control  and Pre‐
vention (CDC):  “Most  of  what  we know about  chemicals  and cancer  in  humans comes
from scientists'  observation of workers. The most significant exposures to cancer-causing
chemicals  have  occurred  in  workplaces  where  large  amounts  of  toxic  chemicals  have
been used regularly.”[136]

The  concept  of  microdosing,  used  in  combination  with  pharmacogenomics  (see  below)
would allow go-no go decisions to be made early and reliably in drug development as
well as matching drug to patient. The transition to full-scale clinical trials would also be
seamless.  As the dose was increased, an evaluation of efficacy could be made. By start‐
ing  the  dose  at  1ng  and  increasing,  the  entire  clinical  trial  could  be  conducted  much
more reliably and efficiently, drugs destined to fail could be eliminated earlier thus sav‐
ing money, and the drugs could be matched to genotype before being marketed thus fur‐
ther  saving  money  and  decreasing  side  effects.  This  leads  us  to  the  concepts  of
pharmacogenomics and personalized medicine.

Personalized medicine seeks to individualize medicine both in terms of treatment and di‐
agnosis  while  pharmacogenomics  matches  drugs  to  patients.  Rashmi  R  Shah,  previous
Senior Clinical Assessor, Medicines and Healthcare products Regulatory Agency, London
stated in 2005: “During the clinical use of a drug at present, a prescribing physician has
no means of predicting the response of an individual patient to a given drug. Invariably,
some patients fail to respond beneficially as expected whereas others experience adverse
drug  reactions  (ADRs).”[137]  Shah  echoed  comments  by  Allen  Roses,  then-worldwide
vice-president of  genetics at  GlaxoSmithKline (GSK),  who stated that  fewer than half  of
the  patients  prescribed  some  of  the  most  expensive  drugs  derived  any  benefit  from
them: “The vast majority of drugs - more than 90% - only work in 30 or 50% of the peo‐
ple.”[138]  That  individual  humans  respond  very  differently  to  disease  and  drugs  [139,
140],  including vaccines  [141,  142],  has  long been appreciated.  During the  Korean War,
Alving observed that  black soldiers  had an increased probability,  compared with white
soldiers,  of  developing anemia when from antimalarials.  This was discovered to be sec‐
ondary to a commonly occurring enzyme deficiency in the black soldiers.[143] Variation
in  disease  susceptibility  and  response  to  drugs  has  been  noted  to  exist  between  sexes
[144-150] and ethnic groups [151-159] as well as between monozygotic twins.[45-52, 56]
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Many advances have been made in linking drugs to genes, in part because of spin-offs from the
Human Genome Project. Differences between humans including single nucleotide polymor‐
phisms, copy number variants, differences the regulation and expression of the same genes,
differences in gene networks, and the influence of background genes can result in a drug being
efficacious for one patient but not another. Diseases vary intra-species as well. Michael Snyder,
chair of genetics at Stanford University School of Medicine, recently stated: “However, the
bulk of the differences among individuals are not found in the genes themselves, but in regions
we know relatively little about. Now we see that these differences profoundly impact protein
binding and gene expression.”[160, 161] Hunter et al studied a mouse model of cancer and dis‐
covered differences in metastatic efficiency secondary to background genes. Hunter et al:

Because all tumors were initiated by the same oncogenic event, differences in the metastasis microarray signature and metastatic

potential are probably due to genetic background effects rather than different combinations of oncogenic mutations. Consistent

with our observations in metastasis, several laboratories have shown similar strain differences with regard to oncogenesis, aging

and fertility in transgenic mouse models.[162-164] Data on both primary tumors and metastases reinforce the notion that tumori‐

genesis and metastasis are complex phenotypes involving both inherent genetic components and cellular responses to extrinsic

stimuli. [165]

Thein likewise stated: “As the defective genes for more and more genetic disorders become
unravelled, it is clear that patients with apparently identical genotypes can have many dif‐
ferent clinical conditions even in simple monogenic disorders.” Thein assessed β−thalasse‐
mia and noted that the clinical manifestations are very diverse, ranging from life threatening
to asymptomatic. Thein: “The remarkable phenotypic diversity of the β−thalassemias is pro‐
totypical of how a wide spectrum of disease severity can be generated in single gene disor‐
ders.... relating phenotype to genotype is complicated by the complex interaction of the
environment and other genetic factors at the secondary and tertiary levels...”[166]

Agarwal and Moorchung reinforce the above stating: “It is now increasingly apparent that
modifier genes have a considerable role to play in phenotypic variations of single-gene dis‐
orders.” This is due to factors such as: “Oligogenic disorders occur because of a second gene
modifying the action of a dominant gene. It is now certain that cancer occurs due to the ac‐
tion of the environment acting in combination with several genes.”[167] Friedman and Perri‐
mon explain that there are “hundreds of potential regulators of known signaling pathways.”
[168] PLoS Biology, in an editorial said the following about mouse models of autoimmune
diseases: “These results fall in line with mounting evidence that background genes are not
silent partners in gene-targeted disease models, but can themselves facilitate expression of
the disease. This finding underscores the notion that genes are not solitary, static entities;
their expression often depends on context. With genetically complex diseases, having the
requisite combination of susceptibility genes does not always lead to disease.”[169]
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Liu et al explain why the same genes can result in very outcomes:

A general view is that critical genes involved in biological pathways are highly conserved among species. To understand human

autoimmune diseases, a great deal of effort has been devoted to the study of murine models that mirror many pathologic properties

observed in the human disease. We have found that lymphocytes from humans with different autoimmune disease all carry a com‐

mon conserved gene expression profile. Therefore, we wanted to determine if lymphocytes from common murine models of autoim‐

mune disease carried a gene expression profile similar to the human profile and if both mouse models carried a shared gene

expression profile. We identified numerous differentially expressed genes (DEGs) in the autoimmune strains compared to non-

autoimmune strains. However, we found very little overlap in the gene expression profile between human autoimmune disease and

murine models of autoimmune disease and between different murine autoimmune models. Our research further confirms that mur‐

ine models of autoimmunity do not perfectly match human autoimmune diseases. [26]

Weiss et al continues this theme:

In contrast to these single gene effects, many drug treatment response phenotypes are complex, produced by multiple coding and

regulatory variants in multiple genes that often interact in a signalling pathway. In these cases, each variant could contribute to

the variance in the phenotype and there is no clear model of genetic inheritance. Genetic factors that influence whether a drug

treatment response is complex include mode of inheritance (recessive versus dominant or additive); pleiotropy; incomplete pene‐

trance; and epistasis, due to gene–environment interactions and environmental phenocopies. All of these factors contribute to the

complexity of the response phenotypes. [170]

Gabor Miklos states:

There is enormous phenotypic variation in the extent of human cancer phenotypes, even among family members inheriting the

same mutation in the adenomatous polyposis coli (APC) gene believed to be causal for colon cancer. In the experimental mouse

knockout of the catalytic gamma subunit of the phosphatidyl-3-OH kinase, there can be a high incidence of colorectal carcinomas or

no cancers at all, depending on the mouse strain in which the knockout is created, or into which the knockout is crossed... [27]

Because of advances alluded to above, society is seeing the death of the blockbuster and the
arrival of the “niche buster.” [171] Herscu et al write: “The era of the 'blockbuster drug mod‐
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el' is ending, and the development of personalized pharmaceutical system is on the rise.”
[172] This is also due to the fact that diseases are being categorized into more types and indi‐
viduals even within the same type react differently to drugs. Herscu et al write:

Diabetes mellitus, for example, was simply divided into juvenile or adult onset types for many years. Now we have pre-diabetes;

Type I, broken into immune-related and other causes; Type 2, broken into secretory defect and insulin-resistant types; and more

than 11 types that have been linked to specific genetic defects. However, even diabetic patients in a precisely defined category with

shared genetic markers differ because they exist at different points along the continuum of the disease depending on their diet,

exercise, comorbid conditions and other factors. These phenotypic dissimilarities are the source of inter-patient variability, which

confounds both clinical trials and treatment results. [172]

Iressa was one of the first medications administered to patients based on genotype. Iressa
did not perform well in clinical trials and was to be abandoned but clinicians were adamant
that it helped some people with cancer. By genotyping the patients that responded well to
Iressa, researchers were able to confirm that, in certain genotypes, Iressa was efficacious.
Numerous drug responses have been matched to specific mutations. [77, 173-176] The Per‐
sonalized Medicine Coalition notes that personalized medicine will allow patients and
physicians to:

• select optimal therapy and reduce "trial-and-error" medicine;

• reduce adverse drug reactions;

• improve the selection of drug targets;

• increase patient compliance with therapy;

• reduce the time, cost, and failure rate of clinical trials;

• revive drugs that failed clinical trials or were withdrawn from the market;

• avoid withdrawal of marketed drugs;

• shift the emphasis in medicine from reaction to prevention; and

• reduce the overall cost of healthcare.[177]

5. Conclusion

We are currently living in what will become known as the Age of Personalized Medicine.
While much has yet to be discovered, society is already benefitting from personalized medi‐
cine applied to specific drugs and diseases. Contrast this with using a different species in an
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In contrast to these single gene effects, many drug treatment response phenotypes are complex, produced by multiple coding and

regulatory variants in multiple genes that often interact in a signalling pathway. In these cases, each variant could contribute to

the variance in the phenotype and there is no clear model of genetic inheritance. Genetic factors that influence whether a drug

treatment response is complex include mode of inheritance (recessive versus dominant or additive); pleiotropy; incomplete pene‐

trance; and epistasis, due to gene–environment interactions and environmental phenocopies. All of these factors contribute to the

complexity of the response phenotypes. [170]

Gabor Miklos states:

There is enormous phenotypic variation in the extent of human cancer phenotypes, even among family members inheriting the

same mutation in the adenomatous polyposis coli (APC) gene believed to be causal for colon cancer. In the experimental mouse

knockout of the catalytic gamma subunit of the phosphatidyl-3-OH kinase, there can be a high incidence of colorectal carcinomas or

no cancers at all, depending on the mouse strain in which the knockout is created, or into which the knockout is crossed... [27]

Because of advances alluded to above, society is seeing the death of the blockbuster and the
arrival of the “niche buster.” [171] Herscu et al write: “The era of the 'blockbuster drug mod‐

New Insights into Toxicity and Drug Testing134

el' is ending, and the development of personalized pharmaceutical system is on the rise.”
[172] This is also due to the fact that diseases are being categorized into more types and indi‐
viduals even within the same type react differently to drugs. Herscu et al write:

Diabetes mellitus, for example, was simply divided into juvenile or adult onset types for many years. Now we have pre-diabetes;

Type I, broken into immune-related and other causes; Type 2, broken into secretory defect and insulin-resistant types; and more

than 11 types that have been linked to specific genetic defects. However, even diabetic patients in a precisely defined category with

shared genetic markers differ because they exist at different points along the continuum of the disease depending on their diet,

exercise, comorbid conditions and other factors. These phenotypic dissimilarities are the source of inter-patient variability, which

confounds both clinical trials and treatment results. [172]

Iressa was one of the first medications administered to patients based on genotype. Iressa
did not perform well in clinical trials and was to be abandoned but clinicians were adamant
that it helped some people with cancer. By genotyping the patients that responded well to
Iressa, researchers were able to confirm that, in certain genotypes, Iressa was efficacious.
Numerous drug responses have been matched to specific mutations. [77, 173-176] The Per‐
sonalized Medicine Coalition notes that personalized medicine will allow patients and
physicians to:

• select optimal therapy and reduce "trial-and-error" medicine;

• reduce adverse drug reactions;

• improve the selection of drug targets;

• increase patient compliance with therapy;

• reduce the time, cost, and failure rate of clinical trials;

• revive drugs that failed clinical trials or were withdrawn from the market;

• avoid withdrawal of marketed drugs;

• shift the emphasis in medicine from reaction to prevention; and

• reduce the overall cost of healthcare.[177]

5. Conclusion

We are currently living in what will become known as the Age of Personalized Medicine.
While much has yet to be discovered, society is already benefitting from personalized medi‐
cine applied to specific drugs and diseases. Contrast this with using a different species in an
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attempt to predict human response to drugs and disease. While animals can be used in basic
science pursuits, empirical evidence from drug development, placed in the context of the
scientific theories of Complexity and Evolution, demands that animal testing be replaced
with human-based drug development. Implementing human-based testing early in the de‐
velopment process is how drugs should be developed now and it will be how drugs are de‐
veloped in the future.
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1. Introduction

Understanding the effect of renal transporters on the distribution of drugs, metabolites, and
endogenous compounds (e.g., biomarkers for renal toxicity and physiological regulators) are
important in safety assessment studies [1]. Drugs (and their metabolites) that preferentially
distribute into the kidney may have a greater potential to induce renal toxicity because these
compounds may accumulate in the cells surrounding/forming the renal tubules. This dispo‐
sition may not be deduced by simply sampling plasma; therefore, sampling kidney tissue in
addition to plasma is important for measuring concentrations of drugs when renal toxicity is
observed in animals. In human safety assessment, sampling of kidney is not generally feasible;
therefore, the utility of qualified tissue-, serum- and/or urine-specific biomarkers may help to
extrapolate between animal tissue and human exposures.

This chapter will review the role of renal transporters and biomarkers in the safety assessment
of drug candidates. Membrane permeability and types of drug transporters will be introduced
with focus on specific renal transporters. Examples of cause-effect relationships between renal
transporters and toxicity will be discussed. The effect of drugs on the ability of renal trans‐
porters to regulate the disposition of endogenous compounds involved in maintaining
homeostasis will be discussed. In addition, a case example on the effect of a proprietary drug
candidate on a classical biomarker of renal safety will be highlighted where an increase of this
biomarker via inhibition of a renal transporter was determined to be benign and not the
consequence of renal toxicity. Finally, we will highlight the recent qualification of novel
diagnostic renal urinary biomarkers that outperform the traditional renal biomarkers, serum
creatinine (sCr) and/or blood urea nitrogen (BUN) in monitoring renal injury in preclinical
(rat) studies. We will also highlight use of selected novel renal biomarkers in rat and dog
studies with the paradigm renal toxicant, cisplatin.
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2. Transport through cellular barriers

Molecules cross cellular barriers by three main pathways: (1) passive diffusion across the cell
membranes; (2) passive diffusion between adjacent cells; and (3) carrier-mediated transport
(Fig. 1). Lipophilic molecules cross the cells membrane by transcellular diffusion. By contrast,
hydrophilic molecules that are not recognized by a carrier cannot partition into the hydro‐
phobic membrane and thus traverse the epithelial barrier via the paracellular pathway.
Hormones and certain immune system molecules can utilize membrane invaginations for
transport across the cell (e.g. via caveolae). All other compounds must interact with carrier
proteins, either in a facilitated manner (down the concentration gradient) or via “active”
transport, potentially against a concentration gradient. The driving force to allow active
transport may include the use of ATP hydrolysis, pH gradients, or electrogenic properties of
the cell. [2]

Transporters depicted in Pathway ④ (Fig. 1) efflux compounds from cell into the lumen or
blood and are thought to act as a cellular defender to prevent xenobiotics from either entering
the cells or endogenous waste products from accumulating in the cells. These types of
transporters are referred to as efflux transporters. With respect to pharmaceutical compounds,
clinically relevant transporters are members of the ATP-binding cassette (ABC) superfamily
membrane bound transporters [3]. P-glycoprotein (P-gp) is the most well characterized ABC
transporter [4, 5]. Other efflux transporters such as multidrug resistance-associated protein
(MRP) members in proximal tubular cells function as an extrusion pump for organic anions
from the apical membrane, especially large and hydrophobic organic anions such as gluta‐
thione and glucuronide conjugates [6].

Transporters depicted in Pathway ③ (Fig. 1) facilitate transport of nutrients (e.g., amino acids
and glucose) and drugs into cells. These types of transporters are referred to as uptake or influx
transporters. For nutrients, uptake transporters are essential for reabsorbing glucose from the
tubule lumen into the systemic circulation. The importance of these types of transporters and
the impact of interrupting their function on safety assessment will be further discussed in
Section 5.

For pharmaceutical compounds, members of the Solute Carrier (SLC) superfamily of mem‐
brane transport proteins (depicted in Pathway ⑤, transport an extraordinarily diverse set of
solutes, including both charged and uncharged organic molecules as well as inorganic ions)
have wide implications on human physiology, pathology, and in multiple therapeutic areas
[7]. Examples of SLC transporters (Fig. 2) include organic cation transporters (OCT) and
organic anion transporters (OAT). Renal transporters (e.g., OAT and OCT) allow the entry of
drugs (with low passive transcellular permeability) through the basolateral membrane into
the tubule cells, which leads to elimination of the drug into urine by transport of the drug
through the apical membrane by either SLC or efflux transporters (i.e., tubular secretion).
Interestingly, SLC transporters expressed on the apical or luminal membrane (e.g., novel
organic cation transporters (OCTN) and OAT4) may also play a role in tubular reabsorption,
process by which compounds are removed from the tubular fluid and transported into the
blood [8].
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3. Drug transporters in the kidney

The kidney is responsible for clearance of many drugs including polar hydrophilic compounds
such as ß-lactam antibiotics and non-steroidal anti-inflammatory drugs [9]. Polar compounds
may be actively taken up by the proximal tubule cells through a variety of transporters

Figure 1. Routes of translocation through cellular barriers. ① Lipid soluble compounds can permeate through the epi‐
thelium by simple passive diffusion (transcellular route). ②Small molecular weight compounds such as CO2 can per‐
meate through the tight junctions (TG) between cells (paracellular route). ③Facilitative transport (e.g., uptake of
amino acids) occurs via a transport carrier down the concentration gradient of the solute. ④Transport can also occur
via a carrier, but against the concentration gradient of the solute. In the case of efflux transporters such as P-glycopro‐
tein (P-gp), ATP-hydrolysis is the driving force for this transport. ⑤Uptake carriers such as the organic anion or organic
cation transporters can also transport substances against a concentration gradient. The driving force is dependent on
the particular transporter but can be pH-dependent or electrogenic. ⑥Some hormones are transported through the
epithelium via receptor-mediated transcytosis. The ligand binds to a cell surface receptor, which cause an invagination
in the membrane. This invagination is internalized and carried to the opposite membrane where the ligand is then
released ([2]; reproduced with permission).
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including OCT2, OAT1 and 3 (Fig. 2, Table 1). Once taken up into the proximal tubule cells,
compounds generally must efflux out of the cells into the urine by a different set of transporters
including MRP2, P-gp, and MRP4 (i.e., facilitation of tubular secretion). In the human kidney,
the order of transporter mRNA expression (highest to lowest) is OAT1, OAT3, P-gp, MRP2,
and OCT2 [10].

Recently, the importance of renal transporters called multidrug and toxin extrusion proteins
(MATE), which are expressed in the apical (luminal) membrane of proximal tubule epithelial
cells, have been highlighted [11]. Functionally, MATEs act as efflux transporters, thereby
mediating the excretion of metabolic waste products and xenobiotics. Two isoforms, MATE1
and 2, have been identified, and, so far, only a limited number of substrates, including clinically
used drugs such as metformin and cimetidine, are known [12].

Figure 2. Select drug transporters located in the kidney predicted to play a role in drug distribution and elimination.
Influx transporters located on the basolateral or blood side of the kidney tubule cells include the organic anion trans‐
porters OAT1 and 3, and the organic cation transporter OCT2. Efflux transporters located on the basolateral side in‐
clude multiple members of the multidrug resistance protein family such as MRP1 and MRP6. Efflux transporters
located on the apical or luminal side of the tubule membrane which pump drugs from the interior of the tubule cell
into the tubular fluid include P-gp, MRP2 and MRP4 ([2]; reproduced with permission).

Compounds may be reabsorbed from the tubular fluid back into the tubule cells or cleared
from the body. The interplay between various transporters located on the basolateral (blood)
or apical (luminal) side dictates the overall renal clearance of a compound. As with the liver,
renal transporters can therefore be a site of potential drug-drug interactions (DDI). Inhibi‐
tion of the basolateral transporters (by the primary compound, metabolites, or a co-adminis‐
tered compound) can lead to increased exposure of the drug and longer half-lives in the
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systemic circulation. Inhibition of renal uptake of some drugs may actually induce toxicity
by inhibiting their renal excretion. For example, severe methotrexate toxicity due to an in‐
crease in serum concentrations was observed in patients after co-administration with probe‐
necid which inhibited OAT1 and MRP, and consequently the tubular secretion of
methotrexate [13, 14]. Inhibition of the luminal efflux transporters, again by either the com‐
pound itself or a co-administered drug, can also cause an increase in systemic exposure if
the basolateral transporters are able to transport the compound back into the systemic circu‐
lation. Alternatively, inhibition of the luminal efflux transporters can cause a compound to
be “trapped” in the cell which may lead to renal toxicity [2].

Protein/Gene Substrates Inhibitors References

OCT2/SLC22A2
cimetidine, metformin, MPP+,

quinine TEA

cimetidine, clonidine, procainamide,

quinine
[15, 16]

OAT1/SLC22A6
adefovir,

para-aminohippurate, furosemide

furosemide, indomethacin,

probenecid, urate
[17, 18]

OAT3/SLC22A8
benzylpenicillin, furosemide,

methotrexate, pravastatin

gemfibrozil, indomethacin,

probenecid, salicylate
[17, 19]

P-gp/ABCB1

digoxin, daunorubicin, doxorubicin,

fexofenadine, irinotecan, paclitaxel,

quinidine, saquinavir, verapamil

cyclosporine A, elacridar, quinidine,

valspodar, verapamil
[4, 5, 20, 21]

MRP1/ABCC1

daunorubicin, etoposide,

methotrexate, glutathione,

glucuronide and sulfate conjugates,

vincristine

delavirdine, efavirenz, MK571,

probenecid
[6, 20]

MRP2/ABCC2
Similar to MRP1, cisplatin,

methotrexate

delavirdine, efavirenz, MK571,

probenecid
[20, 22, 23]

MRP4/ABCC4

adefovir, azidothymidine

monophosphate, prostaglandins,

methotrexate

indomethacin, ketoprofen [24, 25]

Table 1. Substrates and inhibitors of select renal transporters ([2]; partially reproduced with permission)

4. Importance of plasma sampling and understanding drug disposition in
renal tissue during safety assessment

Compound-induced toxicities can be better extrapolated from animals to humans when these
comparisons are based on toxicokinetics instead of dose alone [26]. For example, the safety
margin that is based on the ratio of the animal exposure at the no observed adverse effect level
(NOAEL) to human exposure at the efficacious dose is a key predictor of human safety risk.
To calculate this safety margin, the animal and human exposure is determined by analyzing
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drug and metabolite(s) concentrations in plasma, which is the most practical and widely
accepted way of assessing this risk. However, most safety issues are not due to drug plasma
concentration but due to concentration of drug in various organs/tissues.

Sampling plasma and extrapolating this exposure to organs or tissues assumes that 1) con‐
centration of drug in plasma is in equilibrium with concentrations in tissues, 2) changes in
plasma drug concentrations reflect changes in tissue drug concentrations over time, and 3)
distribution of drug and its metabolites are not affected by cells (e.g., drug transporters and
enzymes) that protect many of these tissues [27]. Drug transport into tissues may not be a
passive process and may depend on drug transporters, and thus these assumptions may result
in an inaccurate assessment of target organ exposure to drug and/or metabolites. Even without
a drug being a substrate for a drug transporter, lysosomal trapping of weak bases (e.g., liver
and lung) or accumulation in membranes (e.g., muscle) can occur that can subsequently give
rise to preferential distribution of the drug and its metabolites. For more details, refer to http://
www.intechopen.com/books/toxicity-and-drug-testing/toxicokinetics-and-organ-specific-
toxicity [27].

If the compound enters tubular cells via uptake transporters (e.g. OCT2, OAT1, OAT3), but
not effluxed (into luminal fluid or urine), very high compound concentrations can occur in the
renal cells/tissue. A convincing cause-effect relationship exists between uptake of renal
toxicants via transporters and associated renal toxicity where co-administration of probenecid
(inhibits renal uptake of organic anions) or either cimetidine or imatinib (inhibits renal uptake
of organic cations) may reduce renal toxicity (by limiting uptake). For example, co-adminis‐
tration of cisplatin with imatinib prevents cisplatin-induced renal toxicity by inhibiting influx
via OCT2 [28]. Another example is co-administration of cephaloridine with probenecid lowers
the potential risk of cephaloridine-induced renal toxicity by inhibiting the OAT1-mediated
transport of cephaloridine into the proximal tubule cell [29].

Influx transporter OAT1 (minor contribution by OAT3) is involved in the renal safety of
acyclic nucleotide phosphonates (adefovir, cidofovir, and tenofovir), which are eliminated
predominantly  into  the  urine  [30-32].  The  dose-limiting  toxicity  for  acyclic  nucleotide
phosphonates is renal failure, particularly for adefovir and cidofovir which may accumu‐
late in the kidney [33, 34]. Patients treated with tenofovir exhibit a lower incidence of renal
dysfunction at doses used to treat HIV compared to adefovir and cidofovir [35, 36]. In vitro
studies showed that cells expressing human OAT1 showed enhanced toxicity to adefovir
and cidofovir [500-fold) compared to cells that do not express OAT1 [37]. Unlike adefovir
and cidofovir,  tenofovir  is  less  nephrotoxic  to  OAT1-expressing cells  [38].  Additional  in
vitro studies  demonstrated that  OAT1 inhibitors  such as  nonsteroidal  anti-inflammatory
drugs, protect OAT1-expressing cells from adefovir- and cidofovir-induced cytotoxicity by
preventing their cellular accumulation [39].

Efflux transporters in the kidney also play a potential role in the safety of a drug by pumping
the drug out of the tubule cell and into the blood or urine (tubular fluid) and preventing the
accumulation of the drug in the tubule cell. For example, the efflux transporters, MRPs, may
be another crucial factor in the renal accumulation of acyclic nucleotide analogs (in addition
to the uptake) and subsequent nephrotoxicity. Interestingly, renal toxicity in patients is
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observed with tenofovir when co-administered with an inhibitor of MRP2, ritonavir [40].
However, tenofovir is also a substrate for MRP4 that may not be inhibited by ritonavir [41,
42]. Other members of the MRP family (MRP5 and 8) may also be involved in the transport of
acyclic nucleotide analogs [43]. Transport of adefovir and cidofovir was not observed in the
membrane vesicles expressing human MRP2 and BCRP; furthermore, transport of adefovir
and tenofovir but not cidofovir was observed only in the membrane vesicles expressing MRP4
[41]. To support these in vitro observations, the kidney accumulation of adefovir and tenofovir
was significantly greater in Mrp4 knockout mice; however, there was no change in the kinetic
parameters of cidofovir in these mice [41].

Another example of the relationship between efflux transporters and renal safety is MATE and
platinum drugs. MATE can effectively mediate the transport of oxaliplatin, but not that of
cisplatin [44]. Interestingly, oxaliplatin is effectively transported into renal proximal tubular
cells by OCT2 but does not accumulate due to MATE-mediated renal extrusion, which may
be the reason that oxaliplatin is much less nephrotoxic than cisplatin. Therefore, the interplay
between renal OCTs and MATEs may influence the pharmacokinetics of platinum compounds
and may critically determine the severity of platinum-associated adverse events [45].

This idea of reducing tubule exposure or even renal tissue half-life and consequently increasing
the safety of drugs is also emphasized by studies investigating differences in renal safety of
bisphophonates. In a rat model, zoledronic acid, but not ibandronate, induces progressive
renal toxicity [46]. Ibandronate has a terminal renal tissue half-life of 24 days [47], whereas the
renal tissue half-life of zoledronic acid (150–200 days) does not allow enough time for repair
of renal damage [48]. Renal excretion is the only route of elimination of bisphosphonates.
Interestingly, studies in rats demonstrated that alendronate is actively secreted by an unchar‐
acterized renal transport system, and not by the anionic or cationic renal transport systems [49].

Understanding the tissue distribution and the substrate specificity for drug transporters can
significantly aid safety assessment. In addition, this increased understanding can support the
development of drugs with improved safety [1, 27] and/or a different route of administration
that avoids distribution to the organ(s) where the compound-induced toxicity occurs. For
example, an aerosolized form of [14C]-cidofovir (dose-limiting toxicity is nephrotoxicity)
administered to mice (via inhalation) results in the prolonged retention of radiolabeled drug
in the lungs (site of initial viral replication) at levels exceeding those in the kidneys [34]. In
contrast, subcutaneous injection produces much higher concentrations of [14C]-cidofovir in the
kidneys compared to the lungs [34]. Possibly in the future, the disposition of drug candidates
may be directed by targeting specific drug transporters in organs like the kidney to signifi‐
cantly improve the renal safety of the drug candidate.

5. Importance of renal transporters in the regulation of homeostasis

Renal transporters regulate disposition of endogenous compounds that control homeostasis
of a physiological system. Therefore, alteration in the activity of renal transporters by drugs
may be a method to treat disease but also unexpected changes to the activity of these trans‐
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drug and metabolite(s) concentrations in plasma, which is the most practical and widely
accepted way of assessing this risk. However, most safety issues are not due to drug plasma
concentration but due to concentration of drug in various organs/tissues.

Sampling plasma and extrapolating this exposure to organs or tissues assumes that 1) con‐
centration of drug in plasma is in equilibrium with concentrations in tissues, 2) changes in
plasma drug concentrations reflect changes in tissue drug concentrations over time, and 3)
distribution of drug and its metabolites are not affected by cells (e.g., drug transporters and
enzymes) that protect many of these tissues [27]. Drug transport into tissues may not be a
passive process and may depend on drug transporters, and thus these assumptions may result
in an inaccurate assessment of target organ exposure to drug and/or metabolites. Even without
a drug being a substrate for a drug transporter, lysosomal trapping of weak bases (e.g., liver
and lung) or accumulation in membranes (e.g., muscle) can occur that can subsequently give
rise to preferential distribution of the drug and its metabolites. For more details, refer to http://
www.intechopen.com/books/toxicity-and-drug-testing/toxicokinetics-and-organ-specific-
toxicity [27].

If the compound enters tubular cells via uptake transporters (e.g. OCT2, OAT1, OAT3), but
not effluxed (into luminal fluid or urine), very high compound concentrations can occur in the
renal cells/tissue. A convincing cause-effect relationship exists between uptake of renal
toxicants via transporters and associated renal toxicity where co-administration of probenecid
(inhibits renal uptake of organic anions) or either cimetidine or imatinib (inhibits renal uptake
of organic cations) may reduce renal toxicity (by limiting uptake). For example, co-adminis‐
tration of cisplatin with imatinib prevents cisplatin-induced renal toxicity by inhibiting influx
via OCT2 [28]. Another example is co-administration of cephaloridine with probenecid lowers
the potential risk of cephaloridine-induced renal toxicity by inhibiting the OAT1-mediated
transport of cephaloridine into the proximal tubule cell [29].

Influx transporter OAT1 (minor contribution by OAT3) is involved in the renal safety of
acyclic nucleotide phosphonates (adefovir, cidofovir, and tenofovir), which are eliminated
predominantly  into  the  urine  [30-32].  The  dose-limiting  toxicity  for  acyclic  nucleotide
phosphonates is renal failure, particularly for adefovir and cidofovir which may accumu‐
late in the kidney [33, 34]. Patients treated with tenofovir exhibit a lower incidence of renal
dysfunction at doses used to treat HIV compared to adefovir and cidofovir [35, 36]. In vitro
studies showed that cells expressing human OAT1 showed enhanced toxicity to adefovir
and cidofovir [500-fold) compared to cells that do not express OAT1 [37]. Unlike adefovir
and cidofovir,  tenofovir  is  less  nephrotoxic  to  OAT1-expressing cells  [38].  Additional  in
vitro studies  demonstrated that  OAT1 inhibitors  such as  nonsteroidal  anti-inflammatory
drugs, protect OAT1-expressing cells from adefovir- and cidofovir-induced cytotoxicity by
preventing their cellular accumulation [39].

Efflux transporters in the kidney also play a potential role in the safety of a drug by pumping
the drug out of the tubule cell and into the blood or urine (tubular fluid) and preventing the
accumulation of the drug in the tubule cell. For example, the efflux transporters, MRPs, may
be another crucial factor in the renal accumulation of acyclic nucleotide analogs (in addition
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administered to mice (via inhalation) results in the prolonged retention of radiolabeled drug
in the lungs (site of initial viral replication) at levels exceeding those in the kidneys [34]. In
contrast, subcutaneous injection produces much higher concentrations of [14C]-cidofovir in the
kidneys compared to the lungs [34]. Possibly in the future, the disposition of drug candidates
may be directed by targeting specific drug transporters in organs like the kidney to signifi‐
cantly improve the renal safety of the drug candidate.

5. Importance of renal transporters in the regulation of homeostasis

Renal transporters regulate disposition of endogenous compounds that control homeostasis
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porters may induce adverse effects. For example, Na+-dependent dicarboxylate transporters
and OATs are involved in the disposition of dicarboxylates which are important regulators of
the renovascular system; therefore, these renal transporters may play an important role in the
maintenance of blood pressure [50]. Another example is the role of renal transporters in the
regulation of serum uric acid levels where renal transporters of uric acid like GLUT9 (SLC2A9)
may be a target for treatment of gout [51].

Recently, renal glucose transport has become a very active target for drug development. The
kidney reabsorbs 99% of the glucose that filters through the renal glomeruli [52]. Approxi‐
mately 90% of the glucose is reabsorbed by the low affinity, high capacity sodium-dependent
glucose cotransporter (SGLT) 2 in the proximal tubules. The remaining glucose is reabsorbed
by the high affinity, low capacity transporter, SGLT1 (expressed in the segment 3 of the
proximal tubule). Co-transport with sodium enables movement of glucose by SGLTs against
a concentration gradient, with the sodium gradient maintained by the Na+/K+ ATPase pump.
Individuals with SGLT2 mutations (e.g., familial renal glucosuria or FRG) have persistent yet
benign renal glucosuria [53]. Similar to the effect observed with FRG, novel drugs are being
developed to reduce glucose reabsorption by inhibiting SGLT2. One such example, dapagli‐
flozin is a selective SGLT2 inhibitor that is being developed for the treatment of type 2 diabetes
mellitus, a disorder characterized by elevated blood glucose [54]. In diabetic rat models,
dapagliflozin has been shown to decrease serum glucose concomitant with glycosuria. Similar
effects have been observed in clinical trials with decreased hemoglobin A1c, fasting plasma
glucose, postprandial glucose, and body weight in patients with type 2 diabetes.

6. Importance of renal drug transporters in the disposition of a classical
biomarker in renal safety assessment

Creatinine is a breakdown product of creatine phosphate in muscle that is cleared by glomer‐
ular filtration and tubular secretion, and is routinely used as a diagnostic biomarker of renal
function. For example, sCr can be used to estimate creatinine clearance which is then used to
calculate glomerular filtration rate (GFR). Generally, a doubling of sCr suggests a 50%
reduction in GFR.

Yet, sCr measurement as an indicator of compound-induced renal toxicity is often unreliable
as sCr levels can be altered by changes in the levels of muscle mass and/or dietary protein. For
example, sCr levels are often less reliable for detecting impaired GFR in the elderly, females,
those with chronic illness associated with muscle wasting, African Americans, amputees, and
vegans; various equations can be used to adjust for some of these factors to obtain a more
reliable estimation of GFR [55, 56].

Creatinine is actively secreted by organic cation transporters including OCT2 and MATE
which results in an overestimation of GFR by up to 40% [57-60]. For example, a drug that
inhibits OCT2 can cause an increase in sCr levels independent of renal impairment [61].
Increased sCr levels in such cases typically stabilize over time and are not considered clinically
relevant.
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sCr increases due to OCT2 and MATE inhibition show a characteristic temporal pattern. When
a drug is administered over several days, creatinine levels increase quickly, reach a plateau,
and return to baseline levels shortly after drug discontinuation. This pattern is illustrated in
the following case example from a clinical study with Compound A (Fig. 3). Subjects were
administered placebo or one of three dose levels of Compound A daily for 2 weeks. sCr levels
were unchanged for the placebo group, but mild, dose-dependent increases were observed for
subjects receiving Compound A. Increases were observed at the first post-treatment time point,
and increased levels were maintained during the 2-week treatment period. sCr levels de‐
creased once treatment was discontinued. In nonclinical studies (rat and monkey) with
Compound A, there was no evidence of renal injury associated with sCr increases even when
elevated sCr levels were maintained for durations as long as 9 months. The time course and
magnitude of the sCr changes observed with Compound A are consistent with transporter
inhibition and have been observed for marketed drugs, such as cimetidine and trimethoprim.
For cimetidine, maximum inhibition of sCr secretion occurs within 24 hours after administra‐
tion and sCr levels return to baseline several days after discontinuation of dosing [62].

Figure 3. Temporal pattern of sCr changes in human subjects following 14 days oral administration of Compound A.

A proposed strategy for investigating increased sCr levels when inhibition of renal transport‐
er(s) is suspected is provided in Fig. 4. First, GFR should be determined with an alternative
method (e.g., measurement of serum levels of cystatin C) to rule out renal impairment as a
cause for the creatinine increase. Serum cystatin C is a more accurate biomarker for GFR
estimation because it is filtered in the glomeruli, but not secreted by renal transporters [55].
Other methods such as inulin [63] or radioisotopes also are available, but are impractical
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which results in an overestimation of GFR by up to 40% [57-60]. For example, a drug that
inhibits OCT2 can cause an increase in sCr levels independent of renal impairment [61].
Increased sCr levels in such cases typically stabilize over time and are not considered clinically
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A proposed strategy for investigating increased sCr levels when inhibition of renal transport‐
er(s) is suspected is provided in Fig. 4. First, GFR should be determined with an alternative
method (e.g., measurement of serum levels of cystatin C) to rule out renal impairment as a
cause for the creatinine increase. Serum cystatin C is a more accurate biomarker for GFR
estimation because it is filtered in the glomeruli, but not secreted by renal transporters [55].
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clinically as these methods can be costly and time-consuming and may delay clinical inter‐
vention. If the GFR measured with an alternative method remains suppressed, potential renal
injury can be investigated with various biomarkers (see Section 7). If GFR is not affected, then
OCT2 or MATE inhibition can be explored with an in vitro study. An IC50 in the range of
clinically relevant concentrations would support inhibition of renal transporters as the
mechanism for the sCr increase. Other mechanisms such as changes in sCr production (e.g.,
diet, disease status) would need to be explored if the sCr increase is not explained by inhibition
of renal transporters.

Figure 4. Strategy to investigate involvement of renal transporters in sCr changes.

Compound A was investigated with the described strategy (Fig. 4). Although sCr was
increased, GFR was not affected when calculated with serum cystatin C. Compound A was
then tested for OCT2 inhibition and shown to inhibit metformin uptake into CHO cells
expressing OCT2 in a concentration-dependent manner (Fig. 5). Concentrations of Compound
A were similar between the in vitro inhibition profile and human plasma concentrations where
sCr increases were observed. Based on these data, Compound A was considered to increase
sCr levels by inhibiting tubular secretion of creatinine via OCT2.

Similar to OCT2, elevation of sCr by a drug can also occur with the inhibition of MATE
transporters. For example, pyrimethamine, a potent inhibitor of MATE transporters and a
weak inhibitor of OCT2 [64], increased sCr within 28 h from 81 +/- 14 to 102 +/- 16 μM (P =
0.002) in the healthy volunteers [65]. Therefore, inhibition of MATE transporters should also
be considered to be a potential mechanism when increased levels of sCr are clinically-
associated with drug administration.
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7. Importance of biomarkers in renal safety assessment

While the aforementioned examples in this chapter show that concentrations of drug and/or
metabolites in tissues provide greater predictivity for toxicity compared to plasma, routine
tissue sampling is not generally feasible in clinical safety assessments. Biomarkers are impor‐
tant tools in renal safety assessment because they can provide early and non-invasive indica‐
tion of compound-induced toxicities. Regulatory agencies (i.e., United States Food & Drug
Administration, FDA; European Medicines Agency, EMA and/or Japanese Pharmaceuticals &
Medical Devices Agency, PMDA) have recognized the need for novel, qualified, translational
renal biomarkers [66-68]. Traditional renal biomarkers, sCr and BUN, used in both preclinical
and clinical settings lack both specificity and sensitivity. For example, increases in sCr and
BUN levels may reflect alteration in GFR that can occur with or without renal tubular pathol‐
ogy and increases in sCr and BUN are measureable 2-3 days after significant loss of renal
function because the kidney has a huge functional reserve [69, 70]. Increased sCr may be
predictive of kidney injury only when nearly half of the functional nephron capacity has been
lost and the kidneys are unable to regulate fluid and electrolyte homeostasis [71]. sCr may also
be elevated due to physiologic states unrelated to compound-induced nephrotoxicity such as
dehydration and muscle damage [68, 72].

To date, eight urinary rat renal biomarkers have been qualified by the Critical Path Institute’s
Predictive Safety Testing Consortium (PSTC), Nephrotoxicity Working Group [66, 67] and the
International Life Sciences Institute-Health and Environmental Safety Institute (ILSI-HESI),
Biomarkers of Nephrotoxicity Project Group [68] for monitoring compound-induced, pro‐
gressive renal injury in rats. The qualified rat renal biomarkers include urinary markers: kidney
injury molecule-1 (KIM-1), albumin, total protein, ß2-microalbumin, cystatin C, clusterin,
trefoil factor-3 (TFF-3) and renal papillary antigen-1 (RPA-1). These novel biomarkers are
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clinically as these methods can be costly and time-consuming and may delay clinical inter‐
vention. If the GFR measured with an alternative method remains suppressed, potential renal
injury can be investigated with various biomarkers (see Section 7). If GFR is not affected, then
OCT2 or MATE inhibition can be explored with an in vitro study. An IC50 in the range of
clinically relevant concentrations would support inhibition of renal transporters as the
mechanism for the sCr increase. Other mechanisms such as changes in sCr production (e.g.,
diet, disease status) would need to be explored if the sCr increase is not explained by inhibition
of renal transporters.
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then tested for OCT2 inhibition and shown to inhibit metformin uptake into CHO cells
expressing OCT2 in a concentration-dependent manner (Fig. 5). Concentrations of Compound
A were similar between the in vitro inhibition profile and human plasma concentrations where
sCr increases were observed. Based on these data, Compound A was considered to increase
sCr levels by inhibiting tubular secretion of creatinine via OCT2.

Similar to OCT2, elevation of sCr by a drug can also occur with the inhibition of MATE
transporters. For example, pyrimethamine, a potent inhibitor of MATE transporters and a
weak inhibitor of OCT2 [64], increased sCr within 28 h from 81 +/- 14 to 102 +/- 16 μM (P =
0.002) in the healthy volunteers [65]. Therefore, inhibition of MATE transporters should also
be considered to be a potential mechanism when increased levels of sCr are clinically-
associated with drug administration.
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tissue sampling is not generally feasible in clinical safety assessments. Biomarkers are impor‐
tant tools in renal safety assessment because they can provide early and non-invasive indica‐
tion of compound-induced toxicities. Regulatory agencies (i.e., United States Food & Drug
Administration, FDA; European Medicines Agency, EMA and/or Japanese Pharmaceuticals &
Medical Devices Agency, PMDA) have recognized the need for novel, qualified, translational
renal biomarkers [66-68]. Traditional renal biomarkers, sCr and BUN, used in both preclinical
and clinical settings lack both specificity and sensitivity. For example, increases in sCr and
BUN levels may reflect alteration in GFR that can occur with or without renal tubular pathol‐
ogy and increases in sCr and BUN are measureable 2-3 days after significant loss of renal
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highly sensitive, specific (show differential expression patterns within nephron segments), and
add to the diagnostic values of sCr and BUN.

The utility of these qualified rat urinary renal biomarkers include monitoring renal function,
tissue injury response and tissue leakage [72].  Functional  renal  biomarkers  are  used for
monitoring  changes  in  renal  physiology,  GFR  and/or  tubular  reabsorption  and  include
urinary total  protein [73-77],  albumin [75,  78,  79],  ß2-microalbumin [80],  and cystatin C.
High levels of proteins in urine (proteinuria) indicate progressive loss of renal function and
alterations  of  the  glomerular  filtration  barrier  such  as  damage  to  the  glomerular  podo‐
cytes or leakage of plasma proteins into the filtrate. Urinary albumin is synthesized in the
liver,  circulates  in  systemic  blood vessels,  and is  a  major  high molecular  weight  serum
protein larger  than the  pores  of  the  glomerular  filter.  Albumin is  normally  filtered and
absorbed by proximal tubule epithelium, degraded, and reutilized or excreted into the urine;
therefore,  the  appearance  of  albumin in  urine  represents  injury  to  the  glomerular  base‐
ment membrane [72]. Glomerular injury with subsequent impairment of tubular reabsorp‐
tion may be detected by urinary levels of ß2-microalbumin and cystatin C; which appear
to  be  more  reliable  than  traditional  renal  biomarkers,  sCr  and BUN [67].  The  gene  for
cystatin C is expressed in all nucleated cells and bears the characteristics of a housekeep‐
ing gene; therefore, cystatin C production rate is assumed to remain constant, a character‐
istic  which  lends  to  its  utility  in  the  clinic  as  an  endogenous  marker  of  GFR  [80].  ß2-
microalbumin is produced by mononulear cells which limits use as a GFR marker.

Urinary total protein, urinary albumin, urinary ß2-microalbumin and urinary cystatin C are
qualified for use in GLP rat studies to assess potential glomerular changes and/or impaired
tubular reabsorption [67]. When compound-induced tubular injury or glomerular alterations
have been identified in rat studies, urinary total protein, urinary albumin, urinary β2-
microglobulin and urinary cystatin C can be used as bridging biomarkers to monitor kidney
safety in clinical settings.

Renal tissue injury response biomarkers that have been qualified for monitoring compound-
induced renal injury in the rat include urinary KIM-1, urinary clusterin, urinary RPA-1 and
urinary TFF-3. Urinary KIM-1, also referred to as T-cell immunoglobulin mucin-1 (TIM-1) or
hepatitis A virus cellular receptor-1 (HAVCR-1) is expressed primarily but not exclusively in
proximal tubular epithelial cells and lymphocytes [81, 82]. KIM-1 mRNA and subsequently
KIM-1 protein is expressed during de-differentiation of proximal tubular epithelial cells.
KIM-1 has been reported to function as a receptor in the phagocytosis of apoptotic tubule
epithelial cells [82]. When KIM-1 protein is cleaved, the ectodomain is shed into the urine and
is stable at room temperature for several hours. KIM-1 has specificity and sensitivity for use
as a urinary biomarker to monitor compound-induced proximal tubular injury in rats. Similar
KIM-1 characteristics observed in the rat have been demonstrated in humans; and the cleaved
ectodomain of KIM-1 can be detected in the urine of patients with acute tubular necrosis;
therefore, urinary KIM-1 is also considered qualified as a clinical bridging biomarker to
monitor kidney safety in clinical studies on a “case-by-case” basis following the identification
of tubular injury in rats [82].
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Early detection and sensitivity of urinary KIM-1 as a biomarker of renal tubular injury were
demonstrated with a model of cisplatin-induced acute kidney injury (AKI) in male Sprague
Dawley rats treated for 1, 3, 5, 7, or 14 days at 1 mg/kg/day [83]. As early as 1 day after cisplatin
treatment, positive KIM-1 immunostaining, observed in the outer medulla of the kidney,
indicated the onset of proximal tubular injury in the absence of functional changes. After 3
days of treatment, KIM-1 protein levels in urine increased more than 20-fold concurrently with
tubular basophilia. After 5 days, sCr and BUN levels were elevated concurrently with tubular
degeneration. Cisplatin-induced increases in urinary and renal KIM-1 protein levels were
detected prior to changes in BUN, demonstrating the sensitivity of KIM-1 as a diagnostic tool
for detection of compound-induced proximal tubular injury in rats.

In another study in male Beagle dogs, KIM-1 was identified as a renal tissue injury response
marker (author’s unpublished data). Animals were intravenously administered cisplatin [0.75
mg/kg/day for up to 5 days) and humanely euthanized when sCr levels were ≥1.9 mg/dL,
indicating significant loss of GFR. AKI was histologically characterized by tubule dilatation,
vacuolization, degeneration, regeneration, and interstitial inflammation. Increased sCr was
not observed until approximately day 16 (Fig. 6], while increased urinary KIM-1 mRNA levels
were detected as early as Day 2 and were highly predictive of cisplatin-induced renal tissue
injury. KIM-1 protein expression was detected in the injured proximal tubular epithelial cells
(degenerated, vacuolized and dilated tubules) or regenerated proximal tubular epithelial cells
(tubular basophilia), primarily in the S2 segment correlated with histomorphologic changes
(Fig. 7). Neither urinary KIM-1 mRNA by quantitative polymerase chain reaction analysis nor
renal KIM-1 protein expression with immunostaining in canines with compound-induced AKI
has been previously reported.

Another renal injury biomarker, clusterin, exists as a secreted isoform or a nuclear isoform,
although only the 80 kDa glycosylated secreted isoform is constitutively expressed during
early stages of renal development and later in response to injury to proximal and distal tubules,
papillae, glomeruli, and collecting ducts [72, 81, 84, 85]. Secreted clusterin is believed to be
anti-apoptotic, and involved in lipid recycling, cell aggregation and cell attachment. Urinary
clusterin levels correlate with the severity of tubular damage [84]. In male Wistar rats, clusterin
mRNA was markedly induced and immunostaining demonstrated clusterin primarily in
tubules in the cortex and medulla following administration of puromycin aminonucleoside
(15 mg/100 g body weight, subcutaneously). Clusterin may differentiate between glomerular
and tubular injuries [84]. In a model of cisplatin-induced AKI in male Sprague Dawley rats,
urinary clusterin measurements were detected prior to changes in BUN [83]. Positive clusterin
immunostaining accurately correlated with the histopathologic findings. Urinary clusterin has
not been approved for clinical use [82].

Induction of RPA-1 expression correlates with immunoreactivity of inducible nitric oxide
synthase (iNOS) and nitrotyrosine. Thus, RPA-1 is believed to be increased in the cytoplasm
of intact cells of the collecting duct epithelium and proximal tubule epithelium following
compound-induced injury to nephron segments as a result of iNOS-dependent signal trans‐
duction pathways [72, 86]. Rat renal RPA-1 is highly expressed in the epithelial cells in
medullary (papilla) and cortical collecting ducts and in the medullary loop of Henle. In the rat,
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Figure 6. sCr and urinary KIM-1 (uKIM-1] mRNA measurements in dogs with cisplatin-induced AKI. (A) sCr increased
significantly in one dog on day 16. (B) Relative quantification of uKIM-1 mRNA levels in dogs with cisplatin-induced
AKI. Data are means ± SEM; a indicates P<0.001, b indicates P<0.01, and c and * indicate P<0.05 relative to predose
(Pre) values.
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urinary RPA-1 is the qualified diagnostic marker of choice for monitoring compound-induced
progressive renal papillary necrosis [50] and recovery [72]. TFF-3 is expressed in tubules of the
outer stripe of the outer medulla; urinary TFF3 protein levels are markedly reduced in response
to renal tubular injury [79]; however, TFF-3 may not outperform BUN and/or sCr to detect
kidney injury in rats [79]. Neither urinary RPA-1 nor urinary TFF-3 [79] has been qualified for
clinical use to date.

Tissue leakage markers: glutathione-S-transferase alpha (α-GST), glutathione-S-transferase-
mu (mu-GST/GSTYb1), and N-acetyl-β-D-glucosaminidase (NAG) are released from cells
upon structural damage to proximal tubular epithelium (rat α-GST) and distal tubular
epithelium (rat mu-GST) and reflect primarily tubular cell necrosis in various animal models
[83, 87, 88] and humans [89] where compound induced kidney injury was evident. Yet, α-GST,
mu-GST, and NAG have not been qualified; and their translational characteristics have not
been well defined to date.

In conclusion, the importance of biomarkers in renal safety assessment have been described
with emphasis on those biomarkers that have been qualified in rats and on a case-by-case basis

Figure 7. Representative hematoxylin and eosin-staining in a cisplatin-treated dog indicating tubular degeneration in
proximal tubules (c); representative cytoplasmic renal KIM-1 immunostaining in S2 segment proximal tubular epithe‐
lial cells (a, b and d).
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in the clinical setting [67]. Other potentially translational biomarkers of kidney injury have been
reported and are under consideration for qualification [90-92]. In addition, biomarkers specific
to a condition or disease are available. For example, erythropoietin (EPO) which is produced
primarily by fibroblast-like cortical interstitial cells in the kidney and functions to prevent
apoptosis of early erythroid precursor cells can be used as a biomarker for various conditions
of anemia [93], secondary forms of polycythemia [94], and abuse of erythropoiesis-stimulat‐
ing agents by athletes [95]. Another example is ferritin, a ubiquitous intracellular protein that
functions to store iron in a non-toxic form [96]. Serum ferritin levels correlate with total body
iron stores and is often used along with other iron tests as a biomarker for determination of
endogenous iron stores to aid diagnosis of disease including but not limited to iron deficien‐
cy anemia and acute renal failure [97] in patients with nephrohotic proteinuria likely due to
non-specific hepatic protein synthesis to compensate for loss of iron-binding transferrin [98].

8. Conclusions

Increased understanding of the effect of renal transporters on the distribution of a drug will
enhance safety assessment. Limiting the accumulation and/or distribution of a compound to
the kidney through selective interaction with renal transporters will potentially identify safer
drugs. Renal transporters also can be exploited as potential targets for therapeutic agents by
affecting the disposition of endogenous substrates. In the case of sCr, potential inhibition of
renal transporters can limit its utility as a safety biomarker. Whereas data are available for the
relationship between 8 qualified biomarkers that outperform sCr and/or BUN in monitoring
compound-induced renal injury in rats, the translation from rats to humans is limited by the
availability of qualified human biomarkers. Efforts are in progress to further assess the
translatability of urinary biomarkers in higher species including canines, non-human primates
and humans.
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1. Introduction

Growing evidence supports an active role for deregulated macroautophagy (autophagic stress)
in neuronal cell death and neurodegenerative diseases, as Parkinson’s disease (PD). The exact
etiology of PD is currently unknown, but it seems clear that its pathogenesis is a multifactorial
process. The detection of genetic alterations may be useful as a biomarker of early molecular
diagnosis, but it is also important to know and identify changes at the molecular level, more
frequent in cases of Parkinsonism. In this sense, the phenomenon of autophagic cell death,
described in the normal nervous system, could be the result of a pathological process, such as
those related to neurodegenerative diseases. Autophagy is an intracellular catabolic mecha‐
nism mediated by lysosomes, which is responsible for most of the degradation and recycling
of cytoplasmic components and intracellular organelles dysfunctional or damaged. For a long
time, it is unknown why the aggregation of proteins and developmental neurotoxicity are
given in a later period of life, even in familial forms of the disease, where the mutant protein
is present throughout life in the individual. It has been shown that genetic ablation of autoph‐
agy induces neurodegeneration and accumulation of ubiquitinated proteins. In addition, some
genetic mutations that cause neurodegenerative diseases directly affect proteolytic systems
responsible for the degradation of the mutant protein. In this paper, we analyze the possible
neuroprotective role that autophagy-inducing substances can have on the mechanism and
development of PD.
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2. Contents

2.1. The role of autophagy in PD – Importance of oxidative stress

PD is  a  progressive  neurodegenerative  disorder  characterized by slow movements  (bra‐
dykinesia), poverty of movements (hypokinesia), resting tremor and rigidity. PD is char‐
acterized pathologically by the loss of  dopaminergic neurons in the substantia  nigra pars
compacta  and  the  presence  of  Lewy bodies  (LB),  which  are  intra-cytoplasmic  inclusions
containing high levels  of  alpha-synuclein protein.  Combined with the ubiquitous alpha-
synuclein aggregates in PD brains the finding of mutations and multiplications of the al‐
pha-synuclein gene in familial  forms of PD add to the importance of alpha-synuclein to
PD pathology.  Recent  observations  have  suggested  that  alpha-synuclein  can  be  directly
transmitted  from  pathological  affected  neurons  to  healthy  unaffected  neurons.  This  is
consistent with the Braak staging of PD pathology which suggests there is a progression
of LB pathology from the brainstem to the cortex consistent with the pathological propa‐
gation along specific neural pathways. The release of alpha-synuclein from cells and the
transfer of an aggregated form of alpha-synuclein to neighboring cells have been demon‐
strated  in  vitro  and  in  vivo  and  is  potentially  an  important  step  in  the  progression  of
PD pathology. While these processes are poorly understood, exosomes have been associ‐
ated with the release and transfer of  prion protein via a novel processing pathway that
involves the N-terminal modification of PrP and selection of distinct PrP glycoforms for
incorporation into these vesicles and there is  increasing evidence that alpha-synuclein is
also  released  from  cells  in  exosomes.  Lysosomal  dysfunction  increases  alpha-synuclein
release and transmission mediated by exosomes in cell models.

While the primary cause of PD in the majority of patients is not known, the number of genetic
causes and risk factors are gradually increasing and are beginning to highlight important
pathogenetic pathways. The role of mitochondrial dysfunction in PD is supported by the ability
of the mitochondrial toxins MPTP (1-methyl-4-phenylpyridinium) and rotenone to target the
dopaminergic neurons and more recently by PTEN-induced kinase 1 (PINK1) and parkin,
which are mutated in PD and have a role in regulating mitochondrial integrity. Oxidative stress
and damage are important observations in PD brains and are common observations in various
genetic and toxin models of PD. Protein turnover pathways have been implicated in PD, ini‐
tially involving the proteasomal system and more recently autophagy and the lysosomal path‐
ways. The G2019S mutation of leucine-rich repeat kinase 2 (LRRK2) is a relatively common
cause of PD, and recessive mutations of the lysosomal enzyme glucocerebrosidase-1 (GBA-1)
have recently been identified as one of the most important genetic risk factors for PD although
the disease mechanisms have not yet been elucidated.

Autophagy is a catabolic pathway for destruction and turnover of long-live proteins and or‐
ganelles in lysosomes. Autophagy contributes to degradation of damaged long-live proteins
and organelles and the normal turn-over of these components, moreover is up-regulated in
response to external stressors as starvation and oxidative stress. In mammalian cells autophagy
comprises three separate pathways: macroautophagy, microautophagy and chaperone-medi‐
ated autophagy (CMA).
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Macroautophagy involves the de novo formation of double membrane vacuoles, autophago‐
somes originated from mitochondria and/or plasma membrane. Autophagosomes fuse with
lysosomes to deliver cytoplasmic contents including misfolded or aggregated proteins and
organelles for digestion and recycling of amino acids. Macroautophagy is regulated at molec‐
ular level by proteins of the Atg family, which form dynamic complexes involved in the as‐
sembly, docking and degradation of the autophagosome. The serine/threonine kinase mTOR
(mammalian target of rapamicyn) is a key mediator of macroautophagy upregulation under
starvation, this protein regulates cell cycle progression, protein synthesis and cell growth. Ac‐
tivated mTOR promotes protein synthesis and inhibits catabolism by decreasing macroau‐
tophagy in a mechanism mediated by Atg13 phosphorylation that modulates Atg1 activity.
During starvation mTOR is inactivated resulting in hypophosphorylation of Atg13 and stim‐
ulation of Atg1-Atg13 complexes required for induction of autophagy.

Microautophagy involves lysosomal pinocytosis of cytoplasmic contents and is involved in
the turnover of long half-life cytosolic proteins. However, the underlying process is poorly
understood in mammalian cells.

It is important to note that both macro and microautophagy are highly conserved process that
occurs in same manner in all cells. In this sense most of the knowledge of autophagy was first
described in yeast.

CMA  is  a  selective  autophagic  pathway  dependent  upon  the  protein  chaperone  hsc70
and its  binding to LAMP-2A (Lysosomal-associated membrane protein 2A),  a  lysosomal
surface  receptor.  A highly specific  subset  of  cytosolic  proteins  with a  KFREQ motif  are
recognized by the hsc70 chaperone and internalized for degradation by Lysosomal-associ‐
ated membrane protein 2A LAMP-2A lysosomal membrane receptors. The substrate pro‐
tein is  unfolded by the complex and is  translocated to the lysosome with the help of  a
lysosomal chaperone (lys-hsc70).

Recent reports identified a increase in autophagic vacuoles, decrease in macroautophagy and
CMA proteins in PD brain areas affected by the neurodegenerative process, which might have
a direct impact in alpha-synuclein levels as this protein in degraded in lysosomes mainly by
CMA. The increase cytosolic alpha-synuclein levels favours the modification of alpha-synu‐
clein and formation of oligomers, fibrils and aggregates. Indeed, CMA is important in the
removal of oxidized and altered proteins during conditions of mild oxidative stress, and
blockage of CMA resulted in increased intracellular levels of oxidized and aggregate proteins.
Conversely the pathological environment in PD may lead to alpha-synuclein post-translational
modifications (e.g. nitration, oxidation, dopamine adducts), or oligomeric or fibrilar forma‐
tions which may not be degraded by CMA and may even inhibit CMA promoting aggregation.
Moreover, mutations in PINK1 and parkin proteins, associated with PD, affect the remove of
damaged mitochondria by lysosomes (mitophagy). Finally, other genetic mutations associated
with PD, as ATP13A2 and LRRK2, affect autophagy and lysosomal function, reinforcing the
involvement of autophagic function in PD.

Several studies described an increase in markers related with oxidative stress as protein ni‐
tration and lipid peroxidation in LB. Additional findings described a decrease in several de‐
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and organelles and the normal turn-over of these components, moreover is up-regulated in
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comprises three separate pathways: macroautophagy, microautophagy and chaperone-medi‐
ated autophagy (CMA).
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Macroautophagy involves the de novo formation of double membrane vacuoles, autophago‐
somes originated from mitochondria and/or plasma membrane. Autophagosomes fuse with
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organelles for digestion and recycling of amino acids. Macroautophagy is regulated at molec‐
ular level by proteins of the Atg family, which form dynamic complexes involved in the as‐
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(mammalian target of rapamicyn) is a key mediator of macroautophagy upregulation under
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Microautophagy involves lysosomal pinocytosis of cytoplasmic contents and is involved in
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CMA  is  a  selective  autophagic  pathway  dependent  upon  the  protein  chaperone  hsc70
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ated membrane protein 2A LAMP-2A lysosomal membrane receptors. The substrate pro‐
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a direct impact in alpha-synuclein levels as this protein in degraded in lysosomes mainly by
CMA. The increase cytosolic alpha-synuclein levels favours the modification of alpha-synu‐
clein and formation of oligomers, fibrils and aggregates. Indeed, CMA is important in the
removal of oxidized and altered proteins during conditions of mild oxidative stress, and
blockage of CMA resulted in increased intracellular levels of oxidized and aggregate proteins.
Conversely the pathological environment in PD may lead to alpha-synuclein post-translational
modifications (e.g. nitration, oxidation, dopamine adducts), or oligomeric or fibrilar forma‐
tions which may not be degraded by CMA and may even inhibit CMA promoting aggregation.
Moreover, mutations in PINK1 and parkin proteins, associated with PD, affect the remove of
damaged mitochondria by lysosomes (mitophagy). Finally, other genetic mutations associated
with PD, as ATP13A2 and LRRK2, affect autophagy and lysosomal function, reinforcing the
involvement of autophagic function in PD.

Several studies described an increase in markers related with oxidative stress as protein ni‐
tration and lipid peroxidation in LB. Additional findings described a decrease in several de‐
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fense antioxidant molecules in PD including the thiol-reducing agent glutathione (GSH) and
the glutathione peroxidase activity. This increase in reactive oxygen species (ROS) levels in‐
volves an increased oxidized alteration of proteins as alpha-synuclein resulting in increasing
protein misfolding and impaired degradation, which might cause the accumulation of toxic
soluble oligomers or insoluble aggregates.

Mitochondria are the main source of ROS involved in oxidative stress and its role in PD is
highlighted by the toxic animal models (MPTP, 6-hydroxydopamine (6-OHDA), rotenone) and
the mutation in PINK1, parkin and DJ-1, involved in mitochondrial function and turnover, is
related with early onset PD. When oxidative processes clearly contribute to the pathology and
progression of PD the initiation of this cascade is probably secondary to other causes.

2.2. Toxic stress inducers related to PD

MPTP. In the early 1980s, a group of young drug abusers from Northern California developed
a parkinsonian syndrome clinically indistinguishable from PD caused by the intravenous in‐
jection of a synthetic analog of demerol. Chemical analysis of this synthetic drug showed that
it contained around 3% of MPTP. Post-mortem investigations clearly confirm the lesion of the
substantia nigra MPTP was thus considered as a powerful drug to induce nigral degeneration
both rodent and primate models of PD. Since that time, a number of environmental toxicants
have been associated with PD etiology including metals, solvents, and pesticides. Epidemio‐
logic and toxicological studies suggest a consistent correlation between pesticide exposure and
PD. MPTP is a lipophilic toxin that rapidly crosses the blood-brain barrier. Inside the brain,
MPTP is oxidized to an unstable intermediary 1-methyl-4-phenyl-2,3-dihydroxipyridinium
(MPDP+) via the action of monoamine oxidase B (MAO-B). MPDP then undergoes spontaneous
oxidation to the active toxic 1-methyl-4-phenylpiridinium (MPP+). Following its release into
the extracellular space, MPP+ is taken up by the dopamine transporter (DAT), the amino acid
transporter cationic or glutamate transporter. Once inside the cell, cytoplasmatic MPP+ can
trigger the production of ROS, which may contribute to its overall neurotoxicity. However,
the majority of MPP+ is transported into the mitochondria of dopaminergic neurons, where it
disrupts oxidative phosphorylation by inhibiting complex I activity. The inhibition of mito‐
chondrial electron transport chain causes an acute ATP deficiency, loss of mitochondrial mem‐
brane potential, alterations of intracellular calcium levels and increase ROS production,
particularly superoxide. Finally, MPP+ induces the activation of cell death signaling pathways
such as c-jun N-terminal kinase (JNK), p38 mitogen activated kinase and Bax Moreover MPTP
interact with familial PD gene products. It has reported that MPTP triggers an upregulation
of alpha-synuclein and is accompanied by PD-like modifications of alpha-synuclein, including
its aggregation, nitration and phosphorylation and modifies parkin solubility causing Parkin
aggregation.

Rotenone. Rotenone is an non mutagenic active agent of many pesticides and a well-character‐
ized, high affinity specific inhibitor of complex I of the mitochondrial respiratory chain which
emerged in the 90’s as a potential parkinsonian environmental toxin. Because it is highly lip‐
ophilic, it crosses biological membranes easily and apparently independent of specific trans‐
port system (unlike MPP+), and it gets into the brain very quickly, where accumulates within
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mitochondria and inhibits complex I. Despite this complex I inhibition, rotenone caused se‐
lective degeneration of the nigrostriatal dopaminergic pathway, selective striatal oxidative
damage, and formation of ubiquitin- and alpha-synuclein positive inclusions in nigral cells,
which were similar to the LB of PD. Furthermore, rotenone activates both mitochondrial and
endoplasmic dependent caspases that induces apoptosis. Additionally, increased oxidative
stress, ubiquitin accumulation, proteasomal inhibition and inflammation, all have been ob‐
served in response to rotenone exposure. Rotenone has also been reported to induce caspase
independent cell death, accumulation of alpha-synuclein, parkin aggregation and oxidation
mitochondrial of thioredoxin. Rotenone and MPTP share the same principle mechanism of
action and their toxic effects are quite similar. The toxicity of both compounds is linked with
glial cell activation. Microglial activation is exhibited in the rotenone rat model of Parkinson‐
ism, occurring prior to evidence of dopaminergic cell loss.

6-OHDA. 6-OHDA was the first chemical compound discovered with specific neurotoxic ef‐
fects on catecholaminergic pathways. 6-OHDA is one of the most common neurotoxins used
to experimentally model nigral degeneration in vitro as well as in vivo. 6-OHDA is a hydrox‐
ylate analogue of the natural dopamine that induces degeneration of dopaminergic neurons
in the nigrostriatal tract and is commonly used to model dopaminergic degeneration both in
vitro and in vivo. 6-OHDA is taken up into dopaminergic neurons via the dopamine transporter
although it shows high affinity for the noradrenaline transporter. Consequently, 6-OHDA can
produce specific degeneration of catecholaminergic neurons. Interestingly, 6-OHDA can be
formed from dopamine by non-enzymatic hydroxylation in presence of Fe2+ and H2O2. The
mechanism of action of 6-OHDA is related to its pro-oxidant properties. Once in the neuron,
6-OHDA accumulates in the cytosol and readily oxidizes to form ROS, mostly hydrogen per‐
oxide and paraquinone to reduce striatal levels of antioxidant enzymes and to elevate levels
of iron in the system nervous. As an additional mechanism, 6-OHDA can accumulate in the
mitochondria where interacts directly with complexes I and IV of the mitochondrial respira‐
tory chain causing respiratory inhibition and oxidative stress. Moreover, oxidized proteins by
6-OHDA induce ER stress and upregulation of the unfolded protein response (UPR), which
regulates protein translation, protein folding and protein degradation. Like dopamine and
other related compounds, 6-OHDA can be metabolized by monoamine oxidase to generate
ROS. However, pretreatment with MAO inhibitors enhances the toxicity of 6-OHDA, offering
evidence against the contributions of MAO-dependent ROS sources in the neurotoxic process.
The 6-OHDA model has been extensively used ever since and is still the most widely used tool
for replicating a PD-like loss of dopaminergic neurons in the substantia nigra pars compacta.

Paraquat. The potent herbicide paraquat (PQ, N,N’-dimethyl-1,4,4’-bipiridinium) was first
identified as a prototypic non mutagenic neurotoxin due to shares structural similarities to
MPP+, the active metabolite of MPTP. PQ is highly effective, fast-acting and non-selective her‐
bicide widely used herbicide in the world. PQ has been banned or restricted by Environmental
Protection Agency (EPA) in some countries (United States and European Union) but it still
widely used in developing countries. Because of its use as a pesticide, the possibility that this
herbicide could be an environmental contributor to the etiology of PD has received a great deal
attention. Furthermore, epidemiological studies have suggested an increased incidence of PD
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both rodent and primate models of PD. Since that time, a number of environmental toxicants
have been associated with PD etiology including metals, solvents, and pesticides. Epidemio‐
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brane potential, alterations of intracellular calcium levels and increase ROS production,
particularly superoxide. Finally, MPP+ induces the activation of cell death signaling pathways
such as c-jun N-terminal kinase (JNK), p38 mitogen activated kinase and Bax Moreover MPTP
interact with familial PD gene products. It has reported that MPTP triggers an upregulation
of alpha-synuclein and is accompanied by PD-like modifications of alpha-synuclein, including
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Rotenone. Rotenone is an non mutagenic active agent of many pesticides and a well-character‐
ized, high affinity specific inhibitor of complex I of the mitochondrial respiratory chain which
emerged in the 90’s as a potential parkinsonian environmental toxin. Because it is highly lip‐
ophilic, it crosses biological membranes easily and apparently independent of specific trans‐
port system (unlike MPP+), and it gets into the brain very quickly, where accumulates within
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mitochondria and inhibits complex I. Despite this complex I inhibition, rotenone caused se‐
lective degeneration of the nigrostriatal dopaminergic pathway, selective striatal oxidative
damage, and formation of ubiquitin- and alpha-synuclein positive inclusions in nigral cells,
which were similar to the LB of PD. Furthermore, rotenone activates both mitochondrial and
endoplasmic dependent caspases that induces apoptosis. Additionally, increased oxidative
stress, ubiquitin accumulation, proteasomal inhibition and inflammation, all have been ob‐
served in response to rotenone exposure. Rotenone has also been reported to induce caspase
independent cell death, accumulation of alpha-synuclein, parkin aggregation and oxidation
mitochondrial of thioredoxin. Rotenone and MPTP share the same principle mechanism of
action and their toxic effects are quite similar. The toxicity of both compounds is linked with
glial cell activation. Microglial activation is exhibited in the rotenone rat model of Parkinson‐
ism, occurring prior to evidence of dopaminergic cell loss.

6-OHDA. 6-OHDA was the first chemical compound discovered with specific neurotoxic ef‐
fects on catecholaminergic pathways. 6-OHDA is one of the most common neurotoxins used
to experimentally model nigral degeneration in vitro as well as in vivo. 6-OHDA is a hydrox‐
ylate analogue of the natural dopamine that induces degeneration of dopaminergic neurons
in the nigrostriatal tract and is commonly used to model dopaminergic degeneration both in
vitro and in vivo. 6-OHDA is taken up into dopaminergic neurons via the dopamine transporter
although it shows high affinity for the noradrenaline transporter. Consequently, 6-OHDA can
produce specific degeneration of catecholaminergic neurons. Interestingly, 6-OHDA can be
formed from dopamine by non-enzymatic hydroxylation in presence of Fe2+ and H2O2. The
mechanism of action of 6-OHDA is related to its pro-oxidant properties. Once in the neuron,
6-OHDA accumulates in the cytosol and readily oxidizes to form ROS, mostly hydrogen per‐
oxide and paraquinone to reduce striatal levels of antioxidant enzymes and to elevate levels
of iron in the system nervous. As an additional mechanism, 6-OHDA can accumulate in the
mitochondria where interacts directly with complexes I and IV of the mitochondrial respira‐
tory chain causing respiratory inhibition and oxidative stress. Moreover, oxidized proteins by
6-OHDA induce ER stress and upregulation of the unfolded protein response (UPR), which
regulates protein translation, protein folding and protein degradation. Like dopamine and
other related compounds, 6-OHDA can be metabolized by monoamine oxidase to generate
ROS. However, pretreatment with MAO inhibitors enhances the toxicity of 6-OHDA, offering
evidence against the contributions of MAO-dependent ROS sources in the neurotoxic process.
The 6-OHDA model has been extensively used ever since and is still the most widely used tool
for replicating a PD-like loss of dopaminergic neurons in the substantia nigra pars compacta.

Paraquat. The potent herbicide paraquat (PQ, N,N’-dimethyl-1,4,4’-bipiridinium) was first
identified as a prototypic non mutagenic neurotoxin due to shares structural similarities to
MPP+, the active metabolite of MPTP. PQ is highly effective, fast-acting and non-selective her‐
bicide widely used herbicide in the world. PQ has been banned or restricted by Environmental
Protection Agency (EPA) in some countries (United States and European Union) but it still
widely used in developing countries. Because of its use as a pesticide, the possibility that this
herbicide could be an environmental contributor to the etiology of PD has received a great deal
attention. Furthermore, epidemiological studies have suggested an increased incidence of PD
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associated with PQ exposure, raising the possibility that PQ could be an environmental par‐
kinsonian toxin. It has been reported several cases of lethal poisoning resulting from ingestion
or skin contact and this is the main route of exposure of workers from prolonged contact.
Experimental studies using PQ showed that acute exposure to this pesticide had deleterious
effects on lung, liver and kidney, whereas chronic PQ exposure induced Parkinsonism. How‐
ever, significant damage to the brain is reported in individuals who died from PQ intoxication
despite the fact that the ability of PQ to cross the blood-brain barrier spontaneously is limited.
Being a charged molecule, PQ enters the brain via the neutral amino acid transporter before
Na+-dependent uptake into cells occurs. Based of its structural similarities to MPP+, the mech‐
anism of action of PQ was initially thought to be through selective complex I inhibition. How‐
ever, complex I blockade does not appear to play a significant role in PQ induced neurotoxicity
because this toxin has low affinity to mitochondrial complex I and only at high doses. Inter‐
estingly, complex III of mitochondrial respiratory chain is involved in the formation of PQ-
induced ROS in the brain. At the cytosolic levels, PQ causes cellular toxicity via redox cycling.
PQ dication (PQ2+) accepts an electron from a reductant to form PQ monocation (PQ+), which
then rapidly reacts with O2

. to produce the superoxide radical (O2
-) and regenerate PQ2+. The

formation of O2
- initiates a series of chain reactions that lead to the generation of ROS. More‐

over, PQ produces depletion of reducing equivalents (NADPH and GSH), due to increased
oxidation, resulting in the disruption of important biochemical processes. Therefore oxidative
stress arises if antioxidant mechanisms to detoxify ROS generated are compromised resulting
in DNA, protein and lipid oxidation, ROS is involved in the mechanism by which PQ induces
dopaminergic cell death through the activation of proapoptotic signaling pathways. PQ can
trigger the sequential activation of JNK, c-Jun and caspase 3 both in vitro and in vivo, induces
cytochrome c release and caspase 9 activation, which are preceded by activation of pro-apop‐
totic Bax and Bak. PQ neurotoxicity has also been reported to require ER stress associated with
the activation of the inositol-requiring enzyme 1 (IRE1), apoptosis signal regulating kinase 1
(ASK1) and JNK. Moreover, repeated exposures of mice to the herbicide PQ increase in brain
levels of alpha-synuclein and decrease the endogenous levels of DJ-1 in vitro experiments.

2.3. Enhancers of autophagy as neuroprotectors in PD

Autophagy is involved in stress-induced adaptation as well as cellular development, dif‐
ferentiation and survival.  Regulation of  autophagy determines the fate of  cells  in multi‐
ple organs. One of the main concerns of autophagic regulation is the significance of cell-
type or tissue specificity. Specifically, neurons could be vulnerable to an accumulation of
abnormal components such as cytosolic proteins or organelles that are damaged regard‐
ing  their  post-mitotic  nature.  Therefore,  the  regulation  of  neuronal  autophagy  in  a
healthy  or  diseased environment  is  most  likely  context-dependent.  Neurons  differ  from
other  cell  types in that  they are  post-mitotic  and highly dependent  on the endo-lysoso‐
mal pathway for active signaling in the axons and dendrites. Due to these features, neu‐
rons require effective protein degradation as a quality control for cell survival, especially
under disease conditions for the removal of toxic components.  Any alteration of protein
degradation can cause the accumulation of abnormal proteins, leading to cellular toxicity
and ultimately neurodegeneration.  In this  sense,  increasing evidences suggest  that  auto‐
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phagic  deregulation  causes  accumulation  of  abnormal  proteins  or  damaged  organelles,
which is  a  characteristic  of  chronic  neurodegenerative  conditions,  such as  PD.  A viable
therapeutic strategy might be to reduce the accumulation of the toxic protein in the cyto‐
plasm. Indeed, promoting the clearance of aggregate-prone proteins via pharmacological
induction of autophagy has proved to be a useful mechanism for protecting cells against
the  toxic  effects  of  these  proteins.  An  additional  benefit  of  autophagy  upregulation  in
models of neurodegenerative diseases is that it seems to protect cells against apoptotic in‐
sults.  Some  evidence  also  indicates  that  autophagy  might  protect  cells  against  necrotic
cell death, although this mechanism has not been studied in the context of neurodegener‐
ation. Therapeutic approaches that promote autophagy could, therefore, have two benefi‐
cial  effects  in  the  context  of  neurodegenerative  diseases;  first,  they  might  improve  the
removal of toxic aggregate-prone proteins from neurons, and second, they could protect
neurons from apoptosis.

Autophagy enhancers can be classified in two groups, mTOR dependent and mTOR inde‐
pendent. For this review we will focus in the second.

Which have effect over mTOR dependent autophagy.  The very first known drug iden‐
tified as  an autophagy inducer  by mTOR pathway is  rapamycin,  which was already in
clinical use for other indications. Rapamycin is a lipophilic macrolide antibiotic original‐
ly  used  as  an  immunosuppressant.  In  mammalian  cells,  rapamycin  inhibits  the  kinase
activity  of  mTOR by forming a  complex  with  the  immunophilin  FK506-binding protein
of 12 kDa (FKBP12). Rapamycin acts specifically on the mTORC1 complex that suppress‐
es autophagy when active.

Which have effect over mTOR independent autophagy. A growing number of little molecules
has been show as autophagy inductors by a non canonical (mTOR dependent) pathway. Most
of these substances are molecules used for other pharmacological purposes and indications
including neurological diseases. We can highlight resveratrol, lithium, trehalose and carbaze‐
pine (CBZ).

Resveratrol. Resveratrol (3,5,4-trihydroxystilbene), a type of natural phenol and a phytoalexin,
is produced naturally by grapes, mulber-ries, and certain nuts when under attack by patho‐
gens. This powerful anti-oxidant possesses a broad range of bio-logical effects such as neuro‐
protection, anti-inflammation, and anti-cancer. It especially attenuates neurodegeneration in
animal models of Alzheimer’s disease and PD associated with the neuronal accumulation of
β-amyloid and alpha-synuclein, respectively. These therapeutic benefits of resveratrol in neu‐
ronal disorders are associated with activation of autophagy. A recent study showed that re‐
sveratrol protects against rotenone-mediated neurotoxicity in cellular models of PD by
autophagy induction. Recently has been described that suppression of AMPK and/or SIRT1
caused decrease of protein level of LC3-II, indicating that AMPK and/or SIRT1 are required in
resveratrol mediated autophagy induction. Moreover, suppression of AMPK caused inhibition
of SIRT1 activity and attenuated protective effects of resveratrol on rotenone-induced apop‐
tosis, suggesting that AMPK-SIRT1-autophagy pathway plays an important role in the neu‐
roprotection by resveratrol on PD cellular models.
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Lithium. For more than 60 years, lithium has been the standard pharmacological treatment for
bipolar disorder (BD), a chronic mental illness characterized by cycling between moods of
mania and depression. However, in the last two decades the role of lithium as an effective
neuroprotector has emerged. Thus, Lithium treatment inhibits the activation of caspase-3 in a
PI3K-dependent manner and prevents 6-OHDA and MPP+-induced neuronal death. Lithium's
ability to deplete free inositol and subsequently decrease IP3 levels was recently identified as
a novel route (independent of mTOR) for inducing autophagy. In this sense, in animal models,
therapeutic concentrations of lithium have been shown to facilitate clearance of the mutant
form of alpha-synuclein, an autophagy substrate. These protective effects suggest that lithium
may have substantial therapeutic potential in the treatment of PD.

Trehalose. Trehalose is a nonreducing disaccharide found in organisms from bacteria to plants,
including yeast, fungi, and invertebrates. It protects the integrity of cells against various
stresses like heat, dehydration, cold, desiccation, and oxidation by preventing protein dena‐
turation, and it is the sugar in the hemolymph of invertebrates. The majority of the protecting
properties of trehalose were discovered in yeast ; however, it also has beneficial effects in
mammals where it is not endogenously synthesized. In this sense has been recently identified
trehalose as a mTOR-independent autophagy enhancer. Although the exact mechanism by
which this drug promotes autophagy is unknown, trehalose at a relatively low concentration
disaggregates existent A53T-alpha-synuclein protofibrils and fibrils into random coil or soluble
β-sheet conformers, and trehalose at a higher concentration inhibits the formation of A53T
alpha-synuclein fibrils. In addition, by stabilizing the partially unfolded protein or activating
autophagy in an mTOR independent manner, trehalose accelerates the clearance of the aggre‐
gate-prone proteins in various neurodegenerative disorders including polyglutamine in the
R6/2 mouse model of Huntington disease, beta-amyloid in Alzheimer’s disease, and alpha-
synuclein in PD. Finally, trehalose also protected cells against several proapoptotic insults.

Carbamazepine. Carbamazepine (CBZ) is an anticonvulsant and mood-stabilizing drug used
primarily in the treatment of epilepsy and bipolar disorder, as well as certain neuralgias. The
mechanism of action of CBZ and its derivatives is relatively well understood, voltage-gated
sodium channels or potentiation of gamma-aminobutyric acid receptors are implicated. How‐
ever new effects for CBZ has been described in the last years. Thus, CBZ has been implicated
with autophagy induction through inhibition of inositol synthesis, which decreases intracel‐
lular levels of IP3. Consistent with a role for inositol depletion in autophagy regulation, CBZ
significantly reduced EGFP-HDQ74 aggregates and attenuated polyglutamine toxicity in
COS-7 cells and enhanced clearance of A30P alpha-synuclein. CBZ also significantly amelio‐
rated rotenone-induced damage in SH-SY5Y cells, by inhibiting the ROS production and in‐
hibiting neuronal apoptosis, and especially for the clearance of malfunction organelles by
autophagy induction.
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3. Conclusions and future perspectives

Future studies may focus on identifying specific molecules that modulate each step in the
autophagy pathway. Small molecules and pharmacologic agents that can more selectively
modulate certain aspects of autophagic stress may also help usher in the first wave of disease-
specific therapies. Ideally, small molecule regulators would affect only certain aspects or tar‐
gets of the autophagy pathway, since global inhibition or enhancement of protein turnover
could be problematic. In situations with substantial aggregation, however, a global induction
of autophagy may be required provided this does not outstrip the degradative capacity of the
aged or diseased cell. Promoting expression of biomolecules required for both induction and
clearance of autophagosomes may serve to prevent potential autophagic stress. To determine
the mechanism of the possible neuroprotective role of autophagy in PD would provide, even‐
tually, the design of therapeutic interventions (drugs or cell therapy) for treatment of patients
affected by this disease.
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lular levels of IP3. Consistent with a role for inositol depletion in autophagy regulation, CBZ
significantly reduced EGFP-HDQ74 aggregates and attenuated polyglutamine toxicity in
COS-7 cells and enhanced clearance of A30P alpha-synuclein. CBZ also significantly amelio‐
rated rotenone-induced damage in SH-SY5Y cells, by inhibiting the ROS production and in‐
hibiting neuronal apoptosis, and especially for the clearance of malfunction organelles by
autophagy induction.
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1. Introduction

Physiologically based pharmacokinetic (PBPK) models differ from classical PK models in that
they include specific compartments for tissues involved in exposure, toxicity, biotransforma‐
tion and clearance processes connected by blood flow (Figure 1). Compartments and blood
flows are described using physiologically meaningful parameters, which allows for interspe‐
cies extrapolation by altering the physiological parameters appropriately [1]. A key benefit to
PBPK models is that factors influencing the absorption, distribution, metabolism, and elimi‐
nation of a compound can be incorporated into a PBPK model in a mechanistic, meaningful
way, if a mechanism is understood and sufficient data are available. This mechanistic aspect
is supported by physiological parameters influencing absorption (e.g., pH values and transit
times through various sections of the GI tract), distribution (e.g., tissue volumes and compo‐
sition), metabolism (e.g., expression levels of various hepatic enzymes and transporters
involved with metabolic elimination), and elimination (e.g., glomerular filtration rate and
expression levels of transporters in the kidneys involved with renal elimination), which can
be explicitly incorporated in the PBPK model.

Because the models have a mechanistic basis, extrapolation to situations differing from the
conditions of the data used to calibrate the model is justifiable [2]. The mechanistic basis allows
PBPK models to be used to determine if results from different experimental designs are
consistent, and to explore possible mechanisms responsible for unexpected or unusual data.
PBPK modeling has been used to great effect for interspecies extrapolation, both among animal
models [3] and for predicting human PK based on animal data [4-5].
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distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. A schematic diagram of a PBPK model.

PBPK approaches have several advantages over other PK modeling approaches: (1) creating
models from physiological, biochemical and anatomical information, entirely separate from
collection of detailed concentration time-course curves; (2) evaluating mechanisms by which
biological processes govern disposition of a wide range of compounds by comparison of PK
results with model predictions; (3) using compounds as probes of the biological processes to
gain more general information on the way biochemical characteristics govern the importance
of various transport pathways in the body; (4) applying the models in safety assessments; and
(5) using annotation of a modeling data-base as a repository of information on PK properties,
toxicity and kinetics of specific compounds [6]. These attributes have led to widespread
development of PBPK models in recent years [7], with acceleration in publication of PBPK
modeling papers pertaining to drugs particularly over the last 10 years.

Here, we describe the historical development of the PBPK approach. Also, we discuss the
emerging role of PBPK modeling in the pharmaceutical industry throughout drug develop‐

New Insights into Toxicity and Drug Testing198

ment. Finally, we provide our thoughts on potential applications that have not yet been widely
explored. Although advances have been made in applying PBPK modeling for biotherapeutics,
this review focuses on small molecules.

2. Historical perspective

Interest in PK modeling in pharmacology and toxicology arises from the need to relate internal
concentrations of active compounds at their target sites with the dose administered to an
animal or human subject. The reason, of course, is a fundamental tenet in pharmacology or
toxicology that both beneficial and adverse responses to a compound are related to the free
concentration of active compound at the target tissue rather than the amount of compound at
the site of absorption. The relationship between tissue dose and administered dose can be
complex (Figure 2). PK models are valuable tools to assess internal dosimetry at target tissues
for a wide range of exposure situations.
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Figure 2. A schematic diagram of the processes impacting the free concentration of drug at the target. Modified from [8].
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In the 1930’s, Teorell [9-10] provided the first physiological model for drug distribution in a
set of equations for uptake, distribution, and elimination of drugs from the body. However,
computational methods were not available to solve the sets of equations at this time. Exact
mathematical solutions could only be obtained for simplified models in which the body was
reduced to a small number of compartments that did not have direct physiological corre‐
spondence. Over the next 30 years, PK modeling focused on simpler descriptions with exact
solutions rather than on models concordant with the structure and content of the biological
system. These approaches are sometimes referred to as ‘data-based’ compartmental modeling
since the work generally took the form of a detailed collection of time-course blood/excreta
concentrations at various doses. Time-course curves were analyzed by assuming particular
model structures and estimating a small number of model parameters by curve-fitting.

In early models, all processes for metabolism, distribution, and elimination were treated as
first-order (i.e., rates changed in direct proportion to drug concentration). Two issues that
particularly affected data-based PK models arose in the 1960’s and early 1970’s. First, increased
understanding of saturation of elimination pathways led to models that were not first-order,
making it difficult to derive exact solutions to the sets of equations. Second, it was realized
that blood flow rather than metabolic capacity of an organ might limit clearance; blood flow-
limited metabolism in an organ meant that the elimination rate could not increase indefinitely
as the metabolic capacity increased [11].

Scientists trained in chemical engineering and computational methods developed PBPK
models for chemotherapeutic compounds [12]. Many of these compounds are highly toxic and
have therapeutic efficacy by being slightly more toxic to rapidly growing cells (cancer cells)
than to normal tissues. Initial successes with methotrexate [13] led to PBPK models for other
compounds, including 5-fluorouracil [14] and cisplatin [15]. These seminal contributions
showed the ease with which realistic descriptions of physiology and relevant pathways of
metabolism could be incorporated into PBPK models.

Although PBPK modeling was initially developed in the pharmaceutical industry [6], until
recently its major use was in environmental risk assessment. In the pharmaceutical area, PBPK
model use was limited mainly due to the perceived mathematical complexity of the models
and the labor-intensive input data required. However, advances in the prediction of hepatic
metabolism and tissue distribution from in vitro and in silico data have made the use of these
models more attractive, providing the opportunity to integrate key input data from different
sources to estimate PK parameters, predict plasma and tissue concentration-time profiles, and
gain mechanistic insight into compound properties. Thus, interest in applying PBPK models
for the discovery and development of drugs is growing [16-19].

PBPK models require physiological, physicochemical, and biochemical parameters. The
physiological, mechanistic basis of the models is both their strength (the mechanistic basis
provides exceptional utility) and their weakness (PBPK models can be expensive and time-
consuming to construct). However, recent contributions to the literature have demonstrated
the effective application of “generic” PBPK models using the ADME data normally generated
during preclinical development [5,20-22]. Since the development of the generic PBPK model‐
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ing approach incorporating typical ADMET data, PBPK modeling has seen increased appli‐
cation in the pharmaceutical industry.

The past 10 years have seen tremendous advances in the capabilities of generic PBPK models
that can simulate PK for humans or preclinical species based on a combination of physico‐
chemical properties and in vitro data. Such generic PBPK models can be constructed using
programming packages such as MATLAB®, acslX, or Berkeley Madonna. Also powerful
commercial PBPK simulation tools, which incorporate useful physiologically-based absorp‐
tion models in the traditional PBPK model, are now available. Such packages include, e.g.,
GastroPlusTM (Simulations Plus Inc., www.simulations-plus.com), SimCyp (Simcyp,
www.simcyp.com/), and PK-Sim® (Bayer Technology Services, www.pksim.com). These tools
allow easy incorporation of preclinical ADMET data into a PBPK model for preclinical species
and humans. The availability of such tools simplifies the technical use of PBPK models;
however, a good understanding of the models and underlying equations is still mandatory in
order to guarantee good interpretation of output.

Instead of taking a month or a day to construct a PBPK model, these generic models can be
used to construct and validate models in a few hours, depending on the expertise of the user
and the time required to gather the data. The generic PBPK model is an increasingly important
tool in assessing DMPK properties in preclinical development [21-24]. PBPK models can
incorporate the many complex processes that impact PK (Figure 2) in a mechanistically
meaningful way (Figure 1).

3. Current applications of PBPK modeling in drug development

Increased application of PBPK in the pharmaceutical industry was characterized by Rowland
et al., who quantified the number of scientific publications per year containing the phrase
“physiologically-based pharmacokinetics” and pertaining to drugs in Web of Knowledge
(Thomson Reuters); the number of publications meeting these criteria appears to be increasing
exponentially over time [19]. While the extent of PBPK modeling in industry is difficult to
quantify, and depends on the company, clearly PBPK modeling is increasingly used and
useful, as we will illustrate in the following sections. PBPK modeling can be used from early
preclinical development throughout the development process (Table 1). Drug discovery is
increasingly “data rich” with high throughput chemistry generating numerous compounds
that are rapidly screened for pharmacological and PK properties. Much of the typically
generated preclinical ADMET data can be used in PBPK model development.

3.1. Lead identification and optimization stages

The first information generated includes in silico parameters (e.g., pKa, solubility, Peff, and
logP values are calculated). Metabolic stability studies (e.g., in microsomes or hepatocytes) are
often considered critical to determine if hepatic metabolism is a major route of elimination and
if first pass metabolism might result in unacceptably low bioavailability [35,36]. Screens for
permeability and solubility are often implemented early in the process. Plasma protein binding
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PBPK models require physiological, physicochemical, and biochemical parameters. The
physiological, mechanistic basis of the models is both their strength (the mechanistic basis
provides exceptional utility) and their weakness (PBPK models can be expensive and time-
consuming to construct). However, recent contributions to the literature have demonstrated
the effective application of “generic” PBPK models using the ADME data normally generated
during preclinical development [5,20-22]. Since the development of the generic PBPK model‐
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ing approach incorporating typical ADMET data, PBPK modeling has seen increased appli‐
cation in the pharmaceutical industry.

The past 10 years have seen tremendous advances in the capabilities of generic PBPK models
that can simulate PK for humans or preclinical species based on a combination of physico‐
chemical properties and in vitro data. Such generic PBPK models can be constructed using
programming packages such as MATLAB®, acslX, or Berkeley Madonna. Also powerful
commercial PBPK simulation tools, which incorporate useful physiologically-based absorp‐
tion models in the traditional PBPK model, are now available. Such packages include, e.g.,
GastroPlusTM (Simulations Plus Inc., www.simulations-plus.com), SimCyp (Simcyp,
www.simcyp.com/), and PK-Sim® (Bayer Technology Services, www.pksim.com). These tools
allow easy incorporation of preclinical ADMET data into a PBPK model for preclinical species
and humans. The availability of such tools simplifies the technical use of PBPK models;
however, a good understanding of the models and underlying equations is still mandatory in
order to guarantee good interpretation of output.

Instead of taking a month or a day to construct a PBPK model, these generic models can be
used to construct and validate models in a few hours, depending on the expertise of the user
and the time required to gather the data. The generic PBPK model is an increasingly important
tool in assessing DMPK properties in preclinical development [21-24]. PBPK models can
incorporate the many complex processes that impact PK (Figure 2) in a mechanistically
meaningful way (Figure 1).

3. Current applications of PBPK modeling in drug development

Increased application of PBPK in the pharmaceutical industry was characterized by Rowland
et al., who quantified the number of scientific publications per year containing the phrase
“physiologically-based pharmacokinetics” and pertaining to drugs in Web of Knowledge
(Thomson Reuters); the number of publications meeting these criteria appears to be increasing
exponentially over time [19]. While the extent of PBPK modeling in industry is difficult to
quantify, and depends on the company, clearly PBPK modeling is increasingly used and
useful, as we will illustrate in the following sections. PBPK modeling can be used from early
preclinical development throughout the development process (Table 1). Drug discovery is
increasingly “data rich” with high throughput chemistry generating numerous compounds
that are rapidly screened for pharmacological and PK properties. Much of the typically
generated preclinical ADMET data can be used in PBPK model development.

3.1. Lead identification and optimization stages

The first information generated includes in silico parameters (e.g., pKa, solubility, Peff, and
logP values are calculated). Metabolic stability studies (e.g., in microsomes or hepatocytes) are
often considered critical to determine if hepatic metabolism is a major route of elimination and
if first pass metabolism might result in unacceptably low bioavailability [35,36]. Screens for
permeability and solubility are often implemented early in the process. Plasma protein binding
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might be measured to determine if a compound will have a sufficient free concentration for
therapeutic efficacy [37]. The blood-to-plasma ratio might be measured aid in interpreting PK

Model application Impact Example

Lead optimization

Determining key in vitro data

impacting absorption and PK

Providing guidance to chemists and providing basis for

screening cascade

[24]

Predicting PK with in silico and in

vitro data as inputs

Verifying that the PK properties of a chemical series are

understood, prioritizing compounds for additional in vivo

experimentation

[21-23]

Understanding mechanisms

impacting PK

Comparing the PBPK model to in vivo PK data to identify

potential reasons for mismatch and to guide additional

experimentation

[25-27]

Clinical candidate selection

Absorption modeling Predicting whether a compound will exhibit a significant

food effect

[28]

Comparing exposure window

for lead candidates

Linking human PK to PK/PD models for pharmacological and

toxicological effects improves basis for choosing best

candidate

[20]

Identifying key uncertainties Allows targeted experimentation [24]

Entry into human

Predicting human PK and

efficacious dose

Determining whether a compound will be efficacious in the

clinic

[5]

Understanding key sources of

variability

Provides important information for clinical trial design [29]

Simulate clinical trial results Use the PBPK model simulation to optimize clinical trial

design

[30-31]

Clinical development

PBPK/PD modeling Increased understanding of dose of active compound

delivered to target tissues and its relationship to toxicological

and efficacious effects

[32]

Predicting PK for patient

population

Incorporating physiological changes from a disease state

allows prediction of PK in the patient population

[33]

Predicting PK for population of

different age

Incorporating age-specific physiological differences allows

prediction of PK for a specific age group, e.g., children or the

elderly

[34]

Table 1. Role of PBPK modeling at various stages in preclinical and clinical development.
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data [38]. PBPK models can be used to determine the key data that should be generated. For
example, absorption modeling can be used to determine if solubility or permeability is likely
to limit the compound’s bioavailability, i.e., to determine if a solubility or permeability assay
would be a useful addition to a screening cascade.

Determination of in vivo PK is more costly and slower than in vitro screening, and so using
simulations to prioritize compounds for in vivo experimentation can optimize resource
expenditure. PBPK can be used at an early stage to determine which compounds should go
on for further experimentation [21-23]. In a study applying generic PBPK modeling to predict
rat PK following iv or po administration of test compound [23], it was determined that
differences in PK parameters of more than twofold could be determined based upon minimal
in vitro data. But to apply the method for new series, the use of the model should be verified
for several compounds before it is generally applied.

For promising compounds, a rodent PK study might be performed to determine if a compound
has drug-like PK properties and adequate bioavailability. Later studies might include PK
studies in a nonrodent species. Hepatocyte or microsomal clearance data can be scaled to
estimate the in vivo metabolic clearance in preclinical species and humans [39-40]. The scaled
clearance in preclinical species can be compared to clearance in PK studies to determine if
hepatic metabolism is a major route of elimination in preclinical species. If the clearance seen
in PK studies is higher than the clearance scaled from hepatocyte or microsome data, urine
and/or bile might be collected in PK studies to provide additional information on mechanisms
of clearance.

Because of the mechanistic basis of PBPK models, when they do not adequately describe animal
PK data, this means that a biological phenomenon affecting PK has not been included in the
model and is not represented by the assays used to screen the compounds. Therefore, if a PK
issue for a promising compound becomes apparent, PBPK modeling allows you to determine
which mechanisms are consistent with the observed data. This information can be used to
guide further experimentation to arrive more rapidly at the desired information. For example,
Peters [25-26] proposed a method for assessing “lineshape” mismatch between simulated and
observed oral profiles to gain mechanistic insights into processes impacting absorption and
PK (e.g., saturable metabolism, enterohepatic cycling, transporter involvement in absorption
from the gut, and regional variation in gut absorption). In related work, Peters and Hultin [27]
used a similar approach to identify drug-induced delays in gastric emptying.

Preclinical ADMET studies provide pharmaceutical scientists with quantitative information
on the PK in preclinical species and qualitative information on the potential human PK
behavior of a compound. Using PBPK modeling, the results of the various preclinical assays
can be integrated to provide a quantitative prediction of human PK [5,41]. Once the PBPK
model exists, it can be used to determine which compounds have the largest impact on PK,
providing chemists with additional clear information for the development of improved
compounds.

During preclinical development, ADMET data is constantly being generated. A PBPK model
can act as a repository of current information, and is easily updated when new PK or PD data
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data [38]. PBPK models can be used to determine the key data that should be generated. For
example, absorption modeling can be used to determine if solubility or permeability is likely
to limit the compound’s bioavailability, i.e., to determine if a solubility or permeability assay
would be a useful addition to a screening cascade.

Determination of in vivo PK is more costly and slower than in vitro screening, and so using
simulations to prioritize compounds for in vivo experimentation can optimize resource
expenditure. PBPK can be used at an early stage to determine which compounds should go
on for further experimentation [21-23]. In a study applying generic PBPK modeling to predict
rat PK following iv or po administration of test compound [23], it was determined that
differences in PK parameters of more than twofold could be determined based upon minimal
in vitro data. But to apply the method for new series, the use of the model should be verified
for several compounds before it is generally applied.

For promising compounds, a rodent PK study might be performed to determine if a compound
has drug-like PK properties and adequate bioavailability. Later studies might include PK
studies in a nonrodent species. Hepatocyte or microsomal clearance data can be scaled to
estimate the in vivo metabolic clearance in preclinical species and humans [39-40]. The scaled
clearance in preclinical species can be compared to clearance in PK studies to determine if
hepatic metabolism is a major route of elimination in preclinical species. If the clearance seen
in PK studies is higher than the clearance scaled from hepatocyte or microsome data, urine
and/or bile might be collected in PK studies to provide additional information on mechanisms
of clearance.

Because of the mechanistic basis of PBPK models, when they do not adequately describe animal
PK data, this means that a biological phenomenon affecting PK has not been included in the
model and is not represented by the assays used to screen the compounds. Therefore, if a PK
issue for a promising compound becomes apparent, PBPK modeling allows you to determine
which mechanisms are consistent with the observed data. This information can be used to
guide further experimentation to arrive more rapidly at the desired information. For example,
Peters [25-26] proposed a method for assessing “lineshape” mismatch between simulated and
observed oral profiles to gain mechanistic insights into processes impacting absorption and
PK (e.g., saturable metabolism, enterohepatic cycling, transporter involvement in absorption
from the gut, and regional variation in gut absorption). In related work, Peters and Hultin [27]
used a similar approach to identify drug-induced delays in gastric emptying.

Preclinical ADMET studies provide pharmaceutical scientists with quantitative information
on the PK in preclinical species and qualitative information on the potential human PK
behavior of a compound. Using PBPK modeling, the results of the various preclinical assays
can be integrated to provide a quantitative prediction of human PK [5,41]. Once the PBPK
model exists, it can be used to determine which compounds have the largest impact on PK,
providing chemists with additional clear information for the development of improved
compounds.

During preclinical development, ADMET data is constantly being generated. A PBPK model
can act as a repository of current information, and is easily updated when new PK or PD data
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become available. But adequate data are necessary to apply PBPK, which can be a limitation.
For example, if a company does not generate hepatocyte or microsome data that can be scaled
for a reasonably accurate estimate of metabolic clearance, the utility of PBPK is reduced.

3.2. Clinical candidate selection

Once PO PK data and detailed pharmaceutical data are available, physiologically based
absorption modeling can be useful to verify that factors impacting oral absorption are
understood and to help guide formulation development. Data on solubility, dissolution,
precipitation, membrane permeation, whether a compound is a transporter substrate, and
metabolic stability (particularly for CYP3A4, but other enzymes are also expressed in entero‐
cytes [42]) are all important for predicting absorption [43]. PBPK models incorporate physio‐
logical information on the GI tract (e.g., transit times, pH values and transit times in the various
regions). However, it can be important to carefully consider whether typical physiological
conditions are appropriate for a given absorption simulation. For example, in typical dogs
administered a solution, the stomach pH might be over 7, but in pentagastrin-pretreated dogs
the stomach pH might be less than 3 for a period of time [44].

Absorption modeling can be very useful at later stages, e.g., for predicting whether PK will be
different when a compound is administered with food. Jones et al. [28] developed GastroPlus
human oral absorption models for six compounds. Food effects were predicted for a range of
doses and compared to the results from human food effect studies. In general, the models were
able to predict whether a food effect would be major (i.e., for two compounds) or minor (i.e.,
for four compounds).

PBPK can assist with clinical candidate selection where numerous factors must be considered
and data related to the PK and PD of a compound need to be combined and compared in a
rational way. Parrott et al. [20] demonstrated the use of PBPK modeling to select the best
compound from among five candidates for the clinical lead. The preclinical data for each
candidate was integrated and the efficacious human doses and associated plasma exposures
were estimated. The PBPK models were linked to an Emax PD model so that the dose resulting
in a 90% effect could be identified. This example showed that the PBPK approach facilitates a
sound decision on the selection of the optimal molecule to be progressed by integrating the
available information and focusing the attention onto the expected properties in human.
Importantly, the method can include estimates of variability and uncertainty in the predictions
to verify that decisions are based on significant differences between compounds.

3.3. Supporting entry into humans

After a clinical candidate has been selected, the first-in-human (FIH) dose must be selected.
One method for selecting the FIH dose is to use a human PK model (developed based on
preclinical ADMET data) to determine the dose that will result in a systemic exposure
identified as therapeutic based on preclinical pharmacology data [45]. Determining the
exposure required for efficacy requires a good understanding of the PK/PD relationship and
what is driving the PD, be it Cmin, Cmax, AUC, or time above a threshold concentration.
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Regardless of what is driving the PD, a human PBPK model can be used to determine the dose
and regimen that can meet the efficacy requirement.

Luttringer et al. [41] examined the ability of PBPK modeling to predict human PK using
epiroprim as a test compound due to significant species differences in its PK properties. By
incorporating information on species differences in PK properties from in vitro studies (e.g.,
in protein binding, the blood-to-plasma ratio, and intrinsic clearance in hepatocytes), PBPK
modeling was able to reduce the uncertainty inherent in interspecies extrapolation and to
provide a better prediction of human PK than allometric scaling or by direct scaling of
hepatocyte data.

Recently, Jones et al. [5] reported a method for predicting human PK based on preclinical data
by separately predicting absorption, distribution and elimination from a physiological
perspective. Human PK of 19 compounds that had entered into humans was predicted using
Dedrick plot analysis (i.e., a type of allometric scaling of concentration-time profiles) and PBPK
modeling. The ability of PBPK modeling to predict PK in preclinical species was tested, and
the human PK was only predicted if the model could predict PK in preclinical species. Based
on this criterion, for 70% of the 19 compounds included in the study a human PK prediction
could be made. The prediction accuracy using PBPK was good for oral clearance, volume of
distribution, terminal elimination half-life, Cmax, AUC, and tmax. The human PK data were
more accurately predicted by the PBPK modeling approach than by the empirical approach.
The strategy proposed by Jones et al. [5] can guide the strategy for gathering the data necessary
for a complete understanding of likely human PK behavior.

Poor predictions with PBPK models are often a result of incomplete knowledge resulting in
processes not correctly incorporated into the model (e.g., for biliary clearance and enterohe‐
patic recirculation there are limited options for quantitatively predicting the effects on human
PK). For such situations, an alternative method of performing the human PK extrapolation
(e.g., allometric scaling) might seem attractive. However, allometric scaling is based on the
assumption that clearance is proportional to BW0.75 and that steady-state volume of distribution
is proportional to BW1 due to physiological properties (i.e., the same physiological properties
that are incorporated in PBPK models). If PBPK modeling does not appear to be a good method
for a compound, there is no reason to believe that allometric scaling or other empirical methods
will work either. Additionally, developing methods for including increasingly complex PK
mechanisms (e.g., first-pass metabolism and transporters in the gut, EH cycling, biliary
excretion, impact of transporters on tissue concentration and elimination, and multiple
pathways of elimination) is an active area of research, and methods for predicting human PK
even with PK complications is increasingly possible.

In cases where uncertainty is high, the PBPK model can be a valuable tool for determining
appropriate experiments and simulating “what-if” scenarios. Uncertainty can be illustrated
by presenting a range of results (e.g., AUC, Cmax, Cmin, or complete time-course concentra‐
tions) for a range of values of a key parameter that is not known with great certainty. If
uncertainty is too great, additional experiments can be designed to aid in narrowing the
possible values of key parameters. PBPK modeling can be used as a tool to understand the
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human oral absorption models for six compounds. Food effects were predicted for a range of
doses and compared to the results from human food effect studies. In general, the models were
able to predict whether a food effect would be major (i.e., for two compounds) or minor (i.e.,
for four compounds).

PBPK can assist with clinical candidate selection where numerous factors must be considered
and data related to the PK and PD of a compound need to be combined and compared in a
rational way. Parrott et al. [20] demonstrated the use of PBPK modeling to select the best
compound from among five candidates for the clinical lead. The preclinical data for each
candidate was integrated and the efficacious human doses and associated plasma exposures
were estimated. The PBPK models were linked to an Emax PD model so that the dose resulting
in a 90% effect could be identified. This example showed that the PBPK approach facilitates a
sound decision on the selection of the optimal molecule to be progressed by integrating the
available information and focusing the attention onto the expected properties in human.
Importantly, the method can include estimates of variability and uncertainty in the predictions
to verify that decisions are based on significant differences between compounds.

3.3. Supporting entry into humans

After a clinical candidate has been selected, the first-in-human (FIH) dose must be selected.
One method for selecting the FIH dose is to use a human PK model (developed based on
preclinical ADMET data) to determine the dose that will result in a systemic exposure
identified as therapeutic based on preclinical pharmacology data [45]. Determining the
exposure required for efficacy requires a good understanding of the PK/PD relationship and
what is driving the PD, be it Cmin, Cmax, AUC, or time above a threshold concentration.
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modeling was able to reduce the uncertainty inherent in interspecies extrapolation and to
provide a better prediction of human PK than allometric scaling or by direct scaling of
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could be made. The prediction accuracy using PBPK was good for oral clearance, volume of
distribution, terminal elimination half-life, Cmax, AUC, and tmax. The human PK data were
more accurately predicted by the PBPK modeling approach than by the empirical approach.
The strategy proposed by Jones et al. [5] can guide the strategy for gathering the data necessary
for a complete understanding of likely human PK behavior.

Poor predictions with PBPK models are often a result of incomplete knowledge resulting in
processes not correctly incorporated into the model (e.g., for biliary clearance and enterohe‐
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that are incorporated in PBPK models). If PBPK modeling does not appear to be a good method
for a compound, there is no reason to believe that allometric scaling or other empirical methods
will work either. Additionally, developing methods for including increasingly complex PK
mechanisms (e.g., first-pass metabolism and transporters in the gut, EH cycling, biliary
excretion, impact of transporters on tissue concentration and elimination, and multiple
pathways of elimination) is an active area of research, and methods for predicting human PK
even with PK complications is increasingly possible.

In cases where uncertainty is high, the PBPK model can be a valuable tool for determining
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uncertainty is too great, additional experiments can be designed to aid in narrowing the
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quantitative impact of uncertainty from key knowledge gaps, and also helps to minimize
uncertainty due to species differences in PK properties.

3.4. Clinical development

Population PK approaches and nonlinear mixed effect modeling are the techniques most used
for analysis of clinical data. The Bayesian population PK approach can also be applied with
PBPK models [46-47]. But this alternative has not been adopted by the pharmaceutical
industry. Although several useful clinical applications of PBPK models have been demon‐
strated in the literature including the following examples, there are many potentially valuable
applications that remain to be exploited [48].

PBPK simulations can be used to optimize clinical design. Chenel et al. [30] recently demon‐
strated selecting time points for an optimized sparse sampling design for a DDI clinical trial
using Monte Carlo simulations for the victim midazolam and the CYP3A4 inhibitor that was
the test compound. The PBPK models were parameterized using only in vitro data. The PBPK
predictions of PK for both compounds were good using the PBPK model, but for the test
compound variability was overestimated somewhat [32]. Regardless, data from the optimized
trial design resulted in similar CL/F estimates and the same conclusion as the full empirical
design upon analysis using a population PK approach.

Blesch et al. [32] demonstrated how PBPK modeling could fit into a clinical modeling strategy
for capecitabine, a triple prodrug of 5-fluorouracil. For capecitabine, the modeling strategy
included nonlinear mixed-effect modeling and PK/PD modeling for safety and efficacy to
analyze clinical data. Nevertheless, a simple PBPK model incorporating the GI tract, blood,
liver, tumor, and non-eliminating tissues compartments describing the PK of capecitabine and
three metabolites including 5-fluorouracil was still useful for drug development. This ap‐
proach allowed mechanistic knowledge gained preclinically to be leveraged. The PBPK model
provided a tool for understanding the relationship between the dose of the triple prodrug
capecitabine and the delivery of active compound to the tumor.

Because of the heterogeneity of the human population, it is expected that there will be a broad
range of responses to biological effects of drugs. This heterogeneity is produced by interindi‐
vidual variations in physiology, biochemistry, and molecular biology, reflecting both genetic
and environmental factors, and results in differences among individuals in PK and PD. Because
the parameters in a PBPK model have a direct biological correspondence, they provide a useful
framework for determining the impact of observed variations in physiological and biochemical
factors on the population variability in dosimetry. Willman et al. [49] demonstrated an
approach for generically incorporating interindividual differences in physiological parameters
using PK-Sim and showed that for two drugs, ciproflaxin and paclitaxel, the predicted
variability was close to that observed clinically. Predicting variability in PK from factors
including genetics (e.g., polymorphisms in enzymes that metabolize drugs), disease state (e.g.,
hepatic impairment or impaired renal function), and age from pediatric to elderly patients is
a useful application of PBPK [19].
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Recently there has been considerable work ongoing to predict PK of drugs in the pedia‐
tric population using PBPK modeling. For such simulations, the PBPK model must incor‐
porate  age-specific  differences  in  body  weight,  organ  weights,  blood  flows  to  tissue
compartments, compartment volumes, plasma protein binding, renal function, and hepat‐
ic P450 expression levels, among other factors [50-51]. A recent study demonstrated suc‐
cessfully predicting PK in children for acetaminophen, alfentanil, morphine, theophylline,
and levofloxacin, based on existing PBPK models for adults verified and/or calibrated us‐
ing adult  PK data [34].  This approach has utility in designing clinical  trials  for the first
time dosing in children [50]. PBPK modeling can also be applied to predict PK in infants
and neonates,  e.g.,  as was done for oseltamivir [52].  PBPK modeling has been proposed
as  a  useful  tool  benefitting  the  learn-and-confirm  paradigm  in  pediatric  trials  and  im‐
proving pediatric drug development programs [53].

The mechanistic basis of PBPK modeling also allows the modification of physiological
parameters to describe disease state. For example, the physiological changes with cirrhosis of
the liver include alterations in hepatic P450 expression and liver size, albumin and α-1 acid
glycoprotein, blood flows, and renal function [54]. These physiological differences can be
specifically incorporated in the PBPK model, allowing the prediction of PK in the population
of people suffering from cirrhosis of the liver. The ability to predict PK for lidocaine and
alfentanil for patients with differing degrees of cirrhosis was recently demonstrated by
Edginton and Willmann [33] with promising results.

3.5. Support for regulatory decision making

Recent publications and regulatory guidance documents indicate that PBPK modeling is
becoming increasingly useful from a regulatory perspective. The EMA has indicated that PBPK
modeling can be a useful tool for the clinical investigation of hepatic impairment on pharma‐
cokinetics [55]. Both the FDA and EMA in their drug-drug interaction (DDI) guidance
documents mention PBPK modeling as a useful tool, e.g., for supporting DDI understanding
and for designing DDI studies, and potentially for supporting labeling [56-57]. The FDA
experience with applications of PBPK modeling during regulatory review [58-59] and pediatric
drug trials [53] have been described. Clinical pharmacology reviewers at the FDA have done
PBPK modeling to address PK and/or DDI issues in cases where the sponsor did not [58].

Guidance on best practices for PBPK modeling in addressing regulatory questions has been
offered [60]. The successful application of PBPK modeling requires sufficient data and
understanding of key processes impacting PK. For example, for using PBPK modeling to
understand and simulate DDIs, information is needed on the mechanism of elimination and
the fraction of compound metabolized through various pathways (e.g., mediated by different
P450s). It has been recommended that a human, in vivo mass balance study be completed for
the greatest confidence in DDI simulations [58]. To use PBPK modeling to address a regulatory
issue, not only must sufficient data be available, but the effect of physiology on PK for a given
issue must be understood. Potential data gaps such as a lack of understanding of development-
related and disease-related effects on physiology and PK can limit application of PBPK in
certain situations.
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An early example of the application of PBPK in regulatory decision making is the case of a
safety assessment for retinoic acid [61]. In the early 1990s all-trans retinoic acid (ATRA) was
being considered for marketing approval by the Food and Drug Administration (FDA) for the
indication of photo-damaged skin (wrinkles). The director of the FDA Center for Drug
Evaluation and Research (CDER) requested the sponsor to evaluate, using PBPK simulation,
the potential fetal exposure to ATRA applied topically in women of reproductive age. Aware
that ATRA, like its isomer 13-cis retinoic acid, is highly teratogenic and that up to 10% of a
topically applied dosage is absorbed systemically, FDA sought reassurance that significant
fetal exposure and teratogenic effect potential would not result during clinical use. PBPK
simulation was considered the only rational and ethical method of risk assessment available.
The sponsor supported a PBPK analysis [4] that provided the necessary assurance to the FDA
during its review and subsequent approval. FDA encourages sponsors to adopt PBPK, when
appropriate and depending on the questions, during drug development with the aim to
facilitate and enhance the capability to make better predictions, improve understanding, and
provide improved regulatory decision making [61].

4. Future directions

4.1. Interindividual variability

As described in a previous section, investigators have begun using PBPK to understand
variability from several sources: (1) variations across a population of healthy adults from
physiological differences (e.g., body weight or sex) [62] or genetic polymorphisms [63]; (2)
variations across a population from age differences, e.g., infants or the elderly [64-65]; and (3)
variations from health status (e.g., from differences in protein or enzyme expression, tissue
blood flow, or tissue compartment volumes or function altered by disease state) [33]. To the
extent that the variation in physiological and biochemical parameters across these population
dimensions can be elucidated, PBPK models can be used together with Monte Carlo uncer‐
tainty analysis to integrate their effects on the in vivo kinetics of a compound and predict the
resulting impact on the distribution of PK across the population. The use of Monte Carlo
uncertainty analysis has been described for drugs [66-67], but the ability of this powerful
approach to evaluate the impact of interindividual variability on clinical trials outcomes is not
yet fully utilized in the pharmaceutical industry.

There has been a tendency in drug development to use information on the variability of a
specific parameter, such as the in vitro activity of a particular enzyme, as the basis for expect‐
ations regarding the variability in dosimetry for in vivo exposures. However, whether or not
the variation in a particular physiological or biochemical parameter will have a significant
impact on in vivo dosimetry is a complex function of interacting factors. In particular, the
structures of physiological and biochemical systems frequently involve parallel processes (e.g.,
blood flows, metabolic pathways, excretion processes), leading to compensation for the
variation in a single factor. Moreover, physiological constraints may limit the in vivo impact
of variability observed in vitro. For instance, high affinity intrinsic clearance can result in
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essentially complete metabolism of all the compound reaching the liver in the blood; under
these conditions, variability in amount metabolized in vivo would be more a function of
variability in liver blood flow than variability in metabolism in vitro. Thus it is often true that
the whole (the in vivo variability in dosimetry) is less than the sum of its parts (the variability
in each of the PK factors). Due to the complex interactions among factors impacting PK,
speculation regarding the extent of population variability on the basis of the observed variation
in a single factor can be highly misleading. This possibility has been illustrated in the case of
the impact of the CYP2C9 polymorphism on warfarin kinetics [63].

4.2. Modeling of pharmacodynamics

The growing popularity of the PBPK modeling approach represents a movement from simpler
kinetic models toward more biologically realistic descriptions of the determinants that regulate
disposition of drugs in the body. To a large extent, the application of these PBPK models to
study the time courses of compounds in the body is simply an integrated systems approach
to understanding the biological processes that regulate the delivery of drugs to target sites.
Many PBPK models integrate information across multiple levels of organization, especially
when describing interactions of compounds with molecular targets, such as reversible binding
of ligands to specific receptors, as in the case of methotrexate binding to dihydrofolate
reductase [13,68]. In such cases, the PBPK models integrate molecular, cellular, organ level,
and organism-level processes to account for the time courses of compounds, metabolites, and
bound complexes within organs and tissues in the body.

While the goal in applying a PBPK model is to predict plasma and tissue concentrations of a
drug, the overall goal of using PBPK modeling in efficacy and safety assessment with drugs
is broader. PBPK models once developed are extensible. The goal in the larger context is to
understand the relationship between dose administered, the dose reaching the active site, and
the resulting biological response. The specific steps that lead from these dose metrics to tissue,
organ and organism-level responses, have usually been considered part of the PD process. In
general, PD models used in drug evaluation have been more empirical, utilizing simple effect
compartments correlated with blood or tissue concentrations of active compound. Inexorably,
the systems approach will advance into the PBPK/PD and physiologically based pharmaco‐
dynamics (PBPD) arena, i.e., into a systems biology approach for describing perturbations of
biological systems by compounds and the exposure/dose conditions under which these
perturbations become sufficiently large to pose significant health risks or to achieve specific
therapeutic outcomes. In fact, PBPK/PD models of toxic effects have been demonstrated to be
useful for risk assessment purposes, as in the case of a PBPK/PD model linking chloroform
metabolism, reparable cell damage, cell death, and regenerative cellular proliferation [69].

The systems biology approach focuses on normal biological function and the perturbations
associated with exposure to compounds. Perturbations of biological processes by compounds
lead to either adverse responses (toxicity) or restoration of normal function to a compromised
tissue (efficacy). The effects of compounds, whether for good or ill, can best be described by
PBPK approaches linked through PBPD models of responses of cellular signaling networks.
Toxicity and efficacy are then defined by an intersection of compound action with the biolog‐
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the resulting biological response. The specific steps that lead from these dose metrics to tissue,
organ and organism-level responses, have usually been considered part of the PD process. In
general, PD models used in drug evaluation have been more empirical, utilizing simple effect
compartments correlated with blood or tissue concentrations of active compound. Inexorably,
the systems approach will advance into the PBPK/PD and physiologically based pharmaco‐
dynamics (PBPD) arena, i.e., into a systems biology approach for describing perturbations of
biological systems by compounds and the exposure/dose conditions under which these
perturbations become sufficiently large to pose significant health risks or to achieve specific
therapeutic outcomes. In fact, PBPK/PD models of toxic effects have been demonstrated to be
useful for risk assessment purposes, as in the case of a PBPK/PD model linking chloroform
metabolism, reparable cell damage, cell death, and regenerative cellular proliferation [69].

The systems biology approach focuses on normal biological function and the perturbations
associated with exposure to compounds. Perturbations of biological processes by compounds
lead to either adverse responses (toxicity) or restoration of normal function to a compromised
tissue (efficacy). The effects of compounds, whether for good or ill, can best be described by
PBPK approaches linked through PBPD models of responses of cellular signaling networks.
Toxicity and efficacy are then defined by an intersection of compound action with the biolog‐
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ical system. Toxicology and pharmacology are disciplines at the interface of chemistry/
pharmacokinetics and biology/pharmacodynamics. Clearly, the main differences in the next
generation of systems approaches in PK and PD modeling will be the increasingly detailed
descriptions of biology afforded by new technologies and the expansion of modeling tools
available for describing the effects of compounds on biological signaling processes.

Of particular importance, in using a PBPK model the pharmacodynamic effects of a drug can
be investigated more directly, relating the effects to free concentration in the tissue (e.g., the
brain) where the compound interacts with the biological system, rather than attempting to
elucidate a potentially indirect relationship with plasma concentrations. By obtaining quanti‐
tative information on the dose-responses for both the efficacy and toxicity of the compound,
the PBPK model can be exercised to evaluate the potential to increase the efficacy/toxicity ratio
of the drug through manipulation of dose and route using novel drug delivery systems. These
and other attributes of PBPK models for organizing and interpreting diverse data sets, with
the specific goals of understanding efficacy and toxicity, are reviving interest in applying these
tools in drug development and evaluation [32].

The rapid development of computational chemistry [70], genomics [71], and high-throughput
screening [72] has brought increasing attention to the discovery phase of drug development,
including growing interest in “discovery toxicology” [73]. PBPK modeling can play a com‐
plementary role to two other technologies that are finding increasing use in drug discovery:
QSAR analysis and genomics. QSAR can be used to estimate compound-specific parameters
for the PBPK model, while genomic data can provide mode of action insights that drive model
structure decisions such as the selection of the appropriate dose metric and its linkage to
pharmacodynamic elements. The PBPK model provides a quantitative biological framework
for integrating the physicochemical characteristics of the drug candidate, together with in
vitro data on its ADME and toxicity, within the constraints of the fundamental physiological
and biochemical processes governing compound behavior in vivo. This approach is particularly
effective when used consistently during drug development, because the information gained
from modeling of previous candidate compounds can greatly facilitate model development
for new compounds with similar structures or properties.

5. Conclusions

PBPK modeling has been identified as a technology that can be used by the pharmaceutical
industry to accelerate the drug development process [17,62,74-75]. Conveniently, ADMET data
typically generated during preclinical development can be used to develop PBPK models.
PBPK models allow better use of these data by serving as a structured repository for quanti‐
tative information on the compound, a conceptual framework for hypothesis testing, and a
quantitative platform for prediction. The power of PBPK modeling for understanding
properties underlying PK and for allowing uncertainty and variability analysis make this tool
valuable to the pharmaceutical industry.
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1. Introduction

1.1. Opioid substitution therapy

Substitution therapy for opiate abusers reduces dependencies on illicit drugs by utilizing
opioid agonists that bind to opioid receptors in the brain. Apart from the physical benefits of
reducing cravings and withdrawal symptoms, it also plays a role in reducing other problems
associated with opioid abuse. Their longer duration of action means they do not require
frequent administration and hence enables patients to carry out activities of daily living
without disruption. The spread of infectious blood borne diseases is also curbed by the fact
that they are usually administered orally [1].

Methadone and buprenorphine are the two most commonly prescribed and effective opioid
agonists for substitution maintenance therapy in Malaysia as their oral preparation can avoid
injecting behaviour among opiate users. Hence, the harm reduction promotion will be further
strengthen as injecting related behaviour among opiate users are the main contributor to HIV
transmission in Malaysia. Methadone Maintenance Therapy (MMT) was started in 2005
through harm reduction programme and is getting a strong foothold since then. Therefore we
are seeing a lot of opioid abuser on methadone in Emergency Department with potential
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overdose or withdrawal symptoms. A lot of these opiate abuser drafted into the program also
frequently have whole hosts of other health problems such HIV, Hepatitis B and C or Tuber‐
culosis which may complicate diagnosis and treatment.

MMT adds importantly to our ability to deal with the ever increasing menace of illicit drug
use. Methadone is a long-acting drug. It occupies the opioid receptors at a slow pace and this
creates a steady level of opioid in the blood. This characteristic avoids the "high and low” levels
that generally occur with short-acting opioid administrations.

1.2. Methadone Pharmacokinetics (PK)

The efficacy of methadone is determined by the stability of methadone concentration in blood,
and therefore in the action site located in the brain. Maximum concentration of methadone is
reached around two to four hours after dose administration and gradually falls until the
moment of next dose administration. As Methadone is extensively metabolized in the liver, its
metabolic clearance is shown by the elimination rate of methadone. The clearance rate of
methadone from the body was found to be 158 ml/ min and 129 ml/ min for (R)-methadone
and (S)-methadone respectively. Main metabolite of methadone, which is 2-ethylidene-1, 5-
dimethyl-3, 3-diphenylpyrrolidine is inactive. The apparent volumes of distribution were
varies with mean values 3.9 l/kg [2]. Methadone is administered single daily as in methadone
maintenance treatment, the average half-life of methadone is around 24 hours. This means that
at the end of the 24th hour after dose administration, the concentration of methadone should
have fallen to half its peak value. Most of us would consider the increasing methadone
concentration in the blood is associated with the increasing dose. However, this general rules
is not necessarily expected as we can see in the patients with methadone doses as high as 70–
170 mg per day, have blood concentrations similar to those of patients whose doses are as low
as 25 mg per day. It is note that the blood concentrations of methadone act as an indicator of
its concentration in the action sites than the dose taken. Because of this, methadone plasma
concentrations measured after 24 hours have repeatedly been proposed as a parameter for the
evaluation of the adequacy of treatment. The necessary level of plasma methadone concen‐
tration is found between 150 and 600 ng/ml to counter for the craving effect of opioid addicts
[3]. However, plasma concentration differs in different individuals and in single person under
different conditions. The determinant factor for this variability include genetic factor, physio‐
logical, pathological, and pharmacological factor. Methadone is metabolized in the body by
the enzymes of P450 cytochrome system . Polymorphism in cytochrome CYP450 can affect a
higher or lower level of its activity and responsible for a more rapid or a slower elimination
of methadone, with a consequent shortening or lengthening of methadone’s half-life and a rise
or fall in its levels in plasma. Concentration of methadone in blood is influenced by various
steps of absorption, plasma protein binding, metabolism and excretion processes. Interference
at the level of the P450 microsomal system also can cause an induction of the methadone
metabolism, with a consequent fall in its levels in plasma, or an inhibition of its metabolism,
with a rise in methadone levels in plasma. Less than 200 ng/ml is associated with poor
compliance and higher than 700 ng/ml is associated with toxicity, ranges from excessive
sedation with small pupils, respiratory depression and fatal tachyarrhythmia such as torsade
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de pointes (TdP) [4]. Based on the methadone concentration in plasma, inter-individual and
intra-individual varieties persist in response to methadone. By studying plasma concentration,
probably the optimum dose of methadone can be achieved faster and minimized unwanted
side effect, therefore the patient will remain in the MMT programme [5]. Other special feature
of methadone is it undergoes extended reversible absorption into tissues particularly the liver
and hence steady-state concentrations can be achieved after multiple administrations. Meth‐
adone is usually administered orally and as such is rapidly absorbed. There are two processes
involved in metabolizing methadone, primarily in the liver namely demethylation and
cyclization. The cyclization process produces 2-Ethylidene-1, 5-dimethyl-3,3-diphenylpyrro‐
lidine (EDDP) distinct from its parent molecule. Methadone and metabolites are primarily
excreted in the feces. Unmetabolized methadone excretion in the urine accounts for less than
11% of the administered dose. It is excreted unchanged and as its metabolite in the urine. The
excretion of methadone is markedly enhanced by the acidification of the urine

1.3. Methadone: AUC

Major measurements in pharmacokinetic study are plasma and urine. Plasma concentration
data provides an important data in PK study. The AUC (the area under curve) can be presented
graphically as the area under the plasma concentration versus time curve. AUC is an important
parameter in PK analysis as it often used to measure the drug exposure. AUC plays many
important roles in pharmacokinetics. AUC provides a measure how much and how long a
drug stays in a body. [6] In other words, AUC shows an overall amount of drug in the
bloodstream after a dose administration. Studying AUC probably is the best way to under‐
stand how people handle a drug. The plasma concentration of the drug measured by AUC can
be useful for clinicians or doctors to optimize the drug dosage. Each person who takes
methadone has differences in the way their body handles the drug in terms of absorption,
distribution, metabolism and/or elimination processes. Therefore, a patient can have a high or
low methadone blood levels after taking the same dose just because of the way they handle
the drug. The PK of drug also changed by certain factors. For example, the blood levels of
methadone can be increased or lowered by not following the food requirements with dosing,
taking antacids with the drugs, or taking certain other drugs or herbals that can cause big
inhibition or induction interactions in drug metabolism. Thus, it is important to find the dose
requirements out so that patients know how best to take the drugs. Finally, the level of drug
concentration in the body affect how well the drug works and whether the drug might cause
side-effects, particularly in a case of high drug levels. Low levels of drug also can result in poor
efficacy of the methadone maintenance treatments. In case of "therapeutic drug monitoring"
(TDM), a doctor may think to measure methadone blood levels as a best idea to adjust the dose.
Based on the results, the doses may be adjusted and then re-check the blood levels of drug to
try and get them right where they want them [7]. Much information can be obtained on drug
absorption, disposition of drug molecules between blood and tissues and drug elimination by
measuring the amounts or the concentrations of drugs in blood, urines or other fluids or tissues
at different times after the administration. AUC is a parameter that is dependent on the drug
amount that enter into the systemic circulation and on the ability that the system has to
eliminate the drug (clearance). Therefore it can be used to measure the drug amount absorbed
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or the efficiency of patient’s physiological processes that characterize the drug elimination.
Accurate estimation of the AUC can be achieved by applying “trapezoidal rule” [8]. AUC can
be calculated by two PK models, which are linear PK models and non-linear PK models. Linear
PK models are conducted without specifying any mathematical models (noncompartmental
methods). It is helpful to use linear models as a guide in therapeutic decision making [9].

1.4. Volume of distribution (Vd)

The amount of drug in the body calculated from measurement of plasma concentration is
assessed using a parameter called Volume of Distribution (Vd). The clinical importance of Vd
is for computing a loading dose (eg. the first dose of a multiple dosage regimen) to reach the
target therapeutic plasma concentration [10]. For example, if 1000 mg of a drug is given and
the subsequent plasma concentration is 10 mg/L, that 1000 mg seems to be distributed in 100
L (dose/volume = concentration; 1000 mg/x L = 10 mg/L; therefore, x = 1000 mg/10 mg/L = 100
L). Vd is not the actual volume of the body or it’s fluid compartment, but it is the distribution
of a drug in the body. For the drug that is highly-bounded by a tissue, the dose that remains
in the circulation is low, hence plasma concentration will be low and Vd will be high [11].
Methadone is a lipophilic drug and exhibits tissue distribution [12]. Methadone is also widely
distributed to brain, kidney, gut, liver, muscle and lung with their specific plasma partition
coefficients [13]. Vd of methadone is reported to be high in humans [14]. The apparent volume
of distribution at steady-state (Vss) studied by other authors is much higher than actual
physiological volume, indicating that methadone is predominantly tissue-bounded compared
to plasma proteins binding. In opiate addicts, Vss of methadone ranged from 4.2 – 9.2 l/kg and
in patient with chronic pain, the Vss is from 1.71 – 5.34 l/kg [15]. Methadone is highly bound
to plasma protein by 86% and it is similar as reported in rats [16], [17]. Because of basic
properties of methadone, it binds predominantly to α1-acid glycoprotein (AAG) [18, 19]. AAG
is an acute-phase serum protein that exhibits different concentration in plasma levels based
on physiological or pathological conditions. In stress condition, AAG will increase and this
will result in lower free fraction (fu) of methadone in plasma of cancer patients and opiate
addicts compared in healthy volunteers [20,21]. Hence, after rapid administration of metha‐
done, fu will decrease in early period and total plasma drug concentration (Cp) will increase
as Vss is proportional to fu, but unbound plasma drug concentration (Cu) remains unchanged.
A study on methadone distribution should pay attention on demographics features like weight
and sex and AAG. About 33% Interindividual variability in Vss is due to sex and weight.
Female exhibit higher Vss than male and this is related to weight. Meanwhile, a decrease in
Vss is associated in time-dependent increase in AAG. [22]

1.5. Metabolism of methadone

Methadone is  used clinically  as  a  racemate,  although R-enantiomers  are  responsible  for
the activation of  opioid activity.  The major pathway in methadone metabolism is  N-de‐
methylation  to  inactive  2-ethylidine-1,5-  dimethyl-3,3-diphenylpyrrolidine  (EDDP).  This
activity  is  mediated  by  cytochrome  P450  CYP3A4  and  CYP2B6  and  somewhat  by
CYP2C19 in vitro which was less active [23]. In vitro, CYP2B6 is regarded as a predomi‐
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nant catalyst of stereo-selective methadone metabolism and may be a major determinant
of methadone metabolism and disposition in vivo. In addition, CYP2B6 activity and ster‐
eo-selective  metabolic  interactions  may  confer  variability  in  methadone  disposition.
CYP3A4 is  the  most  abundant  CYP form in  the  liver.  No genetic  polymorphism is  ob‐
served in this enzyme. However,  interindividual variability in the expression of this en‐
zyme  had  been  noted.  CYP3A4  is  inducible  and  this  might  be  the  reason  for  the
induction  of  the  methadone  metabolism  at  the  beginning  of  a  maintenance  treatment.
Thus, a pattern of decrease in steady-state plasma levels of methadone is observed dur‐
ing maintenance treatment with racemic methadone [24]. Meanwhile, CYP2B6 gene is re‐
ported to be highly polymorphic. It is noted that CYP2B6 has a couple of variant alleles
that are associated with lower expression/activity. Among of those alleles are CYP2B6*6,
CYP2B6*16 and CYP2B6*18 in particular [25, 26, 27]. CYP2B6*6 is rather common in sev‐
eral  different  populations (20–30% frequency),  whereas both CYP2B6*16 and CYP2B6*18
are common in Black subjects  where the allele  frequency is  relatively high,  about  7–9%
[26,  27].  To  a  smaller  extent  CYP1A2 enzymes  which  is  found in  the  kidney  may also
has  influence  on  methadone  metabolism.  Knowledge  from genotype  analyses  is  impor‐
tance in clinical use. It is an explanation for us to understand the therapeutic problem or
a failure in question based from three major  population phenotype,  and these are  poor
metabolisers  (PM),  lack of  functional  enzyme due to defective or  deleted genes,  the ex‐
tensive metabolizers  (EM),  carrying 2  functional  genes;  and the ultra-rapid metabolizers
(UM), with more than 2 active genes encoding a certain P450 [27]. This genotyping anal‐
yses definitely will  be a valuable aspect to contribute to a more efficient and safer drug
therapy in the psychiatric clinic possible.

1.6. Dose of methadone

The believe that zero drug is best has similarly also led to frequent premature cessation of
MMT, even though evidence suggests that maintenance therapy for at least two years is
required for the maximum probability of success. Ironically the reason to discontinue MMT
quite often comes from care providers working in maintenance programs. They often do not
try to adequately address the reasons why patient was taking opioid was taken in the first
place or the existence of coexisting psychiatric illnesses. This frequently results in increasing
anxiety among patients that may explain their needs for other mood-altering drugs, such as
the benzodiazepines. A lot of physicians who are directly involved in MMT programs in
Malaysia or indeed worldwide are quite reluctant to increase dose to a required level due to
the lack of understanding of methadone Adverse Drug Reactions (ADR). Although its efficacy
and safety are well documented worldwide throughout the world, the bad perception of opioid
is hard to shake off. A serious side effect like hypoventilation, respiratory depression, ar‐
rhythmia and prolonged QT interval were rare and normally occurs with other concomitant
drugs such as benzodiazepine [28]. Most guidelines advises gradual increase in methadone
dose to achieve sufficient tolerance so that an injection of any amount of street opioid will not
be able to produce euphoria, thus eliminating the reward for injecting drugs. A high dose of
methadone is usually required to achieve this effect and it averages 80 - 100 mg per day.
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anxiety among patients that may explain their needs for other mood-altering drugs, such as
the benzodiazepines. A lot of physicians who are directly involved in MMT programs in
Malaysia or indeed worldwide are quite reluctant to increase dose to a required level due to
the lack of understanding of methadone Adverse Drug Reactions (ADR). Although its efficacy
and safety are well documented worldwide throughout the world, the bad perception of opioid
is hard to shake off. A serious side effect like hypoventilation, respiratory depression, ar‐
rhythmia and prolonged QT interval were rare and normally occurs with other concomitant
drugs such as benzodiazepine [28]. Most guidelines advises gradual increase in methadone
dose to achieve sufficient tolerance so that an injection of any amount of street opioid will not
be able to produce euphoria, thus eliminating the reward for injecting drugs. A high dose of
methadone is usually required to achieve this effect and it averages 80 - 100 mg per day.
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Typically when these principles are followed, MMT is effective with a tolerable adverse drug
reaction (ADR), and the individual and society can gains from it.

It  is  however  unfortunate  that  these  principles  are  rarely  followed.  Consequently,  al‐
though current knowledge supports a daily dose of at least 80 mg to 100 mg to abolish
further  craving  for  opioids,  a  big  majority,  including  in  Malaysia,  are  maintained  on
much lower doses [5,  28-31].  To ascertain optimal dosing for MMT in clinical settings is
very  challenging.  As  explained  before,  higher  doses  (>  80mg)  had  been  postulated  to
have serious adverse drug reactions (ADR) while low dose encourage defaulter and illic‐
it  drug seeking behaviour.  It  has  been observed that  physicians are  too afraid to  maxi‐
mize methadone dosage to a  required level  mainly due to misconception about its  side
effects.  This  study hopes to  clarify  this  misconception and encourage physician to  opti‐
mize personalized methadone dosing. In view of the heavy burden of opioids addiction
to  society  generally  and  healthcare  specifically,  we  choose  to  study  about  methadone
substitution therapy and its  implementation in details.  Our focus is  to compare the dif‐
ferent  of  ADR between  high  dose  methadone  and low dose  methadone.  We hope  that
the  results  from our  study  will  be  able  to  highlights  the  main  side  effects  in  different
methadone  groups,  its  safety  profile  and  ultimately  encourage  a  higher  dose  MMT re‐
gime.  An  increasing  importance  of  methadone  as  an  effective  substitution  therapy,  as
well  as  its  potential  in  treating chronic  pain as  in  outpatient  settings warranted further
evaluation of its safety and efficacy [32-34]. Though we are likely producing results that
have already been studied, we feel  it  is  still  important as these have never been shown
in our local setting. Local data such as these is extremely important in trying to convince
the  authorities  in  adopting  new  and  bold  measures  to  combat  the  drug  abuse  menace
and the rise of HIV in Malaysia.

By determining the relationship between clinical dose of methadone and its plasma level, the
methadone prescribers would probably able to determine the relationship between clinical
dose of methadone with its plasma level for a better optimum dose for the best effect and
response. This would further helping physician in determining and evaluate the different
withdrawal effects in opioid dependant subjects with different doses of methadone. The end
point measurement of this would probably keep opioid dependent patients remain in the MMT
programme for a better monitoring and curbing the spread of HIV infection through the
intravenous routes.

2. Methods and material

This was a comparative prospective cross sectional study, in which the sample size will be
selected from MMT clinic run by government institution ( HUSM Psychiatric Department) and
from the authorized private MMT centre (Klinik Sahabat, Kota Bharu).

The patients selected were already enrolled into MMT programme in these clinics. During
recruitment phase, we will ensure that the subjects were already receiving daily methadone
therapy for 6 month, hence minimize early adverse symptoms during induction phase. During
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recruitment phase, baseline ECG from the clinics will be studied. If these pre-induction
baseline ECGs shows corrected QT interval more than 450ms in male, they will be excluded
from the study. This will filter out the subjects with the prolong QT interval caused by other
condition such as long QT syndrome.

After recruitment the researcher will be blinded to the treatment regimes and methadone
dosage. Recruited subjects then subsequently will be tested on urine drug test, electrolyte levels
and questioned about concomitant drug used. If urine drug test was positive or electrolyte
levels were abnormal or subjects were found to take medication that can alter Methadone level,
they will be excluded from study. However they can still be included in the study during the
next follow up.

Validated questionnaire will be used to grade the symptoms frequency according to the scale
(0 = never, 1 = seldom, 2 = frequent). Vitals signs, pupil size measurement, and ECG will be
taken using standardized equipment. Height, weight and other demographic data will be
taken from patient file in the clinic. Then blood samples will be taken for plasma level
measurement and genetic screening.

3. Results

3.1. Socio-demography

Forty nine subjects were enrolled into this study. All of our sample were Malay male, age
between 19 – 50 years old ( mean age 35.14 ± 6.66 ), weight ranged between 46kg to 73kg (mean
weight 61.41± 6.53) and with a mean height of 167.76±5.21 cm, ranged between 154cm to 181cm,
table 1. Mean value for heart rate, mean arterial pressure (MAP), respiratory rate, SPo2 and
pupil size were 85 beat per min, 89.13 mmHg, 9 breath per min, 98% saturation and 3mm pupil
size respectively (table 2).

Majority of patient had secondary education level (81.63%), 14.29% patients had education of
high school level, and 2.04% had education level of degree. Majority of them were single (51%)
while 34.7% were married and 7 or 14.3% of them were divorced.

Twenty patient or 40.8% was given less than 80mg oral methadone. Mean methadone dose
was 85.51mg ± 29.85sd while mean plasma level of methadone was 235.26 (±153.27). Mean
corrected QT interval was 442.49 (±20.42), table 3.

Variables (n= 49) Minimum Maximum Mean Std. Deviation

Height (cm) 154 181 167.76 5.206

Weight (kg) 46 73 61.41 6.529

Age(years) 19 50 35.14 6.658

Table 1. Descriptive statistics of height, weight and age of subjects
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Typically when these principles are followed, MMT is effective with a tolerable adverse drug
reaction (ADR), and the individual and society can gains from it.

It  is  however  unfortunate  that  these  principles  are  rarely  followed.  Consequently,  al‐
though current knowledge supports a daily dose of at least 80 mg to 100 mg to abolish
further  craving  for  opioids,  a  big  majority,  including  in  Malaysia,  are  maintained  on
much lower doses [5,  28-31].  To ascertain optimal dosing for MMT in clinical settings is
very  challenging.  As  explained  before,  higher  doses  (>  80mg)  had  been  postulated  to
have serious adverse drug reactions (ADR) while low dose encourage defaulter and illic‐
it  drug seeking behaviour.  It  has  been observed that  physicians are  too afraid to  maxi‐
mize methadone dosage to a  required level  mainly due to misconception about its  side
effects.  This  study hopes to  clarify  this  misconception and encourage physician to  opti‐
mize personalized methadone dosing. In view of the heavy burden of opioids addiction
to  society  generally  and  healthcare  specifically,  we  choose  to  study  about  methadone
substitution therapy and its  implementation in details.  Our focus is  to compare the dif‐
ferent  of  ADR between  high  dose  methadone  and low dose  methadone.  We hope  that
the  results  from our  study  will  be  able  to  highlights  the  main  side  effects  in  different
methadone  groups,  its  safety  profile  and  ultimately  encourage  a  higher  dose  MMT re‐
gime.  An  increasing  importance  of  methadone  as  an  effective  substitution  therapy,  as
well  as  its  potential  in  treating chronic  pain as  in  outpatient  settings warranted further
evaluation of its safety and efficacy [32-34]. Though we are likely producing results that
have already been studied, we feel  it  is  still  important as these have never been shown
in our local setting. Local data such as these is extremely important in trying to convince
the  authorities  in  adopting  new  and  bold  measures  to  combat  the  drug  abuse  menace
and the rise of HIV in Malaysia.

By determining the relationship between clinical dose of methadone and its plasma level, the
methadone prescribers would probably able to determine the relationship between clinical
dose of methadone with its plasma level for a better optimum dose for the best effect and
response. This would further helping physician in determining and evaluate the different
withdrawal effects in opioid dependant subjects with different doses of methadone. The end
point measurement of this would probably keep opioid dependent patients remain in the MMT
programme for a better monitoring and curbing the spread of HIV infection through the
intravenous routes.

2. Methods and material

This was a comparative prospective cross sectional study, in which the sample size will be
selected from MMT clinic run by government institution ( HUSM Psychiatric Department) and
from the authorized private MMT centre (Klinik Sahabat, Kota Bharu).

The patients selected were already enrolled into MMT programme in these clinics. During
recruitment phase, we will ensure that the subjects were already receiving daily methadone
therapy for 6 month, hence minimize early adverse symptoms during induction phase. During
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recruitment phase, baseline ECG from the clinics will be studied. If these pre-induction
baseline ECGs shows corrected QT interval more than 450ms in male, they will be excluded
from the study. This will filter out the subjects with the prolong QT interval caused by other
condition such as long QT syndrome.

After recruitment the researcher will be blinded to the treatment regimes and methadone
dosage. Recruited subjects then subsequently will be tested on urine drug test, electrolyte levels
and questioned about concomitant drug used. If urine drug test was positive or electrolyte
levels were abnormal or subjects were found to take medication that can alter Methadone level,
they will be excluded from study. However they can still be included in the study during the
next follow up.

Validated questionnaire will be used to grade the symptoms frequency according to the scale
(0 = never, 1 = seldom, 2 = frequent). Vitals signs, pupil size measurement, and ECG will be
taken using standardized equipment. Height, weight and other demographic data will be
taken from patient file in the clinic. Then blood samples will be taken for plasma level
measurement and genetic screening.

3. Results

3.1. Socio-demography

Forty nine subjects were enrolled into this study. All of our sample were Malay male, age
between 19 – 50 years old ( mean age 35.14 ± 6.66 ), weight ranged between 46kg to 73kg (mean
weight 61.41± 6.53) and with a mean height of 167.76±5.21 cm, ranged between 154cm to 181cm,
table 1. Mean value for heart rate, mean arterial pressure (MAP), respiratory rate, SPo2 and
pupil size were 85 beat per min, 89.13 mmHg, 9 breath per min, 98% saturation and 3mm pupil
size respectively (table 2).

Majority of patient had secondary education level (81.63%), 14.29% patients had education of
high school level, and 2.04% had education level of degree. Majority of them were single (51%)
while 34.7% were married and 7 or 14.3% of them were divorced.

Twenty patient or 40.8% was given less than 80mg oral methadone. Mean methadone dose
was 85.51mg ± 29.85sd while mean plasma level of methadone was 235.26 (±153.27). Mean
corrected QT interval was 442.49 (±20.42), table 3.

Variables (n= 49) Minimum Maximum Mean Std. Deviation

Height (cm) 154 181 167.76 5.206

Weight (kg) 46 73 61.41 6.529

Age(years) 19 50 35.14 6.658

Table 1. Descriptive statistics of height, weight and age of subjects

Plasma Methadone Level Monitoring in Methadone Maintenance Therapy: A Personalised Methadone Therapy
http://dx.doi.org/10.5772/54850

225



Variables (n = 49) Minimum Maximum Mean Std. Deviation

spo2 (%) 95 100 98.00 1.646

mean arterial pressure (mmHg) 69.33 113.33 89.92 12.363

pulse rate (/min) 62 117 85.45 14.348

respiratory rate (breath/min) 6 16 9.18 1.976

pupil size (mm) 1 3 2.61 0.571

Table 2. Descriptive statistics of vital signs of the study subjects

Variables (n = 49) Minimum Maximum Mean Std. Deviation

methadone dose (mg) 30 160 85.51 29.85

plasma methadone

level (ng/ml)
26.90 708.50 235.26 153.27

QTc interval (ms) 409 500 442.49 20.42

Table 3. Descriptive Statistics of methadone dose, plasma methadone level and corrected QT interval

3.2. Methadone dose and its relationship with plasma methadone level

Methadone dosage in this study ranged between 30mg to 160mg with mean methadone dosage
of 85.51±29.85mg. Mean plasma methadone was 235.56 mg (minimum 26.90mg and maximum
of 708.50mg). Histogram for methadone dosage showed normal unimodal distribution curve
(figure 1) which signify normal paramateric distribution. Table 4 showed the association
between methadone dosage with its plasma level and other numerical variables. Using Simple
Linear Regression analysis, only plasma methadone level and corrected QT interval were
found to be statistically significant (p < 0.001 and CI didn’t cross 0). However R2 value
(coefficient of determination) was only ‘fair’ for plasma methadone level and QTc interval
(between 0.26 – 0.50). Therefore in summary, results from simple linear regression analysis
had shown that there were ‘fair’ linear relationships between methadone dose and plasma
level. For every increase in 1mg of methadone, there was an increase of 2.685 ng/ml of plasma
methadone level (p<0.001, b=2.685, 95% CI 1.436, 3.934) However only 28.5% of individual can
be explained by this regression model (R2 0.285). Scatter plot (figure 2) is showing the rela‐
tionship between plasma methadone and methadone dosage. Thus, relationship between
Methadone dosage and Plasma Methadone can be summarised with the equation:

Plasma Methadone (ng / ml)=  4.641 + 2.685(Methadone Dose in mg)

QTc interval also had a fairly significant linear regression with the methadone dose (p <0.001,
b = 0.287 (95%CI 0.147, 0.426), R2=0.267).
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Variable (n=49) Parameter vector, ba ( 95% C I)
R2(regression
coefficient)

p value

Plasma methadone (mg) 2.685 (1.436 , 3.934) 0.285 0.001*

QTc (msec) 0.287 (0.147, 0.426) 0.267 0.001*

Pulse rate (/min) 0.17 ( 0.038,0.302 ) 0.125 0.103

Respiratory Rate (/min) 0.007 (-0.012 ,0.270) 0.013 0.439

MAP (mmHg) 0.06 (-0.153,0.09) 0.006 0.605

SpO2 (%) -0.006 ( - 0.022 , 0.01 ) 0.011 0.477

Pupil size (mm) -0.004 ( -0.010 , 0.001) 0.049 0.128

Height (m) 0.008 ( -0.044 , 0.059) 0.002 0.765

Weight (kg) 0.032 (- 0.088 , 0.930) 0.000 0.930

a = simple linear regression

* = statistically significance

All assumptions are met in statistically significant group

Table 4. Relationship between methadone dose with plasma methadone and other numerical variables

Figure 1. Histogram shows unimodal distribution of methadone dose
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Variables (n = 49) Minimum Maximum Mean Std. Deviation

spo2 (%) 95 100 98.00 1.646

mean arterial pressure (mmHg) 69.33 113.33 89.92 12.363

pulse rate (/min) 62 117 85.45 14.348

respiratory rate (breath/min) 6 16 9.18 1.976

pupil size (mm) 1 3 2.61 0.571

Table 2. Descriptive statistics of vital signs of the study subjects

Variables (n = 49) Minimum Maximum Mean Std. Deviation

methadone dose (mg) 30 160 85.51 29.85

plasma methadone

level (ng/ml)
26.90 708.50 235.26 153.27

QTc interval (ms) 409 500 442.49 20.42

Table 3. Descriptive Statistics of methadone dose, plasma methadone level and corrected QT interval

3.2. Methadone dose and its relationship with plasma methadone level

Methadone dosage in this study ranged between 30mg to 160mg with mean methadone dosage
of 85.51±29.85mg. Mean plasma methadone was 235.56 mg (minimum 26.90mg and maximum
of 708.50mg). Histogram for methadone dosage showed normal unimodal distribution curve
(figure 1) which signify normal paramateric distribution. Table 4 showed the association
between methadone dosage with its plasma level and other numerical variables. Using Simple
Linear Regression analysis, only plasma methadone level and corrected QT interval were
found to be statistically significant (p < 0.001 and CI didn’t cross 0). However R2 value
(coefficient of determination) was only ‘fair’ for plasma methadone level and QTc interval
(between 0.26 – 0.50). Therefore in summary, results from simple linear regression analysis
had shown that there were ‘fair’ linear relationships between methadone dose and plasma
level. For every increase in 1mg of methadone, there was an increase of 2.685 ng/ml of plasma
methadone level (p<0.001, b=2.685, 95% CI 1.436, 3.934) However only 28.5% of individual can
be explained by this regression model (R2 0.285). Scatter plot (figure 2) is showing the rela‐
tionship between plasma methadone and methadone dosage. Thus, relationship between
Methadone dosage and Plasma Methadone can be summarised with the equation:

Plasma Methadone (ng / ml)=  4.641 + 2.685(Methadone Dose in mg)

QTc interval also had a fairly significant linear regression with the methadone dose (p <0.001,
b = 0.287 (95%CI 0.147, 0.426), R2=0.267).
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Variable (n=49) Parameter vector, ba ( 95% C I)
R2(regression
coefficient)

p value

Plasma methadone (mg) 2.685 (1.436 , 3.934) 0.285 0.001*

QTc (msec) 0.287 (0.147, 0.426) 0.267 0.001*

Pulse rate (/min) 0.17 ( 0.038,0.302 ) 0.125 0.103

Respiratory Rate (/min) 0.007 (-0.012 ,0.270) 0.013 0.439

MAP (mmHg) 0.06 (-0.153,0.09) 0.006 0.605

SpO2 (%) -0.006 ( - 0.022 , 0.01 ) 0.011 0.477

Pupil size (mm) -0.004 ( -0.010 , 0.001) 0.049 0.128

Height (m) 0.008 ( -0.044 , 0.059) 0.002 0.765

Weight (kg) 0.032 (- 0.088 , 0.930) 0.000 0.930

a = simple linear regression

* = statistically significance

All assumptions are met in statistically significant group

Table 4. Relationship between methadone dose with plasma methadone and other numerical variables

Figure 1. Histogram shows unimodal distribution of methadone dose
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Figure 2. Scatter plot shows correlation between plasma methadone and methadone dose

3.3. Comparison of ADR between high dose methadone (≥80mg) and low dose methadone
(<80mg)

Corrected QT interval was statistically significant (p = 0.025) when comparing between both
methadone groups using independent-t test. Mean QTc in low dose methadone group was
434.70 (13.79) while in high dose group was 447.86 (22.64), table 5. Using Simple Linear
regression, the association was fairly significant (p <0.001, b = 0.287 (95%CI 0.147, 0.426),
R2=0.267). Table 6 summarized the frequency and rate of symptoms attributed to different
groups of methadone maintenance therapy (MMT). Overall, side effects with statistically
significant p value (constipation, corrected QT interval, stomach upset, including nausea,
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vomiting, wind, diarrhoea, headache, lightheadedness and dizziness, chronic fatigue, sleepi‐
ness and exhaustion, drowsiness and sleepiness) showed strong positive association between
methadone dose and the frequency and severity of the side effects. In other words, with
increasing dose of methadone, there was high occurrence of more severe and frequent
symptoms. Between the two groups of methadone, constipation and stomach upset (including
nausea, vomiting, wind and diarrhea) were most significant symptoms (p = 0.001 and p =
0.003). Majority of subjects suffered from constipation in high dose methadone group (n = 27)
albeit with minimal frequency (seldom, n = 21 out of 29).

Constitutional  symptoms  such  as  stomach  upset  including  nausea,  vomiting,  wind  and
diarrhea were very common occurrence in patient taking methadone. Thirty seven of 49
patients  in  this  study  experienced  one  of  these  symptoms.  In  higher  group  of  metha‐
done, the situation is more pronounced (27 out of 29 patients) but less bothersome (sel‐
dom,  n  =  21).  Using  Chi  square  test/  Fischer  exact  test,  problems  with  erection  or
ejaculation, was the main hormonal side effect with a p value of 0.005. There were 16 pa‐
tients (seldom 11 and frequent 5) or more than 50% of patient from methadone ≥80mg is
having  problems  with  erection  or  orgasm.  This  was  in  contrast  with  low  dose  Metha‐
done group who has only 2 patients having infrequent symptoms (10%). Headache, light‐
headedness and dizziness were a common occurrence in both groups of  methadone (29
out of 49 subjects).  Although it was more common in high dose group (21 out of 29),  it
was mainly tolerable to subjects (seldom, n=21).  Chronic fatigue,  sleepiness and exhaus‐
tion were also common with a significant p<0.021.  In higher methadone group (>80mg),
there  was  at  least  one  episodes  of  fatigue,  sleepiness  and exhaustion  compared  to  low
dose (n = 4 in low dose methadone group while n=15 in high dose group). Patient who
suffered frequent symptoms also was higher in high dose group compared to low dose
group with n =5 and n= 4 respectively.  Nineteen out of 29 patients were suffering from
drowsiness  and  sleepiness,  with  15  of  them  were  having  infrequent  episodes  in  high
dose  methadone  group.  Only  6  patients  were  having  similar  symptoms  in  low  dose
methadone group, with all have them having mild symptoms.

Other potential life threatening symptoms such as shallow breathing, hypoventilation,
breathlessness and palpitation was not statistically significant when comparing between both
methadone groups. In that respect, both methadone groups had experienced almost similar
rate of symptoms.

Variables

Mean(SD)

Methadone< 80mg

(n= 20)

Mean (SD)

Methadone≥80mg

(n=29)

p value (95% CI)

QTC (ms) 434.70(13.79) 447.86(22.64) *0.025(1.73,24.60)

* statistically significant,

analysed by independent – t test

Table 5. Comparison of corrected QT interval between high dose methadone and low dose methadone
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Figure 2. Scatter plot shows correlation between plasma methadone and methadone dose

3.3. Comparison of ADR between high dose methadone (≥80mg) and low dose methadone
(<80mg)

Corrected QT interval was statistically significant (p = 0.025) when comparing between both
methadone groups using independent-t test. Mean QTc in low dose methadone group was
434.70 (13.79) while in high dose group was 447.86 (22.64), table 5. Using Simple Linear
regression, the association was fairly significant (p <0.001, b = 0.287 (95%CI 0.147, 0.426),
R2=0.267). Table 6 summarized the frequency and rate of symptoms attributed to different
groups of methadone maintenance therapy (MMT). Overall, side effects with statistically
significant p value (constipation, corrected QT interval, stomach upset, including nausea,
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vomiting, wind, diarrhoea, headache, lightheadedness and dizziness, chronic fatigue, sleepi‐
ness and exhaustion, drowsiness and sleepiness) showed strong positive association between
methadone dose and the frequency and severity of the side effects. In other words, with
increasing dose of methadone, there was high occurrence of more severe and frequent
symptoms. Between the two groups of methadone, constipation and stomach upset (including
nausea, vomiting, wind and diarrhea) were most significant symptoms (p = 0.001 and p =
0.003). Majority of subjects suffered from constipation in high dose methadone group (n = 27)
albeit with minimal frequency (seldom, n = 21 out of 29).

Constitutional  symptoms  such  as  stomach  upset  including  nausea,  vomiting,  wind  and
diarrhea were very common occurrence in patient taking methadone. Thirty seven of 49
patients  in  this  study  experienced  one  of  these  symptoms.  In  higher  group  of  metha‐
done, the situation is more pronounced (27 out of 29 patients) but less bothersome (sel‐
dom,  n  =  21).  Using  Chi  square  test/  Fischer  exact  test,  problems  with  erection  or
ejaculation, was the main hormonal side effect with a p value of 0.005. There were 16 pa‐
tients (seldom 11 and frequent 5) or more than 50% of patient from methadone ≥80mg is
having  problems  with  erection  or  orgasm.  This  was  in  contrast  with  low  dose  Metha‐
done group who has only 2 patients having infrequent symptoms (10%). Headache, light‐
headedness and dizziness were a common occurrence in both groups of  methadone (29
out of 49 subjects).  Although it was more common in high dose group (21 out of 29),  it
was mainly tolerable to subjects (seldom, n=21).  Chronic fatigue,  sleepiness and exhaus‐
tion were also common with a significant p<0.021.  In higher methadone group (>80mg),
there  was  at  least  one  episodes  of  fatigue,  sleepiness  and exhaustion  compared  to  low
dose (n = 4 in low dose methadone group while n=15 in high dose group). Patient who
suffered frequent symptoms also was higher in high dose group compared to low dose
group with n =5 and n= 4 respectively.  Nineteen out of 29 patients were suffering from
drowsiness  and  sleepiness,  with  15  of  them  were  having  infrequent  episodes  in  high
dose  methadone  group.  Only  6  patients  were  having  similar  symptoms  in  low  dose
methadone group, with all have them having mild symptoms.

Other potential life threatening symptoms such as shallow breathing, hypoventilation,
breathlessness and palpitation was not statistically significant when comparing between both
methadone groups. In that respect, both methadone groups had experienced almost similar
rate of symptoms.

Variables

Mean(SD)

Methadone< 80mg

(n= 20)

Mean (SD)

Methadone≥80mg

(n=29)

p value (95% CI)

QTC (ms) 434.70(13.79) 447.86(22.64) *0.025(1.73,24.60)

* statistically significant,

analysed by independent – t test

Table 5. Comparison of corrected QT interval between high dose methadone and low dose methadone
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Variables Methadone

<80mg

(n=20)

Methadone

≥80mg (n= 29)
p value

Constipation

Never

Seldom

Frequent

10

10

0

2

21

6

*0.001a

Stomach upset, including nausea, vomiting, wind, diarrhoea

Never

Seldom

Frequent

9

11

0

2

22

5

*0.003a

Problems with erection and ejaculation

Never

Seldom

Frequent

18

2

0

13

11

5

*0.005a

Headache, lightheadedness, dizziness

Never

Seldom

Frequent

11

7

2

8

21

0

*0.017a

Chronic fatigue, sleepiness and exhaustion

Never

Seldom

Frequent

12

4

4

9

15

5

*0.021a

Drowsiness, sleepiness

Never

Seldom

Frequent

14

6

0

10

15

4

*0.029a

Breathlessness

Never

Seldom

Frequent

18

1

1

20

8

1

0.133a

Coughing

Never

Seldom

Frequent

18

1

1

18

10

1

0.052a

Shallow breathing

Never

Seldom

Frequent

19

1

0

20

8

1

0.083a

Palpitation

Never

Seldom

Frequent

19

0

1

20

6

3

0.062a

New Insights into Toxicity and Drug Testing230

Variables Methadone

<80mg

(n=20)

Methadone

≥80mg (n= 29)
p value

Dry mouth

Never

Seldom

Frequent

8

1

1

25

4

0

0.124a

Hallucination

Never

Seldom

Frequent

20

0

0

26

3

0

0.138b

Euphoria, elated mood

Never

Seldom

Frequent

18

2

0

25

3

1

0.710a

Sad, depression, hopelessness

Never

Seldom

Frequent

17

3

0

29

0

0

0.062b

Weight gain

Never

Seldom

Frequent

12

7

1

10

15

4

0.187a

Rash

Never

Seldom

Frequent

20

0

0

22

6

1

0.060a

Galactorrhoea No data

Seizure, athetosis, abnormal movement No data

a = Chi Square test

b = Fischer exact test

* statistically significant, p<0.05

Table 6. Comparison of ADR between high dose methadone and low dose methadone (categorical variables)

3.4. Comparison of withdrawal or mixed side effects between low dose methadone (<80mg)
and high dose methadone (≥80mg)

Table 7 Illustrates a comparison of main withdrawal or mixed side effects between the two
groups of methadone. Using either Chi square test or Fischer exact test, itchiness was the most
significant (p =0.001) withdrawal side effect in this study. Eighteen out of 20 patients in low
dose methadone had at least 1 episodes of skin itchiness, although majority of them (n = 15)
was not frequent. High dose methadone group had only 8 mild skin itchiness cases and 1
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Variables Methadone

<80mg

(n=20)

Methadone

≥80mg (n= 29)
p value
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0.133a

Coughing

Never

Seldom

Frequent

18

1

1

18

10

1
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20

8

1
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significant (p =0.001) withdrawal side effect in this study. Eighteen out of 20 patients in low
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frequent case. It indicates that higher dose methadone group has less withdrawal side effect
including itchiness. Increase sweating had a second lowest p value at 0.005. Eight patients or
40% from lower methadone dose group have experienced increase sweating at some point of
time, but 7 of them experienced infrequent symptoms. Only 1 patient from higher methadone
group suffers from the same symptoms (3.5%).

Variables Methadone

<80mg (n=20)

Methadone

≥80mg (n=29)
p value

Itchiness

Never

Seldom

Frequent

2

15

3

22

8

1

*0.001a

Increase sweating

Never

Seldom

Frequent

12

7

1

28

1

0

*0.005a

Insomnia, lack of sleep

Never

Seldom

Frequent

12

6

2

26

2

0

*0.033a

Flushing

Never

Seldom

Frequent

11

8

1

26

3

0

*0.019a

Poor weight gain, anorexia

Never

Seldom

Frequent

18

2

0

21

6

1

0.263a

Difficulty urination

Never

Seldom

Frequent

20

0

0

28

1

0

1.000b

Aggressive, agitation

Never

Seldom

Frequent

20

2

0

27

0

0

0.357b

Swelling of hand and feet No data

a = Chi Square test, b = Fisher Exact test

* statistically significant

Table 7. Comparison of main withdrawal side effects between high dose methadone and low dose methadone.
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Withdrawal patients also reported having flushing symptoms. Comparing the 2 groups of
methadone, there was a significant statistical significant (p = 0.019). Nine patients having
flushing symptoms in low dose group compared to 3 in high dose group.

Eight out of 20 patients were having insomnia or lack of sleep in low dose methadone group
(p = 0.033). However, majority (6 out of 8) were having only infrequent symptoms. In high
dose group, only 2 patients suffered from infrequent insomnia or lack of sleep (6.8%). Other
variables were not statistically significant.

4. Discussion

Some centre for methadone maintenance treatment (MMT) programs prescribe inadequate
daily methadone doses. Patients complain of withdrawal symptoms and continue illicit opioid
use, yet practitioners are reluctant to increase doses above certain arbitrary thresholds. Plasma
methadone levels (PMLs) may guide practitioners’ dosing decisions, especially for those
patients who have low PMLs despite higher methadone doses. To date, methadone dosing is
still an issue of debate and controversy among clinicians who are involved in methadone
maintenance programs. One meta analysis [35] which studied 24 articles suggest to have a goal
for methadone dosing in the range of 60 to 100 mg daily However newer research suggests
that doses ranging from 100 mg/d to more than 700 mg/d, with correspondingly higher PMLs,
may be optimal for many patients [36-39].There does not appear to be a maximum daily dose
limit when determining what is adequately “enough” methadone. In this study, there were 49
subjects taking daily methadone in the range of 30mg to 160mg. Mean methadone dosage was
85.51mg whereas methadone plasma levels ranged between 26.90 and 708.50 ng/ml with a
mean of 234.24 ng/ml. Results from this study showed there was a positive, fair and significant
correlation between methadone doses with its plasma level. (Pearson R = 0.36, Regression
coefficient, R2 =0.285, parameter vector b = 2.685, p = 0.001) and can be summarised into an
equation:

Plasma methadone (ng / ml) =  4.641 + 2.685 (methadone dose in mg)

Thus, according to the formula, every increase in 1mg of methadone, there was an increase of
2.685 ng/ml of plasma methadone level plus a constant (b=2.685, 95% CI 1.436, 3.934, p<0.001)
However only 28.5% of individual can be explained by this regression model (R2 0.285). Result
from our study is well replicated in other publication. Adelson et al. in 2007, had studied 151
MMT patient in Israel and found a significant correlation between methadone dosage and
plasma level (Pearson R = 0.36, P<0.005). The study also noted a stronger correlation in patient
who do not have illicit drugs [38]. Eap et al. reported on use of high methadone doses, as well
as methadone levels in the plasma; they evaluated 211 MMT patients (including 31 patients
who were undergoing dose reduction to stop treatment), all of whom were receiving the same
methadone dose for at least 5 days. [40]

The mean methadone dose in the 211 patients was 100 ± 58 mg/day, range 5-350 mg/days, and
their mean methadone level in plasma was 281 ± 169 ng/ml, range 16-976 ng/ml. They found
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frequent case. It indicates that higher dose methadone group has less withdrawal side effect
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methadone, there was a significant statistical significant (p = 0.019). Nine patients having
flushing symptoms in low dose group compared to 3 in high dose group.
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(p = 0.033). However, majority (6 out of 8) were having only infrequent symptoms. In high
dose group, only 2 patients suffered from infrequent insomnia or lack of sleep (6.8%). Other
variables were not statistically significant.

4. Discussion

Some centre for methadone maintenance treatment (MMT) programs prescribe inadequate
daily methadone doses. Patients complain of withdrawal symptoms and continue illicit opioid
use, yet practitioners are reluctant to increase doses above certain arbitrary thresholds. Plasma
methadone levels (PMLs) may guide practitioners’ dosing decisions, especially for those
patients who have low PMLs despite higher methadone doses. To date, methadone dosing is
still an issue of debate and controversy among clinicians who are involved in methadone
maintenance programs. One meta analysis [35] which studied 24 articles suggest to have a goal
for methadone dosing in the range of 60 to 100 mg daily However newer research suggests
that doses ranging from 100 mg/d to more than 700 mg/d, with correspondingly higher PMLs,
may be optimal for many patients [36-39].There does not appear to be a maximum daily dose
limit when determining what is adequately “enough” methadone. In this study, there were 49
subjects taking daily methadone in the range of 30mg to 160mg. Mean methadone dosage was
85.51mg whereas methadone plasma levels ranged between 26.90 and 708.50 ng/ml with a
mean of 234.24 ng/ml. Results from this study showed there was a positive, fair and significant
correlation between methadone doses with its plasma level. (Pearson R = 0.36, Regression
coefficient, R2 =0.285, parameter vector b = 2.685, p = 0.001) and can be summarised into an
equation:

Plasma methadone (ng / ml) =  4.641 + 2.685 (methadone dose in mg)

Thus, according to the formula, every increase in 1mg of methadone, there was an increase of
2.685 ng/ml of plasma methadone level plus a constant (b=2.685, 95% CI 1.436, 3.934, p<0.001)
However only 28.5% of individual can be explained by this regression model (R2 0.285). Result
from our study is well replicated in other publication. Adelson et al. in 2007, had studied 151
MMT patient in Israel and found a significant correlation between methadone dosage and
plasma level (Pearson R = 0.36, P<0.005). The study also noted a stronger correlation in patient
who do not have illicit drugs [38]. Eap et al. reported on use of high methadone doses, as well
as methadone levels in the plasma; they evaluated 211 MMT patients (including 31 patients
who were undergoing dose reduction to stop treatment), all of whom were receiving the same
methadone dose for at least 5 days. [40]

The mean methadone dose in the 211 patients was 100 ± 58 mg/day, range 5-350 mg/days, and
their mean methadone level in plasma was 281 ± 169 ng/ml, range 16-976 ng/ml. They found
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a significant correlation between methadone levels in plasma and methadone doses expressed
as mg/kg body weight; the highest correlation was in patients with no co-medications
(benzodiazepines and antidepressants) or drug abuse, and with the active enantiomer R-
methadone (R = 0.65). The correlation with the racemic methadone solution was R = 0.50.
However, no scatter-plot was published. Results from this study and those highlighted here
shows that although the plasma methadone level was fairly correlated (R between 0.26 – 0.5),
true significant linear associations is impossible. This is because the plasma level depends on
the dose that the patient is actually taken, which can be subjected to cheating. It is well known
that some patients may abuse methadone. High blood levels of methadone may occur for
several reasons:

1. Up to 75% of the patients with high-methadone serum levels indeed were receiving high
methadone doses, above 70mg/day;

2. Some patients may obtain illicitly additional methadone or other illicit drugs outside the
clinic on any day;

3. Some patients, especially those who have take-home privileges, may not consume their
entire doses and may have sold some of the methadone.

There are several other factors that relate to inter-subject variability among patients’ serum
methadone level. Specific cytochrome P-450 gene polymorphisms which Eap et al. hypothe‐
sized might produce “slow metabolizers,” “rapid metabolizers,” and “ultra-rapid metabo‐
lizers”.  Chen  et  al.  in  2011,  studies  the  effect  CYP450  polymorphism  in  relation  to
withdrawal symptoms and side effects.  In this cross sectional study, the average metha‐
done  dose  was  55  mg/day  among 366  methadone  maintenance  patients  whose  average
steady-state plasma methadone concentrations were 193 and 142 ng/ml for R- and S-metha‐
done enantiomers. It found out a polymorphism of the CYP3A4 is associated with opioid
withdrawal  symptoms  (permutation,  p  <  0.0097),  especially  the  symptom  of  heart  rate,
which was assessed as an item within 11 items of the clinical opioid withdrawal scale total
score.CYP3A4 polymorphism also is associated with methadone side effects specifically the
sedation side effects.  The metabolism of methadone is  carried out through the CYP3A4,
CYP2B6,  CYP2C19  and  CYP2D6  isoenzymes  of  the  CYP  system  in  the  liver  [41,42].
Through the metabolic process, it produces an inactive metabolite 2-ethylidene-1, 5-dimeth‐
yl-3,  3-diphenylpyrrolidine (EDDP).  It  has been estimated that approximately 50% of all
clinical therapeutic drugs are metabolized by CYP3A4. The subfamily of CYP3A enzymes
is responsible for the other 30% of drug metabolism in adults, hence its activity and regula‐
tory mechanism may have an impact on methadone disposition and variability [43]. Apart
from polymorphism from CYP450 system, variation in acute α-glycoprotein (AAG) in plas‐
ma may play a significant role in its inter-individual variability. Methadone binds to plas‐
ma protein to a high degree of 86 percent, predominantly to acute α-glycoprotein (AAG)
[44]. AAG is an acute phase protein that exhibits significant variations in its plasma levels
according to the physiological and or pathological situation of the patient [45-47]. AAG lev‐
els are significantly increased in stress, leading to very low concentrations in the free frac‐
tion of methadone in cancer patients compared to healthy participants [48,49].
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Other factors that may contribute to variability include: age and sex. It has been suggested that
these factors may explain about 33 percent of the inter-individual variations in steady state
level [50]. From the study, females and increase in weight was found to have a positive linear
relationship. However, we could not replicate the findings in our study most probably due to
small sample size and “all male” subjects of our samples (for age, linear correlation, p = 0.77).

In summary this study has concurred with the current view (r =0.36) of fairly strong relation‐
ship between methadone dosage and plasma methadone in patient currently subscribed into
MMT. The correlation is higher when the patient has a complete abstinence from illicit drug.
Nevertheless only 28.5% (R2 0.285) of correlations can be explained by the correlation equation,
or in other words, the inter-variability between patient is huge. Factors such as polymorphism
of cytochrome P450 system especially CYP, variation in weight and gender, unpredictable
relationship between AAG and stress level and also patient factor is the main contributor for
this variation. Regardless of the route of administration, opioids can produce a wide spectrum
of unwanted side effects, especially during the early days of treatment when daily dose is being
stabilised. Some of these are distressing but generally not dangerous such as constipation,
sedation, itchiness, sweating, nausea and vomiting; whereas others are more serious and even
life-threatening like respiratory depression, severe hypotension and abnormal QT interval
(potentiates episodes of Torsade de Pointes (TdP). TdD is polymorphic ventricular tachycardia
(VT) characterized by a gradual change in the amplitude and twisting of the QRS complexes
around the isoelectric line. Often, Tdp is associated with a prolonged QT interval usually
terminates spontaneously but frequently recurs and may degenerate into ventricular fibrilla‐
tion. The ventricular rate can range from 150 beats per minute (bpm) to 250 bpm. The QT
interval requires to be increased markedly (600 msec or greater). Therefore, a prolonged QT
interval signifies a higher risk of arrhythmias especially TdP, which can deteriorates into
sudden cardiac failure and sudden death. In vitro studies of levomethadyl, methadone, and
buprenorphine have each demonstrated considerable blockade of the human ether-a-go-go-
related–gene (hERG) channel activity, a property that is strongly associated with prolongation
of the QT interval and the induction of torsade de pointes ventricular tachycardia (TdP) [51].

Mean and SD for corrected QT interval was 434.70(13.79) ms for low dose methadone group
and 447.86(22.64) for high dose methadone group. Independent t- test showed statistically
significant different between these two groups (t =2.316, mean difference = 13.16, p value =
0.025, CI = 1.73, 24.6) (table 3).

In addition, simple linear regression showed there is fair association between methadone dose
and corrected QT (R=0.404, b = 0.287, CI = 0.147, 0.426, R2 = 0.267, p = 0.001). Although this result
proved there is an association between methadone dose and QTc, only 26.7% of the patient
can be predicted by the result (R2 = 0.267) (table 2).

Results from this study are in line with dozens other findings in proving the association
between methadone dose and prolongation of QTc. [52-55]. As with most QT interval pro‐
longing drugs, the effects of methadone on cardiac repolarization are dose dependent, as
evident in case reports as well as cross-sectional and prospective studies. Methadone dosages
exceeding 100 mg/d have frequently been noted in published cases of torsade de pointes, and
some case reports [56-58] highlight QTc interval normalization after methadone discontinua‐
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Results from this study are in line with dozens other findings in proving the association
between methadone dose and prolongation of QTc. [52-55]. As with most QT interval pro‐
longing drugs, the effects of methadone on cardiac repolarization are dose dependent, as
evident in case reports as well as cross-sectional and prospective studies. Methadone dosages
exceeding 100 mg/d have frequently been noted in published cases of torsade de pointes, and
some case reports [56-58] highlight QTc interval normalization after methadone discontinua‐
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tion or dose reduction. Furthermore, many studies, including those of oral and intravenous
methadone, demonstrate a positive correlation between doses and delayed cardiac repolari‐
zation [59-63] among both addiction treatment and pain management cohorts. In Peles and
colleagues’ study [61], the correlation achieved statistical significance in the subset of patients
abusing cocaine, which is consistent with a synergistic effect of methadone and cocaine on
hERG channel blockade. In Fanoe and colleagues’ study, the QTc interval increased by 10 ms
for every 50-mg increase in methadone dose, which corresponded to a higher risk for syncope
(odds ratio, 1.2 [CI, 1.1 to 1.4]). Cruciani et al. found the correlation between methadone doses
with QTc in “all male” subjects similar to this study. With regard to serum levels, Martell and
colleagues prospectively demonstrated that the increase in QTc interval from baseline to 12
months after methadone initiation correlated with both trough and peak serum concentrations.
Wedam and colleagues observed similar relationships with the methadone derivative
levacetylmethadol. This creates a safety– efficacy paradox, because higher doses of methadone
may reduce illicit opioid use (or diminish chronic pain) yet place patients at greater arrhythmia
risk. It is important for clinicians to recognize that sudden cardiac death associated with
methadone has been described at dosages as low as 29 mg/day, which suggests that arrhythmia
can occur across a wide therapeutic range that includes dosages commonly used in both
chronic pain and addiction treatment. This in turn suggests that methadone dosage is just one
consideration with regard to limiting arrhythmia risk.

In view of the overwhelming evidence which associate methadone dose with prolonged QTc
and subsequent Torsades de Pointes, a clinical guidelines in QTc interval screening in
methadone therapy was proposed by Krantz et al. (2009) [64].

Respiratory depression, the hallmark of serious opioid overdose, is only seen in about 50% of
patients with CNS depression and should not to be confused with [65]. It is also synonymous
with drowsiness and lethargy which may confuse the observer. Methadone can reduces or
eliminates the normal drive to recommence respiration or increase the rate once it diminished
in the body. Overdose-induced adult respiratory distress syndrome (ARDS) has also been
described for methadone toxicity [66].

Methadone overdose can follow an unpredictable course in non-tolerant patients who are at
risk of death. When methadone is consumed, the effect on the breathing pattern depends on
the plasma concentration of the drug. At low concentrations there is a decrease in tidal volume
(normal volume of air breathed in and out), but no change in respiratory rate; at higher
concentrations both tidal volume and rate are depressed [67]. Preclinical studies indicate that
at very high concentrations, there may be some additional disruption to respiration as a result
of NMDA (N-methyl-D-Aspartate) antagonism [68] and possible serotonergic (re-uptake
inhibition) and catecholaminergic activity [69].

Generally, opioid activates the mesolimbic reward system in the midbrain. Subsequently, the
system generates signals in the ventral tegmental area. As a result, dopamine neurotransmitter
is released from the nucleus accumbens result in feelings of pleasure. Other areas of the brain
create a lasting memory that associates these good feelings with the circumstances and
environment in which they occur. These memories, called conditioned associations, often lead
to the craving for drugs. Beside relieving craving and withdrawal, methadone on the other
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hand, through G-protein–coupled mechanisms also directly affect cation channel function in
the postsynaptic membrane. Methadone as an agonist at both mu and delta receptors acts to
increase potassium channel opening (reducing production of cAMP through inhibition of
adenylate cyclase activity) and decrease the opening of voltage-operated calcium channels
(inhibiting inward Ca 2+ currents). Consequent reduction in neuronal membrane excitability
(depolarizing effect) exerts an inhibitory effect upon respiratory systems to diminish sensitiv‐
ity to changes in O2 and CO2 outside normal concentration ranges [70]. Mu and delta receptor
activity contribute in an additive way to respiratory depression. Several studies have investi‐
gated the control of respiration during chronic dosing (MMT) with the drug. Usually, while
PaO2 in blood is normal, dopamine is released inhibiting chemoreceptors in the carotid and
aortic bodies. Hypoxia reduces the release of this dopamine and in doing so releases chemo‐
receptors, which stimulate the respiratory centre. Santiago et al. [72] found at the start (< 2
months) of MMT, ventilation was reduced and arterial blood gas altered, along with decreased
sensitivity of CNS chemoreceptors to both CO2 and hypoxia. However, after more than 8
months in MMT these indices had returned to normal except for the persistent reduction in
sensitivity of the CNS receptors to hypoxia.

Durstellar et al. in 2010, had compared multiple symptoms of methadone to heroin in opioid
dependence [72]. Breathing difficulties were encountered more in methadone group at 25.4%
out of 63 patients compared to heroin group (11.1% out of 54 patients; p < 0.05).

Our samples showed similar rate in both methadone group; breathlessness (11 patient out of
49 or 22.45%, where 9 in high dose group, 2 in low dose group), shallow breathing (10 patients
out of 49 or 20.41%, where 9 were in high dose group and coughing (13 out of 49 patients or
26.5%). However when comparing between low dose methadone and high dose methadone
groups, none were statistically significant.

Looking at the respiratory symptoms pattern, up to 20-25% of the patient had experienced
some degree of respiratory symptoms attributable to methadone or indeed other opioids.
However, life threatening respiratory compromise remains rare as evidence from mortality
review worldwide [73-75]. Like early research by Santiago et al. which has been stated above,
Marks and Goldring [76] found hypercapnia uniformly developed in the early phases of
methadone treatment persisting for up to 8 months and which was consistently associated
with alteration in the central control of ventilation.

Although results from this study were comparable with previous study, more refined research
with better methodology especially in detecting respiratory depression in induction phase
(first 6 month) is warranted to study the dose-dependent respiratory depression.

5. Conclusion

In summary this study has concurred with the current view (r =0.36) of fairly strong relation‐
ship between methadone dosage and plasma methadone in patient currently subscribed into
MMT. The correlation is higher when the patient has a complete abstinence from illicit drug.
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Methadone overdose can follow an unpredictable course in non-tolerant patients who are at
risk of death. When methadone is consumed, the effect on the breathing pattern depends on
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(normal volume of air breathed in and out), but no change in respiratory rate; at higher
concentrations both tidal volume and rate are depressed [67]. Preclinical studies indicate that
at very high concentrations, there may be some additional disruption to respiration as a result
of NMDA (N-methyl-D-Aspartate) antagonism [68] and possible serotonergic (re-uptake
inhibition) and catecholaminergic activity [69].

Generally, opioid activates the mesolimbic reward system in the midbrain. Subsequently, the
system generates signals in the ventral tegmental area. As a result, dopamine neurotransmitter
is released from the nucleus accumbens result in feelings of pleasure. Other areas of the brain
create a lasting memory that associates these good feelings with the circumstances and
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hand, through G-protein–coupled mechanisms also directly affect cation channel function in
the postsynaptic membrane. Methadone as an agonist at both mu and delta receptors acts to
increase potassium channel opening (reducing production of cAMP through inhibition of
adenylate cyclase activity) and decrease the opening of voltage-operated calcium channels
(inhibiting inward Ca 2+ currents). Consequent reduction in neuronal membrane excitability
(depolarizing effect) exerts an inhibitory effect upon respiratory systems to diminish sensitiv‐
ity to changes in O2 and CO2 outside normal concentration ranges [70]. Mu and delta receptor
activity contribute in an additive way to respiratory depression. Several studies have investi‐
gated the control of respiration during chronic dosing (MMT) with the drug. Usually, while
PaO2 in blood is normal, dopamine is released inhibiting chemoreceptors in the carotid and
aortic bodies. Hypoxia reduces the release of this dopamine and in doing so releases chemo‐
receptors, which stimulate the respiratory centre. Santiago et al. [72] found at the start (< 2
months) of MMT, ventilation was reduced and arterial blood gas altered, along with decreased
sensitivity of CNS chemoreceptors to both CO2 and hypoxia. However, after more than 8
months in MMT these indices had returned to normal except for the persistent reduction in
sensitivity of the CNS receptors to hypoxia.

Durstellar et al. in 2010, had compared multiple symptoms of methadone to heroin in opioid
dependence [72]. Breathing difficulties were encountered more in methadone group at 25.4%
out of 63 patients compared to heroin group (11.1% out of 54 patients; p < 0.05).

Our samples showed similar rate in both methadone group; breathlessness (11 patient out of
49 or 22.45%, where 9 in high dose group, 2 in low dose group), shallow breathing (10 patients
out of 49 or 20.41%, where 9 were in high dose group and coughing (13 out of 49 patients or
26.5%). However when comparing between low dose methadone and high dose methadone
groups, none were statistically significant.

Looking at the respiratory symptoms pattern, up to 20-25% of the patient had experienced
some degree of respiratory symptoms attributable to methadone or indeed other opioids.
However, life threatening respiratory compromise remains rare as evidence from mortality
review worldwide [73-75]. Like early research by Santiago et al. which has been stated above,
Marks and Goldring [76] found hypercapnia uniformly developed in the early phases of
methadone treatment persisting for up to 8 months and which was consistently associated
with alteration in the central control of ventilation.

Although results from this study were comparable with previous study, more refined research
with better methodology especially in detecting respiratory depression in induction phase
(first 6 month) is warranted to study the dose-dependent respiratory depression.

5. Conclusion

In summary this study has concurred with the current view (r =0.36) of fairly strong relation‐
ship between methadone dosage and plasma methadone in patient currently subscribed into
MMT. The correlation is higher when the patient has a complete abstinence from illicit drug.
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Nevertheless only 28.5% (R2 0.285) of correlations can be explained by the correlation equation,
or in other words, the inter-variability between patient is huge. Factors such as polymorphism
of cytochrome P450 system especially CYP, variation in weight and gender, unpredictable
relationship between AAG and stress level and also patient factor is the main contributor for
this variation
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