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Preface

Optoelectronics, as the discipline devoted to the study and application of electronic
devices that emit, detect, and otherwise control light, has widely proliferated around
the world and enabled many of today’s modern conveniences. Despite this ubiquity,
new applications and novel optical phenomena continue to drive innovation.
Accordingly, there is a need to compile advances and new achievements for specialists
and all who are interested. Thus InTech – Open Access Publisher has developed this
offering, Optoelectronics – Book II, as the second part of the InTech collection of
international works on optoelectronics.

As with the first book Optoelectronics - Materials and Techniques, edited by Professor
P. Predeep, this book covers recent achievements by specialists around the world. With
pleasure we note the growing number of countries participating in this endeavor
including Brazil, Canada, China, Egypt, France, Germany, India, Italy, Japan, Malaysia,
Mexico, Moldova, Morocco, Netherlands, Portugal, Romania, Saudi Arabia, South
Korea, Taiwan, Ukraine, USA, and Vietnam.

Our joint participation in this book and writing of one of its Chapters also testifies to
the unifying effect of science. We started this book from the Chapter entitled
“Advanced Light Emissive Device Structures” which highlights the progression in
properties of a unique collection of aged GaP crystals grown over 50 years ago and now
exhibit very interesting optoelectronics features and offer fundamental insights into
solid state physics over such time scales.

We purposely do not divide the book into separate sections, as I common, because
many of the Chapters are devoted to differing aspects of optoelectronics, including
materials and their characterization, through device structures and applications.
However, we tried to gather chapters of similar theme are together. An interested
reader will find in the book the description of properties and applications employing
organic and inorganic materials, such as different polymers, oxides and
semiconductors, as well as the methods of fabrication and analysis of operation and
regions of application of modern optoelectronic devices.
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Chapter 1

Advanced Light Emissive Device Structures

Sergei L. Pyshkin and John Ballato

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/52416

1. Introduction

This Chapter contains our latest achievements on organic and inorganic light emitters for
display and waveguide applications. Two simultaneous efforts are described and analyzed.
The first is the application of some transparent polymers to photoactive device structures.
The second area focuses on the fabrication of optoelectronically-important structures based
on GaP nanoparticles and their composites. The choice of materials are further complemen‐
tary since they each are considered candidates for use in all optical circuits with commercial
interest for light emitters, waveguides, converters, accumulators and other planar, fiber or
discrete micro-optic elements.

Three objectives have been fulfilled and are reported here: 1) the development of new tech‐
nologies for the preparation of nanocrystalline composite and GaP films; 2) the fabrication of
novel optical planar light emissive structures for light emissive devices based on GaP/poly‐
mers nanocomposites; and 3) the generalization of experimental results from light emissive
GaP bulk crystals, nanoparticles and nanocomposites.

Photoluminescence (PL), Raman light scattering (RLS), X-ray diffraction (XRD), atomic force
and transmission electron microcopies (AFM and TEM) and other diagnostic methods have
been used to characterize quality of GaP bulk and nanocrystals, GaP/polymers nanocompo‐
sites and to evaluate emissive efficiency of the obtained device structures. New solutions
based on growth technique with use of modern analytical techniques were applied for
growth and monitoring of semiconducting and composite films and fibers.

One of the main results described in the present Chapter is the creation and investigation
of  nanocomposite films based  on  GaP nanoparticles  inserted  into  optically  transparent
polymers to prepare unique light emissive devices for optoelectronic applications. Differ‐
ent  polymers were tested that  combine the  processability  and durability of  engineering

© 2013 Pyshkin and Ballato; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Pyshkin and Ballato; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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thermoplastics  with  suitable  for  GaP nanoparticles  optical,  electrical,  thermal,  and envi‐
ronment resistant properties.

Perfect single crystals from our unique collection of pure and doped GaP single crystals [1-25]
compared with GaP nanoparticles prepared by us [26-31] serve as a standard yielding funda‐
mental new knowledge and insights into semiconductor optical physics. Elaborating optimal
methods of fabrication of GaP nanoparticles and their light emissive composites with compati‐
ble polymers [32-36] we use our own experience and literature data [37-39]. Due to considera‐
ble efforts in the past, including our contribution also, GaP has received significant attention as
a material for use in a wide range of important modern optoelectronic devices including pho‐
todetectors, light emitters, electroluminescent displays and power diodes as well as being a
model material with which to investigate the fundamental properties of semiconductors.

These two components of the composites, GaP and specially selected polymers, were unified
based on their compatibility with the light emission spectral region as well as in their eventual
integration into all optical circuits where bulk crystals or nanocrystals of GaP have been of
commercial interest mainly for fiber and planar light emissive and micro-optic elements.

We hope our device structures obtained with application of accumulated for years results in
their optics and technology [1-36, 41-43] will have significant commercial value because they
present a new optical medium and product.

2. Development of technology for growth of GaP nanocrystals

While bulk and thin film GaP has been successfully commercialized for many years, its ap‐
plication in nanocomposites as a new optical medium has only received attention recently.
This section reviews our recent efforts to advance the quality of GaP nanoparticles for light
emissive devices based on polymer/GaP nanocomposites.

This activity is the important milestone in the creation of the nanocomposites for advanced
light emissive device structures because GaP nanoparticles having the necessary lumines‐
cent and electroluminescent properties and compatible with a polymer matrix is a key ele‐
ment of these structures. We hope the described here some details and parameters of the
technological processes used for fabrication of GaP nanocrystals with the improved and nec‐
essary for concrete application characteristics of luminescence will be useful in further elab‐
oration of the relevant optoelectronic devices.

The quality of GaP nanoparticles was improved using mild aqueous synthesis and different
colloidal reactions of Ga and P sources in toluene [26-38]. We used these methods taking in‐
to account that success of our activity depends on optimal choice of the types of chemical
reactions, necessary chemicals and their purity, conditions of the synthesis (control accura‐
cy, temperature, pressure, duration, etc.), methods and quality of purification of the nano‐
crystals, storage conditions for nanoparticles used in the further operations of fabrication of
the GaP/nanocomposites.

Optoelectronics - Advanced Materials and Devices2

Ultrasonication and ultracentrifugation have been applied during the synthesis and selec‐
tion of nanoparticles to increase their quality and to select them on dimensions.

The relevant spectra of photoluminescence and Raman light scattering, X-ray diffraction and
electron microscopy of the nanoparticles prepared under different conditions have been
compared with each other as well as with those from bulk single crystals. Thoroughly-pre‐
pared powders and suspensions of the nanoparticles have been used for preparation of GaP
film nanocomposites on the base of different polymers compatible with the nanoparticles on
optical and mechanical properties.

2.1. Equipment for fabrication of nanoparticles, fluoropolymers and nanocomposites

The equipment for fabrication of fluoropolymers and polymer nanocomposites has been ela‐
borated by the author (JB) from Clemson University during our joint activity on light emis‐
sive structures. This equipment and approaches were applied to our specific needs without
any serious modification.

2.1.1. Equipment for sublimation of phosphorus

It was found the synthesis on the base of white phosphorus gives the best quality of GaP nano‐
particles. Due to the known prohibition for free sale of white phosphorus we have elaborated
the facilities for its preparation using sublimation of its red modification (see Figure 1).

Figure 1. Preparation of white phosphorus.

The device is the silica tube, which is hermetic to the air, and is heated from one end while
the P vapor is transferred by a neutral gas (nitrogen or argon) environment at the other
cooled end of the tube where it is condensed there to form white phosphorus. After comple‐
tion of the process the white phosphorus can be removed; the tube must be immersed into a
water bath that to avoid inflammation of phosphorus in air.

The obtained white phosphorus must be stored as a water suspension. Then this suspen‐
sion  by  melting  in  boiled  water  is  turned  into  the  substance  using  in  the  synthesis  of
GaP nanoparticles.

2.1.2. Equipment for hydrothermal and colloidal synthesis

A new model of autoclave for the hydrothermal synthesis of GaP nanoparticles from the ap‐
propriate chemical solutions has been established given the requisite high temperatures (up

Advanced Light Emissive Device Structures
http://dx.doi.org/10.5772/52416
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Ultrasonication and ultracentrifugation have been applied during the synthesis and selec‐
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2.1.1. Equipment for sublimation of phosphorus
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the facilities for its preparation using sublimation of its red modification (see Figure 1).

Figure 1. Preparation of white phosphorus.

The device is the silica tube, which is hermetic to the air, and is heated from one end while
the P vapor is transferred by a neutral gas (nitrogen or argon) environment at the other
cooled end of the tube where it is condensed there to form white phosphorus. After comple‐
tion of the process the white phosphorus can be removed; the tube must be immersed into a
water bath that to avoid inflammation of phosphorus in air.

The obtained white phosphorus must be stored as a water suspension. Then this suspen‐
sion  by  melting  in  boiled  water  is  turned  into  the  substance  using  in  the  synthesis  of
GaP nanoparticles.

2.1.2. Equipment for hydrothermal and colloidal synthesis

A new model of autoclave for the hydrothermal synthesis of GaP nanoparticles from the ap‐
propriate chemical solutions has been established given the requisite high temperatures (up
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to 500°C) for the organic solvents using GaCl3•6H2O and white phosphorus as precursors.
Software for the process of synthesis at the temperature control and regulation with the ac‐
curacy of 0.1°C has been developed.

The key part of the method are the chemical reactions at high temperature and pressure. The
reactor here is a hollow hermetic teflon cylinder. The necessary temperature (125°С, 200°С)
inside the cylinder is obtained by its heating, while the pressure – by evaporation of water.

Figure 2. Equipment for preparation of GaP nanocrystals on the base of NaBH4 or Na3P.

The equipment for colloidal synthesis of GaP nanocrystals using NaBH4 or Na3P in toluene
is shown in Figure 2.

2.2. Elaboration of technologies for fabrication of GaP nanoparticles

In 2005 the authors developed methods to fabricate GaP nanoparticles [26]. So, the technolo‐
gy and properties of the nanoparticles obtained in 2005-2006 and later [27, 28] are a good
reference point for comparison to the new data provided herein.

More recently the authors [31] have concentrated on low temperature methods to synthesize
GaP nanoparticles with improved luminescent characteristics. These methods are considera‐
bly different from those of other standard high temperature methods.

The first samples of GaP nanoparticles having a distinct luminescence at room temperature
were obtained by hydrothermal method from aqueous solutions at relative low temperature
(120-200°C). This method is discussed in Subsection 2.2.1. It was found that the composition
of the nanoparticles corresponds to stoichiometric GaP.

The colloidal method provides a good opportunity to control the conditions of the synthesis,
to decrease power inputs and to increase quality of nanoparticles concerning their purity
and uniformity of their dimensions. In actuality, the single parameter, which may be con‐
trolled in the other methods, is the temperature, while using colloidal methods one can con‐
trol nucleation of nanoparticles as well as velocity of their growth. The other important
advantage of the colloidal method is the ability of so called “capping”; that is to isolate
nanoparticles from each other, to prevent their agglomeration during storage, simultaneous‐
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ly inhibiting their further growth. Therefore, we have elaborated the methods of GaP nano‐
crystals colloidal synthesis using NaBH4 and Na3P compounds (Subsections 2.2.2 and 2.2.3).

2.2.1. Hydrothermal method of synthesis of GaP nanocrystals

Noted here are only essential details of the aqueous syntheses of GaP nanoparticles pre‐
pared at different temperatures and reaction conditions.

Using the literature data noted above the first nanocrystalline samples of GaP [26] have been
prepared. The first aqueous prepared, relatively monodisperse, well crystallized GaP nano‐
crystallites, exhibiting pronounced quantum confinement effect have been presented in [27].
The relevant reactions were carried out in an aqueous solution at 120-160°C. A typical syn‐
thesis was as follows: 35,0 ml H2O, 1,0 g Ga2O3, 1,0 g NaOH, 2,0 g white phosphorus were
added to a 50 ml Teflon –lined autoclave, and 1,5 g I2 then was added. The autoclave was
kept at 120-160°C for 8 hrs and then cooled to room temperature.

GaP nanoparticles were obtained in an alkali solution, taking advantage of the reaction of
Ga(OH)4 with PH3 which was produced from white phosphorus dispersed in alkali solution:

( )
4 2 3 2 2

2 3 2 4

4 3 2

P  3OH  3H O PH  3H PO

Ga O  2OH  3H O 2Ga OH

Ga(OH   PH GaP  3H O OH

-

--

-

+ + ® +

+ + ®

- + ® + +

(1)

The yield of GaP in alkali solution is only about 12%. In order to improve the yield of GaP
iodine was added to induce the reaction with white phosphorus, based on follow process:

4 2 2 3 3 4P  2I 4OH 4H O 2PH  2H PO 4I-+ + + ® + + (2)

The X-ray powder diffraction patterns of the as-prepared products indicated to the zinc
blend structure of GaP with a= 5.43 Å. Average crystallite size estimated by the Scherrer
equation are about 5 nm for GaP nanocrystals [27].

Nanoparticles of GaP have been prepared by mild aqueous synthesis at different tempera‐
tures, modifications and compositions of the reacting components.

NaOH pellets were dissolved in distilled water. Ga2O3, red or white phosphorus powder
and I2 were mixed and added to the NaOH solution. The mixed solution was then placed
into an autoclave and heated in an oven for 8 hours at 125 or 200°C. After the completion of
heating the autoclave was taken out of the oven and cooled. The obtained powder was fil‐
tered, washed with ethanol, HCl and distilled water and dried or ultrasonicated in the bath
with a special solvent for separation in dimensions and preparation of a suspension for any
nanocomposite. The dried powders were then characterized using standard methods of
XRD, TEM, Raman scattering and photoluminescence. For comparison industrial and spe‐
cially grown and aged GaP single crystals also were used [1, 24].
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Figure 3. TEM images of GaP nanoparticles obtained by the aqueous synthesis. a. Thoroughly ultrasonicated and
dried nanopowder. b. Initial clusters with the dimensions of the order of 100 nm.

The instruments employed for Raman light scattering and luminescence measurements in‐
cluded spectrographs interfaced to a liquid nitrogen-cooled detector and an argon ion laser or
lamp excitation sources. Raman scattering spectra was obtained at room temperature by exci‐
tation with 514.5 nm radiation. Luminescence was excited by UV light of the lamps or the N2 la‐
ser nanosecond pulses at wavelength 337 nm and measured at room temperature [25-28].

Figure 3 shows the TEM images of GaP nanoparticles obtained by the aqueous synthesis.
The washed, thoroughly ultrasonicated and dried nanopowder contains mainly single 10nm
nanoparticles (Figure 3a), obtained from the initial clusters with the dimensions of the order
of 100 nm (Figure 3b).

Figure 4. Raman light scattering from GaP nanoparticles of different treatment (spectra 2-4) in comparison with per‐
fect GaP bulk crystals (spectrum 1).

Spectrum 2: Not thoroughly treated powder of nanoparticles prepared using red phospho‐
rus at 200°C. Spectrum 3: Thoroughly treated GaP nanoparticles prepared using red phos‐
phorus at 200°C. Spectrum 4: Nanoparticles prepared on the base of white P by low
temperature syntheses.

Optoelectronics - Advanced Materials and Devices6

Figure 4 shows the Raman light scattering spectra from GaP nanoparticles prepared us‐
ing white or  red P in mild aqueous synthesis  at  increased or low temperatures and ul‐
trasonically treated.

In the colloidal method of the synthesis freshly prepared white phosphorus was used and
ultrasonicated in toluene. Here the mixture for the reaction of the synthesis consists of
GaCl3 . nH2O diluted in toluene and dry NaBH4. One of 2 fractions of different colors ob‐
tained in the synthesis was removed by rinsing in ethanol and water while the next one,
containing the nanoparticles, was treated in an high-speed ultracentrifuge.

The characteristic GaP Raman lines from aged GaP single crystals (Figure 4, spectrum 1) and
from the nanoparticles prepared using white P at low temperature (Figure 4, spectrum 4)
were narrow and intense whereas, nanoparticles prepared from red P at higher tempera‐
tures (Figure 4, spectra 2 and 3) were weak and broad; the especially weak and broad spec‐
trum exhibits not thoroughly washed powder (please see spectrum 2).

Figure 5. X-ray diffraction from GaP nanoparticles.1. White phosphorus, using low temperature syntheses, well-treat‐
ed powder. 2. White P, not the best performance and powder treatment. 3. Red phosphorus, the best result. 4. Perfect
GaP bulk crystal.

In Figure 5 one can see x-ray diffraction from the GaP nanoparticles prepared at different
conditions using red or white phosphorus (spectra 1-3) in comparison with the diffraction
from perfect GaP single crystal (spectrum 4). The nanoparticles obtained by low tempera‐
ture aqueous synthesis using white phosphorus exhibited clear and narrow characteristic
lines like those obtained from perfect GaP bulk single crystals taken from our unique collec‐
tion of long-term (app. 50 years) ordered GaP single crystals (Figure 5, spectra 1 and 4). Con‐
trary to that, nanoparticles prepared using red phosphorus or less-than-optimum conditions
showed broad and weak characteristic lines (Figure 5, spectra 2 and 3).

Any luminescence was absent in newly-made industrial and our freshly prepared crystals
but it was bright in the same app. 50 years aged crystals (Figure 6, spectrum 1; the features
of luminescence in the perfect aged crystals please see in [16-25]). Initial results on lumines‐
cent properties of GaP nanoparticles [26] confirmed the preparation of GaP nanoparticles
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with dimensions of between 10-100 nm and clear quantum confinement effects but the lumi‐
nescent spectrum was not bright enough and its maximum was only slightly shifted to UV
side against the 2.24 eV forbidden gap at room temperature (Figure 6, spectrum 2). The
nanoparticles obtained from the reaction with white P at low (125°C) temperature exhibit
bright broad band spectra considerably shifted to UV side [27, 28, 36] (Figure 6, spectrum 3,
4). Note that the original powder contains only a part of GaP particles with nearly 10 nm
dimension, which develop quantum confinement effect and the relevant spectrum of lumi‐
nescence, so the spectrum of luminescence consists of this band with maximum at 3 eV and
of the band characterizing big particles with the maximum close to the edge of the forbidden
gap in GaP (Figure 6, spectrum 3), but thorough ultrasonic treatment gives an opportunity
to get the pure fraction of nanoparticles with the spectrum 4 having the maximum at 3 eV.

Figure 6. Luminescence of GaP nanoparticles prepared at different conditions (spectra 2-4) and in comparison with
the luminescence of perfect GaP bulk single crystals (1). Please see explanations in the text below.

With these results, one can compare the properties of GaP nanoparticles with those of bulk
single crystals grown in the 1960s or, approximately, 50 years ago [1-25]. The authors have
investigated their optical and mechanical properties [16-25] in the 1960s, 1970s, 1980s and
1990s. Due to a significant number of defects and a highly intensive non-radiative recombi‐
nation of non-equilibrium current carriers, initially luminescence from the freshly prepared
undoped crystals could be observed only at the temperatures 80K and below. Today, lumi‐
nescence is clearly detected in the region from 2.0 eV and until 3.0 eV at room temperature
(see Figure 6, spectrum 1). Taking into account that the indirect forbidden gap is only 2.25
eV, it is suggested that this considerable extension of the region of luminescence to the high
energy side of the spectrum as well as a pronounced increase of its brightness are connected
with a very small concentration of defects, considerable improvement of crystal lattice, high
transparency of perfect crystals, low probability of phonon emission at rather high tempera‐
ture and participation of direct band-to-band electron transitions.

Our unique collection of long-term-ordered perfect GaP single crystals provides opportuni‐
ties for deep fundamental analogies between perfect single crystals and nanoparticles
[29-31] as well as to predict and to realize in nanoparticles and perfect bulk crystals new and
interesting properties and applications as the advanced light emissive elements of relevant
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device structures. More detailed analyses and discussion of these results can be found in the
references cited above and will be futher published.

2.2.2. Synthesis of GaP nanocrystals on the base of NaBH4 compound

In the method employed here, NaBH4 was used as a deoxidizer during the synthesis in the
solvent – toluene, where the sources of Ga and P (white phosphorus) have been dissolved
(GaCl3) or suspended. NaBH4 can be used also due to its high solubility in ethanol. The etha‐
nol solution of NaBH4 was introduced into the process of the synthesis during 5 hours, con‐
trolling the velocity of its introduction at the moderate heating up to 70°С.

White-yellow precipitates were the result of the synthesis. The precipitate was rinsed multi‐
ple times in toluene, removing the remaining P and GaCl3, and then in water, removing the
water- soluble species such as NaCl. The centrifugal separation from the solvent has been
used for extraction of the final precipitate having a lemon color.

One can suppose the following scheme for the GaP synthesis:

3 4 2 6 2

3 4 2 6 2

                         2Ga  6BH 2Ga  3B H 3H
                                         4Ga  4P 4GaP
4GaCl 12NaBH 4P 4GaP  12NaCl  6B H  6H

+ -® + +
+ ®

+ + ® + + +
(3)

The last reaction is the closing one, including creation of NaCl, which can be easily removed
with deionized water. The main problem of the described synthesis is the exclusion Ga met‐
al particles in the precipitate. The problem is controled via the rate of Ga ion deoxidation,
depending on temperature, the types of solvent and deoxidizer. Using low (~1 mL/min) rate
of introduction of NaBH4 ethanol solution into the process helps to avoid the metal Ga crea‐
tion.

2.2.3. Synthesis of GaP nanocrystals on the base of Na3P

For the preparation of Na3P we used elementary Na, white P and the mixture of InCl3/
GaCl3 (4 wt% InCl3 + 96 wt% GaCl3). The main experimental procedures can be described
as follows: a 5.2 g mixture of GaCl3 and InCl3 was dissolved in 150 ml of xylene. Then, 2 g
of sodium and 0.9 g of white phosphorus were added into the solution. The solution was
stirred at 100°C for 10 hrs. After the reaction, the product was filtered for 3 times in xy‐
lene and 3 times in deionized water. The resultant powders were dried in vacuum at 60–
80°C for 2 hrs. All the above mentioned manipulations were conducted in high purity ni‐
trogen (99.999%) atmosphere in a glove box. Lastly, three equal parts of the product was
heated respectively to 300°C, 480°C and 600°C for 1 hr in pure nitrogen (99.999%) flows.
The reactions can be expressed as:
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3 36Na  InCl GaCl  In  Ga  6NaCl
                      In  P  InP
                     Ga  P  GaP

+ + = + +
+ =
+ =

(4)

As the result the GaP nanoparticle aggregation was obtained. In a glove box, previously
purged with dry nitrogen, 1.2 g of white phosphorus (P4) and 1.7 g of sodium (Na) were
placed in 100 mL of distilled dimethylbenzene in an Erlenmeyer flask. The mixture was then
stirred, heated to 120°C and maintained at that temperature for 10 hrs. A black fragmented
product, Na3P, was obtained. About 10 g of gallium (Ga) pellets were added to a quartz tube
with one sealed end. The tube was purged with dry nitrogen and then heated gently. A
chlorine gas flow through the melting metal was put in place at a rate until all the gallium
reacted. The product - gallium chloride (GaCl3) was formed. In the glove box, 6.5 g of GaCl3

was dissolved in 100 mL of distilled dimethylbenzene in an Erlenmeyer flask. The solution
was stirred and heated to 100°C. Then 2.5 g of Na3P was added to the Erlenmeyer flask and
the mixture was heated at 100°C with continuous stirring for 2.5 hr. After cooling, the mix‐
ture was filtered and washed with water.

The alternative method for preparation of GaP nanocrystals is interaction of GaCl3 and Na3P:

( )3 3GaCl  Na P  GaP nanoparticles   3NaCl+ = + (5)

In this method the stoichiometric ratio of Na (99,9%) and P (99,995%) is placed in the reactor
with the Ar inert atmosphere. The reaction of preparation of Na3P goes between melted Na
and dispersed white P at 110°C in boiling toluene under intense stirring. This violent reac‐
tion must be supported at the necessary conditions (110°C and intense stirring) for 5 hrs. As
the result we have the black suspension of Na3P:

33Na P Na P+ ® (6)

Figure 7. XRD spectrum of GaP nanocrystals prepared on the base of Na3P and GaCl3.
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According to elaborated by us technology [28, 31] the synthesis of GaP nanocrystals goes
in the toluene solvent between dissolved (GaCl3) and dispersed (Na3P) initial chemicals at
80°С  under  ultrasonic  machining  for  5  hrs,  creating  a  black-brown  precipitate,  which
must be rinsed multiple times in toluene (removal of P and GaCl3) and water (removal of
the soluble matter like NaCl). A high speed centrifuge must be used for separation of the
precipitate. The resultant material must not be cleaned; its purity depends only on the pu‐
rity of the initial components.

The XRD spectrum of GaP nanocrystals prepared using Na3P and GaCl3 in toluene is pre‐
sented in Figure 7. One can observe the characteristic (111), (220) and (311) reflections for
GaP. However, there are some extraneous lines of the low intensity, probably, from NaCl,
NaPO3 and showing that purification of GaP nanoparticles was not enough. The extraneous
lines of the other than GaP components can be seen also in the spectra of GaP nanoparticles
obtained by the method of Energy Dispersion X-ray Analysis (EDAX).

In conclusion we note that the growth of GaP nanocrystals is the key element in the creation
of nanocomposite for advanced device structures because, in spite of the lack of the concrete
parameters and conditions of synthesis in the relevant literature sources, all the necessary
data for the preparation of GaP nanoparticles are provided herein.

Thus, nanoparticles of GaP have been prepared using white P by mild aqueous low temper‐
ature synthesis and 2 methods of colloidal chemistry. The spectra of PL, RLS, and XRD to‐
gether with TEM images of the nanoparticles prepared under different conditions have been
compared with each other as well as with those from bulk single crystals, from hydrother‐
mal and colloidal reactions in toluene were presented. Uniform GaP nanoparticles, follow‐
ing ultrasonic treatment yielded a bright luminescence at room temperature with a broad
band with maximum at 3 eV and have been used to prepare GaP/polymer nanocomposites.

3. Development of methods of incorporation of the GaP nanoparticles
into polymers

Polyglycidyl  methacrylate  (PGMA),  polyglycidyl  methacrylate-co-polyoligoethyleneglycol
methacrylate (PGMA-co-POEGMA) and biphenyl vinyl ether (BPVE) polymers were used
to  synthesize  GaP  nanocomposites  suitable  for  light  emissive  luminescent  device  struc‐
tures. Some other polymers, dielectrics and with high electric conductivity, will be also in‐
vestigated in the process of preparation of this Chapter and used for elaboration of light
emissive device structures.

Film nanocomposites of good quality with very bright and broad-band luminescence have
been prepared. Quality and surface morphology of the nanocomposite films was studied in
ambient air using AFM in taping mode on a Dimension 3100 (Digital Instruments, Inc.) micro‐
scope while luminescence of the nanocomposites films deposited by dip-coating from a sus‐
pension in water-ethanol mixture solution on the surface of a silica substrate was excited by the
N2 laser nanosecond pulses at wavelength 337 nm and measured at room temperature.
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The nanocomposites on the base of the noted above polymers were used for preparation and
test of film light emissive device structures.

Thickness of the polymer composite film was within 250-300 nm defined from AFM scratch ex‐
periment. The following procedures have been used in the fabrication of the nanocomposites:

1. GaP powder was ultrasonicated in methylethylketone (MEK) using Branson 5210 ultra‐
sonic bath. Then, PGMA was added to the MEK solution. GaP to polymer ratio was less
than 1:10.

2. GaP powder was dispersed in water-ethanol mixture (1:1 volume ratio) and ultrasoni‐
cated using Branson 5210 bath for 120 min. Then, PGMA-co- POEGMA was added in
the form of water-ethanol mixture (1:1 volume ratio) solution. GaP to polymer ratio was
less than 1:3. Nanocomposite films were deposited on quartz slides via dip-coating;

3. GaP powder was dispersed in the biphenyl vinyl ether/dichloromethane (BPVE/DCM)
solution; the solution was stirred and filtered from the excess of the powder. A few mL
drops of the settled solution were casted onto silicon wafer.

More details on preparation and characterization of our GaP/polymers nanocomposites can
be found in [31-36].

Figure 8. TEM image of GaP thoroughly ultrasonicated and dried nanoparticles obtained by mild aqueous synthesis
(a) and AFM topography image of the GaP/PGMA nanocomposite (b).

Figure 8a shows the TEM images of GaP nanoparticles obtained by the aqueous synthesis.
One can see GaP nanoparticles, having characteristic dimensions less than 10 nm. The wash‐
ed, thoroughly ultrasonicated and dried nanopowder contains mainly single nanoparticles,
while the same powder obtained without ultrasonic treatment consists of the clusters with
the dimensions of the order of 100 nm.

Figure 8b shows the AFM topography images of the GaP/PGMA film nanocomposite depos‐
ited by dip-coating from a suspension in water-ethanol mixture solution on the surface of a
silica substrate. The AFM images demonstrated that no significant aggregation was caused
by the polymerization. In general, individual particles were observed.

The thoroughly washed, ultrasonicated and dried nanopowders obtained by mild low tem‐
perature aqueous synthesis from white P as well as their specially prepared suspensions
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have been used for fabrication of blue light emissive GaP nanocomposites on the base of
some optically and mechanically compatible with GaP polymers. The relevant luminescence
spectra are presented in Figures 9 and 10.

Figure 9 shows the spectra for GaP/PGMA-co-POEGMA nanocomposites. Comparing the
results for the nanocomposites prepared from GaP powder or suspension (Figure 9, spectra
1 and 2 respectively), it was established that the best quality have the nanocomposites ob‐
tained from the nanoparticles stored as a suspension in a suitable liquid (see spectrum 2).

Figure 9.  Spectra of  luminescence from GaP/ PGMA-co-POEGMA nanocomposites.  Nanoparticles  have been pre‐
pared using white P by mild aqueous synthesis and stored as the dry powder (spectrum 1) or suspension in a liq‐
uid (spectrum 2).

Figure 10. Luminescence spectra of 2 GaP/BPVE nanocomposites produced on the base of 2 parties of GaP nanoparti‐
cles prepared using different conditions.

According to our measurements, the matrix polymers PGMA-co-POEGMA or BPVE used in
this work provide no contribution to the spectra of luminescence of the based on these ma‐
trixes GaP nanocomposites presented in Figures 9 and 10, so, the nanocomposite spectra co‐
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incide with those obtained from the relevant GaP powders or suspensions. We note that in
the GaP/BPVE nanocomposite the position of the luminescent maximum can be changed be‐
tween 2.5 – 3.2 eV and the brightness is 20-30 more than in the PGMA and PGMA-co-POEG‐
MA matrixes. We explain the broadening of the luminescence band and the shift of its
maximum to low photon energies in luminescence of the nanocomposite based on the GaP
powder in Figure 9, spectrum 1, by the presence of the nanoparticles with the dimensions of
10-100 nm in the powder. Meanwhile, suspensions containing the 10 nm nanoparticles ex‐
hibit pronounced quantum confinement effects since this diameter equals the Bohr diameter
of the bound exciton in GaP.

Figures 9 and 10 present a clear image of the quantum confinement effect in the GaP nano‐
particles. In accord with our data [28-30] the shift is about a few tenths of eV and, obviously,
it is impossible to explain only through this effect the dramatic 1 eV enhancement to the re‐
gion of luminescence at 300 K on the high-energy side of the spectrum.

In order to explain this interesting phenomenon we postulate that the nanocrystals, much like
the ideal long-term ordered bulk GaP single crystals, exhibit this huge increase in blue-shifted
luminescence due to: (a) negligibly small influence of defects and non-radiative recombination
of electron-hole pairs and very high efficiency of their radiative annihilation, (b) high perfec‐
tion of nanocrystal lattice, and (c) high transparency of nanocrystals due to their small dimen‐
sions for the light emitted from high points of the GaP Brillouin zones, for instance, in the direct
transitions Γ1

c - Γ15
v between the conductive and valence bands with the photon energy at

300°K equal to 2.8 eV [40] and (d) high efficiency of this so called “hot” luminescence.

Our first attempts to prepare GaP nanoparticles [26] yielded room temperature lumines‐
cence with maximum shifted only to 2.4 eV in comparison with the new maximum at 3.2 eV.
It confirms significant achievements in technology of GaP nanoparticles and GaP/polymers
nanocomposites. On the base of these improved technologies for preparation of GaP nano‐
particles and GaP/polymer nanocomposites we can change within the broad limits the main
parameters of luminescence and expect to create a framework for novel light emissive de‐
vice structures using dramatic 1 eV expansion of GaP luminescence to UV region.

The film device structures demonstrate broadband luminescence in the region from UV un‐
til yellow-red with controlled width and position of maximum with the luminous intensity
up to 1 cd compared with industrial light emitting diodes.

4. Comparison of properties of the GaP nanocrystals and perfect bulk
single crystals

Jointly with Refs. [1-31] this section is a generalization of the results on long-term observa‐
tion of luminescence, absorption, Raman light scattering, and microhardness in bulk semi‐
conductors in comparison with some properties of the best to the moment GaP nanocrystals.
We show that the combination of these characterization techniques elucidates the evolution
of these crystals over the course of many years, the ordered state brought about by pro‐
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longed room-temperature thermal annealing, and the interesting optical properties that ac‐
company such ordering. We demonstrate that long-term natural stimuli improve the
perfection of our crystals, which can lead to novel heterogeneous systems and new semicon‐
ductor devices with high temporal stability.

Our unique collection of long-term ordered perfect GaP single crystals gives opportunities
to find deep fundamental analogies in properties of the perfect single crystals and nanopar‐
ticles as well as to predict and to realize in nanoparticles and perfect bulk crystals new inter‐
esting properties and applications.

The long-term ordering of doped GaP and other semiconductors has been observed as an
interesting accompanying process, which can only be studied in the situation when one has
a unique set of samples and the persistence to observe them over decade time scales.

Any attempt to accelerate the above noted processes, for instance, through annealing of GaP
at increased temperatures cannot be successful because high-temperature processing results
in thermal decomposition (due to P desorption) instead of improved crystal quality. There‐
fore successful thermal processing of GaP can only take place at temperatures below its sub‐
limation temperature, requiring a longer annealing time. Evaluated within the framework of
the Ising model the characteristic time of the substitution reaction during N diffusion along
P sites in GaP:N crystals at room temperature constitutes 10 -15 years [5]. Hence, the obser‐
vations of luminescence of the crystals made in the sixties and the nineties were then com‐
pared with the results obtained in 2009-2012 in closed experimental conditions.

The pure and doped GaP crystals discussed herein were prepared nearly 50 years ago.
Throughout the decades they have been used to investigate electro- and photoluminescence
(PL), photoconductivity, bound excitons, nonlinear optics, and other phenomena. Accord‐
ingly, it is of interest also to monitor the change in crystal quality over the course of several
decades while the crystal is held under ambient conditions.

More specifically, since 2005, we have analyzed the optical and mechanical properties of sin‐
gle crystalline Si, some III–V semiconductors, and their ternary analog CdIn2S4, all of which
were grown in the 1960s. Comparison of the properties of the same crystals has been per‐
formed in the 1960s, 1970s, 1980s, 1990s [1-12], and during 2000s [13–25] along with those of
newly made GaP nanocrystals [26-28] and freshly prepared bulk single crystals [19-23]. We
improved in the preparation of GaP nanocrystals the known methods of hydrothermal and
colloidal synthesis taking into account that success of our activity depends on optimal
choice of the types of chemical reactions, necessary chemicals and their purity, conditions of
the synthesis (control accuracy, temperature, pressure, duration, etc.), methods and quality
of purification of the nanocrystals, storage conditions for nanoparticles used in the further
operations of fabrication of the GaP/nanocomposites.

Single crystals of semiconductors grown under laboratory conditions naturally contain a
varied assortment of defects such as displaced host and impurity atoms, vacancies, disloca‐
tions, and impurity clusters. These defects result from the relatively rapid growth conditions
and inevitably lead to the deterioration of the mechanical, electric, and optical properties of
the material, and therefore to rapid degradation of the associated devices.
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Different defects of high concentration in freshly prepared GaP single crystals completely
suppress any luminescence at room temperature due to negligible quantity of free path for
non-equilibrium electron-hole pairs between the defects and their non-radiative recombina‐
tion, while the quantum theory predicts their free movement in the field of an ideal crystal
lattice. The long-term ordered and therefore close-to-ideal crystals demonstrate bright lumi‐
nescence and stimulated emission repeating behavior of the best nanoparticles with pro‐
nounced quantum confinement effects. These perfect crystals due to their unique
mechanical and optical properties are useful for application in top-quality optoelectronic de‐
vices as well as they are a new object for development of fundamentals of solid state phys‐
ics, nanotechnology and crystal growth.

Continuing generalization of data on improvement of properties from semiconductor
GaP:N crystals prepared nearly 50 years ago and their convergence to the behavior of GaP
nanoparticles, here we discuss only the most interesting for fundamentals of solid state
physics and application in optoelectronics and photonics data.

1. Over time, driving forces such as diffusion along concentration gradients, strain relaxa‐
tion associated with clustering, and minimization of the free energy associated with
properly directed chemical bonds between host atoms result in ordered redistribution
of impurities and host atoms in a crystal.

2. We observe in the long-term ordered GaP:N single crystals a new type of the crys‐
tal lattice, where host atoms occupy their equilibrium positions, while impurities di‐
vide the lattice in the short chains of equal length in which the host atoms develop
harmonic vibrations.

3. The nearly half-centennial evolution of the GaP:N luminescence and its other optical
and mechanical properties are interpreted as the result of both volumetrically ordered
N impurities and the formation of an ordered crystal-like bound exciton system. The
highly ordered nature of this new host and excitonic lattices increases the radiative re‐
combination efficiency and makes possible the creation of advanced non-linear optical
media for optoelectronic applications.

Taking into account the above-mentioned results, a model for the crystal lattice and its be‐
havior at a high level of optical excitation for 40-year-old ordered N-doped GaP have been
suggested [3]. At relevant concentrations of N, the anion sub-lattice can be represented as a
row of anions where N substitutes for P atoms with the period equal to the Bohr diameter of
the bound exciton in GaP (approximately 10 nm). At some level of excitation, all the N sites
will be filled by excitons, thereby creating an excitonic crystal which is a new phenomenon
in solid-state physics and a very interesting object for application in optoelectronics and
nonlinear optics [3, 30].

The perfect ordered GaP:N crystals demonstrate uniform luminescence from a broad exci‐
tonic band instead of the narrow zero-phonon line and its phonon replica in disordered and
partly ordered (25-year-old) crystals due to the ordered crystals having no discrete impurity
level in the forbidden gap. To the best of our knowledge, the transformation of a discrete
level within the forbidden gap into an excitonic band is observed for the first time. In this
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case, the impurity atoms regularly occupy the host lattice sites and affect the band structure
of the crystals, which is now a dilute solid solution of GaP-GaN rather than GaP doped by
occasionally located N atoms.

As noted previously, the luminescence of fresh doped and undoped crystals could be ob‐
served only at temperatures below about 80 K. The luminescence band and lines were al‐
ways seen at photon energies less than the value of the forbidden gap (2.3 eV). Now, after 50
years, luminescence of the long-term-ordered bulk crystals similar to the GaP nanocrystals
[27-31] is clearly detected in the region from 2.0 eV to 3.0 eV at room temperature [13-25].
We believe, in the long-term-ordered bulk crystals this considerable extension of the region
of luminescence at 300°K to the high-energy side of the spectrum is due to: (a) a very small
concentration of defects, (b) low contribution of nonradiative electron–hole recombination,
(c) considerable improvement of crystal lattice, (d) high transparency of perfect crystals, and
(e) low probability of phonon emission at indirect transition.

Earlier, in freshly prepared crystals we observed a clear stimulated emission from a GaP:N
resonator at 80 K [4] as well as so called superluminescence from the GaP single crystals.
Presently, our ordered crystals have a bright luminescence at room temperature that implies
their perfection and very lower light losses. Currently we demonstrate [19, 20, 24, 29, 30]
that the stimulated emission is developed even at room temperature by direct electron–hole
recombination of an electron at the bottom of the conduction band with a hole at the top of
the valence band and the LO phonon absorption.

We also have demonstrated the considerable improvement of quality of GaP nanocrystals as
the result of elaboration of an optimal for them nanotechnology. Figure 11 compares the lu‐
minescence spectra of our long-term (up to 50 years) ordered GaP single crystals (spectrum
1) to that from high quality GaP nanoparticles [27-31] and their GaP nanoparticles/polymers
nanocomposites [34-36].

The best quality GaP nanoparticles have been prepared by hydrothermal or colloidal syn‐
thesis from white phosphorus at decreased temperature (125°C) and intense ultrasonication.

Comparing the results for the nanocomposites prepared from GaP powder or suspension
(Figure 11, spectra 2 and 3 respectively), it was established that the maximum shift to ultra‐
violet and the best quality in general have the nanocomposites obtained from the nanoparti‐
cles stored as a suspension in a suitable liquid.

Nanocrystals stored as dry powder demonstrate rather broad luminescent band with max‐
imum at 2.8 eV (Figure 11, spectrum 2), while the nanocrystals of about 10 nm sizes, thor‐
oughly  separated  and  distributed  in  a  suspension,  that  prevent  their  coagulation,
mechanical  and optical  interaction,  exhibit  bright  narrow-band luminescence with maxi‐
mum at 3.2 eV, approximately 1 eV above the position of the absorption edge in GaP at
300oK (Figure  11,  spectrum 3).  The  thoroughly  washed,  ultrasonicated  and dried  nano‐
powders as well as their specially prepared suspensions have been used for fabrication of
blue light emissive GaP nanocomposites on the base of some optically and mechanically
compatible with GaP polymers.
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Figure 11. Luminescence of perfect bulk GaP single crystals (1) in comparison with the luminescence of GaP nanopar‐
ticles and GaP/polymers nanocomposites (2-3). Nanoparticles prepared from white P by mild aqueous or colloidal syn‐
thesis at decreased temperature, stored as the dry powder (spectrum 2) or suspension in a liquid (spectrum 3).

According to our measurements, the matrix polymers PGMA-co-POEGMA or BPVE used in
this work provide no contribution to the spectra of luminescence of the based on these ma‐
trixes, so, the nanocomposite spectra coincide with those obtained from the relevant GaP
powders or suspensions.

We note that in the GaP/BPVE nanocomposite the position of the luminescent maximum can
be changed between 2.5 – 3.2 eV and the brightness is 20-30 more than in the PGMA and
PGMA-co-POEGMA matrixes. We explain the broadening of the luminescence band and the
shift of its maximum to low photon energies in luminescence of the nanocomposite based on
the GaP powder by presence in the powder of the nanoparticles with the different dimen‐
sions between 10-100 nm. Meanwhile, the nanocomposites on the base of the suspensions
containing only approximately 10 nm nanoparticles, exhibit bright luminescence with maxi‐
mum at 3.2 eV due to high transparency of 10 nm nanoparticles for these high energy emit‐
ted photons and pronounced quantum confinement effects since this diameter equals the
Bohr diameter of the bound exciton in GaP.

In accordance with previous data [27-31, 34-36] the shift due to the quantum confinement
effects is about a few tenths of eV and, obviously, it is impossible to explain only through
this effect the dramatic 1 eV expansion of the region of luminescence at 300 K to the high-
energy side of the spectrum.

In order to explain this interesting phenomenon we postulate that the nanocrystals, much like
the ideal long-term ordered bulk GaP single crystals, exhibit this huge increase in blue-shifted
luminescence due to: (a) negligibly small influence of defects and non-radiative recombination
of electron-hole pairs and very high efficiency of their radiative annihilation, (b) high perfec‐
tion of nanocrystal lattice, and (d) high transparency of nanocrystals due to their small dimen‐
sions for the light emitted from high points of the GaP Brillouin zones, for instance, in the direct
transitions Γ1 c - Γ15 v between the conductive and valence bands with the photon energy at
300°K equal to 2.8 eV [40] and (e) high efficiency of this so called “hot” luminescence.
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Our first attempts to prepare GaP nanoparticles [26] yielded room temperature lumines‐
cence with maximum shifted only to 2.4 eV in comparison with the new maximum at 3.2 eV.
It confirms significant achievements in technology of GaP nanoparticles and GaP/polymers
nanocomposites. On the base of these improved technologies for preparation of GaP nano‐
particles and GaP/polymer nanocomposites we can change within the broad limits the main
parameters of luminescence and expect to create a framework for novel light emissive de‐
vice structures using dramatic 1 eV expansion of GaP luminescence to UV region.

Semiconductor nanoparticles were introduced into materials science and engineering main‐
ly that to avoid limitations inherent to freshly grown semiconductors with a lot of different
defects. The long-term ordered and therefore close to ideal crystals repeat behavior of the
best nanoparticles with pronounced quantum confinement effect. These perfect crystals are
useful for application in top-quality optoelectronic devices as well as they are a new object
for development of fundamentals of solid state physics.

4.1. Conclusions

This study of long-term convergence of  bulk- and nanocrystal  properties brings a novel
perspective to improving the quality of semiconductor crystals.  The unique collection of
pure and doped crystals of semiconductors grown in the 1960s provides an opportunity to
observe the long term evolution of properties of these key electronic materials. During this
almost half-centennial systematic investigation we have established the main trends of the
evolution of their optoelectronic and mechanical properties. It was shown that these stimu‐
li to improve quality of the crystal lattice are the consequence of thermodynamic driving
forces and prevail over tendencies that would favor disorder. For the first time, to the best
of  our  knowledge,  we  have  observed  a  new  type  of  the  crystal  lattice  where  the  host
atoms occupy their  proper (equilibrium) positions in the crystal  field,  while the impuri‐
ties, once periodically inserted into the lattice, divide it in the short chains of equal length,
where the host  atoms develop harmonic  vibrations.  This  periodic  substitution of  a  host
atom by an impurity allows the impurity to participate in the formation of the crystal's en‐
ergy bands. It leads to the change in the value of the forbidden energy gap, to the appear‐
ance of a crystalline excitonic phase, and to the broad energy bands instead of the energy
levels of bound excitons.  The high perfection of this new lattice leads to the abrupt de‐
crease of non-radiative mechanisms of electron-hole recombination, to both the relevant in‐
crease of efficiency and spectral range of luminescence and to the stimulated emission of
light due to its amplification inside the well arranged, defect-free medium of the crystal.
The further development of techniques for the growth of thin films and bulk crystals with
ordered distribution of impurities and the proper localization of host atoms inside the lat‐
tice should be a high priority.

This long-term evolution of the important properties of our unique collection of semicon‐
ductor single crystals promises a novel approach to the development of a new generation
of optoelectronic devices. The combined methods of laser assisted and molecular beam ep‐
itaxies [41-43] will be applied to fabrication of device structures with artificial periodicity;
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together with classic methods of crystal growth, can be employed to realize impurity or‐
dering that would yield new types of nanostructures and enhanced optoelectronic device
performance.

Our long-term ordered and therefore close to ideal crystals repeat behavior of the best nano‐
particles with pronounced quantum confinement effect. These perfect crystals are useful for
application in top-quality optoelectronic devices as well as they are a new object for devel‐
opment of fundamentals of solid state physics.

For the first time we also show that well-aged GaP bulk crystals as well as high quality GaP
nanoparticles have no essential difference in their luminescence behavior, brightness or
spectral position of the emitted light. The long-term ordered and therefore close to ideal
crystals repeat behavior of the best nanoparticles with pronounced quantum confinement
effect. These perfect crystals are useful for application in top-quality optoelectronic devices
as well as they are a new object for development of fundamentals of solid state physics.

Especially important for application in new generation of light emissive devices is the dis‐
covered in framework of the Project [31] dramatic expansion of luminescence region in GaP
perfect bulk single crystals as well as in the best prepared GaP nanocrystals and based on
them composites with transparent polymers. The broad discussion and dissemination of our
results will stimulate development of our further collaboration with reliable partners from
the USA, Italy, Romania, France and other countries.
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1. Introduction

In the past decade, light-emitting diodes (LEDs) based on wideband gap semiconductor
have attracted considerable attention due to its potential optoelectronic applications in illu‐
mination, mobile appliances, automotive and displays [1]. Among the available wide band
gap semiconductors, zinc oxide, with a large direct band gap of 3.37eV, is a promising can‐
didate because of characteristic features such as a large exciton binding energy of 60meV,
and the realization of band gap engineering to create barrier layers and quantum wells with
little lattice mismatch. ZnO crystallizes in the wurtzite structure, the same as GaN, but, in
contrast, large ZnO single crystal can be fabricated [2]. Furthermore, ZnO is inexpensive,
chemically stable, easy to prepare and etch, and nontoxic, which also make the fabrication of
ZnO-based optical devices an attractive prospect. The commercial success of GaN-based op‐
toelectronic and electronic devices trig the interest in ZnO-based devices [2-4].

Recently, the fabrication of p-type ZnO has made great progress by mono-doping group V
elements (N, P, As, and Sb) and co-doping III–V elements with various technologies, such as
ion implantation, pulsed laser deposition (PLD), molecular beam epitaxy (MBE) [2,3]. A
number of researchers have reported the development of homojunction ZnO LEDs and het‐
erojunction LEDs using n-ZnO deposited on p-type layers of GaN, AlGaN, conducting ox‐
ides, or p-ZnO deposited on a n-type layer of GaN [1,3].

Figure1a shows the schematic structure of a typical ZnO homostructural p–i–n junction pre‐
pared by Tsukaza et al [5]. The I-V curve of the device displayed the good rectification with
a threshold voltage of about 7V (Figure1b). The electroluminescence (EL) spectrum from the
p–i–n junction (blue) and photoluminescence (PL) spectrum of a p-type ZnO film at 300K
were shown in Figure1c, which indicated that ZnO was a potential material for making
short-wavelength optoelectronic devices, such as LEDs for display, solid-state illumination
and photodetector.

© 2013 Fan et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
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Figure 1. ZnO homostructural p–i–n junction shows rectifying current–voltage characteristics and electrolumines‐
cence (EL) in forward bias at room-temperature. (a), The structure of a typical p–i–n junction LED. (b), Current–voltage
characteristics of a p–i–n junction. The inset has logarithmic scale in current with F and R denoting forward and re‐
verse bias conditions, respectively. (c), Electroluminescence spectrum from the p–i–n junction (blue) and photolumi‐
nescence (PL) spectrum of a p-type ZnO film measured at 300 K. The p–i–n junction was operated by feeding in a
direct current of 20 mA. From Ref.[5].

Figure 2. Room-temperature EL spectra of the n-ZnO/p-GaN heterojunction LED measured at various dc injection cur‐
rents from 1 to 15mA at reverse breakdown biases. (Inset) EL image of the LED in a bright room. From Ref. [6].
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White-light electroluminescence from n-ZnO)/p-GaN heterojunction LED was reported [6].
The spectrum range from 400 to 700nm is caused by the carrier recombination at the inter‐
face between n-ZnO and p-GaN, as shown in Figure2, which makes ZnO as a strong candi‐
dates for solid-state light.

Currently, ZnO-based LEDs are leaping from lab to factory. A dozen or so companies are
developing ultraviolet and white LEDs for market. The coloured ZnO-based LEDs have
been produced by Start-up company MOXtronics, which shows its full-colour potential. Al‐
though the efficiency of these LEDs is not high, improvements are rapid and the emitters
have the potential to outperform their GaN rivals. Figure3 shows some EL images of ZnO-
based LEDs.

Figure 3. Some EL images of ZnO-based LEDs. From Ref. [7].

In this paper, based on the introduction of the band-gap engineering and doping in ZnO, we
discuss the ZnO-based LEDs, comprehensively. We first discuss the band-gap engineering
in ZnO, which is a very important technique to design ZnO-based LEDs. We then present
the p- and n-types doping in ZnO. High quality n-type and/or p-type ZnO are necessary to
prepare ZnO-based LEDs. Finally, we review the ZnO-based LEDs. In this part, we discuss
homojunction ZnO LEDs and heterojunctions LEDs using n-ZnO deposited on p-type layers
(GaN, AlGaN, conducting oxides, et al ) or p-ZnO deposited on a n-type layer (GaN, Si, et
al), comprehensively.

2. Band gap engineering in ZnO

Band gap engineering is the process of controlling or altering the band gap of a material by
controlling the composition of certain semiconductor alloys. It is well known that tailoring
of the energy band gap in semiconductors by band-gap engineering is important to create
barrier layers and quantum wells with matching material properties, such as lattice con‐
stants, electron affinity for heterostructure device fabrication [2, 3].
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been produced by Start-up company MOXtronics, which shows its full-colour potential. Al‐
though the efficiency of these LEDs is not high, improvements are rapid and the emitters
have the potential to outperform their GaN rivals. Figure3 shows some EL images of ZnO-
based LEDs.

Figure 3. Some EL images of ZnO-based LEDs. From Ref. [7].

In this paper, based on the introduction of the band-gap engineering and doping in ZnO, we
discuss the ZnO-based LEDs, comprehensively. We first discuss the band-gap engineering
in ZnO, which is a very important technique to design ZnO-based LEDs. We then present
the p- and n-types doping in ZnO. High quality n-type and/or p-type ZnO are necessary to
prepare ZnO-based LEDs. Finally, we review the ZnO-based LEDs. In this part, we discuss
homojunction ZnO LEDs and heterojunctions LEDs using n-ZnO deposited on p-type layers
(GaN, AlGaN, conducting oxides, et al ) or p-ZnO deposited on a n-type layer (GaN, Si, et
al), comprehensively.

2. Band gap engineering in ZnO

Band gap engineering is the process of controlling or altering the band gap of a material by
controlling the composition of certain semiconductor alloys. It is well known that tailoring
of the energy band gap in semiconductors by band-gap engineering is important to create
barrier layers and quantum wells with matching material properties, such as lattice con‐
stants, electron affinity for heterostructure device fabrication [2, 3].
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Band-gap engineering in ZnO can be achieved by alloying with MgO, CdO or BeO. The en‐
ergy band gap Eg(x) of ternary semiconductor AxZn1-xO (A = Mg, Cd or Be) can be calculat‐
ed by the following equation:

Eg(x) = (1− x) EZnO + xEAO − bx (1 − x) (1)

where b is the bowing parameter and EAO and EZnO are the band-gap energies of compounds
AO and ZnO, respectively. While adding Mg or Be to ZnO results in an increase in band
gap, and adding Cd leads to a decrease in band gap [3, 8].

Both MgO and CdO have the rock-salt structure, which is not the same as the ZnO wurtzite
structure. When Mg and Cd contents in ZnO are high, phase separation may be detected,
while BeO and ZnO share the same wurtzite structure and phase separation is not observed
in BeZnO [2, 8]. Ryu et al studied the band gap of BeZnO and did not observed any phase
separation when Be content was varied over the range from 0 to 100mol%. Figure4 shows
the a lattice parameter as a function of room-temperature Eg values in AxZn1-xO alloy. There‐
fore, theoretically, the energy band gap of AxZn1-xO can be continuously modulated from
0.9eV (CdO) to 10.6eV (BeO) by changing the A concentration [8]. Han et al reported the
band gap energy of the BexZn1-xO can be tailored from 3.30eV (x = 0) to 4.13eV (x = 0.28) by
alloying ZnO with BeO [9].

Figure 4. Energy band gaps, lattice constants and crystal structures of selected II-VI compounds. From Ref. [9].

Ohtomo et al investigated the band gap of MgxZn1-xO films grown on sapphire by PLD,
where x is the atomic fraction [10]. The band gap of MgxZn1-xO could be increased to 3.99eV
at room temperature as the content of Mg was increased upward to x = 0.33. Above 33%, the
phase segregation of MgO impurity was observed from the wurtzite MgZnO lattice. Takagi
et al reported the growth of wurtzite MgZnO film with Mg concentration of 51% on sap‐
phire by molecular-beam epitaxy [11]. The band gap energy of MgxZn1-xO was successfully
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turned from 3.3 to 4.5eV with the increase of Mg contents from 0 to 0.5. Tampo et al investi‐
gated excitonic optical transition in a Zn1−xMgxO alloy grown by radical source molecular
beam epitaxy [12]. The strong reflectance peaks at room temperature were detected from
3.42eV (x=0.05) to 4.62eV (x = 0.61) from ZnMgO layers at room temperature. PL spectra at
room temperature were also observed for energies up to 4.06eV (x = 0.44). Wassner et al
studied the optical and structural properties of MgZnO films with Mg contents between x =
0 and x = 0.37 grown on sapphire by plasma assisted molecular beam epitaxy using a MgO/
ZnMgO buffer layer [13]. In their experiments, the a-lattice parameter was independent
from the Mg concentration, whereas the c-lattice parameter decreases from 5.20Å for x = 0 to
5.17Å for x = 0.37, indicating pseudomorphic growth. The peak position of the band edge
luminescence blue shifted up to 4.11eV for x = 0.37.

Makino et al investigated the structure and optical properties of CdxZn1-xO films grown on
sapphire (0001) and ScAlMgO4 substrates by PLD [14]. The band gap of CdxZn1-xO films was
estimated by Eg(y) = 3.29 − 4.40y + 5.93y2. The band gap narrowing to 2.99eV was achieved
by incorporating Cd2+ with Cd concentration of 7%. Both lattice parameters a and c increase
with the increasing Cd content in ZnO, which was agreement with the larger atomic size of
Cd compared with Zn. CdxZn1-xO films were also prepared on c-plane sapphires by metal-
organic vapor-phase epitaxy. The fundamental band gap was narrowed up to 300meV for a
maximum Cd concentration of ~5%, introducing a lattice mismatch of only 0.5% with re‐
spect to binary ZnO. Lai et al prepared the CdxZn1-xO alloy by conventional solid-state reac‐
tion over the composition range and found that CdO effectively decreased the electronic
bandgap both in the bulk and near the surface ZnO [15].

Figure 5. Room temperature PL spectra of ZnO/Zn0.9Mg0.1O SQW with different well width. From Ref. [17].

Using MgZnO as barrier layers, Chauveau et al prepared the nonpolar a-plane (Zn,Mg)O/ZnO
quantum wells (QWs) grown by molecular beam epitaxy on r plane sapphire and a plane ZnO
substrates [16]. They observed the excitonic transitions were strongly blue-shifted due to the
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by incorporating Cd2+ with Cd concentration of 7%. Both lattice parameters a and c increase
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Cd compared with Zn. CdxZn1-xO films were also prepared on c-plane sapphires by metal-
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anisotropic strain state in heteroepitaxial QW and the reduction of structural defects and the
improvement of surface morphology were correlated with a strong enhancement of the photo‐
luminescence properties. Su et al investigated the optical properties of ZnO/ZnMgO single
quantum well (SQW) prepared by plasma-assisted molecular beam epitaxy [17]. The photolu‐
minescence peak of the SQW shifted from 3.31 to 3.37eV as the well layer thickness was de‐
creased from 6 to 2nm (Figure5). ZnO/MgZnO superlattices were also fabricated by laser
molecular-beam epitaxy and the excitonic stimulated emission up to 373K was observed in the
superlattices. The emission energy could be tuned between 3.2 and 3.4eV, depending on the
well thickness and/or the Mg content in the barrier layers.

3. Doping in ZnO

ZnO has a strong potential for various short-wavelength optoelectronic device applications.
To realize these applications, the reliable techniques for fabricating high quality n-type and
p-type ZnO need to be established. Undoped ZnO exhibits n-type conduction due to the in‐
trinsic defects, such as the Zinc interstitial (Zni) and oxygen vacancy (VO). It is easy to obtain
the high quality n-type ZnO material by doping group-III elements. However, it is a major
challenge to dope ZnO to produce p-type semiconductor due to self-compensation from na‐
tive donor defects and/or hydrogen incorporation. To achieve p-type ZnO, various elements
(N, P, As, Sb and Li) have been tried experimentally as p-type dopants with various techni‐
ques, such as pulse laser deposition, magnetron sputtering, chemical vapor deposition
(CVD), molecular-beam epitaxy, hybrid beam deposition (HBD), metal organic chemical va‐
por deposition (MOCVD) and thermal oxidation of Zn3N2 [2, 3].

3.1. n-type ZnO

A number of researchers investigated the electrical and optical properties of n-type ZnO mate‐
rials by doping III elements, such as Al, Ga and In, which can easily substitute Zn ions [1-3].

Kim et al reported the high electron concentration and mobility in AZO films grown on sap‐
phire by magnetron sputtering [18]. AZO films exhibited the electron concentrations and
mobilities were of the order of 1018cm3 and less than 8cm2/Vs, respectively, however, when
annealed at 9000C, the films showed remarkably improved carrier concentrations and mobi‐
lities, e.g., about 1020 cm3 and 45 – 65 cm2/Vs, respectively. Other researchers also reported
the improved electrical properties in Al-doped zinc oxide by thermal treatment [19].

Bhosle et al investigated the electrical properties of transparent Ga-doped ZnO films pre‐
pared by PLD [20]. Temperature dependent resistivity measurements for the films showed
a  metal-semiconductor  transition,  which  was  rationalized  by  localization  of  degenerate
electrons.  The  lowest  value  of  resistivity  1.4×10−4  Ωcm was  found  at  5% Ga.  Yamada
et  al  reported  the  low resistivity  Ga-doped  ZnO  films  prepared  on  glass  by  ion  plat‐
ing  with  direct  current  arc  discharge  [21].  The  ZnO:Ga  film with  a  thickness  of  98nm,
exhibited  a  resistivity  of  2.4×10−4  Ω  cm,  a  carrier  concentration  of  1.1×1021cm−3  and  a
Hall  mobility  of  23.5cm2/Vs.  Liang et  al  reported the  Ga-doped ZnO films prepared on
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glass  by  magnetron  sputtering  and  found that  a  carrier  concentration  exhibited  only  a
slight  change  with  the  thickness  variations  [22].

Wang et al studied the properties of In-doped ZnO crystal by the hydrothermal technique
[23]. The indium-doped ZnO crystals have a resistivity lower than 0.015Ωcm with a free car‐
rier concentration (mostly due to indium donors) of 1.09×1019/cm3 at room temperature.
Quang et al reported the In-doped ZnO films grown by hydrothermal [24]. The films had a
mobility of 4.18-20.9cm2/Vs and a concentration of 6.7×1018 - 3.2×1019/cm3. The In-doped ZnO
films with a carrier concentration of 3.22×1020/cm3 were grown by sol–gel method [25].

VII  elements  such  as  F  and  Cl  are  also  used  as  n-type  dopants  in  ZnO,  which  substi‐
tuted  oxygen  ions.  Cao  et  al  reported  F-doped  ZnO grown by  PLD with  a  minimum
resistivity  of  4.83×10-4  Ωcm,  with  a  carrier  concentration  of  5.43×1020cm-3  and  a  mobili‐
ty  of  23.8cm2/  Vs  [26].  Chikoidze  et  al  grew Cl-doped  ZnO films  by  MOCVD with  a
resistivity  of  3.6×10-3  Ω  cm [27].

3.2. p-type ZnO

To realize ZnO-based LEDs, the most important issue is the fabrication of high quality p-
type ZnO. However, undoped ZnO exhibits n-type conduction and the reliable p-type dop‐
ing of the materials remains a major challenge because of the self-compensation from native
donor defects (Vo and Zni) and/or hydrogen incorporation. Considerable efforts have been
made to obtain p-type ZnO by doping different elements (N, P, As, Sb, Li, Na and K) with
various techniques [2, 3]. Here, we present the typical results of p-type ZnO materials.

Among all potential p-type dopants for ZnO, N is considered the most promising dopant
due to similar ionic radius compared with oxygen. It substitutes O sites in ZnO structure,
resulting in the shallow acceptors. N2, NO, N2O, NH3 and Zn3N2 are acted as N sources de‐
pended on growth techniques [2, 3]. Liu et al reported p-type ZnO:N films grown on c-sap‐
phire by plasma-assisted molecular beam epitaxy [28]. The anomalous Raman mode at
275cm-1 was confirmed to be related to substitution of N for O site (NO) in ZnO. The films
exhibited a hole concentration of 2.21×1016cm-3 and a mobility of 1.33cm2/Vs. Zeng et al in‐
vestigated p-type ZnO films prepared on a-plane (11–20) sapphire by MOCVD [29]. The op‐
timized result was achieved at the temperature of 400°C with a resistivity of 1.72Ωcm, a Hall
mobility of 1.59cm2/Vs, and a hole concentration of 2.29×1018cm−3. Wang et al prepared p-
type ZnO films by oxidation of Zn3N2 films grown by direct current magnetron sputtering
[30]. For oxidation temperature between 350 and 5000C, p-type ZnO:N films were achieved,
with a hole concentration of 5.78×1017cm-3 at 5000C. Kumar et al reported on the growth of p-
type N,Ga-codoped ZnO films prepared by sputtering ZnO:Ga2O3 target in N2O ambient
[31]. The film deposited on sapphire at 5500C exhibited p-type conduction with a hole con‐
centration of 3.9×1017 cm−3.

Beside N, other group V elements (P, As and Sb) are also used to be acceptor dopants to ob‐
tain p-type ZnO. However, first-principle calculations show that XO (PO, AsO and SbO) are
deep acceptors and have high acceptor-ionization energies, owing to their large ionic radii
as compared to O, which make it impossible for XO to dop ZnO efficiently p-type [32]. We
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rier concentration (mostly due to indium donors) of 1.09×1019/cm3 at room temperature.
Quang et al reported the In-doped ZnO films grown by hydrothermal [24]. The films had a
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To realize ZnO-based LEDs, the most important issue is the fabrication of high quality p-
type ZnO. However, undoped ZnO exhibits n-type conduction and the reliable p-type dop‐
ing of the materials remains a major challenge because of the self-compensation from native
donor defects (Vo and Zni) and/or hydrogen incorporation. Considerable efforts have been
made to obtain p-type ZnO by doping different elements (N, P, As, Sb, Li, Na and K) with
various techniques [2, 3]. Here, we present the typical results of p-type ZnO materials.

Among all potential p-type dopants for ZnO, N is considered the most promising dopant
due to similar ionic radius compared with oxygen. It substitutes O sites in ZnO structure,
resulting in the shallow acceptors. N2, NO, N2O, NH3 and Zn3N2 are acted as N sources de‐
pended on growth techniques [2, 3]. Liu et al reported p-type ZnO:N films grown on c-sap‐
phire by plasma-assisted molecular beam epitaxy [28]. The anomalous Raman mode at
275cm-1 was confirmed to be related to substitution of N for O site (NO) in ZnO. The films
exhibited a hole concentration of 2.21×1016cm-3 and a mobility of 1.33cm2/Vs. Zeng et al in‐
vestigated p-type ZnO films prepared on a-plane (11–20) sapphire by MOCVD [29]. The op‐
timized result was achieved at the temperature of 400°C with a resistivity of 1.72Ωcm, a Hall
mobility of 1.59cm2/Vs, and a hole concentration of 2.29×1018cm−3. Wang et al prepared p-
type ZnO films by oxidation of Zn3N2 films grown by direct current magnetron sputtering
[30]. For oxidation temperature between 350 and 5000C, p-type ZnO:N films were achieved,
with a hole concentration of 5.78×1017cm-3 at 5000C. Kumar et al reported on the growth of p-
type N,Ga-codoped ZnO films prepared by sputtering ZnO:Ga2O3 target in N2O ambient
[31]. The film deposited on sapphire at 5500C exhibited p-type conduction with a hole con‐
centration of 3.9×1017 cm−3.

Beside N, other group V elements (P, As and Sb) are also used to be acceptor dopants to ob‐
tain p-type ZnO. However, first-principle calculations show that XO (PO, AsO and SbO) are
deep acceptors and have high acceptor-ionization energies, owing to their large ionic radii
as compared to O, which make it impossible for XO to dop ZnO efficiently p-type [32]. We
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could not contribute the p-type behavious in X doped ZnO to XO, simply. Recently, for the
large-size-mismatched impurities in ZnO, Limpijumnong et al proposed XZn−2VZn acceptor
model [33]. In the model, X substitute Zn sites, forming a donor, then it induces two Zn va‐
cancy acceptors as a complex form XZn−2VZn. The ionization energy of AsZn - 2VZn complex
was calculated to be 0.15eV (0.16eV for SbZn − 2VZn ).

Xiu et al reported p-type P-doped ZnO films grown by MBE using a GaP effusion cell as a
phosphorus dopant source [34]. PL spectra clearly indicated the existence of competitions
between D 0 X and A 0 X for the phosphorus-doped ZnO films. The films exhibited a carrier
concentration of 6.0×1018 cm−3, Hall mobility of 1.5 cm2/Vs, and resistivity of 0.7Ωcm. Kim et
al achieved p-type ZnO:P films on a sapphire substrate using phosphorus doping and a
thermal annealing process [35]. As-grown n-type ZnO:P prepared by radio-frequency sput‐
tering were converted to p-ZnO:P by an rapid thermal annealing process under a N2 ambi‐
ent. The films had a hole concentration of 1.0×1017 – 1.7×1019/cm3, a mobility of 0.53 –
3.51cm2/Vs and a resistivity of 0.59 – 4.4 Ωcm. Pan et al prepared p-type ZnO:P films on the
insulating quartz with a hole concentration of 1.84×1018 cm−3 by MOCVD [36]. Vaithianathan
et al grew p-type ZnO:P films on Al2O3(0001) by PLD [37]. The films exhibited a hole con‐
centration of 5.1×1014 −1.5×1017cm−3, a hole mobility of 2.38 − 39.3 cm2 / V s, and a resistivity
of 17 − 330 Ωcm.

Ryu et al investigated the electrical properties of As-doped ZnO films on O–ZnO substrates
by hybrid beam deposition [38]. The electrical behavior of ZnO:As films changed from in‐
trinsic n-type to highly conductive p-type with increased As dopant concentration. They
achieved p-type ZnO:As films with a hole concentration of 4×1017 cm-3 and a mobility of
35cm2/Vs. Vaithianathan et al reported As-doped p-type ZnO films using a Zn3As2 /ZnO tar‐
get by PLD [39]. As-grown ZnO:As showed n-type conductivity, however, ZnO:As films af‐
ter annealed at 200°C in N2 ambient for 2 min exhibited p-type conductivity with the hole
concentrations varied between 2.48×1017 and 1.18×1018cm−3. Kang et al grew ZnO films on
GaAs by sputtering and annealed at 500°C in an oxygen gas pressure of 40 mTorr for 20
min. After annealing, ZnO film on GaAs showed p-type conductivity with a hole concentra‐
tion of 9.684×1019cm−3, a mobility of 25.37cm2/Vs, and a resistivity of 2.54 ×10−3 Ωcm. The ac‐
ceptor binding energy was calculated to be 0.1445eV, which was in good agreement with the
ionization energy of AsZn - 2VZn acceptor complex (0.15eV) [40].

Guo et al reported p-type ZnO:Sb films grown by PLD [41]. The films showed a resistivity of
4.2 – 60Ωcm, a Hall mobility of 0.5 – 7.7cm2/V s, and a hole concentration of 1.9–2.2×1017cm−3.
In the (HR) TEM images of p-type ZnO:Sb, they observed a high density of threading dislo‐
cations originating from the film/substrate interface and a large number of partial disloca‐
tion loops associated with small stacking faults. Xiu et al fabricated p-type ZnO:Sb films
grown on n-Si (100) by MBE [42]. The film had a concentration of 1.7×1018 cm−3, and a high
mobility of 20.0cm2/Vs and a low resistivity of 0.2Ωcm. The acceptor energy level of the Sb
dopant was about 0.2eV above the valence band, which was agreement with the ionization
energy of SbZn − 2VZn (0.16eV).
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or  dopants.  Yi  et  al  fabricated  p-type  ZnO:Li  films  grown on  quartz  substrate  by  PLD

Optoelectronics - Advanced Materials and Devices32

with  a  hole  concentration  of  5.4×1018cm-3  [43].  p-type  ZnO:Na  films  were  fabricated  on
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−3. Wu et al grew K-doped p-type ZnO films on (0001) Al2O3 substrates by radio frequen‐
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and laser diodes. The fabrication of high-quality p-type ZnO remains great challenge. Many
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Chang et al reported the MBE n-ZnO/MOCVD p-GaN heterojunction light-emitting diode
[46]. They grew 1-μm-thick undoped GaN buffer layer on Al2O3 and a 500-nm-thick Mg-
doped p-GaN layer by MOCVD, and grew 300-nm-thick n-ZnO by MBE on p-GaN layer.
They observed a broad yellowish green emission peaked at around 570nm. The EL emission
was attributed to the electron injection from n-ZnO to p-GaN. Hwang et al fabricated an n-
ZnO:Ga/p-GaN:Mg heterostructure on Al2O3 substrate [51]. Undoped ZnO (buffer layer)
and n-ZnO films doped with about 1% Ga were grown at 75W radio frequency (RF) power
in 100% O2 atmosphere, at 8000C and 7000C, respectively. I-V characteristics exhibited the
typical rectifying behavior and the EL emissions from the n-ZnO:Ga/p-GaN:Mg heterostruc‐
ture at room temperature show peaks at 430nm, 440nm and 480nm along with a broad band
of yellow light.

Lee et al investigated the origin of emission of the annealed n-ZnO/p-GaN heterostructure
LED [52]. They fabricated n-ZnO/p-GaN heterojunction LED on Al2O3 substrates by
MOCVD (GaN layer) and RF sputtering (ZnO layer). After fabrication, ZnO films were an‐
nealed in a thermal furnace in air and nitrogen ambient at 800°C for 30–120min. For the LED
annealed in N2, room-temperature EL in the blue region with peak wavelength 400nm was
observed, and for the LED annealed in N2, a broad band from 400 to 700nm was detected in
the EL emission spectrum, as shown in Figure6. Alivov et al reported the n-ZnO/p-AlGaN
heterojunction light-emitting diodes on 6H-SiC substrates [61]. n-type ZnO layer with a
thickness of 1μm was deposited on p-Al0.12Ga0.88N and I-V curve of the devices showed a rec‐
tifying diode-like behavior with threshold voltage ~3.2 V, a high reverse breakdown voltage
of 30V and a small reverse leakage current of about 10-7 A. Under forward bias, UV EL with
a peak emission near 389nm (~3.19eV) and a full-width at half-maximum (FWHM) of 26nm
was observed in the EL spectrum of the device. The emission was stable at temperatures up
to 500K and was attributed to the recombination of the carriers within the ZnO. They also
observed 430nm electroluminescence from ZnO/GaN heterojunction LEDs [62]. Yu et al re‐
ported ZnO/GaN heterostructure LEDs with a donor–acceptor pair emission band at
3.270eV [58]. In the EL spectrum of the device, two emission peaks, a strong emission peak
(384.0nm), together with a weak emission (365.4nm) feature on the higher-energy side.

Figure 6. EL spectra of n-ZnO/p-GaN heterosturcture LED annealed (a) in N2 and (b) in air ambient. Inset: pictures of
Light emission. From Ref. [52].
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Chichibu et al fabricated p-CuGaS2/n-ZnO:Al heterojunction LEDs by metal-organic vapor
phase epitaxy (p-CuGaS2) and helicon-wave-excited-plasma (HWEP) sputtering method (n-
ZnO:Al) [63]. The EL spectra exhibited emission peaks and bands between 1.6 and 2.5eV.
Ohta et al reported on p-SrCu2O2/n-ZnO heterojunction LEDs [56]. The I-V curve of the de‐
vice exhibited nonlinear characteristics where the turn-on voltage was approximately 1.5V.
An UV emission band centered at 382nm was observed at room temperature when a for‐
ward bias voltage greater than 3V was applied to the device, as shown in Figure7.

Figure 7. UV emission spectra of the p-SrCu2O2 /n-ZnO p – n junction LED for several currents. electric currents were
(a) 10mA, (b) 11mA, (c) 14mA, and (d) 15mA, respectively. From Ref. [56].

Ye  et  al  reported  the  distinct  visible  electroluminescence  at  room temperature  from n-
ZnO/p-Si heterojunction [59]. A high-quality ZnO layers were fabricated by metal organ‐
ic  chemical  vapor  deposition  technique  on  p-type  Si  (111)  substrate  at  650°C.  Before
grew ZnO layer,  a  thin  ZnO buffer  layer  (~25nm)  was  deposited  to  relieve  the  strains
due to large lattice mismatch between Si and ZnO and to avoid the oxidation of Si sur‐
face. The EL peak energy coincided well with the deep-level photoluminescence of ZnO,
indicating  that  the  EL  emission  was  originated  from the  radiative  recombination  via
deep-level  defects  in  n-ZnO layers.

To improve the emission of n-ZnO-based heterojunction LEDs, dounble and triple hetero‐
junction LEDs were fabricated. Osinsky et al reported MgZnO/ZnO/AlGaN/GaN triple het‐
erostructures light-emitting diodes [50]. I-V curves of the device showed a rectifying
characteristics with a turn-on voltage of ~3.2 V. Strong optical emission was observed at
~390nm. Mares et al prepared a hybrid n-MgZnO/CdZnO/p-GaN LEDs with a Cd0.12Zn0.88O
quantum-well [49]. Under forward bias, visible electroluminescence was observed at room
temperature in the EL spectrum of the device. The EL red shifted from 3.32 to 3.15eV as the
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forward current was increased from 20 to 40mA. Zhang et al investigated the effects of the
crystalline and thickness of AlN layer on the electroluminescent performance of n-
ZnO/AlN/p-GaN [54]. They found that the better crystalline quality of AlN barrier layer
may facilitate the improvement of EL performance of the device. For the thinner AlN layer,
it was not enough to cover the whole surface of GaN, while in the thicker AlN layer, many
of electrons were captured and nonradiatively recombined via the deep donors, indicating
that AlN barrier layer played an important role on the performance of the device. In their
experiments, AlN layer at the growth temperature of 7000C with an optimized thickness of
around 10nm improved EL performance of the devices.

4.1.2. Heterojunction LEDs with ZnO nanomaterials

The optical devices using ZnO nanomterials have attracted considerable attention due to
their promising optical properties, such as enriched radiative recombination of carriers. Var‐
ious ZnO nanomaterials have been grown by different methods. Based on the growth of n-
type ZnO nanomaterials, some researcher reported the heterojunction LEDs with ZnO
nanomaterials, as summarized in Table2. Here, we only present the typical results on heter‐
ojunction LEDs with ZnO nanomaterials.

Table 2. Structure and emission of heterojunction LEDs with ZnO nanostructures.
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Xu et  al  reported  ordered  ZnO nanowire  array  blue/near-UV  LEDs  [64].  The  devices
were  fabricated  by  a  conjunction  of  low temperature  wet  chemical  methods  and  elec‐
tron  beam lithography.  ZnO nanowire  arrays  were  grown on  Mg-doped  p-type  GaN
films.  I  –  V  curves  of  the  devices  exhibited  the  typical  rectifying  behavior.  Under  for‐
ward  bias,  each  single  nanowire  was  a  light  emitter.  The  EL  spectra  of  the  devices
were  shown in  Figure8.  It  can  be  seen  that  the  contour  of  the  EL  spectrum does  not
change  much  with  the  biased  voltage  in  the  range  of  4-10V and  the  dominant  emis‐
sion peak is  slightly blue shifted in the range of  400nm– 420nm. By Gaussian deconvo‐
lution of  the  emission spectrum,  the  blue/near-UV emission is  attributed particularly  to
three  distinct  electron-hole  recombination  processes.  The  LEDs  give  an  external  quan‐
tum efficiency of 2.5%, displaying great potential applications in high resolution electron‐
ic  display,  optical  interconnect,  and  high  density  data  storage.

Figure 8. EL spectrum as a function of the forward biased voltage. Inset shows by Gaussian deconvolution analysis the
blue/near-UV emission could be decomposed into three distinct bands that correspond to three different optoelec‐
tronic processes. From Ref. [64].

Zhang et al fabricated high-brightness blue-light-emitting diode using a ZnO-nanowire ar‐
ray grown on p-GaN thin film [69]. The EL spectrum of the device showed broad emission
peaks from UV (370nm) to blue. When the forward bias increased from 10 to 35V, the emis‐
sion peak was significantly enhanced and the main emission peak shifted from 440 to 400nm
when the forward bias was increased (Figure9), indicating that the modification of external
voltage to the band profile in the depletion region. Lupan et al observed UV emission at
397nm with a low forward-voltage emission threshold of 4.4V and a high brightness above
5– 6V in ZnO-nanowire/p-GaN LEDs [75].

Alvi et al investigated the n-ZnO nanostructures (nanowalls, nanorods, nanoflowers and
nanotubes)/p-GaN white-light-emitting diodes, systematically [67]. In their experiments,
ZnO nanostructures were grown on p-GaN substrates using a low temperature aqueous
chemical growth method (<1000C) forming p – n heterojunctions. The EL spectrum of ZnO‐
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nanowall LED exhibited three peaks centered at 420nm (violet emission), 450nm (violet–
blue) and broad peak covering from 480 to 700nm (green, yellow, orange and red emis‐
sions). For ZnO nanoflowers LEDs, the emission peaks centered at 400nm (violet emission),
450nm (violet–blue) and a broad peak covering EL emissions from 480 to 700nm (green, yel‐
low, orange and red emissions) were detected. ZnO nanorods and nanotubes LEDs showed
the same EL spectra, and EL peaks centered at 400nm (violet emission), 450nm (violet–blue)
and 540nm (green emission) were observed. For ZnO nanostructures (nanowalls, nanorods,
nanoflowers and nanotubes)/p-GaN LEDs, the color rendering indices (CRI) were 95, 93, 87
and 88, and the correlated color temperatures were 6518, 5471, 4807 and 4801K, respectively.

Figure 9. The electroluminescence spectrum of the (n-ZnO NWs)/(p-GaN film) LED device under various forward bias
voltages (10, 15, 20, 25, 30, 35V), showing broad emission peaks from UV to blue and blue shift with increasing of bias
voltage. From Ref. [69].

Xi et al fabricated heterojunction NiO/ZnO LEDs using low temperature solution-based
growth method [77]. The devices exhibited room-temperature electroluminescence, and the
steady increase of the UV-to-visible emission ratio was obtained for increased bias voltage,
which was good agreement with some of the reported behavior of ZnO LEDs.

Klason et al reported the EL spectra obtained from ZnO nanodots/p-Si heterojunction LEDs
[71]. The asymmetric EL emission peaked at around 600nm was observed and the emission
from the devices having buffer layer were a bit blue shifted when compared to samples with‐
out the buffer layer. The buffer layer increased both the stability and efficiency of the devices.

Bano et al reported the ZnO-organic hybrid white LEDs grown on flexible plastic using low
temperature aqueous chemical method [65]. Figure10 shows the structure of ZnO-organic
hybrid white LEDs, schematically. I-V curve of the device exhibited the typical rectifying be‐
haviors. The EL spectrum displayed a broad emission band covering the whole visible re‐
gion and hence provided white light. The white light emission was the superposition of a
violet line (448nm), blue line (469nm) from the PFO combined with green emissions (503
and 541nm), and a red emission (620nm) due to deep level defect emissions in ZnO nano‐
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rods (Figure11). The color rendering index and correlated color temperature of the white

LEDs were calculated to be 68 and 5800K, respectively (Figure12).

Figure 10. Schematic illustration of ZnO NRs/PFO hybrid device on PEDOT:PSS coated flexible plastic. From Ref. [65].

Figure 11. Room temperature EL spectrum and Gaussian fitting of the PFO/ZnO hybrid white LED. Inset: a photo‐
graph of white light emission from flexible device folded at a large angle during operation. From Ref. [65].

Figure 12. Typical color coordinates characteristics of the ZnO – PFO hybrid white LEDs. From Ref. [65].
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rods (Figure11). The color rendering index and correlated color temperature of the white

LEDs were calculated to be 68 and 5800K, respectively (Figure12).

Figure 10. Schematic illustration of ZnO NRs/PFO hybrid device on PEDOT:PSS coated flexible plastic. From Ref. [65].

Figure 11. Room temperature EL spectrum and Gaussian fitting of the PFO/ZnO hybrid white LED. Inset: a photo‐
graph of white light emission from flexible device folded at a large angle during operation. From Ref. [65].

Figure 12. Typical color coordinates characteristics of the ZnO – PFO hybrid white LEDs. From Ref. [65].
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4.1.3. p-ZnO heterojunction LEDs

Currently, the fabrication of p-type ZnO materials has made remarkable progress and some
researchers attempted to prepare p-type ZnO based hereojunction LEDs by various meth‐
ods, as summarized in Table3.

Table 3. Structure and emission of p-type ZnO based heterojunction LEDs

Figure 13. Temperature dependent EL spectra obtained at an injection current of 110 mA. EL from LED is obtained at
9, 50, 100, 200, and 300 K. From Ref. [79].

Mandalapu et al reported ultraviolet emission from Sb-doped p-type ZnO based heterojunc‐
tion LEDs fabricated by growing p-type ZnO:Sb films on n-type Si substrates [79]. Thin un‐
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doped ZnO film(50nm) was grown at low temperature on n-Si(100) substrate as a buffer
layer, followed by p-type ZnO:Sb layer (370nm) at a higher temperature by MBE. After the
growth, thermal activation of Sb dopant was carried out in in situ in vacuum at 800°C for 30
min. The I-V curves of the heterojunction LEDs displayed a typical rectifying behavior with
higher leakage current at both higher temperatures and higher biases, which may origin
from the band alignment of wide-band-gap p-ZnO and narrow-band-gap n-Si. Figure13
shows the EL spectra obtained at different temperatures for an injection current of 110mA.
Four emission peaks at 381, 485, 612 and 671nm were detected from the spectra at 9 K. The
peak at 381nm was the near-band edge emission and the other peaks were attributed to in‐
trinsic defects in ZnO. A small UV peak at 396nm was also observed in the EL spectra at 9K,
which was related to Zn vacancies. With increasing temperature in the range from 9 to 300K,
both the small UV peak and the near band edge emission redshifted and became a single
peak at higher temperatures. The intensity of emissions decreased throughout the spectra
with increasing temperature, which was due to the increase in nonradiative recombinations
at higher temperatures.

Figure 14. I-V curve of the device, showing rectifying characteristics.Top inset shows the linear I-V of n-contacts (red
line) and p-contacts (blue line), respectively. Bottom inset shows device structure of the sample: SbZnO/CdZnO/
GaZnO/Si. From Ref. [80].

Li et al reported on the blue electroluminescence from ZnO based heterojunction LEDs with
CdZnO active layers [80]. p-ZnO:Sb/i-CdZnO/n-ZnO was grown on n-type Si substrates by
plasma-assisted molecular-beam epitaxy. Figure14 shows the typical rectifying characteris‐
tics of the heterojunction LEDs, and the top inset of Figure14 reveals the I-V curves of Au/Ni
and Au/Ti metal contacts on p-type ZnO:Sb and n-type Si, respectively, indicating that good
ohmic contacts were formed on both electrodes. The PL spectra showed ZnO near band
edge (NBE) emission of p-type ZnO:Sb at 378nm and NBE emission of CdZnO active layer
at 445nm. Figure15 shows EL spectra of a hereojunction under different injection currents.
The blue EL emissions at around 459nm were observed and the emission intensity increased
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plasma-assisted molecular-beam epitaxy. Figure14 shows the typical rectifying characteris‐
tics of the heterojunction LEDs, and the top inset of Figure14 reveals the I-V curves of Au/Ni
and Au/Ti metal contacts on p-type ZnO:Sb and n-type Si, respectively, indicating that good
ohmic contacts were formed on both electrodes. The PL spectra showed ZnO near band
edge (NBE) emission of p-type ZnO:Sb at 378nm and NBE emission of CdZnO active layer
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The blue EL emissions at around 459nm were observed and the emission intensity increased

ZnO-Based Light-Emitting Diodes
http://dx.doi.org/10.5772/51181

41



with the increase of the injection current. A comparison of PL and EL spectra of the device

shows that the EL emission of the device origined from the radiative recombinations in

CdZnO active layers in the film.

Figure 15. Room temperature EL characteristics of the LEDs under different injection currents. From Ref. [80].

Figure 16. a) and (b) depict cross-sectional schematics for LED A and those of B–D, respectively. The device was
500μm in diameter and the back side of the ZnO substrates was bonded to a metal plate with In. The top electrode in
(a) was formed as Au(200nm)/Ni(10nm) with a diamete of 250 μm. That of (b) consists of a semitransparent electrode
of Au (4nm)/Ni (2nm) with a diameter of 500μm and a contact pad of Au (500nm)/Ni (2nm) with a diameter of
350μm. (c) The rectifying I-V curve measured for LEDs A, B, C, and D. (d) EL spectra from LEDs A–C. All spectra were
measured at room temperature. Forward bias operation conditions are also shown. From Ref. [81].
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Nakahara et al fabricated heterostructure LEDs by growing N-doped p-tye MgxZn1-xO layer
by MBE on Zn face ZnO crystal using NO and NH3 as N source [81]. The structures of the
LEDs were shown in Figures16(a) and (b). The I-V curves of the LEDs exhibited a rectifying
property [Figure16(c)]. LEDs A and B (NO as N source) had a turn-on voltage of approxi‐
mately 3V, LEDs C and D (NH3 as N source) showed a turn-on voltage of 10V. In the EL
spectra of LEDs A and B, a sharp EL peak at the near band edge (λ = 380 – 400nm) was seen,
indicating an effective blocking of electrons by the wide band gap Mg0.1Zn0.9O:N layers and
efficient exciton recombination in the n-type ZnO layers [Figure16(d)]. The EL of LED C was
much more intense by a factor of 800 than those of LEDs A and B.

Figure 17. a) EL spectra of the LEDs B and D operated with various current densities. (b) Integrated EL intensity for the
spectra shown in (a) (LEDs B and D) as a function of applied current density. The data for LEDs A and C are also shown.
The integration was conducted in a wavelength range from 350 to 450 nm. (c) EL spectra for bare and with a green
phosphor coating for LED D at an operation current of 40 mA. Inset is a picture taken under standard laboratory illu‐
mination. Emission from the phosphor can be clearly seen as indicated by an arrow. From Ref. [81].

The EL peak energies of the LEDs were slightly lower than the PL peak energy of ZnO, which
were due to the self-absorption of the ZnO emission in the thick ZnO substrate and the heating
effect during the operation [Figure17(a)]. The outpower of the LEDs ranged from 0.1 to 70μW
at the maximum attainable operation current (typically 30–40mA)[Figure17(b)]. Interestingly,
when  LED  was  coated  with  a  0.1-mm-thick  epoxy  resin  containing  5wt  %  (BaEu)
(MgMn)Al10O17 green phosphor, a part of ultraviolet NBE in the EL spectrum of the LED was
converted into green, indicating that the UV emission may excite many existing phosphors de‐
veloped for fluorescent tube and enable better color rendering [Figure17(c)].
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were due to the self-absorption of the ZnO emission in the thick ZnO substrate and the heating
effect during the operation [Figure17(a)]. The outpower of the LEDs ranged from 0.1 to 70μW
at the maximum attainable operation current (typically 30–40mA)[Figure17(b)]. Interestingly,
when  LED  was  coated  with  a  0.1-mm-thick  epoxy  resin  containing  5wt  %  (BaEu)
(MgMn)Al10O17 green phosphor, a part of ultraviolet NBE in the EL spectrum of the LED was
converted into green, indicating that the UV emission may excite many existing phosphors de‐
veloped for fluorescent tube and enable better color rendering [Figure17(c)].
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Table 4. Structure and emission of ZnO based homoojunction LEDs.

Park et al reported on the growth and device properties of p-ZnO/(InGaN/GaN) multiquan‐
tum well (MQW)/n-GaN heterojunction LEDs [82]. A GaN buffer layer (30nm) was deposit‐
ed on a sapphire substrate. After high temperature annealing of the buffer layer, undoped
GaN(5μm), n-type GaN:Si(2μm) and InGaN/GaN MQW were grown by MOCVD, then, p-
type ZnO:Sb layer was deposited on InGaN/GaN MQW. Finally, to active p-type dopant, a
rapid thermal annealing was performed in an N2 ambient for 1min. The emission peak at
468nm was observed at room temperature, and the emission intensity of the LEDs increased
as injection current increased, indicating that p-ZnO:Sb layer acted as a hole supplying layer
in the hybrid LEDs. The emission peak red shifted as injection current increased due to the
decrease in strain-induced piezoelectric field in the InGaN well by Sb-doped p-ZnO and
Joule heating. Similarly, Hwang et al prepared p-ZnO:P/n-GaN heterostructure LEDs [84].
The PL spectra of the p-ZnO and n-GaN films exhibited the emission peaks at 365nm and
385nm, corresponding to NBE emissions of n-type GaN and p-type ZnO, respectively. Un‐
der forward bias, an EL emission at 409nm at room temperature were observed, which was
attributed to the band gap of p-ZnO:P grown on n-GaN.
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4.1.4. Homojunction LEDs

Based on the fabrication of p-type ZnO materials, some researchers reported on ZnO-homo‐
junction LEDs. Table4 is a survey of structure, method and emission peak of ZnO-homo‐
junction LEDs.

Tsukaza et al fabricated ZnO p-i-n homojunction LEDs by laser MBE using N as acceptor
dopant [5]. The structure of the device was shown in Figure1(a). To realize an automatically
flat interface, the homojunction structure was grown in layer-by layer. The I-V curve of the
LED exhibited a rectifying behavior with a threshold voltage of 7V [Figure1(b)]. The thresh‐
old voltage was higher than the bandgap of ZnO (3.3eV), which was mainly attributed to the
high resistivity of the p-type ZnO layer. The EL spectrum of the homojunction LED showed
luminescence from violet to green regions with multi-reflection interference fringes. Com‐
pared PL spectrum of p-type ZnO and EL spectrum obtained from the LED, the higher ener‐
gy side peak around 430nm in the EL spectrum matches well with the PL spectrum
[Figure1(c)].

Chu et al reported on homojunction UV LEDs based on p-type Sb-doped ZnO/n-type Ga-
doped ZnO films. ZnO homojunction was grown on n-type Si(100) substrates by MBE [90].
A thin MgO/ZnO buffer layer was deposited to reduce the lattice mismatch between Si and
ZnO, then, the two layer structured Sb-doped p-type ZnO (420nm)/Ga-doped n-type ZnO
(420nm) homojunction was grown on this MgO/ZnO buffer. After the growth, in situ ther‐
mal annealing was performed to active Sb dopant in ZnO:Sb films. The I-V curve p-
ZnO:Sb/n-ZnO:Ga homojunction exhibited rectifying characteristics with a threshold
voltage of 6V. Figure18 shows room temperature EL of the homojunction LEDs under differ‐
ent injection currents. The NBE emission at ~383 nm was observed, the other peaks around
490 and 605nm related to intrinsic defects were also detected. With the increase of the injec‐
tion current, the NBE emission redshifted from 383.3nm (30mA) to 390.9nm (100mA), which
was induced by the band gap variations due to the increased heating effects during the op‐
eration of LEDs.

Similarly, Kong et al fabricated Sb-doped p-type ZnO/Ga-doped n-type ZnO homojunction
on Si (100) substrate [91]. I-V and C-V curves presented typical electrical properties of a di‐
ode. The EL emission of the homojunction LEDs demonstrated dominant UV emissions. A
NBE emission at 3.2eV started to appear when the current is 60mA. When the injection cur‐
rent increases from 60 to 100mA. The intensity of the UV emission increased and the emis‐
sion peak slightly redshifted from 385 to 393nm. The output power of this LED was
estimated to be only 1nW at drive current of 100mA.

Wei et al prepared ZnO homojunction LEDs on c-plane Al2O3 substrates by plasma-assisted
MBE using a gas mixture of N2 and O2 as the p-type dopant [89]. At low temperature (100K),
the I-V curve of the LEDs exhibited a typical rectifying behavior with a threshold voltage of
4.0V at forward bias and a low leak current at reversed bias voltage. The LED keeps a good
rectifying characteristic even as increasing temperature up to 300K. A emission at at 2.83eV
started to appear when the current was 2.42mA. The emission peak blue shifted from 2.83 to
2.95eV as the injection current changed from 2.42 to 3.31mA, indicating that the EL emission
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originated from the donor-acceptor pair recombination in the p-type ZnO layer. The LED
can even emit intensive EL in the blue-violet region at the temperature of 350K.

Figure 18. Room temperature EL spectra at different injection current from 30 to 100mA. From Ref.[90].

Figure 19. Schematic illustration of the structure of the ZnO-based UV LED devices that employ a BeZnO/ZnO active
layer comprised of MQWs. From Ref. [100].

Sun et al reported on the ultraviolet electroluminescence from ZnO homojunction with n-
ZnO/p-ZnO:As/GaAs structure [93]. To obtain p-type ZnO film, firstly, a 400nm ZnO layer
was deposited on p-GaAs (100) substrate at 450°C by MOCVD, followed by a thermal an‐
nealing at 550°C in 20Pa oxygen ambient for 30min to enhance the diffusion of arsenic and
activate the acceptor impurities. After the thermal annealing, a 300nm undoped n-type ZnO
layer was grown on the ZnO:As film at 350°C. The ZnO homojunction had a rectifying be‐
havior with a turn-on voltage of about 4V and a reverse breakdown voltage of higher than
6V. Under forward injection current of 30mA, the EL emission exhibited two independent
bands centered at 3.2 and 2.5eV, which could be assigned to the NBE emission and deep-
level emission, respectively.
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Ryu et al reported on ZnO-based UV LEDs fabricated by the hybrid beam deposition [100]. The
LEDs employed a BeZnO/ZnO active layer between n-type and p-type ZnO and Be0.3Zn0.7O
layers, as shown in Figure19. The active layer is composed of seven quantum wells for which
undoped Be0.2Zn0.8O (7nm) and ZnO (4nm) form barrier and well layers, respectively. The p-
type ZnO and BeZnO layers were prepared with As as the acceptor dopant and n-type ZnO
and BeZnO layers were formed with Ga as the dopant. The I-V curve of the LEDs exhibited a
typical rectifying behavior with a high threshold voltage and a low reverse bias current.

Figure20 shows the EL spectra of the LEDs at room temperature. The peaks centered 388nm
(bound exciton — BE) and 550nm (green band — GB) were the dominant features at low
forward currents (≤20mA), which were attributed the impurity (donor or acceptor)-bound
exciton emission and donor-acceptor pair recombination. As the current injection levels was
above 20mA, the peak at 363nm becomes the prominent spectral feature and the peaks at
388 and 550nm have become saturated. The peak at 363nm could be assigned to band-to-
band recombination, such as from localized-exciton peaks in the active layer of the QWs.

Figure 20. EL spectrum measured at room temperature in continuous current mode of a p-n junction ZnO-based LED
having a BeZnO active layer. The primary spectral emission peak is located near 363 nm and arises from localized-exci‐
ton emissions in the QWs. The secondary peak centered near 388 nm is from impurity-bound exciton emissions in
ZnO. From Ref. [100].

Lim et al fabricated UV LEDs based on ZnO p-n homojunction [98]. A Ga-doped ZnO layer
(1.5μm) were grown on a c-Al2O3 substrates at 900°C by sputtering a ZnO target mixed with
1 wt% Ga2O3. A p-type ZnO layer (0.4μm) was grown in situ on the n-type ZnO layer at
900°C by sputtering a ZnO target mixed with 1 wt% P2O5. A rapid thermal annealing proc‐
ess was performed to the LEDs for 5min at 800°C in a nitrogen atmosphere in order to acti‐
vate the p-type ZnO layers. The I-V curve of the device showed clear rectification with a
threshold voltage of 3.2V, which was good agreement with the ZnO bandgap energy
(3.37eV). The EL spectra of the ZnO homojunction LED is shown in Figure21. A NBE emis‐
sion at 380nm and broad deep-level emissions at approximately 640nm were observed. The
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originated from the donor-acceptor pair recombination in the p-type ZnO layer. The LED
can even emit intensive EL in the blue-violet region at the temperature of 350K.

Figure 18. Room temperature EL spectra at different injection current from 30 to 100mA. From Ref.[90].

Figure 19. Schematic illustration of the structure of the ZnO-based UV LED devices that employ a BeZnO/ZnO active
layer comprised of MQWs. From Ref. [100].
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ZnO/p-ZnO:As/GaAs structure [93]. To obtain p-type ZnO film, firstly, a 400nm ZnO layer
was deposited on p-GaAs (100) substrate at 450°C by MOCVD, followed by a thermal an‐
nealing at 550°C in 20Pa oxygen ambient for 30min to enhance the diffusion of arsenic and
activate the acceptor impurities. After the thermal annealing, a 300nm undoped n-type ZnO
layer was grown on the ZnO:As film at 350°C. The ZnO homojunction had a rectifying be‐
havior with a turn-on voltage of about 4V and a reverse breakdown voltage of higher than
6V. Under forward injection current of 30mA, the EL emission exhibited two independent
bands centered at 3.2 and 2.5eV, which could be assigned to the NBE emission and deep-
level emission, respectively.
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band recombination, such as from localized-exciton peaks in the active layer of the QWs.

Figure 20. EL spectrum measured at room temperature in continuous current mode of a p-n junction ZnO-based LED
having a BeZnO active layer. The primary spectral emission peak is located near 363 nm and arises from localized-exci‐
ton emissions in the QWs. The secondary peak centered near 388 nm is from impurity-bound exciton emissions in
ZnO. From Ref. [100].

Lim et al fabricated UV LEDs based on ZnO p-n homojunction [98]. A Ga-doped ZnO layer
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vate the p-type ZnO layers. The I-V curve of the device showed clear rectification with a
threshold voltage of 3.2V, which was good agreement with the ZnO bandgap energy
(3.37eV). The EL spectra of the ZnO homojunction LED is shown in Figure21. A NBE emis‐
sion at 380nm and broad deep-level emissions at approximately 640nm were observed. The
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EL spectra of the LED matched well with the PL spectrum of the p-type ZnO film, indicating
that the recombination of electrons and holes occurred mostly in p-type ZnO layer.

Figure 21. EL spectra of p–n homojunction ZnO LED operated at forward currents of 20 and 40 mA; PL spectrum of p-
type ZnO obtained at room temperature. From Ref. [98].

Figure 22. I-V characteristics of p-p, p-n, n-n, and n-FTO regions in a single ZnO rod. The upper left and lower right
insets show the schematic diagram and a SEM image of probing by Zyvex nanomanipulator, respectively. From Ref.
[97].

Sun et al reported on UV emission from a ZnO rod homojunction LED [97]. Vertically
aligned ZnO rods (Diameters: 200–500nm; Length:3.5μm) were uniformly grown on fluo‐
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rine-doped tin oxide (FTO) coated sapphire c-plane substrates by a vapor phase transport
method. After the growth, ZnO rod arrays were implanted with P+ ions with 50keV (deviceI)
and 100keV (device II) at a dosage of 1×1014 cm−2 perpendicular to the aligned rods. The im‐
planted ZnO rods were annealed at 900°C for 1 h with an O2 flow rate of 100 SCCM at 1Torr
to active p-type dopant. Figure22 exhibits the typical I-V characteristics of different regions
in a single vertically aligned p-ZnO:P/n-ZnO rod. The rectifying behavior with a threshold
voltage of 0.8V was observed for p-n junction. The near-linear relationship was also detected
for p-p, n-n, and n-FTO curves, indicating an Ohmic behavior.

Figure24 displays the EL spectra of ZnO rod homojunction LEDs at various injection cur‐
rents. Strong UV emission was observed from both devices, corresponding to the NBE emis‐
sion of ZnO. The UV light output intensities increased linearly as injection current was
above a threshold current (Figure23 insets). In addition, device I shows a relatively weak
and broad emission band in the visible range, indicating a low density of deep-level defects,
and the broad emission consisted of one green emission(~510nm) and one nearinfrared peak
(~800nm) became stronger for device II. Similarly, Yang et al fabricated ZnO nanorod p-n
homojunction LEDs with As implantation [96]. The EL spectrum of the device exhibited a
strong UV band centered at ~380 nm and a weak broad red band peaking at ~630nm.

Figure 23. EL spectra of (a) device I and (b) device II under various injection currents, respectively. The insets show the
UV light output intensities as a function of forward injection current. The photographs of corresponding light emis‐
sions collected from both (c) and (e) front side (Au anode) and (d) and (f) back side single-sided polished sapphire
substrate in these two devices under the same bias voltage of 25 V. From Ref. [97].

5. Conclusion and outlook

With a large direct band gap of 3.37eV and a large exciton binding energy of 60meV, ZnO
has attracted much attention for its application in optoelectronics applications, such as
LEDs, photodetector and laser diodes. In the paper, based on the introduction of the band-
gap engineering and doping in ZnO, we presented a comprehensive review of ZnO-based
LEDs. Band-gap engineering in ZnO can be achieved by alloying with MgO, CdO or BeO.
Theoretically, the energy band gap of AxZn1-xO can be continuously modulated from 0.9eV
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(CdO) to 10.6eV (BeO) by changing the A concentration. As a n-type semiconductor, high
quality n-type ZnO materials can be obtained by doping doping III elements (Al, Ga and In).
Although the fabrication of p-type ZnO remain great challenges due to the self-compensa‐
tion, p-type ZnO have been prepared by doping different elements (N, P, As, Sb, Li, Na and
K) with various techniques. ZnO based heterojunction and homojunction LEDs have been
achieved, which makes ZnO as a strong candidates for solid-state light. Although the effi‐
ciency of ZnO-based LEDs is not high, improvements are rapid and the emitters have the
potential to outperform their GaN rivals.

ZnO-based LEDs show great promise for the future, however, there are some severe issues
that are in need of further investigation to transition ZnO-based LEDs to commercial use
from the current stage. One problem is that the usable, reproducible p-type ZnO are not
easy to fabricate, although some researchers have been successful. Another is the achieve‐
ment of high quality p-n junction based ZnO. The p-n junction with good threshold and
breakdown voltages is necessary for the LEDs. In addition, diode-like behavior and light
emission have been observed, however, the mechanism of the properties remain unclear.
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1. Introduction

Photonics puts at stake a wide variety of applications, from applied fields of physics, such as
ultrafast all-optical signal processing [1] or pollutant monitoring [2], to more fundamental
ones, e.g. quantum information [3], and its convergence with electronics at chip-scale level is
one of today’s great scientific and technological challenges. As a consequence, the full inte‐
gration of optoelectronics devices on existing developed platforms is expected to be the next
technological leap, with major breakthroughs in telecommunications, industry and health.
While the main building blocks of optical integrated circuitry have been reported in the
standard SOI platform [4], coherent light sources still markedly lack to achieve this transi‐
tion of paradigm. To date, the hybrid conjunction of silicon photonics and direct-gap III-V
compounds appears to be one of the most promising key technologies towards large-scale
photonic integration and scalability [5]. In particular, such photonics platform could capital‐
ize advanced functionalities enabled by guided-wave quadratic nonlinear optics. Thus, the
demonstration of the electrically pumped versions of an optical parametric oscillator (OPO)
or of a telecom twin-photon source (TTPS) would have a great impact on applications re‐
quiring room-temperature operation and wide tunability.

In this context, the Aluminum Gallium Arsenide (AlGaAs) system is an ideal candidate for the
nonlinear photonic design, because of its numerous advantages: high second order susceptibil‐
ity, wide transparency window, good thermal conductivity and monolithic integration.

In order to design efficient frequency converters, the key issue is to keep a constant phase rela‐
tion between the three interacting waves. In general, this is not a trivial task because of the
phase-velocity mismatch induced by the material chromatic dispersion [6]. While few phase-
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matching strategies have been investigated, an original modal phase-matching scheme based
on Bragg reflector waveguides has been recently addressed, reviving the interest for spontane‐
ous parametric down-conversion (SPDC) in AlGaAs-based waveguides [7,8].

In this chapter we will focus on AlGaAs-based nonlinear waveguides in which phase-match‐
ing is achieved through form birefringence, artificially induced in optical heterostructures by
selective oxidation of Al-rich layers into Aluminum Oxide (referred to as AlOx thereafter). De‐
spite recent technological improvement and promising performances for frequency conver‐
sion in the near [9] and mid-infrared regions [10], neither the OPO nor the TTPS has been
demonstrated yet on chip, because of technological issues, mainly excessive propagation loss‐
es and absence of appropriate built-in cavity. In the second section we present the scientific con‐
text of this work, focusing on AlGaAs integrated nonlinear devices exploiting the so-called
form birefringence phase-matching scheme. Section three is devoted to the design procedure
and the optimization of the fabrication process of two types of partially oxidized waveguides,
while their experimental performances are summarized in section four. A comprehensive
study of the different loss mechanisms involved is presented in section five, and the design and
fabrication of built-in cavity mirrors is described in the sixth section.

2. Integrated frequency converters in the infrared

2.1. Key importance of the near and mid-infrared ranges

Near and mid-infrared radiation corresponds to the region of the electromagnetic spectrum
with wavelengths spanning between 1 and 20 μm. It contains two telecom windows (around
1.3 and 1.5 μm) as well as strong characteristics roto-vibrational lines of many molecules
(pollutants, toxins, etc.) and two atmospheric transmission windows (3-5 μm and 8-13 μm),
which makes it essential for civilian and military applications such as spectroscopy, material
processing, molecular sensing, thermal imaging and defense.

The current state-of-the-art sources developed for these applications can be categorized in
three main groups: solid-state and fiber lasers, semiconductor lasers, and parametric sour‐
ces. Although the former include a wide variety of well-known and established emitters,
they still remain macroscopic objects falling out of the scope of on-chip integration, and
their tunability is severely limited by the discrete energy transitions of the active media [11].
On the contrary, since their first demonstration respectively 50 and almost 20 years ago
[12,13], laser diodes and quantum cascade lasers (QCLs) have greatly benefited from the
flexibility enabled by the engineering of energy band structure and from clean-room fabrica‐
tion technologies. Yet, these two technological streams hardly overlap in the wavelength
range around 3 μm. So far, room temperature operation has only been demonstrated for III-
V antimonide laser diodes operating in continuous-wave (CW) regime up to 3.0 μm [14];
and for QCLs (either grown on InP substrate or in the III-V antimonide system) with emis‐
sion wavelength extended down to 3.1 μm in pulsed regime, and to 3.6 μm CW [15,16].
However, because of its controllability and re-growth constraints, commercial producers
tend to avoid the use of antimony. That is why antimonide laser diodes are not yet standard
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off-the-shelf products, whereas QCLs, thanks to a mature and possibly Sb-free technology,
are now finding commercial applications and increasingly replace the outdated lead-salt la‐
ser diodes. Nevertheless, integrated semiconductor sources are still lacking around 3 μm,
and apart from few QCL products (e.g. λ~3.3 μm by Daylight Solutions), solid state and non‐
linear optics-based sources represent the majority of commercially available sources [17].
Recently, intra-cavity second harmonic generation (SHG) has been reported in QCLs, ex‐
tending their emission range to wavelengths as small as 2.7 μm, at the price of poor conver‐
sion efficiency though [18].

Nonlinear optics, by means of difference frequency generation (DFG) and optical parametric
oscillation, is a well-known alternative to cover the whole 1-10 μm span. The wide variety of
spectral/temporal formats allowed by nonlinear χ(2) processes in transparent materials, en‐
dows parametric sources with a high level of flexibility. Moreover, SPDC is currently the
most widely used process to generate quantum photon pairs, which have become one of the
building blocks of quantum information. To date, room-temperature SPDC has been report‐
ed in passive AlGaAs waveguides designed to perform 0.775-to-1.55 μm down-conversion
[7,8], while entanglement has been demonstrated in light emitting diodes only at cryogenic
temperature [19]. Thus, the fabrication of an electrically-pumped version of such light
source operating at room temperature in the telecom range also constitutes a high-potential
and challenging goal.

2.2. Integration of nonlinear devices

Fulfilling the phase-matching condition is crucial for efficient three-wave mixing. The classi‐
cal approach to cancel out the phase-velocity mismatch between the interacting waves is to
rely on the birefringence of the nonlinear medium. The limited choice of suitable materials
led to quasi-phase matching (QPM), well established in ferroelectric crystals, with a great
impact on the fabrication of infrared parametric sources. QPM consists in a periodic inver‐
sion of nonlinearity along the propagation direction, minimizing the phase-mismatch to al‐
low the nonlinear interaction to build constructively. In this context, the development of
bulk dielectric crystals like periodically-poled LiNbO3 (PPLN) has made them the work‐
horse materials of χ(2) optics. Besides, by implementing a guided-wave configuration in
which the three optical modes are confined and can interact over several centimeters, nor‐
malized conversion efficiencies up to ~150 %W-1cm-2 have been demonstrated [20], yielding
to the demonstration of compact and efficient photon pairs sources [21] and OPOs [22].
Nonetheless, such setups are composed of discrete optical components with critical align‐
ment and do not lend themselves to optoelectronic integration. That is why direct-gap semi‐
conductor compounds, provided that they have significant second-order nonlinearity, are
an attractive platform for the coming years’ photonics, thanks to mature nano-fabrication
technology. Indeed they promise on-chip integration of both efficient frequency converters
and laser pumps. Gallium arsenide (GaAs), or more generally the AlGaAs system, is partic‐
ularly interesting because it exhibits a huge second-order nonlinearity (d14~100 pm/V), a
broad transparency window (from 0.9 to 17 μm), and a large variety of design and fabrica‐
tion solutions [23]. Because AlGaAs is neither birefringent nor ferroelectric, phase matching
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is not a trivial task, especially if the frequencies involved lie close to the material bandgap,
where the dispersion is strong. Similarly to lithium niobate, the demonstration of QPM in
bulk orientation-patterned GaAs (OP-GaAs) [24] enabled the demonstration of efficient tun‐
able infrared sources, including the first GaAs-based OPO in 2004 [25]. Regarding OP-GaAs
waveguides, in addition to their complex fabrication process, their performances are limited
by high optical losses due to scattering in the corrugated waveguide core, resulting in mod‐
est normalized conversion efficiencies of ~90 %W-1cm-2 [24]. Another approach, based on the
engineering of modal dispersion, enabled the implementation of two additional phase-
matching strategies:

1. modal phase-matching, involving transverse modes of different order at the price of a
worse nonlinear overlap integral [8]; and

2. form-birefringent phase matching.

The latter relies on optical heterostructures, in which thin low-index non-stoeichiometric
AlOx layers are intertwined with AlGaAs layers, so to artificially induce the necessary bire‐
fringence to compensate for the chromatic dispersion [10]. For these two schemes, normal‐
ized conversion efficiencies of ~250 %W-1cm-2 and ~1000 %W-1cm-2 have been reported
respectively, confirming that nonlinear integrated GaAs-based devices are a credible and
promising alternative to standard LiNbO3.

2.3. Form birefringence phase matching scheme

Since AlGaAs is optically isotropic, the standard birefringent phase-matching scheme can‐
not be implemented. Nevertheless, in a guided-wave configuration, a small anisotropy ap‐
pears as the TE00 and TM00 solutions of the Maxwell equations experience different
boundary conditions, hence leading to a non-zero birefringence |n(TE00)-n(TM00)|. The latter
can then be tailored for fundamental, orthogonally polarized eigen modes. However this
quantity is in general much smaller than the dispersion, so that this technique remains un‐
suitable to phase match any nonlinear interaction.

In order to boost this effect and artificially induce a significant amount of birefringence, one
can pattern the waveguide core at sub-wavelength scale, by repeatedly breaking the refrac‐
tive index continuity with a two-material multilayer. The resulting metamaterial behaves as
a macroscopic uniaxial crystal, whose birefringence is fully determined by the index contrast
and the filling factors of the materials [27]. In particular, this so-called form birefringence
phase-matching scheme has been developed in the AlGaAs platform during the late 90’s at
Thomson CSF laboratory (today Alcatel Thales III-V Lab) [26]. Thanks to the wide variety of
index profile designs enabled by the dependence of refractive index with the aluminum
fraction, the phase-matching condition can be engineered at will.

The first phase-matched interaction of this type dates back to the seventies, with the dou‐
bling of a CO2 laser emitting at 10.6 μm [27]. In that case, given the weak material dispersion
in the mid-infrared (few 10-2) an AlAs/GaAs heterostructure suffices to meet the phase-
matching condition. However, since the material dispersion strongly increases when the fre‐
quencies of the interacting waves lie close to the bandgap of the material, nonlinear
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interactions between the visible and the mid-infrared are then prevented for the simple Al‐
GaAs platform.

In 1990, the discovery of selective wet oxidation of Al-rich AlGaAs layers drastically broad‐
ened the potential of form-birefringent phase-matching, thanks to the density, homogeneity
and stability of a new type of aluminum oxide [28]. This material exhibits nice optical proper‐
ties, such as a wide transparency window and a low refractive index of ~1.6, and is electrically
insulating. A few engineering domains rapidly took advantage of these physical properties:
electronics, with field effect transistors [29]; optics, with broadband Bragg mirrors [30]; and op‐
toelectronics, by combining optical and electrical confinement in vertical-cavity surface-emit‐
ting lasers (VCSELs) to improve their yield and ensure single-mode emission [31].

In the case dealt with in this chapter, the GaAs/AlOx system allows accessing birefringence
of several 10-1, i.e. up to one order of magnitude higher than in a GaAs/AlAs heterostructure.
This in turn enables to phase-match any nonlinear quadratic interaction with wavelengths
spanning from the visible to the mid-infrared region [9,10,32]. Despite this substantial ad‐
vantage, this material is not yet completely mature for demanding photonics applications,
and its fine understanding is a matter at the intersection of photonics and materials science.

3. Design and fabrication of the devices

3.1. Design guidelines of partially oxidized AlGaAs waveguides

To demonstrate the high potential of the form birefringence phase-matching scheme, we
have implemented it into two multi-layered structures designed for the down-conversion of
pumps with respective wavelength 1.06 μm and 0.775 μm. The first device is intended to
perform as an OPO in the near and mid-infrared regions, while the second one is meant to
operate as a TTPS.

For each structure, the design’s objective is to balance the combined material and waveguide
dispersions with enough induced birefringence, taking into account the following criteria:

• the transverse dimensions of the waveguide should favor zero-order modes to maximize
their nonlinear overlap integral and avoid injecting power into non phase-matched higher
order modes,

• the aluminum fraction in the guiding core should be low to optimally exploit the χ(2) non‐
linearity of the material, which must also be transparent at every frequency involved in
the three-wave mixing,

• the aluminum fraction in the claddings should be high enough for a good confinement of
the waves, but also guarantee the stability of the material, with no parasitic spontaneous
oxidation,

• the number of AlOx layers should be kept as small as possible as their second order sus‐
ceptibility is zero and their quality is expected to be worse than crystalline lattice-match‐
ed AlGaAs.
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Moreover, our choice is for type I phase-matching, rather than type II, as it requires a small‐
er amount of birefringence (and therefore of AlOx). According to this configuration and the
non-zero elements of the second order susceptibility tensor of GaAs, quadratic interactions
are only possible between a combination of two low frequency TE modes (i.e. with polariza‐
tion in the layers plane) and a higher frequency TM mode (i.e. with polarization perpendicu‐
lar to the layers plane).

For technological reasons, the thickness of the Al-rich layers to be oxidized must be com‐
prised between few nanometers and few microns. Indeed, the diffusion of oxidant species
along very thin layers is impeded, and the overall mechanical stability of thick oxidized lay‐
ers is critical. However, this mechanical instability can be mitigated by adding a small
amount of gallium to the thin AlAs layers [33]. As a result, we have chosen to deal with ~30
nm layers of Al0.98Ga0.02As (basically AlAs). Note that all the thicknesses of the oxidized lay‐
ers are fixed to be the same throughout the whole structure, so to optimally calibrate the oxi‐
dation process and benefit from the best experimental conditions.

While for the first “OPO structure”, the fulfillment of the phase-matching condition requires
the insertion of only five AlOx layers in the GaAs core, the situation differs in two aspects
for the “TTPS structure”:

1. the guiding core material must be switched to Al0.25Ga0.75As to ensure its transparency at
0.775 μm, and

2. due to the higher dispersion generated by the proximity of the material bandgap, the
number of AlOx layers must be significantly increased, leading to their insertion into
the waveguide claddings as well.

In both cases, the thickness of the (Al)GaAs layers surrounded by oxide layers is set to tune
the degeneracy wavelength. The two final designs are given in Tables 1 and 2, whereas the
corresponding refractive index profiles and the intensity distributions of the phase-matched
modes at degeneracy are shown in Figures 1 and 2.

Layer Composition Thickness (nm) Repetition

Cap GaAs 30

Cladding Al0.7Ga0.3As 1000

Core

Al0.98Ga0.02As 37.5

GaAs 273
× 4

Al0.98Ga0.02As 37.5

Cladding Al0.7Ga0.3As 1000

Buffer Al0.92Ga0.08As 1000

Substrate GaAs -

Table 1. Multilayer sequence for 1.06 μm to 2.12 μm frequency conversion.
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Figure 1. Refractive index profile (black line), phase-matched TE0 (red line), and TM0 (blue line) modes at 2.12 μm and
1.06 μm respectively, represented along the growth direction.

Layer Composition Thickness (nm) Repetition

Cap GaAs 30

Cladding
Al0.8Ga0.2As 166

× 4
Al0.98Ga0.02As 37.5

Core
Al0.25Ga0.75As 166

× 8
Al0.98Ga0.02As 37.5

Cladding
Al0.8Ga0.2As 166

× 4
Al0.98Ga0.02As 37.5

Buffer Al0.8Ga0.2As 100

Substrate GaAs -

Table 2. Multilayer sequence for 0.775 μm to 1.55 μm frequency conversion.

Figure 2. Refractive index profile (black line), phase-matched TE0 (red line), and TM0 (blue line) modes at 1.55 μm and
0.775 μm respectively, represented along the growth direction.
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3.2. Waveguide fabrication steps

The  main  advantage  of  the  form  birefringence  phase-matching  scheme  with  respect  to
competing techniques is the inherently high nonlinear overlap integral between very look‐
alike fundamental modes.  Thereby, nonlinear partially oxidized AlGaAs waveguides are
expected to  give interestingly high conversion efficiencies.  However,  their  performances
rely  on the  quality  of  their  fabrication,  for  optical  propagation losses  heavily  affect  the
phase-matching.

Fabrication improvements

Thanks to the well-developed clean-room techniques and equipments (e.g. epitaxial growth,
lithography and cleaving) the AlGaAs platform is readily mature and compatible with the
fabrication of high quality integrated devices. Furthermore, over the last fifteen years GaAs/
AlOx waveguides have significantly benefited from the efforts and technological improve‐
ments achieved in terms of etching and oxidation [34].

The first mid-infrared DFG results have been reported in RIE-etched double mesa wave‐
guides consisting in a 3 μm wide ridge (for lateral confinement of the guided modes) on top
of a 100 μm wide mesa (to access the buried AlAs layers), with high propagation losses of ~2
cm-1 in the near infrared, and a 3 %W-1cm-2 normalized conversion efficiency [35]. This high
attenuation coefficient was assumed to stem from

1. the poor quality of the etched sidewalls responsible for significant scattering losses and

2. long oxidation times (1h20min) during which the oxide quality was degraded.

After optimization of the design, dry etching has then been replaced with H2SO4:H2O2:H2O
(3:1:1) chemical wet etching to obtain smoother sidewalls. The resulting losses of oxidized
samples were reduced to ~1.5 cm-1, and a normalized conversion efficiency of 1000 %W-1cm-2

was estimated through SPDC around 2 μm [36]. Then, always in the same group, the wave‐
guide geometry has been switched to single ridges (3μm × 3μm) to shorten the oxidation
time to several minutes, hence low losses of ~0.7 cm-1 and a 1500 %W-1cm-2 normalized con‐
version efficiency [10]. However, the slight etchant selectivity led to peculiar saw-tooth
transverse profiles with mediocre process uniformity. Finally, sample homogeneity has been
improved by using the non selective CH3COOH:HBr:K2Cr2O7 etchant (1:1:1) [37].

Two scanning electron microscopy images of finalized samples are presented in Figure 3.
Despite the poor control on the waveguide transverse profile, chemical etching is still rele‐
vant compared to dry etching techniques such as ICP-RIE, whose development in terms of
sidewalls roughness and chemical state is not yet satisfactory for low-loss integrated fre‐
quency converters [38].

Growth and processing

The epitaxial structures reported in Tables 1 and 2 have been grown on semi-insulating (001)
GaAs substrates by means of molecular beam epitaxy (MBE). This technique enables the
growth of high purity layers with a sharp control of their compositions and thicknesses,
with abrupt interfaces. The former accuracy is important to meet the phase-matching condi‐
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tion at the desired wavelength, whereas the latter is essential to keep the scattering losses to
a minimum.

Figure 3. Scanning Electron Microscopy pictures of etched and oxidized waveguide facets (Left: “OPO Structure”–
Right: “TTPS Structure”).

A thin film of positive photoresist is spin coated on the wafer and binary ridge patterns are
defined with standard photolithography technique. Waveguides are oriented along the [110]
crystalline direction in order to exploit the maximum χ(2) xyz element of the GaAs nonlinear
susceptibility tensor and the {110} cleavage plane to define the waveguide facets. Typical
3μm × 3μm ridges, are then etched using the CH3COOH:HBr:K2Cr2O7 solution. The result‐
ing waveguide sidewalls are extremely smooth (roughness RMS value of 2 nm), which pre‐
vents the scattering of guided modes and favors the diffusion of the oxidant species during
the oxidation step. The whole process is quite reproducible and easily homogeneous over
several millimeters.

Samples are then cleaved in mm-long devices and the Al-rich layers are selectively oxidized.
Oxidation is held in a quartz tube where samples are heated up to high temperatures in the
400°C-500°C range, in a wet atmosphere. The latter is obtained using a 2L/min nitrogen flux
flowing through a water bubbler stabilized at 70°C.

3.3. Optimization of the oxidation process

Optical propagation losses clearly originate from the oxidation process, for they are much
lower before this fabrication step (respectively around 0.1 and 0.4 cm-1 in the near infrared
for the best waveguides of the reported structures). Since the former demonstration of AlAs
oxidation, such process has undergone a considerable progress in the last two decades, lead‐
ing to reliable parameters for the kinetics of the reaction [34]. Thus, using the above men‐
tioned processing technique and oxidation apparatus, this fabrication step has been
carefully calibrated and optimized.

Furnace calibration

The kinetics of the oxidation depends on several parameters: the thickness and composition
of the Al-rich layers, the furnace temperature, the carrier gas flux, and the bubbler tempera‐
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ture [33]. We have chosen here to focus only upon temperature, the carrier gas flux and the
bubbler temperature being fixed to have an excess of reactants in the wet atmosphere. Fig‐
ure 4 represents, for our grown AlAs layers, the log-log representation of lateral oxidation
depth versus process duration, for different temperatures ranging from 400°C to 500°C. The
linear progression of the oxide front with time is pointed out by the unitary slope of the
dashed lines fitting the data, meaning that the process is reaction limited. From the y-inter‐
cept we can estimate the indicated oxidation rates, varying from fractions of microns to sev‐
eral microns per minute. Since the reaction is thermally-activated, they follow an Arrhenius
law r = r0.exp(-Ea/kBT), where r is the oxidation rate (in μm/min), r0 the reaction constant (in
μm/min), Ea the activation energy (in eV), kB the Boltzmann constant, and T the process tem‐
perature (in Kelvin). According to Figure 4 we obtain Ea = 1.7eV in fair agreement with the
literature [33].

Figure 4. (Left) Lateral oxidation depth of 37.5nm thick Al0.98Ga0.02As layers vs. Time, for several temperatures; (Right)
Arrhenius plot of the oxidation rate.

Optimization of the oxidation parameters

Knowing the width of our ridge waveguides, the previous calibration allows us to estimate
the nominal process duration required to complete the oxidation (i.e. when the oxidation
fronts merge at the centre of the structure). Systematic loss measurements have been per‐
formed on several waveguides oxidized at 410°C, 420°C and 430°C, with oxidation dura‐
tions around the estimated nominal values. In Figure 5 we report the average value and
standard deviation of TE00 modal losses, conveniently measured around 1.55 μm. Data are
normalized to the reference loss level obtained for a 14 minutes long oxidation at 420°C.
Two conclusions can be drawn:

1. the average loss level suffers from slow oxidation kinetics, and

2. the process must be stopped at the exact moment when all the AlAs has been converted
into oxide.
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As we can see from the graph, this last condition is particularly difficult to meet at high
temperature where losses are highly sensitive to any imprecision on the oxidation time.
Consequently the set of parameters {14 min., 420°C} has been chosen as the best reasona‐
ble trade-off.

Figure 5. Normalized losses vs. Oxidation time for three different process temperatures.

4. Nonlinear optics experimental performances

4.1. Nonlinear optics characterization

Nonlinear characterization of a frequency converter is achieved through three-wave mix‐
ing experiments for which the nonlinearity of the material  couples fields of angular fre‐
quency  ωi  (i=1,2,3)  such  as  ω1+ω2=ω3  [6].  Different  setup  configurations  can  be
implemented depending on the modes injected at the guiding structure input, and sever‐
al figures of merit can be inferred. Second harmonic generation (ω+ω→2ω) is the simplest
to achieve, as the output power of the generated beam scales quadratically with the input
power. It enables the estimation of normalized conversion efficiency ηnorm=P2ω/(Pω 2L2). The
inverse process (at least at degeneracy) that is SPDC (ω3→ω1+ω2) is more subtle to detect
as the pump wave interacts with weak vacuum quantum fluctuations.  It  gives access to
the device tuning curve and to the off-degeneracy conversion efficiency.  Finally,  seeded
down-conversion (ω3-ω1→ω2) can alternatively be described as DFG or parametric amplifi‐
cation. Normalized parametric gain g/P1/2=ηnorm 1/2 is crucial when it comes to optical para‐
metric amplifiers (OPAs) and OPOs.
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to achieve, as the output power of the generated beam scales quadratically with the input
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metric amplifiers (OPAs) and OPOs.
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Since the first experimental demonstration of mid-infrared DFG in form birefringent wave‐
guides in 1997 [35], the performances of such device have been significantly improved in
terms of optical losses and conversion efficiency. Thereby, this phase-matching scheme has
been successfully extended to visible and near infrared spectral ranges [9,10]. Concerning
the first structure discussed here, designed for 1.06-to-2.12 μm parametric down-conversion,
three-wave mixing experiments have been extensively carried out, and their results have al‐
ready been published. A normalized conversion efficiency of ηnorm = 1500 %W-1cm-2, corre‐
sponding to a normalized parametric gain of 3.9 cm-1W-1/2 at degeneracy, was estimated by
parametric fluorescence measurements, and confirmed by SHG [10]. Direct parametric am‐
plification measurements have been performed, and a maximum single-pass parametric
gain of 4.5% has been obtained with 30 mW in-coupled pump power [37]. This the highest
value ever reported in semiconductor waveguide. Furthermore, tunability for signal and id‐
ler beams in the 1.7 – 2.7 μm range has been established. The only limitation to this span
was shown to stem from the O-H absorption band around 3 μm, due to the presence of hy‐
droxide AlO(OH) [32]. Nevertheless, this band can be recovered, extending the tunability
between 1.3 and 4.2 μm, after dehydroxylation of the sample (i.e. decomposing AlO(OH) in‐
to γ-Al2O3) by thermal annealing [39]. These main figures reflect the competitiveness of inte‐
grated GaAs-based frequency converter in the mid-infrared with respect to standard PPLN.
However, the excessive propagation losses still prevent the use of cm-long waveguides in
which the oscillation threshold would be at reach.

Shortly after the demonstration of SHG of a λ = 1.6 μm pump in AlGaAs/AlOx waveguides
as early as 1998 [40], the interest in the telecom band faded because of propagation loss is‐
sues. During the following decade, up and down-conversion between 0.775 μm and the tele‐
com band remained out of reach for the form birefringent phase-matching scheme as the
fabrication and oxidation steps were not fully optimized. In the following, we present our
latest results obtained in the most recent generation of partially oxidized AlGaAs wave‐
guides. State-of-the-art conversion efficiency is estimated via SHG experiment, and off-de‐
generacy dispersion is assessed by DFG experiment. A tunability greater than 500 nm is
reported.

4.2. Second Harmonic Generation

In the experiment we report here, a CW single mode external cavity laser diode, largely
tunable  in  the telecom band,  was used to  generate  the pump beam at  the fundamental
frequency. The laser beam was TE-polarized then injected into a 500 μm long waveguide
by end-fire coupling through a ×60 (0.85 N.A.) microscope objective. The internal funda‐
mental harmonic input power was estimated using the in-coupling efficiency of 37% as‐
sessed by taking into account the objective transmission (75%), the 28% facet reflectivity
calculated  accurately  by  finite-difference  time domain  (FDTD)  method,  and the  overlap
integral between the laser beam and the guided mode (69%). The second harmonic radia‐
tion was collected at the output facet by a similar microscope objective, filtered by a TM
polarizer to get rid of the pump beam then focused onto a silicon photodiode connected
to a lock-in amplifier.
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Figure 6. Second harmonic power vs. Fundamental harmonic wavelength. The photodiode signal (black dots) is theo‐
retically fitted (red dotted line), and the Lorentzian single-pass phase-matching curve is extracted (solid blue line).

A typical phase-matching spectrum is shown in Figure 6. It was obtained by monitoring the
second harmonic output power while scanning the fundamental harmonic input wave‐
length at constant 9.3 mW power. The experimental data exhibit a smooth phase-matching
resonance modulated by Fabry-Perot fringes and can be nicely fitted after [41]. This high fre‐
quency feature corresponds to the interference pattern arising from the multiple reflections
of the pump beam on the waveguide facets. Once the cavity fringes are filtered, the single-
pass phase-matching curve is extracted and fitted by a Lorentzian curve with a 2.9 nm full
width at half maximum (FWHM). The phase-matching condition is met at 1544 nm instead
of the designed nominal value of 1550 nm. This slight discrepancy is a combined effect of
the small systematic deviation of our MBE reactor on the layer thicknesses (typically 1 to 2
percents), the shift of the phase-matching wavelength induced by the 2D transverse confine‐
ment whereas the design procedure is 1D, and the temperature dependence of the structure
refractive indices [42]. The broadening of the envelope shape and its deviation from the ide‐
al sinc function are generally ascribed to waveguide inhomogeneities along propagation or
to optical losses. In our case, however, the relatively large width and the high quality of the
waveguide ridge suggest that we can assume waveguide invariance along propagation. Us‐
ing the Fabry-Perot fringes method, TE optical losses, αFH, were measured to be 0.4 cm-1 and
1.2 cm-1 in the 1.55 μm region, respectively before and after oxidation of the thin AlAs barri‐
ers. TM losses, αSH, were assessed via transmission measurement of a Ti:Sapphire laser at 775
nm, yielding a value of 151 cm-1. Consistently, losses of 140 cm-1 were inferred for the second
harmonic from the FWHM of the lorentzian curve according to the textbook equation [6]:
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1.2 cm-1 in the 1.55 μm region, respectively before and after oxidation of the thin AlAs barri‐
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The evolution of the second harmonic power with the fundamental harmonic power at de‐
generacy is given in log-log scale in Figure 7. The quadratic law is confirmed by the slope of
the line fitting the experimental data, and a SHG efficiency of 2.8 %W-1 is estimated. The
normalized conversion efficiency is found to be 1120 %W-1cm-2 i.e. comparable to the best
value reported in AlGaAs waveguides [38], and which corresponds to a 3.3 cm-1W-1/2 nor‐
malized parametric gain at degeneracy. Furthermore, no sublinear deviation is observed for
pump power up to 50 mW, whereas such an onset occurs at 10 mW and is ascribed to two-
photon absorption in [43]. Finally a maximum second harmonic power of 267 μW is report‐
ed, only limited by our source power at fundamental harmonic. This is the highest value
reported for integrated AlGaAs waveguides.

Figure 7. Log-log representation of second harmonic power vs. Fundamental harmonic power. The slope of the linear
fit highlights the expected quadratic behavior.

4.3. Difference Frequency Generation

DFG was achieved on the same sample in order to investigate its performance out of degen‐
eracy. In our case, this three-wave mixing process required a TM-polarized pump mode at
visible wavelength λP, interacting with a TE-polarized infrared seed at wavelength λS, so to
generate a TE-polarized difference frequency beam whose wavelength λDF is set by energy
conservation 1/λDF = 1/λP - 1/λS. The pump and seed beams were provided respectively by a
linearly polarized CW Ti:Sapphire laser tunable around 775 nm, and an external cavity laser
diode tunable between 1490 and 1600 nm. Both beams were combined using a 50/50 beam
splitter then collinearly coupled in, and out of, a waveguide by two ×40 (0.65 N.A.) micro‐
scope objectives. Its collimated output was either visualized on a camera or passed through
a spectrometer before being filtered by a TE polarizer then detected using a strained InGaAs
photodiode and a lock-in amplifier.
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Typical spectra are shown in Figure 8, where the central peaks are unambiguously attribut‐
ed to the second order of the residual pump beam diffracted by the monochromator grating.
They were obtained for three different pump wavelengths below degeneracy (λP = 773.2
nm), after adjustment of the seed wavelength to optimize the difference frequency power.
All the (λP, λS, λDF) sets verify energy conservation at phase-matching and are reported in
Figure 9 along with the simulated tuning curve, with a good agreement. The spread of the
dark line corresponds to the spectral acceptance of the DFG around phase-matching and its
width accounts for the losses experienced by the three fields. Regarding the tunability of the
device, we can see that a shift of the pump wavelength as small as 5.2 nm requires a spectral
separation for the seed and difference frequency waves of 570 nm. This is due to the strong
dispersion in the vicinity of material bandgap [44], and it turns out to be a great advantage
regarding the fabrication of integrated source tunable in the near infrared for instance.

Figure 8. Normalized DFG spectra obtained for three different pump wavelengths (the seed peaks are clipped due to
the lock-in finite dynamic range).

The combined study of SHG and DFG allowed us to fully characterize our form birefringent
partially oxidized AlGaAs waveguides in terms of tunability and parametric gain. While
this device strongly benefited from technologic improvements in terms of design, etching
and oxidation, its performances compare favorably with respect to other alternative phase-
matching approaches, but they are still limited by optical losses, which prevented so far the
observation of SPDC. However, the reported figures are strongly motivating in view of the
fabrication of a telecom source of quantum light. Indeed, for a 2 mm long waveguide, we
theoretically estimate a parametric fluorescence efficiency of ηPF ~ 1.7×10-8 pairs/pump pho‐
ton, whereas a significant reduction of optical losses to ~1 cm-1 would lead to ηPF ~ 3×10-7

pairs/pump photon, i.e. comparable with cm-long PPLN waveguides values [3].
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Figure 9. Tuning curve: experimental data (colored dots) and theoretical prediction (grayscale).

5. Phenomenological study of loss mechanisms

5.1. Structural and chemical characterization of the oxide

To date, the performances of partially oxidized AlGaAs waveguides are mitigated by high
propagation losses (~1 cm-1 in the infrared). As a comparison, typical PPLN waveguide loss‐
es are in the range of few 0.01 cm-1, enabling the fabrication of several cm-long devices. Since
optical propagation losses play a major role in all guided-wave phase-matching schemes
proposed so far in the AlGaAs platform, their reduction is a critical issue.

Promising results have already been obtained by decreasing the losses after optimization of
the waveguides design and the oxidation parameters, but today, a better understanding of
the propagation losses origins is necessary if we want to lower them even more. Indeed,
many aspects of the oxidation process are still not clearly established, including the exact
formation mechanisms and the fine chemical and structural properties of the oxide. There‐
fore a transmission electron microscopy characterization of oxidized layers has been carried
out [45] to assess the quality of the material at microscopic scale.

Chemical and structural characterization

The fabrication of cross-section samples has been carried out with an ion slicer used to per‐
form the thinning of a waveguide oxidized guiding core. Based on high resolution transmis‐
sion electron microscopy pictures combined with power spectrum analysis and energy
filtered transmission electron microscopy images, it has been shown that:
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• GaAs surrounding AlOx becomes amorphous in the close vicinity of the oxidized layers
(~20 nm from the interface) and remains mono-crystalline beyond.

• Residual oxidation of the neighboring GaAs and Al0.7Ga0.3As layers occurs through the in‐
terfaces, over 3 to 9 nm. The richer in aluminum the deeper an AlGaAs layer gets oxi‐
dized.

• The oxidation of Al0.98Ga0.02As results in a 12% contraction of the layers thicknesses.

• AlOx layers are composed of γ−Al2O3 polycrystalline grains, with size between 10 and 20
nm, embedded in an amorphous AlOx matrix.

Interface roughness

Additionally, the internal interfaces were investigated by high-angle annular dark-field
(HAADF) scanning transmission electron microscopy. Figure 10 shows two images of the
same waveguide core area acquired before and after oxidation. Oxidation is obviously re‐
sponsible for the deterioration of the multilayer morphology, as rough interfaces are clearly
visible afterwards, especially at the bottom interface. The acquisition of several of such pic‐
tures contiguous over about 700 nm allowed us to reconstruct the respective roughness pro‐
files. Gaussian fits of their autocorrelation functions have been performed in order to
reliably extract their stochastic parameters: the RMS amplitude σ and the coherence length
Lc. The results are summarized in Table 3 for the different types of interfaces.

Figure 10. HAADF images of an Al0.98Ga0.02As layer (in dark) embedded in GaAs (Top) and Al0.7Ga0.3As (Bottom), before
(Left) and after oxidation (Right).

Interface GaAs/Al0.98Ga0.02As Al0.7Ga0.3As/Al0.98Ga0.02As GaAs/AlOx Al0.7Ga0.3As/AlOx

σ (nm) 0.37 0.37 0.53 0.69

Δσ (nm) 0.08 0.08 0.08 0.06

Lc (nm) 4 4 53 30

ΔLc (nm) 0 0 14 7

Table 3. Measured RMS amplitudes and coherence lengths for two types of interface, before and after oxidation.
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For such step index waveguides with high index contrasts, optical modes are highly sensi‐
tive to any irregularities. We remind that the devices presented here are passive, and conse‐
quently the semiconductor alloys are chosen to be transparent for the wavelengths involved
in the nonlinear process. Hence, assuming a good confinement by design, i.e. no substrate
optical leakage, losses can only arise from scattering (rough sidewalls and layers interfaces,
volume inhomogeneities) or absorption (defects).

Since the index contrast between AlOx and γ-Al2O3 is negligible, the polycrystalline grains
are not expected to contribute significantly to scattering losses. Based on the previous obser‐
vations, our work hypothesis was then to ascribe the optical propagation losses of the guid‐
ed modes to scattering by the rough AlGaAs/AlOx boundaries.

5.2. Modeling the scattering by rough interfaces

The study of scattering losses in semiconductor waveguides is of great practical interest in
the field of integrated optics, and since Marcuse’s early work [46] a large amount of research
has been done in this area. Most of the recent roughness studies in dielectric waveguides are
now based on the convenient Lacey and Payne model [47,48], which offers the advantage to
provide a semi-analytical expression for TE-mode losses, quite simply expressed in terms of
fundamental waveguide parameters and statistics of the surface roughness.

Figure 11. (Left) Schematics of rough interfaces in a slab waveguide. (Right) Schematics of the adaptation to our mul‐
tilayer selectively oxidized waveguide.

The Lacey and Payne model deals with a three-layer slab core/cladding waveguide with
rough interfaces as shown in Figure 11. It provides the scattering contribution to the propa‐
gation losses via the direct computation of the radiated far field, with the equivalent-current
method [49]. Within this approach, it is possible to derive an expression for the exponential
radiation loss coefficient due to scattering by the roughness, in a symmetric single mode
waveguide of thickness 2d:
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Where φ(d) is the modal field evaluated at the waveguide core/cladding interface, normal‐
ized following:
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n1 and n2 are the core and cladding refractive indices respectively, k0 is the free-space wave
vector, β is the modal propagation constant associated to the effective index neff, r and t are
the respective reflection and transmission Fresnel coefficients and θ is the photon scattering
angle with respect to the interface. The surface roughness of the waveguide walls is descri‐
bed by the spectral density function, which is obtained from the autocorrelation function
R(u) of the surface roughness via the Wiener-Khinchine theorem:
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This model requires two input parameters: the mean square deviation from a flat surface σ2

and the correlation length Lc. The parameter σ2 is related to the autocorrelation function by
R(0)=σ2, and the coherence length Lc of the interface profile corresponds to the half-width at
half maximum of the Gaussian fit of the interface profile autocorrelation function.

To adapt this model to our multilayer structures, we ideally separate the waveguide in sev‐
eral microstructures. In Figure 11 we also show a scheme of one of our device, for which the
interfaces are bunched in groups of two, in order to mark off regions with refractive index n1

higher than the two adjacent ones n2. The core of each of these six microstructures, sand‐
wiched between AlOx layers and bounded by rough interfaces, is identified and numbered
from 1 to 6. Its refractive index is the one of the appropriate alloy (GaAs or Al0.7Ga0.3As).

In order to infer a rough estimate of the optical losses for the fundamental optical TE0 mode,
we compute αi (i=1,6) the losses of each microstructure, then we simply convert the equation
(2) under the assumption that each contribution adds up incoherently with the others:
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At this point, we should stress that our adaptation is very simplistic and its derivation is on‐
ly qualitative.
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For such step index waveguides with high index contrasts, optical modes are highly sensi‐
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Figure 11. (Left) Schematics of rough interfaces in a slab waveguide. (Right) Schematics of the adaptation to our mul‐
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The Lacey and Payne model deals with a three-layer slab core/cladding waveguide with
rough interfaces as shown in Figure 11. It provides the scattering contribution to the propa‐
gation losses via the direct computation of the radiated far field, with the equivalent-current
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waveguide of thickness 2d:
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Where φ(d) is the modal field evaluated at the waveguide core/cladding interface, normal‐
ized following:
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n1 and n2 are the core and cladding refractive indices respectively, k0 is the free-space wave
vector, β is the modal propagation constant associated to the effective index neff, r and t are
the respective reflection and transmission Fresnel coefficients and θ is the photon scattering
angle with respect to the interface. The surface roughness of the waveguide walls is descri‐
bed by the spectral density function, which is obtained from the autocorrelation function
R(u) of the surface roughness via the Wiener-Khinchine theorem:

( )( ) ( ) expR R u i u du
+¥

-¥
W = Wò% (4)

This model requires two input parameters: the mean square deviation from a flat surface σ2

and the correlation length Lc. The parameter σ2 is related to the autocorrelation function by
R(0)=σ2, and the coherence length Lc of the interface profile corresponds to the half-width at
half maximum of the Gaussian fit of the interface profile autocorrelation function.

To adapt this model to our multilayer structures, we ideally separate the waveguide in sev‐
eral microstructures. In Figure 11 we also show a scheme of one of our device, for which the
interfaces are bunched in groups of two, in order to mark off regions with refractive index n1

higher than the two adjacent ones n2. The core of each of these six microstructures, sand‐
wiched between AlOx layers and bounded by rough interfaces, is identified and numbered
from 1 to 6. Its refractive index is the one of the appropriate alloy (GaAs or Al0.7Ga0.3As).

In order to infer a rough estimate of the optical losses for the fundamental optical TE0 mode,
we compute αi (i=1,6) the losses of each microstructure, then we simply convert the equation
(2) under the assumption that each contribution adds up incoherently with the others:

6

1
tot i

i
a a

=

=å (5)

At this point, we should stress that our adaptation is very simplistic and its derivation is on‐
ly qualitative.

Technological Challenges for Efficient AlGaAs Nonlinear Sources on Chip
http://dx.doi.org/10.5772/52201

77



5.3. Spectral study of propagation losses

Among the several different ways to measure optical losses, the Fabry-Perot fringes meas‐
urement is the most suitable technique for low-loss waveguides [50]. Unlike the cut-back
method, it has the advantage of not being destructive, and contrary to transmission meas‐
urement, it is independent of coupling and collection efficiencies estimations. In this frame,
we can picture the waveguide as a resonator in which guided modes are reflected by the
cleaved facets and travel in both directions. By scanning the wavelength of the input wave,
we observe a multiple wave interference pattern at the output, namely the Airy function of
the cavity. The contrast and finesse of the resonances are straightforwardly linked to the
number of waves participating to the total interference, therefore to the reflection (estimated
by FDTD simulations) and propagation losses experienced by the traveling modes.

In order to test our hypothesis and investigate the optical loss mechanisms, we carried out a
study on their spectral dependence. The results are reported in Figure 12, for both the struc‐
tures presented previously. According to our phase-matching scheme, the data around λP

represent the TM00 losses, whereas the data at wavelength close to degeneracy represent the
TE00 losses.

The data were obtained by using external cavity diode lasers tunable in the telecom band
from 1.3 to 1.6 μm, and a slightly tunable DFB laser around 2.12 μm. However we resorted
to transmission measurements of a CW Ti:Sapphire laser around 1 μm and below, where
losses were found to be too high to be reliably inferred from Fabry-Perot fringes.

Figure 12. Propagation losses vs. Wavelength, fitted by decaying exponential (red curves) for short wavelengths, and
inverse-power law (blue curves) for long wavelengths. The left (resp. right) figure corresponds to the OPO (resp. TTPS)
structure.

Two different regimes are apparent: for wavelengths below ~1.1 μm, data are well fitted by
decaying exponential curves (red lines), whereas their decays follow inverse power laws
above ~1.1 μm.
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For the longest wavelengths involved, losses are fairly low (around 1 cm-1 and less) and can
be ascribed to the interfaces roughness that appears during oxidation. Indeed, the reasona‐
ble agreement between the experimental data (black dots) and the prediction band derived
from our simple semi-analytical model (blue bands) confirms that, in this spectral range,
losses are dominated by the scattering contribution in a Rayleigh-like regime. Note that this
result is consistent with previous work achieved on an older generation of similar wave‐
guides [51], in which losses were probed by scattered light measurements, and they were
also found to decrease between 1.3 and 2.1 μm.

For shorter wavelengths, our previous assumption is inadequate and a new loss mecha‐
nism must be considered.  The very high losses and their  exponential  decay with wave‐
length  suggest  an  Urbach’s  tail  absorption,  highlighting  the  fact  that  not  only  surface
imperfections but also volume defects at the oxide interfaces play a critical role. As was
already noticed several years ago [40], these additional losses are likely to be ascribed to
arsenic antisites formed during oxidation at the oxide-semiconductor interface [52]. Trap‐
ped reaction products  (e.g.  elemental  As and AsH3)  could explain this  excess  of  arsenic
and the resulting EL2-like crystalline defects, with donor levels in the gap of AlGaAs. In‐
deed, the transition between the two regimes occurs at  photon energy corresponding to
65  to  70%  of  the  bandgap  of  the  waveguide  core  material  (respectively  GaAs  and
Al0.25Ga0.75As).

These levels of pump losses are currently the limiting factor for the efficiency of our Al‐
GaAs integrated devices.  Nevertheless,  as  shown by existing  research  on quantum-well
luminescence  close  to  oxidized  layers  [52]  hydrogenation  can  be  effectively  used  to  re‐
move absorbing species trapped at the oxide interfaces. Thermal annealing cycles are al‐
so  expected to  improve the  crystallinity  of  spoiled materials.  Moreover,  a  study on the
spatial  distribution of  the  mechanical  strains  arising from the  volume shrinkage of  oxi‐
dized thin AlAs layers  showed that  a  critical  overstrained zone appears at  the merging
point of the two counter-propagative oxidation fronts [53].  In our case, this could be an
additional source of concern since the maximum intensity of the optical modes is at the
confluence of the oxidation fronts. In order to circumvent such over-oxidation issue, new
innovative designs are being tested (e.g. oxidation unidirectionaly launched from one side
of the ridge).

Despite the fact that propagation losses have prevented the use of form birefringent phase-
matching scheme at its full potential, we are able to design and fabricate reasonably low-loss
integrated waveguides. At the moment, aluminum oxide remains very promising for our
photonic applications but its quality is not yet compatible with the most demanding nonlin‐
ear devices. Various investigations of its fine properties allowed us to better understand the
loss mechanisms involved, and they gave us clues for their minimization. Improvement of
the oxide quality is necessary for further significant progress, and will only occur after a
specific technological development of the oxidation process, starting with the solutions
evoked above which are currently under exploration.
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6. Implementation of an integrated cavity

6.1. Design and fabrication of the cavity mirrors

A standard way to enhance nonlinear optical interactions consists in the insertion of the χ(2)

parametric gain medium into an optical resonator. The large amount of energy resulting
from the light confinement inside the cavity enables to trigger nonlinear processes with low‐
er input powers and larger efficiency. To this purpose, we have been focusing on the fabri‐
cation of an integrated resonant cavity. Indeed, regarding the realization of an OPO, the
modest single-pass parametric gain in our waveguides makes the quality of the cavity mir‐
rors critically important towards the reach of the oscillation threshold. One should stress
that, in a 2 mm-long cavity, the mirror losses αM=-ln(R1R2)/2L becomes of the order of the
typical 1 cm-1 propagation losses as soon as their reflectivity reaches 82%.

As a trade-off between the pump power threshold and the spectral stability and tunability
of the oscillator, we opted for a symmetric doubly resonant configuration (DROPO) with
single pass of the pump, in which case the steady-state pump threshold at degeneracy PP th

reads [54]:
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With ηnorm the waveguide normalized conversion efficiency, αP the pump losses, αS,I the sig‐
nal and idler losses, L the waveguide length and RS,I the modal reflectivity at signal and id‐
ler wavelength. Consequently, for a 2 mm-long device, by plugging in our typical values of
parametric gain and losses we can see that mirrors with reflectivity as high as 98.3% are re‐
quired to have a threshold power of 100 mW, which is the maximum power that we can
safely couple into the waveguide. The fabrication of such a demanding integrated cavity is
all the more challenging that the adhesion of coating is made tricky, due to AlAs layers
shrinkage during oxidation [55] producing non-ideal facets with possible irregular surface
and mechanical stress. The high quality of the sample surface and waveguide sidewalls
must also be preserved since the slightest deterioration would lead to additional scattering
losses.

The solution we adopted to place our nonlinear waveguide in a DROPO resonator is the fab‐
rication of integrated SiO2/TiO2 Bragg mirrors. The choice of these two materials has been
dictated by the need to keep the thickness of the dielectric stack to a minimum thanks to
their high-index contrast. The multilayer structures corresponding to the chosen cavity con‐
figuration are designed using commercial software [56] by implementing 1D transfer matrix
algorithm along with optimization routines. They are then deposited by Ion beam Assisted
Deposition (IAD) onto the cleaved facets of a sample, whose surface is protected from die‐
lectric material overspray with a photoresist film lifted afterwards.
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Figure 13a shows an experimental FTIR spectrum of a 6 bi-layers dielectric stack deposited
on silicon substrate along with data acquired by focusing lasers with different wavelengths
below a waveguide facet. The fair agreement between the experimental sets of data acquired
on both the silicon and the sample substrates shows that the adhesion of the coating is satis‐
factory. The cleanliness of the sample surface can be appreciated on the scanning electron
microscopy pictures provided in Figures 13b-c, where the dotted line highlights the edge of
the waveguide.

Figure 13. a) Experimental FTIR reflectivity spectrum of a cavity mirror, measured on a silicon substrate (dashed blue
line) and below waveguide facet (red squares). b) and c) Bird’s views of a mirror deposited on a waveguide facet.

6.2. Optical characterization

In order to quantitatively evaluate the coating optical quality, the modal reflectivity of the
deposited mirrors was inferred from the study of the Fabry-Perot fringes. The Airy func‐
tions, presented in Figure 14 were acquired with a DFB laser diode slightly tunable around
2.12 μm injected in a waveguide respectively without and with one coating. From the modi‐
fication of the cavity finesse, increasing from 1.7 to 3.9, we can deduce a modal reflectivity of
~85% at this wavelength. The significant discrepancy from the designed nominal value of
98.5% can be explained by the simplicity of the design procedure that only considers plane
waves perpendicularly impinging on an infinite surface mirror. Indeed, the effects of the
guided-mode numerical aperture and the finite transverse dimensions of the mirror are not
taken into account.

Finally, SPDC experiment has been achieved in those integrated cavities. The TM-polarized
pump beam of a CW Ti:Sapphire laser, tunable around 1 μm, was injected through a ×60
(0.85 N.A.) microscope objective into a 2-mm long waveguide with both facets coated. The
device output was collected and collimated by an identical objective. Then it was passed
through a germanium window to filter out the pump beam. Finally, the TE-polarized para‐
metric fluorescence signal around 2 μm was focused on a strained InGaAs photodiode and
detected with a lock-in amplifier. In Figure 15 we have plotted the external signal power
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measured after the exit mirror as a function of the external pump powerfocused onto the en‐
trance mirror, while the pump wavelength was set at degeneracy. The nonlinear trend at
high pump powers may be evidence that the nonlinear process tends to go beyond the low-
gain regime. However, given the estimation of modal reflectivity, the oscillation threshold is
currently out of reach. But beyond the demonstration of an integrated OPO, the scope of
these technological results is very broad and could concern various types of integrated Al‐
GaAs-based nonlinear devices.

Figure 14. Fabry-Perot fringes of bare waveguide (orange) and semi-cavity (green) acquired around 2.12 μm.

Figure 15. Generated output signal power vs. Input pump power (external values).The linear fit at low power (red
solid line) points out the superlinear trend at high power.
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7. Conclusion and perspectives

In this chapter we have shown that the field of semiconductor sources would largely benefit
from the development of integrated AlGaAs nonlinear devices. Indeed, the demonstrations
of an integrated OPO or a TTPS, for example, would have a great impact on applications
such as optical spectroscopy and quantum telecommunications. The work presented in this
chapter is part of the sustained research activity led on these two fronts.

Different technological solutions have been realized to fulfill the phase-matching condition
necessary for efficient AlGaAs-based frequency converters. Thus it is interesting to compare
their respective characteristics and performances.

It should first be noted that our “OPO structure”, designed for guided-wave parametric
down-conversion of a 1.06 μm CW pump, cannot be straightforwardly be compared to any
other AlGaAs device. Indeed, the closest existing research, which is on OP-GaAs OPOs, is
not focusing at the moment on monolithic integration but rather on applications such as
metrology or gas spectroscopy. Furthermore, because these setups have been operated in
pulsed regime at first, the pump wavelength is fixed above 1.8 μm to avoid two-photon ab‐
sorption in GaAs. Consequently, these crystals are optically pumped around 2 μm, and their
degeneracy is typically between 4 and 5 μm.

The “TTPS structure” however is topical, as confirmed by the continuous track record of de‐
sign and experimental results on 0.775-to-1.55 μm frequency conversion in semiconductor
devices. An overview of the current state-of-the-art is given by Table 4, in which we report‐
ed the loss values, generated power, normalized conversion efficiency and spectral accept‐
ance of type I CW SHG experiment for several phase-matching schemes. The figures in bold
(resp. in italics) correspond to the best (resp. second best) value of each column.

This provides us with a synoptic vision of the strength and weakness of respectively modal
phase-matching [57], QPM [24] and form birefringence phase-matching [9,38]. It is then
quite clear that, regarding conversion efficiency, form birefringence phase-matching com‐
pare favorably with respect to modal phase-matching and QPM. Moreover, low infrared
losses and high generated powers are enabled by optimized design and fabrication process‐
es. The very high losses in the visible are caused by the presence of AlOx layers, and they
are the current limiting factor of this phase-matching strategy. The resulting broadening of
the χ(2) process spectral acceptance may in turn be an issue for experimental protocols re‐
quiring spectrally narrow and pure sources of telecom twin-photons.

Ref. α(1.55 μm) [cm-1] α (775 nm) [cm-1] PSH[μW] ηnorm[%W-1cm-2] Δλ [nm]

[57] 7.8 41 0.023 6.8 × 10-3 0.9

[24] 1.7 2.2 6.6 92 0.3

[38] 5.3 70 10-4 1250 10

[9] 1.1 140 267 1120 3

Table 4. Summarize of the characteristics and performances of devices implementing different phase-matching
schemes.
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degeneracy is typically between 4 and 5 μm.

The “TTPS structure” however is topical, as confirmed by the continuous track record of de‐
sign and experimental results on 0.775-to-1.55 μm frequency conversion in semiconductor
devices. An overview of the current state-of-the-art is given by Table 4, in which we report‐
ed the loss values, generated power, normalized conversion efficiency and spectral accept‐
ance of type I CW SHG experiment for several phase-matching schemes. The figures in bold
(resp. in italics) correspond to the best (resp. second best) value of each column.

This provides us with a synoptic vision of the strength and weakness of respectively modal
phase-matching [57], QPM [24] and form birefringence phase-matching [9,38]. It is then
quite clear that, regarding conversion efficiency, form birefringence phase-matching com‐
pare favorably with respect to modal phase-matching and QPM. Moreover, low infrared
losses and high generated powers are enabled by optimized design and fabrication process‐
es. The very high losses in the visible are caused by the presence of AlOx layers, and they
are the current limiting factor of this phase-matching strategy. The resulting broadening of
the χ(2) process spectral acceptance may in turn be an issue for experimental protocols re‐
quiring spectrally narrow and pure sources of telecom twin-photons.

Ref. α(1.55 μm) [cm-1] α (775 nm) [cm-1] PSH[μW] ηnorm[%W-1cm-2] Δλ [nm]

[57] 7.8 41 0.023 6.8 × 10-3 0.9

[24] 1.7 2.2 6.6 92 0.3

[38] 5.3 70 10-4 1250 10

[9] 1.1 140 267 1120 3

Table 4. Summarize of the characteristics and performances of devices implementing different phase-matching
schemes.
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In conclusion, we have shown that, although the choice of AlGaAs/AlOx nonlinear wave‐
guides is relevant to fabricate highly efficient integrated frequency converters, losses remain
the main bottleneck and prevent further breakthrough. Nevertheless, progress has been
made by investigating the different loss mechanisms, and a specific technological develop‐
ment of the AlAs oxidation process is expected to reduce further optical losses. Finally, we
have demonstrated the feasibility of monolithic integrated Fabry-Perot cavity, by depositing
highly reflective dielectric mirrors on the waveguide facets.
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1. Introduction

Optoelectronic mixers (OEM) are photodetectors which detect an optical signal and internal‐
ly mix it with an electrical signal to obtain an electrical base-band (low frequency) signal.
OEM devices have applications in optical communications and sensors such as laser assisted
detection and ranging (LADAR) systems. Optoelectronic mixers can simplify signal process‐
ing in an optoelectronic system by combining the photodetection and mixing functions,
leading to reduced component count. An optoelectronic mixing device which also amplifies
the detected signal would further benefit the system.

In this work, a symmetric gain optoelectronic mixer based on a lattice-matched indium galli‐
um arsenide (In0.53Ga0.47As) / indium phosphide (InP) symmetric heterojunction phototran‐
sistor structure is investigated for chirped-AM laser detection and ranging systems
(LADAR) operating in the “eye-safe” 1.55 μm wavelength range. The symmetric current-
voltage (I-V) characteristics of this device allows for it to be operated without the application
of a DC bias voltage.

1.1. LADAR and the need for optoelectronic mixing devices

The requirements and constraints of the application, LADAR, determine the specifications
of the SG-OEM device. Therefore, a basic review of the application is necessary.

Two types of LADAR systems exist, pulse and continuous wave systems, both of which op‐
erate in similar manner to their RADAR equivalents [1]. In pulsed LADAR, a laser pulse is
transmitted, and the time-of-flight of the return signal is measured. The alternative is to
modulate the intensity of a continuous-wave laser with a chirped-FM signal. In order to
avoid confusion with optical wavelength modulation, this method has also been called
chirped-AM LADAR [2]. The frequency difference (fIF) between the reference (LO) and re‐
turn (RF) signals is related to target distance by:
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f IF =2∆ F D
cT (1)

where ΔF the difference between the start and end frequencies of the chirp, T the chirp peri‐
od, c the speed of light and D the distance to target. The chirp may cover frequencies rang‐
ing from hundreds of MHz to several GHz. In contrast, the mixing product is in the range of
tens of kHz to several MHz, as a function of the chirp period T and distance D.

The primary advantage of chirped LADAR over pulsed LADAR is the ability to use semi‐
conductor lasers as the transmitter source, leading to lower cost, power and weight. An ad‐
ditional advantage for a LADAR-on-chip implementation is that by using an optoelectronic
mixer device, as described below, the microwave bandwidth return signal can be converted
into a low frequency electrical signal that can be read-out using CMOS technology.

A typical photodetector in an optoelectronic system would be DC biased, and convert the
RF modulation of the optical signal to an electrical signal at the RF frequency. In a chirped-
AM LADAR system this RF signal output is then electronically mixed with LO signal. Due
to the small available optical power, below 1 nW in some applications, the RF signal output
of the detector may need to be amplified with a wide band amplifier before the electronic
mixing. This amplifier can only have a low gain, due to the wide bandwidth nature of the
RF signal. An alternative is to mix the photodetector output with the LO signal, then ampli‐
fy the low frequency signal.

Signal processing of a chirped-AM LADAR system is simplified if the photodetector is used
as an optoelectronic mixer (OEM) [2]. An optoelectronic mixer is a photodetectorwhose re‐
sponsivity is modulated with the LO signal. The OEM output contains the difference (IF),
sum, LO and RF signals. The mixed output signal is low-pass filtered to isolate the IF signal,
which is then amplified. Due to the frequency difference, tens to hundreds of kHz vs. hun‐
dreds of MHz, much higher gains are possible in the following transimpedance amplifier.

A symmetric I-V characteristic photodetector can be used as an optoelectronic mixer. Sym‐
metric I-V characteristics refer to having equal absolute magnitude current for equal abso‐
lute magnitude voltage, I(-V) = -I(V), with I(0) = 0. This allows driving the OEM directly with
the LO signal, without a DC bias. The output of the detector will thus contain the LO, RF, IF
and sum frequencies. This output can be low pass filtered and the IF signal amplified. As
this IF signal’s bandwidth can be up to six orders of magnitudes smaller than the carrier fre‐
quencies, much higher gains can be used at the trans-impedance amplifier (TZA) following
the OEM. Due to the lack of a DC bias, sensitivity to background light is reduced, as the re‐
sponse from background light averages to zero. An additional 3 dB signal processing gain is
also obtained. The metal-semiconductor-metal (MSM) Schottky photodetector is such a sym‐
metric device [2-5]. Chirped-FM LADAR with GaAs MSM optoelectronic mixers, operating
in the 800-850 nm wavelength range, have been reported [2,3]. Eye-safe operation requires
operating wavelengths in the 1.3 μm to 1.55 μm. This has motivated to development of In‐
GaAs MSM optoelectronic mixers for operation at 1550 nm [4,5]. These InGaAs MSMs have
been reported to have dark currents two orders of magnitude larger than GaAs MSMs [5],
affecting noise level, and require larger RF power to achieve similar performance to GaAs
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MSMs. The DC responsivity of the InGaAs MSM optoelectronic mixers was reported to be
approximately 0.34 A/W [4,5].

The symmetric MSM Schottky photodetectors do not have a gain mechanism. Incorporating
gain to the optoelectronic mixer would allow the following transimpedance amplifier’s gain
to be reduced, increasing bandwidth and improving the system’s noise performance.

1.2. Phototransistors as optoelectronic mixing devices

There are three possible candidate structures, based on the avalanche photodiode (APD), the
heterojunction phototransistor (HPT) and the modulated barrier diode (MBD). The avalan‐
che photodiode suffers from several drawbacks, including excess noise, and high sensitivity
to temperature, voltage bias and defects in the semiconductor material. HPTs and MBDs, on
the other hand, can provide high gain with low noise. The basic HPT and MBD structures
are shown in Figure 1. MBDs in particular are low noise devices, which have higher gain for
lower incident optical powers. A standard asymmetric heterojunction HPT or MBD requires
a DC bias to achieve the associated high gain. In a typical system, the DC biased device is
used to detect the incoming optical signal at RF frequency. This signal may need to be am‐
plified electronically. However, only low gains are possible due to the frequency. The next
stage employs a mixer circuit to obtain the IF signal from the difference of the RF and LO
signals. The IF signal may need further amplification.

N-InAlAs

i-InGaAs absorption layer

p-InGaAs
layer

InP

n-InGaAs

I-InAlAs

N-InAlAs emitter
p-InGaAs base

InP

n-InGaAs collector

(a) (b)

Figure 1. Basic structures of (a)heterojunction phototransistor; and (b) modulated barrier diode.

The heterojunction phototransistor is a transistor with its emitter made of a wider bandgap
material than the base. This improves carrier injection efficiency, and also ensures absorp‐
tion is limited to the base and the base-collector depletion region. The basic HPT is a two
terminal device. A number of modifications to the basic HPT structure have been investigat‐
ed to improve performance. A base bias can be provided, either optically or by an electrical
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Figure 1. Basic structures of (a)heterojunction phototransistor; and (b) modulated barrier diode.

The heterojunction phototransistor is a transistor with its emitter made of a wider bandgap
material than the base. This improves carrier injection efficiency, and also ensures absorp‐
tion is limited to the base and the base-collector depletion region. The basic HPT is a two
terminal device. A number of modifications to the basic HPT structure have been investigat‐
ed to improve performance. A base bias can be provided, either optically or by an electrical
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contact [6]. The base composition can be graded to establish an electric field which enhances
electron transport [7,8].It was demonstrated that symmetric-area heterojunction phototran‐
sistors have a larger bandwidth than asymmetric area HPTs [9]. It should be noted that
while Milano et al predicted a rather pessimistic bandwidth, improvements in material
growth, device design and fabrication techniques have improved the maximum bandwidth
of HPTs to the tens of GHz range [10,11].

HPT responsivity typically increases with increasing optical power. This has been attributed
to recombination at the base-emitter heterojunction.It is desirable to have gain independent
from the optical power, or have larger gain at lower optical power levels. Leu et al have
demonstrated an approach to improve the gain dependence on optical power, by adjusting
the doping profile of the emitter and base layers of InP emitter/InGaAs base HPTs [12]. By
using a high-low emitter doping, that is reducing the emitter doping in a thin layer at the
emitter-base junction, they eliminated the quantum well trapping the electrons at this inter‐
face. Thus, the recombination currents were reduced, and the ideality factor of the transistor
improved, leading to a flattening of the gain vs. incident power characteristics.

HPTs have been demonstrated for optoelectronic mixing applications, where the LO signal
was provided electrically [10,13] or optically [14].

The modulated barrier diode, also known as the Camel diode, is a non-Schottky majority
carrier diode in which the carrier transport is controlled by a potential barrier in the bulk of
the semiconductor. The application of MBDs as photodetectors was first demonstrated by
A.Y. Cho and co-workers [15,16], who also showed its application in a picosecond sampling
system [17]. The gain of the MBD is due to the hole trapping at the heterostructure interface.
As holes accumulate in this quantum well, the barrier height will be lowered, resulting in an
increased electron current, thus providing gain. As a majority carrier device, the MBD has
fast intrinsic response [15,17]. In contrast with the HPT, the MBD device has higher respon‐
sivity at lower optical power levels [15,16]. The MBD has been used in a front-end photore‐
ceiver, integrated with an FET [18], and a monolithically integrated phototransceiver in
which it was integrated with an LED [19]. In the first case, the MBD and FET shared a com‐
mon structure, and circuit utilized the MBD’s gain and response speed. In the second case,
the MBD’s increasing gain with lower optical power was utilized to improve optical trans‐
ceiver performance.

1.3. Symmetric gain optoelectronic mixers

Symmetric Gain OptoElectronic Mixers (SG-OEMs) for chirped-AM LADAR operating in
the “eye-safe” 1.55 μm wavelength have been investigated by our research group at the Uni‐
versity of Maine. These devices are based on symmetric heterojunction phototransistors.

The first generation SG-OEMs used indium aluminum arsenide (In0.52Al0.48As)/ indium galli‐
um arsenide (In0.53Ga0.47As) heterostructures grown on InP substrates [20,21].The device
structures were designed and simulated using the TCAD-Sentaurus tools from Synopys.
These simulations prediced mixing responsivities up to 100 A/W for these devices.
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The heterostructures were grown using molecular beam epitaxy at the US Army Research
Laboratory, Adelphi, MD. Cracking defects in the thin films were revealed during device
fabrication, leading to an investigation into an alternative device structure with indium
phosphide (InP) layers to improve the growth quality [22,23].

2. Device Structure and Simulation

A schematic of the InP based symmetric gain optoelectronic mixer is shown in Figure 2. The
targeted operating wavelength is 1.55 μm, therefore the base is In0.53Ga0.47As, which has a
bandgap of approximately 0.74eV at 300K and is lattice matched to the InP substrate. The
base is doped with acceptor atoms to obtain a p-type region. The n-type emitter/collector
layers in the structure are made of InP. Highly doped n-type InP/In0.53Ga0.47As layers are
used for ohmic contact formation with the metal electrodes. The schematic in Figure 2 also
shows highly doped interface layers at the emitter-base and collector-base interfaces. The
device, as shown, is configured for top illumination.

Figure 2. Schematic of an InP/ InGaAs symmetric gain optoelectronic mixer, top illumination configuration.

The design parameters investigated in this work are the base and emitter/collector layer
thicknesses and doping levels, as identified in Table 1. The base width wB is the primary pa‐
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contact [6]. The base composition can be graded to establish an electric field which enhances
electron transport [7,8].It was demonstrated that symmetric-area heterojunction phototran‐
sistors have a larger bandwidth than asymmetric area HPTs [9]. It should be noted that
while Milano et al predicted a rather pessimistic bandwidth, improvements in material
growth, device design and fabrication techniques have improved the maximum bandwidth
of HPTs to the tens of GHz range [10,11].
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sivity at lower optical power levels [15,16]. The MBD has been used in a front-end photore‐
ceiver, integrated with an FET [18], and a monolithically integrated phototransceiver in
which it was integrated with an LED [19]. In the first case, the MBD and FET shared a com‐
mon structure, and circuit utilized the MBD’s gain and response speed. In the second case,
the MBD’s increasing gain with lower optical power was utilized to improve optical trans‐
ceiver performance.

1.3. Symmetric gain optoelectronic mixers

Symmetric Gain OptoElectronic Mixers (SG-OEMs) for chirped-AM LADAR operating in
the “eye-safe” 1.55 μm wavelength have been investigated by our research group at the Uni‐
versity of Maine. These devices are based on symmetric heterojunction phototransistors.

The first generation SG-OEMs used indium aluminum arsenide (In0.52Al0.48As)/ indium galli‐
um arsenide (In0.53Ga0.47As) heterostructures grown on InP substrates [20,21].The device
structures were designed and simulated using the TCAD-Sentaurus tools from Synopys.
These simulations prediced mixing responsivities up to 100 A/W for these devices.
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The heterostructures were grown using molecular beam epitaxy at the US Army Research
Laboratory, Adelphi, MD. Cracking defects in the thin films were revealed during device
fabrication, leading to an investigation into an alternative device structure with indium
phosphide (InP) layers to improve the growth quality [22,23].

2. Device Structure and Simulation

A schematic of the InP based symmetric gain optoelectronic mixer is shown in Figure 2. The
targeted operating wavelength is 1.55 μm, therefore the base is In0.53Ga0.47As, which has a
bandgap of approximately 0.74eV at 300K and is lattice matched to the InP substrate. The
base is doped with acceptor atoms to obtain a p-type region. The n-type emitter/collector
layers in the structure are made of InP. Highly doped n-type InP/In0.53Ga0.47As layers are
used for ohmic contact formation with the metal electrodes. The schematic in Figure 2 also
shows highly doped interface layers at the emitter-base and collector-base interfaces. The
device, as shown, is configured for top illumination.

Figure 2. Schematic of an InP/ InGaAs symmetric gain optoelectronic mixer, top illumination configuration.

The design parameters investigated in this work are the base and emitter/collector layer
thicknesses and doping levels, as identified in Table 1. The base width wB is the primary pa‐

InP/InGaAS Symmetric Gain Optoelectronic Mixers
http://dx.doi.org/10.5772/51461

95



rameter that will determine the responsivity of the optoelectronic mixer. Increasing the base
thickness will extend the carrier path and decrease transistor gain. This will lead to a de‐
crease in the dark and optical currents. However, a trade off has to be made between light
absorption, which is directly proportional to base thickness, and the recombination of light
generated carriers in the base, which is inversely proportional to base thickness. The respon‐
sivity, R, is proportional to:

R ∝
(1 - e

-αw B)
d 2

(2)

where wB is the thickness of the base region and α is the absorption coefficient. The base
thickness and doping will also impact the base narrowing due to the growth of the reverse
biased collector-base junction depletion region with increasing reverse bias, known as the
Early effect. When the device is sufficiently reverse biased, the collector-base depletion re‐
gion will reach the base-emitter depletion region, shorting the device. This is known as
punch-through breakdown, and should be avoided.

Symbol Parameter

wB In0.53Ga0.47As base thickness

NA In0.53Ga0.47As base acceptor doping density, p-type

wE/C InP emitter/collector thickness

ND InP emitter/collector donor doping density, n-type

wi InP emitter/collector-base interface layer thickness

NDi InP emitter/collector-base interface layer donor doping density, n-type

Table 1. Design parameters investigated for the symmetric gain optoelectronic mixer

Emitter/collector doping impact device performance in several ways. If they are highly dop‐
ed, most of the depletion region will be in the base, significantly reducing the effective base
thickness. This will provide higher transistor gain, but will also result in punch through
breakdown of the device at low voltages. If these layers are lightly doped, then the series
resistance will increase, reducing the available current from the device. The effect of the in‐
terface layers on device performance are also investigated in this work.

The work reported here covers device design, simulation and optimization using the 2D/3D
TCAD-Sentaurus device simulator package from Synopsys, and device modeling. Parame‐
ters investigated for device optimization include the highly doped emitter-base interface
layers, the base thickness and the doping of each layer. The horizontal dimensions of the
standard device are summarized in Table 2. The simulation results are discussed in section 3
and the device model is presented in section 4.
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Parameter Size [μm]

Inner mesa width 16

Outer mesa width 30

Top contact window width 12

Top contact metal width 14

Bottom contact window width 2

Bottom contact metal width 4

Table 2. SG-OEM horizontal dimensions

3. DC Simulations: Dark Current and Responsivity

3.1. Comparison of InAlAs/InGaAs and InP/InGaAs SG-OEMs

The switch to InP layers was proposed due to the film stoichiometry and resulting lattice
mismatch issues experienced with InAlAs films [20]. The first task in this project was to de‐
termine how the switch to InP would impact predicted device performance. Figure 3 com‐
pares the simulated I-V characteristics for two structures based on Figure 2. The layer
thicknesses and doping densities are given in Table 3. InP_A is the structure shown in the
figure, while in InAlAs_A all of the InP film layers are replaced by InAlAs, as reported in
[20,21]. Both the dark current (i.e., no incident light) and the current with an incident optical
power density of 1 mW/cm2 are displayed. The light is set to be incident on the device’s in‐
ner mesa and has the same width, 16μm. A transparent electrode was assumed. The incident
optical power on the detector is 160 pW/μm. The figure illustrates the behavior of a device
for a bias voltage sweep from 0 V to 5V.

Parameter Value

wB 800 nm

NA 2.5x1016 cm-3

wE/C 390 nm

ND 1x1016 cm-3

wi 10 nm

NDi 5x10-18 cm-3

Table 3. Layer thickness and doping values for the simulations presented in Figure 3.

The simulation predicts that the In0.52Al0.48As/ In0.53Ga0.47As based device will have larger
dark and optical currents than the InP/ In0.53Ga0.47As one over the bias range. The optical cur‐
rent of the In0.52Al0.48As/ In0.53Ga0.47As based structure is 2.19 nA/μm at 2 V, compared to 1.64
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standard device are summarized in Table 2. The simulation results are discussed in section 3
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nA/μm at 2 V for the InP/ In0.53Ga0.47As based structure. The dark current is also larger for
the InAlAs based device. This latter result initially seems counter-intuitive, as In0.52Al0.48As
has a larger bandgap than InP, as indicated in Table 4. Table 4 lists the material parameters
for the three semiconductor materials, as calculated by TCAD Sentaurus for these composi‐
tions at 300K. This behavior can be attributed to two separate mechanisms. First, InP and
InAlAs have different conduction band offsets with InGaAs. Second, the Early effect, i.e.
base narrowing, is more prominent in the InAlAs based devices.

Figure 3. Dark and optical currents versus bias voltage for InP/ In0.53Ga0.47As and In0.52Al0.48As/ In0.53Ga0.47As based sym‐
metric gain optoelectronic mixers with the same layer thickness and doping.

In0.53Ga0.47As InP In0.52Al0.48As

Eg [eV] 0.718721 1.33587 1.48159

χ0 [eV] 4.5472 4.4 4.2711

εr 13.9061 12.4 12.3948

Nc [cm-3] 2.5396x1017 5.66x1017 5.7814x1017

Nv [cm-3] 7.5107x1018 2.03x1019 9.4152x1018

Table 4. Material parameters used by TCAD Sentaurus in the device simulations

The different conduction band offsets results in a significantly larger two-dimensional elec‐
tron gas (2DEG) concentration at the InGaAs side of the InP/InGaAs contact layer n++-N++
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isotype heterojunction compared to that in the InAlAs/InGaAs case, as predicted by TCAD
Sentaurus simulations. The electron concentrations at this interface for both structures is
shown in Figure 4. The InP based device is on the left, and the InAlAs based device is on the
right. The top layer (above the line at 2.3 μm) is the InGaAs contact layer, and below it is the
wider bandgap layer. In the InP/InGaAs structure, the 2DEG induces a depletion layer on
either side of it (denoted by the white lines), about 7.5 nm in total, larger than that in the
InAlAs based device, which is about 2 nm.

Base width narrowing also contributes to the larger InAlAs/InGaAs SG-OEM current. The
effective base width is defined as:

B B df drx  w –  x  x= - (3)

where xB is the effective base width, xdf is the depletion region width of the forward biased
heterojunction and xdr is the depletion region width of the reverse biased heterojunction.
The change of the forward biased junction width due to the bias voltage is relatively small
compared to the reverse biased junction, and can be considered to be its 0V bias value. From
TCAD Sentaurus simulations, the effective base width at 1V for the InP based structure is
predicted to be 719.17 nm, and 710.19 nm for the InAlAs based structure. Considering the
magnitude of this difference, it can be concluded that the dominant reason for the smaller
dark current in the InP based devices is the conduction band edge discontinuity.

Figure 4. Comparison of the electron concentration in the InP/InGaAs contact layer n++/N++isotype heterojunction
(left) with that in the theInAlAs/InGaAs contact layer n++/N++isotype heterojunction (right). The black line at 2.3 μm
designates the metalurgical boundary between the n++InGaAs layer (top in the figure) and the wider bandgap N++

layer.
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A photodetector’s noise current is proportional to its dark current. Therefore, the InP based
SG-OEM should have better noise performance. The I-V curves in Figure 3 also show that
the InP/ In0.53Ga0.47As based structure is less susceptible to the Early effect and punch-
through breakdown. This is illustrated by the fact that the InP/ In0.53Ga0.47As based structure
has a flatter current curve and does not have the sudden current increase of the In0.52Al0.48As/
In0.53Ga0.47As based structure at 4.5 V, which is due to the device approaching punch-
through breakdown as the base width decreases with the Early effect.

3.2. Base – Emitter/Collector Interface Layers

Our prior work on InAlAs/InGaAs SG-OEMs predicted that using a highly doped interface
layer in InAlAs based devices would improve their performance [20,21]. This phenomenon
was investigated for InP based devices as well. Figure 5 shows two nearly identical device
structures, where the only difference is the presence or absence of the said highly doped in‐
terface layers. The structure InP_A has the interface layers while structure InP_B does
not.Figure 6 shows the predicted performance of the two structures.

Figure 5. Schematic of the InP / In0.53Ga0.47As heterostructure based symmetric gain optoelectronic mixers for investi‐
gating the effect of base-emitter interface layers. Structure InP_A has the interface layers while structure InP_B does
not.

Structure InP_B, without the interface layer, is predicted to have a larger optical current
than structure InP_A at low bias voltages. Figure 6 also shows that structure B is less suscep‐
tible to the Early effect, and has lower dark current. The larger optical current and the lower
dark current of structure InP_B is due to structure InP_B having a larger effective base thick‐
ness than structure InP_A. In structure InP_A, the highly doped (10 nm, 1018 cm-3) emitter
interface layers force practically all of the depletion region to extend into the base. The emit‐
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ter/collector layers of structure InP_B are doped slightly lower than the base layer, therefore
most of the depletion region extends into these layers instead of the base. Thus, the InP_B
device has a larger effective base width, which increases the optical current by allowing
more electron-hole pairs to be generated, and decreases the dark current by inducing more
recombination at the base.

Figure 6. Dark and optical currents versus bias voltage for two InP/ In0.53Ga0.47As based symmetric gain optoelectronic
mixers with the same layer thickness and doping. Structure InP_A (with the interface layer) and structure InP_B (with‐
out the inter face layer).

Figure 7 shows the responsivity versus the bias voltage for structure InP_A and structure
InP_B. Structure InP_B is predicted to have larger responsivity than structure InP_A
throughout the bias range. This agrees reasonably well with the dark and optical currents
plotted in Figure 6, as the responsivity is directly proportional to the difference of optical
and dark currents. Structure B has a responsivity of 12.95 A/W at 2 V. This value is about 1.5
times of the one of structure A, which is 8.194 A/W at 2 V. The currents and responsivity
plots displayed above illustrate the fact that structure B (without the interface layers) is a
better candidate for the symmetric gain optoelectronic mixer design.

SG-OEM structures with base widths ranging from 500 nm to 1 μm were simulated with
and without the highly doped interface layers. Structure A devices, with the interface layers,
are more susceptible to punch-through breakdown, as can be seen from their dark current
characteristics shown in Figure 8. In contrast, the structure B devices were better behaved, as
shown in Figure 9. The highly doped emitter/base interface layer in the Structure A devices
forces the depletion region to extend mostly into the base layer, resulting in an early punch-
through breakdown.
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Figure 7. Responsivity versus bias voltage for two InP/ In0.53Ga0.47As based symmetric phototransistors with the
same layer thickness and doping. Structure InP_A (with the interface layer) and structure InP_B (without the interface
layer).

Figure 8. Dark current of structure InP_A as a function of base thickness. The base thickness ranges from 500 nm to
1000 nm.
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Figure 9. Dark current of structure InP_B as a function of the base thickness. The base thickness ranges from 600 nm
to 900 nm.

Figure 10. Responsivity of structure InP_A as a function of the base thickness. The base thickness ranges from 500 nm
to 1000 nm.
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Figure 9. Dark current of structure InP_B as a function of the base thickness. The base thickness ranges from 600 nm
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The responsivities of the devices were extracted using simulations with an incident light
power of 1 mW/cm2, corresponding to an incident optical power of 1.6 nW/μm. Figure 10
shows the DC responsivity of Structure InP_A devices with bases thickness ranging from
500 nm to 1000 nm, with steps of 100 nm. Devices with base thickness below 800 nm show
punch-through breakdown effects, where the responsivity increases rapidly as the base nar‐
rows, then falls down rapidly when the device punches through.

Figure 11 shows the DC responsivity of four InP/ In0.53Ga0.47As SG-OEMs based on structure
InP_B, with base thickness from 600 nm to 900 nm. Similar to structure InP_A devices, the re‐
sponsivity decreases with increasing base thickness. However, the punch-through behaviour
does not occur under 5 V, which agrees with the dark current curves presented in Figure 9.

Figure 11. Responsivity of structure InP_B as a function of the base thickness. The base thickness ranges from 600 nm
to 900 nm.

The doping dependence of the responsivity was investigated using a matrix of emitter/collec‐
tor and base layer doping densities. The two extremes and the best case scenario are summar‐
ized below, in table 5. Doping profile 1 results in rapid punch-through of the SG-OEM. While a
traditional homojunction bipolar junction transistor (BJT) has an emitter layer that is heavily
doped compared to the base, the wider bandgap of the InP layer compared to InGaAs results in
increased injection efficiency. Therefore, the collector / emitter layer doping levels can be re‐
duced in comparison to the base, making doping profiles 2 and 3 practical.

Figure 12 shows responsivity as a function of doping profile for structure B devices,. These
devices were simulated for a base width of 800 nm. The device with doping profile 1 exhib‐
its punch-through effects rapidly, reaching its peak responsivity of 81.25 A/W at 3V. The
rapid decline in responsivity past 3V is due to punch-through breakdown. The device with
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doping profile 3 shows no improvement over the InGaAs MSMs [4,5], having an average re‐
sponsivity of 0.36 A/W over the bias range. The device with doping profile 2 presents a good
compromise for the end application, with responsivities above 10 A/W for most of the bias
range. For example, the predicted responsivity at 2V is 12.95 A/W. This represents a factor of
38 improvement over the InGaAs MSMs.

Figure 12. Responsivity of structure InP_B as a function of the doping profiles given in table 5. Base thickness is 800
nm.

4. Device Model

The equivalent circuit model of the SG-OEM is based on the equivalent circuit model of a
heterojunction phototransistor. The equivalent circuit model is shown in Figure 13. This
model is based on the conventional hybrid-π model.The resistance rTrepresents the equiva‐
lent series resistance of the top metal-semiconductor contact, the contact layers and the top
emitter/collector layer.The resistance rBrepresents the equivalent series resistance of the bot‐
tom metal-semiconductor contact, the contact layers and the bottom emitter/collector layer.
Cμ and Cπrepresent the junction diffusion capacitances of the base – emitter and base – col‐
lector junctions, respectively.rμ and rπ are the diffusion resistances of these two junctions.
The resistance ro represents the Early effect. The current source Idark represents the dark cur‐
rent of the optoelectronic mixer. Iopt represents the photocurrent due to absorption in the
base, which is amplified by transistor action. Photon absorption in the InGaAs contact layers
is ignored in this analysis as it is substantially smaller than in the base layer. This model can
be used for both DC analysis and AC small signal analysis of the device performance. The
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The responsivities of the devices were extracted using simulations with an incident light
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Figure 11. Responsivity of structure InP_B as a function of the base thickness. The base thickness ranges from 600 nm
to 900 nm.
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doping profile 3 shows no improvement over the InGaAs MSMs [4,5], having an average re‐
sponsivity of 0.36 A/W over the bias range. The device with doping profile 2 presents a good
compromise for the end application, with responsivities above 10 A/W for most of the bias
range. For example, the predicted responsivity at 2V is 12.95 A/W. This represents a factor of
38 improvement over the InGaAs MSMs.
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circuit parameters were calculated theoretically and extracted from Sentaurus TCAD two-
dimensional simulations.

Base Doping Collector / Emitter Doping

Profile 1 1x1016 cm-3 5x1016 cm-3

Profile 2 2.5x1016 cm-3 5x1015cm-3

Profile 3 5x1016 cm-3 5x1015cm-3

Table 5. The base and emitter/ collector doping profiles for the responsivity doping dependence study

Figure 13. (a) Equivalent circuit model of the SG-OEM device structure.
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The equivalent resistances rT and rB model the metal-semiconductor junction, the degener‐
ately doped InP and InGaAs contact layers, the isotype heterojunction between these contact
layers and the quasi-neutral regions (QNRs) of the emitter and collector. Of these compo‐
nents, the quasi-neutral region resistance and the isotype heterojunction dominate rT and rB.
The resistance of the contact layers and the quasi-neutral region can be predicted by using
the conductivity of the semiconductor layers, and can be formulated as:

r =
wlayer

qμnnd Ω.cm (4)

where wlayer is the layer thickness, d the width of the layer, q elemental charge, n the free
electron density, and μn the mobility of electrons in the layer. The unit of the contact resist‐
ance as defined by Equation 4 is Ω.cm.

The second contributor to the voltage drop at the contact layers is the highly doped InP/
InGaAs isotype heterojunction interface. The carrier conduction at the highly doped InP/
InGaAs isotype heterojunction interface can be analyzed based on the band diagram shown
in Figure 14. The conduction band edge is similar to that of a rectifying metal – semiconduc‐
tor contact. Such a contact can have one of three conduction mechanisms: thermionic emis‐
sion, thermionic-field emission and field emission. It was determined that field emission
dominated the current conduction between the InP and InGaAs layers, due to the very high
doping densities of both layers.

Figure 14. Band diagram of the isotype heterojunction formed by the highly doped InP and InGaAs contact layers.

In order to verify the assumptions made above, the contact regions of the original device
were modeled seperately in TCAD-Sentaurus and a set of simulations were carried out. The
results were then compared with the theoretical calculations. The structures shown in Figure
15 were simulated to verify the calculations for the top and bottom contact resistances. Fig‐
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ure 16 shows the simulated I-V characteristics for the top and bottom emitter/collector qua‐
si-neutral region and contact layer models depicted in Figure 15. The simulation was done
under dark conditions, with the bias voltage being swept from 0 to 5 V.

Figure 15. Structures for series resistance extraction of InP / In0.53Ga0.47As HPT based SG-OEMs. Original structure is on
the left, top contact layers are on the right top and bottom contact layers are on the right bottom.

The dark current of the top emitter/collector region shows a linear trend with increasing bias
voltage and the top contact layer series resistance rT can be calculated from the I-V data pre‐
sented in Figure 16 using:

req = ∆ V
∆ I (5)

where req is the equivalent resistance (rT or rB), ΔV is the voltage difference between two
points and the ΔI is the corresponding current difference on the I-V curve shown in Figure
16.The value of rT, for this structure, is calculated to be 2.97x10-2 Ω−cm. This value is close to
the sum of the theoretically calculated quasi-neutral region resistance (6.9x10-3Ω−cm) and
isotype heterojunction field emission equivalent resistance(1.03x10-2Ω−cm). Therefore, it can
be concluded that the top contact series resistance is dominated by the quasi-neutral layer
resistance and the field emission equivalent resistance of the isotype heterojunction formed
by the InGaAs/InP contact layers. The I-V curve of the bottom contact layer, on the other
hand, shows a non-linear saturating trend as the voltage increases. The current saturation is
induced by the narrowing of the contact layer after the mesa etch step. The increase of the
current is limited by the narrow corner region of the InGaAs contact layer. The equivalent
resistance is predicted to be approximately 0.57 Ω−cm, assuming the contact layer is etched
mid-way and the current starts to crowd in the narrowing contact layer. This resistance will
depend on accurate control of the inner mesa etch step in the device fabrication process and
can be an issue at high current levels.
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Figure 16. Dark current versus bias voltage for top and bottom contact layers of InP / In0.53Ga0.47As HPT based SG-
OEMs.

The frequency response related parameters are the junction capacitances Cμ and Cπ. These
can be calculated form the junction capacitance formula for a heterostructure:

C =
q N AN Dr ,baser ,E /C

2(N Ar ,base + N Dr ,E /C )(V bi + V R)
(6)

where N A and N D are the doping densities of base and emitter/collector, respectively, ε r,base

is the relative permitivity of the InGaAs base and ε r,E/C that of the InP emitter/collector, V bi is
the built-in barrier, V Ris the bias voltage and q is unit charge. The total capacitance of the
SG-OEM device is dominated by the junction capacitance of the reverse biased junction.

Equivalent capacitance of the SG-OEM was extracted for both the full structure and a single
base-emitter/collector heterojunction, as shown in Figure 17. The device total capacitance is
the capacitance seen between the two terminals of the SG-OEM, which includes the two
base-emitter/collector junction capacitances in series amd the base transit time.

A set of AC bias simulations were carried out on the two structures displayed in Figure 17.
The simulations were set at dark condition and the bias voltage was swept from 0 to 5V. A
small signal simulation was applied at each voltage point and the corresponding capaci‐
tance was modeled and calculated. The simulated total capacitance of the original structure
and the junction capacitance of the base-emitter heterojunction are plotted in Figure 18 as a
function of the bias voltage.
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Figure 16. Dark current versus bias voltage for top and bottom contact layers of InP / In0.53Ga0.47As HPT based SG-
OEMs.

The frequency response related parameters are the junction capacitances Cμ and Cπ. These
can be calculated form the junction capacitance formula for a heterostructure:

C =
q N AN Dr ,baser ,E /C

2(N Ar ,base + N Dr ,E /C )(V bi + V R)
(6)

where N A and N D are the doping densities of base and emitter/collector, respectively, ε r,base

is the relative permitivity of the InGaAs base and ε r,E/C that of the InP emitter/collector, V bi is
the built-in barrier, V Ris the bias voltage and q is unit charge. The total capacitance of the
SG-OEM device is dominated by the junction capacitance of the reverse biased junction.

Equivalent capacitance of the SG-OEM was extracted for both the full structure and a single
base-emitter/collector heterojunction, as shown in Figure 17. The device total capacitance is
the capacitance seen between the two terminals of the SG-OEM, which includes the two
base-emitter/collector junction capacitances in series amd the base transit time.

A set of AC bias simulations were carried out on the two structures displayed in Figure 17.
The simulations were set at dark condition and the bias voltage was swept from 0 to 5V. A
small signal simulation was applied at each voltage point and the corresponding capaci‐
tance was modeled and calculated. The simulated total capacitance of the original structure
and the junction capacitance of the base-emitter heterojunction are plotted in Figure 18 as a
function of the bias voltage.
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Figure 17. Structures used for extracting the equivalent capacitances of InP / In0.53Ga0.47As HPT based SG-OEMs. The
full SG-OEM structure is on the left, and a single base-emitter junction is on the right.

Figure 18. Total device capacitance and capacitance of a single reverse-biased base-emitter/ collect junction of InP /
In0.53Ga0.47As HPT based SG-OEMs.

A set of AC simulations were carried out on the two structures displayed in Figure 17, with NA

= 2.5x1016 cm-3 and ND = 5x1015 cm-3. The simulations were carried out for dark conditions and
the DC bias voltage was swept from 0 to 5V, with a small signal perturbation applied to the bias

Optoelectronics - Advanced Materials and Devices110

voltage. The simulated total capacitance of the SG-OEM structure and that of a single base-
emitter/collector heterojunction are plotted in Figure 18 as a function of the bias voltage.

The AC simulation results show that both the device total capacitance and the base-emitter
junction capacitance decrease with increasing bias voltage, as would be expected. The capac‐
itance of the reverse biased heterojunction decreases with increasing VR as given in Equation
6. This is due to the increase of the depletion region width with increasing reverse bias volt‐
age, which leads to a decrease in the junction capacitance. The total capacitance is dominat‐
ed by the reverse-biased junction capacitance, which has a smaller value than the forward
biased junction. At 0V bias, the capacitance of a single heterojunction was calculated to be 4
fF/μm using Equation 6, with ε r,base = 13.906 for the InGaAs layer and ε r,E/C= 12.4 for the InP
layer. The TCAD Sentaurus simulation gives 4.434 fF/μm, as shown in Figure 18.At 0V bias,
both heterojunction capacitances are equal. Therefore, the equivalent capacitance seen look‐
ing into the SG-OEM device, which is the series equivalent capacitance of the two hetero‐
junctions, is half of the capacitance of a single heterojunction.

5. Conclusion

Symmetric gain optoelectronic mixers based on InP/ In0.53Ga0.47As heterostructures are
promising candidates use in the receivers of chirped-AM LADAR systems. These devices
can reduce LADAR system component count and complexity, and improve their perform‐
ance. Two dimensional device simulations were used to optimize device structure parame‐
ters, including base width and doping density, and emitter/collectorlayer doping density. It
was determined that highly doped interface layers caused an increase in dark current and
device capacitance and also lowered the base punch through breakdown voltage. Therefore,
the optimized device design does not contain such an interface layer.
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Figure 17. Structures used for extracting the equivalent capacitances of InP / In0.53Ga0.47As HPT based SG-OEMs. The
full SG-OEM structure is on the left, and a single base-emitter junction is on the right.

Figure 18. Total device capacitance and capacitance of a single reverse-biased base-emitter/ collect junction of InP /
In0.53Ga0.47As HPT based SG-OEMs.
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voltage. The simulated total capacitance of the SG-OEM structure and that of a single base-
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1. Introduction

In recent years, metal oxide materials such as TiO2 and ZnO thin films have been extensively
studied for various applications such as solar cells, gas sensors and protective coating [1-2].
Among them, TiO2 is a very suitable oxide material for dye-sensitized solar cell (DSC) appli‐
cations, because of its extraordinary oxidizing ability of photogenerated holes. TiO2 thin
films are prepared by various preparation methods, but the efficiency of the DSC solar cell is
strongly enhanced by the increased dye absorption capacity of the photoelectrode. The most
important factors which strongly affect the device performance are series resistance, charge
carrier-recombination, electron injection from a photoexcited dye into the conduction band
of an oxide semiconductor and hole transportation to the counter. Adachi et al. [3] reported
that the dye absorption capacity of TiO2 nanowires was about 4-5 times higher than that of
P25 film, which is made of TiO2 nanoparticles. It means that the electron collection efficiency
in P25 film is lower than that of TiO2 nanowires. The electron collection efficiency is deter‐
mined by trapping/detrapping events along the site of the electron traps (grain boundaries
and defects). All these problems can be resolved using nanostructured TiO2 films such as
nanoholes, nanotubes, nanorods and nanowires. Nanostructured TiO2 thin films have been
prepared by sol-gel, anodization and hydrothermal methods [1, 4]. Very suitable methods to
prepare the TiO2 nanorod and nanotube are hydrothermal and electrochemical anodization.
In the present work, TiO2 nanowires, nanorods, nanoporous and nanotubes were prepared
using hydrothermal and anodization methods. In this paper, we report the surface morpho‐
logical, optical, structural and electrical properties of TiO2 nanowires, nanorods, nanoporous
and nanotubes. The fabrication procedure of dye-sensitized solar cells and the factors which
affect the device performance will be discussed. Finally, photovoltaic parameters (Isc, Voc, FF

© 2013 Venkatachalam et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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and η) of DSC based on rutile and anatase TiO2 films will be compared with TiO2 nanopo‐
rous, nanoholes, nanotube array films based DSC.

2. Experimental methods

TiO2 nanowires (TNWs), nanorods (TNRs) and nanoporous films were grown on ITO glass
substrates using hydrothermal method. The hydrothermal synthesis of TNWs, TNRs and
nanoporous was carried out in a Teflon-lined stainless steel autoclave. Titanium n-butoxide
(TNB) solution was used as precursor for the production of TiO2 films. In a typical synthesis
process, TNB (0.5 – 1.0 ml) was used with different amounts of HCl (15 - 23 ml), HNO3 (5 – 15
ml) and deionized water (DI=35-45 ml). Finally, the resulting solution was transferred into an
autoclave. Here ITO-coated glass was used as a substrate. The autoclave was sealed and then
placed into an electric oven. The synthesis process was carried out for different reaction times
as well as temperatures. After completion of the reaction, the autoclave was cooled down to
room temperature. Finally, the substrates were thoroughly washed with deionized water, fol‐
lowed by drying overnight at ambient temperature. Nanocrystalline indium tin oxide (ITO)
thin films were prepared on glass substrates by ion beam sputter deposition method. The dep‐
osition procedure of nanocrystalline ITO thin films can be found elsewhere [5]. The TiO2 films
were characterized by X-ray diffraction (XRD) using Cu Kα radiation (λ=1.54056 Å) at 40 kV
and 30 mA, with a Rigaku; RINT 2200VK/PC diffractometer. Transmission through the films
was measured using an UV-VIS-NIR spectrophotometer (UV-3150, Shimadzu). The surface
morphologies of the TiO2 films were observed by field emission scanning electron microscopy
(FE-SEM, S4800, Hitachi). In order to prepare the DSC devices, the TiO2 electrodes were im‐
mersed in ethanol solution containing N-719 dye. Then the dye-anchored TiO2 electrodes were
rinsed with ethanol solution and dried in air. The liquid electrolyte was prepared by dissolv‐
ing 0.05 M of iodine (I2) and 0.5 M of potassium iodide (KI) in 10 ml of ethylene glycol. Mean‐
while,  platinum film was prepared by ion-beam sputter  deposition method and the  Pt-
sputtered ITO/Glass was used as a counter-electrode. Surlyn spacer film with a thickness of 60
μm was used as a spacer. I-V measurements were performed using Keithley High Resistance
Meter/Electrometer 6517A at room temperature.

3. Results and discussion

3.1. Preparation and characterization of TiO2 thin film by hydrothermal method

The effects of reaction temperature, HCl and titanium n-butoxide (TNB) volume on the struc‐
tural properties of TiO2 films are discussed in this section. Here, the volume of titanium n-but‐
oxide (TNB= 1 ml) is fixed and the volume of deionized water (45-30 ml) and HCl (15-23 ml) are
varied. The reaction time and temperature are fixed at 17 h and 160° C, respectively.
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Figure 1. XRD patterns of TiO2 films prepared using different volume of HCl. (a) H.T-1[HCl=15 ml; DI=45 ml], (b) H.T-2
[HCl=20 ml; DI=40 ml], (c) H.T-3 [HCl=23 ml; DI=30 ml] and (d) H.T-4 [H.T-2 annealed at 450°C for 30 min]. Here TNB (1
ml), reaction time (17 h) and reaction temperature (160°) were kept constant.

Figure 2. SEM images of TiO2 films prepared with TNB of 1 ml, HCl of 15 ml, DI of 45 ml, reaction time of 17 h and at a
reaction temperature of 160°C.

Figure 1 shows the XRD patterns of TiO2 films prepared using different volumes of HCl. A

very strong rutile peak is observed at 2θ of 27.37°, assigned to (110) plane (see Fig.1). Other
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rutile peaks are observed at 2θ of 36.10° (101), 39.16° (200), 41.26° (111), 44.01° (210), 54.36°
(211), 56.59° (220), 62.92° (002), 64.10° (310) and 68.91° (301). The (110) peak intensity increas‐
es as the volume of HCl is increased from 15 to 23 ml. The positions of all diffraction peaks
correspond to rutile TiO2 and they coincide well with the reported value [6]. However, a
weak anatase peak is observed at 2θ of 25.46°, assigned to (101) plane. The TiO2 sample
(H.T-2) is annealed in air at 450°C for 30 min and the XRD pattern of annealed TiO2 sample
is shown in Figure 1(d). The position of these diffraction peaks is the same as those observed
in Fig.1 (b). However, the relative intensity of these diffraction peaks increases after anneal‐
ing at 450°C. This result shows that the increase in HCl volume enhances the growth of the
films along (110) direction. This result agrees well with the previous result reported by Wu
et al. [7]. Meanwhile, TiO2 nanorods did not grow on the substrate surface when the volume
of HCl is either increased from 23 to 30 ml or decreased from 15 to 10 ml. These data of 10
and 30 ml are not shown in Fig.1. This is attributed that the moderate hydrolysis of titanium
n-butoxide (TNB) is important to grow the growth oriented TiO2 nanorods.

Figure 3. SEM images of TiO2 films (H.T-2) prepared using TNB of 1 ml, HCl of 20 ml and DI of 40 ml.

Figure 2 shows the SEM images of TiO2 films prepared on ITO-coated glass substrates with
TNB of 1 ml, HCl of 15 ml and DI of 45 ml. The overall morphology indicates the existence of
many uniform, dandelion-like TiO2 nanostructures with diameters in the range of 4 - 6 μm. A
selected area of high magnification SEM images [Top (Fig.2B) and side view (Fig.2C)] show
that each dandelion-like nanostructure is composed of ordered nanowires with an average di‐
ameter of 17 nm. Similar nanowire-structured TiO2 surface has been observed by Feng et al. [1].
This is attributed that if there is no lattice match between the TiO2 film and substrate, the TiO2

firstly nucleated as islands and then nanowires grow from these islands to form dandelion-like
morphologies (see the Fig.2d). SEM images of as-prepared TiO2 films are shown in Fig. 3 which
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is prepared by adding HCl volume of 20 ml in the reaction solution. At low and high magnifi‐
cations (Figs. 3A and B), the whole surface is composed of flower-like structures, which are
composed of nanorods and nanorod bundles (see Fig.3C). The nanorod size is in the range of
~150-200 nm (Fig.3D). The as-prepared sample is then annealed at 450°C for 30 min in order to
check the robustness of the morphology of the TiO2 nanorod arrays. The low and high magnifi‐
cation SEM images of annealed TiO2 films are shown in Figs. 4A and B, respectively. Upon an‐
nealing at 450°C, the nanorod array remains unchanged, but the size of the nanorod and
nanorod bundles increase after annealing at 450°C (see Fig.4C). After annealing, the size of the
nanorod is in the range of 200-300 nm (Fig. 4D). It is apparent that the conversion of nanostruc‐
ture from nanowires to nanorods is realized by increasing the volume of HCl in the synthesis
solution. TiO2 nanorods did not grow on glass substrates. It seems that the nucleation and
growth of the crystals could be promoted by ITO.

Figure 4. SEM images of TiO2 films (H.T-2) annealed at 450°C for 30 min.

Figure  5  shows  the  photocurrent  density-voltage  characteristics  of  DSC  based  on  TiO2

nanowire, nanorod and P25 films. The photovoltaic parameters are given in Table 1. The
short-circuit current density and fill factor of nanowire based DSC is higher than that of
nanorod based DSC. The optical absorption study shows that the dye absorption capacity
of TiO2 nanowire is much better than that of TiO2 nanorods (Figure not shown). As a re‐
sult,  the  power conversion efficiency of  nanowire  based DSC is  higher  that  of  nanorod
based DSC. However, the power conversion efficiency of rutile TiO2 based DSC is lower
than that  of  anatase  TiO2  (P25)  nanoparticles  based DSC.  Similar  results  have  been ob‐
served by Lin et  al.  [8].  The power conversion efficiency could also be increased by in‐
creasing the TiO2 film thickness [9].
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Figure 5. Photocurrent density - Voltage characteristics of TiO2 nanowires (H.T-1), nanorods (H.T-2) and P25 based
DSC for film thicknesses of 4.2 μm (H.T-1), 4.5 μm (H.T-2) and 4.0 μm, respectively.

Photoelectrodes Film Thicknesses (μm) Voc (V) Jsc (mA/cm2) FF η (%)

TiO2/ITO (H.T-1)

TiO2/ITO (H.T-2)

TiO2 (P25)

4.2

4.5

4.0

0.53

0.56

0.56

1.88

1.52

8.39

0.35

0.30

0.41

0.35

0.25

1.93

Table 1. Photovoltaic parameters of DSC based on TiO2 nanowires, nanorods and P25 films.

In the above section; effect of HCl concentration on growth rate, surface morphological and
structural properties of TiO2 films is studied. In this section, effect of reaction temperature
on the surface morphological and structural properties of TiO2 films is studied. Figure 6
shows the XRD patterns of TiO2 films prepared at various reaction temperatures (120 and
160°C). It shows that the rutile phase is dominant (2θ = 27.19°), with weak peaks arising
from 2θ values of 35.78° (101), 40.90° (111), 54.03° (211), 56.20° (220) and 62.64° (002) for
sample H.T-5. Figure 6b shows the XRD patterns of TiO2 film prepared at a reaction temper‐
ature of 160°C. The XRD intensity of rutile peaks increases as the reaction temperature is in‐
creased from 120 to 160°C. This is attributed to the solid state phase transformation [10].
Figure 7 shows the surface morphologies of TiO2 films prepared at various reaction temper‐
atures. The average diameter and length of TiO2 nanorod prepared at 120°C are calculated
as 125 and 480 nm, respectively. The TiO2 nanorod length and diameter gradually increases
as the reaction temperature is increased from 120 to 160°C. At 160°C, the average diameter
and length of TiO2 nanorods are calculated as 310 nm and 2.6 μm, respectively.
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Figure 6. XRD patterns of TiO2 films prepared at various reaction temperatures (RT).  (a) H.T-5; [RT=120°C; HCl=20
ml and DI=40 ml] and (b) H.T-6 [RT=160°C; HCl=20 ml and DI=40 ml]. Here the TNB and reaction time were 1 ml
and 17 h, respectively.

Figure 7. SEM images of TiO2 films prepared at various reaction temperatures (RT). (a) H.T-5; [RT=120°C; HCl=20 ml
and DI=40 ml] and (b) H.T-6 [RT=160°C; HCl=20 ml and DI=40 ml]. Here the TNB and reaction time were 1 ml and
17 h, respectively.

XRD patterns of TiO2 films prepared using different volume of TNB are shown in Fig. 8. The
rutile phase appears to be the dominant phase, with peaks appearing at 2θ values of 27.16°
(110), 35.89° (101), 38.94° (200), 41.02° (111) and 43.87° (210) for sample H.T-7 which is pre‐
pared at 0.5 ml of TNB. A very small weak anatase phase is also observed at 25.1°, assigned
to (101) (see inset of Fig.8). The peak position and FWHM are measured by curve fitting us‐
ing Gaussian line shape analysis. As the TNB volume is increased to 0.75 ml, a significant
change is observed in the XRD pattern of sample H.T-8. But rutile is the dominant phase
(Fig.8b). At TNB volume of 1 ml (Fig.8c), two anatase peaks are observed at 25.16° (101) and
53.81° (105). The anatase peak (101) intensity increases as the volume of TNB is increased
from 0.5 to 1.0 ml. TiO2 is grown as a mixture of anatase and rutile, but the rutile phase is
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Figure 5. Photocurrent density - Voltage characteristics of TiO2 nanowires (H.T-1), nanorods (H.T-2) and P25 based
DSC for film thicknesses of 4.2 μm (H.T-1), 4.5 μm (H.T-2) and 4.0 μm, respectively.

Photoelectrodes Film Thicknesses (μm) Voc (V) Jsc (mA/cm2) FF η (%)

TiO2/ITO (H.T-1)

TiO2/ITO (H.T-2)

TiO2 (P25)

4.2

4.5

4.0

0.53

0.56

0.56

1.88

1.52

8.39

0.35

0.30

0.41

0.35

0.25

1.93

Table 1. Photovoltaic parameters of DSC based on TiO2 nanowires, nanorods and P25 films.

In the above section; effect of HCl concentration on growth rate, surface morphological and
structural properties of TiO2 films is studied. In this section, effect of reaction temperature
on the surface morphological and structural properties of TiO2 films is studied. Figure 6
shows the XRD patterns of TiO2 films prepared at various reaction temperatures (120 and
160°C). It shows that the rutile phase is dominant (2θ = 27.19°), with weak peaks arising
from 2θ values of 35.78° (101), 40.90° (111), 54.03° (211), 56.20° (220) and 62.64° (002) for
sample H.T-5. Figure 6b shows the XRD patterns of TiO2 film prepared at a reaction temper‐
ature of 160°C. The XRD intensity of rutile peaks increases as the reaction temperature is in‐
creased from 120 to 160°C. This is attributed to the solid state phase transformation [10].
Figure 7 shows the surface morphologies of TiO2 films prepared at various reaction temper‐
atures. The average diameter and length of TiO2 nanorod prepared at 120°C are calculated
as 125 and 480 nm, respectively. The TiO2 nanorod length and diameter gradually increases
as the reaction temperature is increased from 120 to 160°C. At 160°C, the average diameter
and length of TiO2 nanorods are calculated as 310 nm and 2.6 μm, respectively.
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ml and DI=40 ml] and (b) H.T-6 [RT=160°C; HCl=20 ml and DI=40 ml]. Here the TNB and reaction time were 1 ml
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and DI=40 ml] and (b) H.T-6 [RT=160°C; HCl=20 ml and DI=40 ml]. Here the TNB and reaction time were 1 ml and
17 h, respectively.

XRD patterns of TiO2 films prepared using different volume of TNB are shown in Fig. 8. The
rutile phase appears to be the dominant phase, with peaks appearing at 2θ values of 27.16°
(110), 35.89° (101), 38.94° (200), 41.02° (111) and 43.87° (210) for sample H.T-7 which is pre‐
pared at 0.5 ml of TNB. A very small weak anatase phase is also observed at 25.1°, assigned
to (101) (see inset of Fig.8). The peak position and FWHM are measured by curve fitting us‐
ing Gaussian line shape analysis. As the TNB volume is increased to 0.75 ml, a significant
change is observed in the XRD pattern of sample H.T-8. But rutile is the dominant phase
(Fig.8b). At TNB volume of 1 ml (Fig.8c), two anatase peaks are observed at 25.16° (101) and
53.81° (105). The anatase peak (101) intensity increases as the volume of TNB is increased
from 0.5 to 1.0 ml. TiO2 is grown as a mixture of anatase and rutile, but the rutile phase is
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dominant with peaks arising from the (110), (101) and (111) planes. The fraction of anatase
can be calculated from the following relation [11]

f a =(1 + 1.26
Ir
Ia

)−1 (1)

where Ia and Ir are the peak intensities of the strongest (101) and (110) reflections of anatase
(Ia) and rutile (Ir), respectively. The variations of anatase fractions is shown in Table 2.

Figure 8. XRD patterns of TiO2 films grown with three different volume of titanium precursor. (a) H.T-7; [TNB=0.5 ml;
HCl=20 ml and DI=40 ml] and (b) H.T-8 [TNB=0.75 ml; HCl=20 ml and DI=40 ml] and H.T-9 [TNB=1.0 ml; HCl=20 ml and
DI=40 ml]. Here the reaction time (17 h) and reaction temperature (150°C) were kept constant.

Sample

Code

TNB

(ml)

HCl (ml) Di (ml)I101

(a. u)

I110

(a. u)

fa 2θ

(degree)

β110 a110

(Å)

Stress

(%)

H.T-7 0.50 40.0 20.0 13.78 531.72 0.02 27.166 0.23 4.6368 0.89

H.T-8 0.75 40.0 20.0 52.57 207.45 0.17 27.268 0.33 4.6210 0.56

H.T-9 1.00 40.0 20.0 99.30 102.61 0.43 26.906 0.45 4.6826 1.90

Note: TNB – titanium butoxide; HCl– Hydrochloric acid; DI- deionized water; I101-XRD intensity of (101) plane; I110-XRD
intensity of (110) plane; fa-anatase fraction ratio; β110-FWHM of (110) plane; a110-lattice constant.

Table 2. Growth and structural parameters of TiO2 films.

As shown in Table 2, the fraction of anatase phase increases as the TNB volume is increased
from 0.5 to 1.0 ml. It is clear that the phase transformation occurs more easily at low volume of
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TNB [10]. The lattice constant of TiO2 films (Table 2) is greater than that of bulk TiO2 (4.59 Å)
[12]; it is due to the internal stress in the film. The stress in the film is also calculated [5] and is
given in Table 2; it shows that all the TiO2 films prepared under the above mentioned deposi‐
tion conditions are under tensile stress (Table 2). Surface morphologies of TiO2 films prepared
using different volume of TNB are shown in Fig. 9. SEM images of TiO2 films prepared under
the above mentioned preparation conditions show similar surface morphology. The diameter
of the TiO2 nanorod prepared at 0.5 ml of TNB volume is calculated as 340 nm. The diameter of
TiO2 nanorod is calculated as 240 and 205 nm for 0.75 and 1.0 ml of TNB, respectively.

Figure 9. SEM images of TiO2 films grown with three different volume of titanium precursor. (a) H.T-7, (b) H.T-8 and (c)
H.T-9. Here the reaction time (17 h) and reaction temperature (150°C) were kept constant.

Figure 10. XRD patterns of TiO2 films prepared using various amounts of HNO3. (a) HT-10 [HNO3 =5 ml], (b) H.T-11
[HNO3=10 ml] and (c) H.T-12 [HNO3=15 ml]. Here TNB (1 ml), DI (45 ml), reaction time (16 h) and reaction temperature
(150°C) were kept constant.

Figure 10 shows the XRD patterns of nanoporous TiO2 films prepared at various volumes of
HNO3. Here the volume of DI and TNB were fixed at 45 and 1 ml, respectively. Anatase is
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dominant with peaks arising from the (110), (101) and (111) planes. The fraction of anatase
can be calculated from the following relation [11]

f a =(1 + 1.26
Ir
Ia

)−1 (1)

where Ia and Ir are the peak intensities of the strongest (101) and (110) reflections of anatase
(Ia) and rutile (Ir), respectively. The variations of anatase fractions is shown in Table 2.

Figure 8. XRD patterns of TiO2 films grown with three different volume of titanium precursor. (a) H.T-7; [TNB=0.5 ml;
HCl=20 ml and DI=40 ml] and (b) H.T-8 [TNB=0.75 ml; HCl=20 ml and DI=40 ml] and H.T-9 [TNB=1.0 ml; HCl=20 ml and
DI=40 ml]. Here the reaction time (17 h) and reaction temperature (150°C) were kept constant.
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H.T-7 0.50 40.0 20.0 13.78 531.72 0.02 27.166 0.23 4.6368 0.89

H.T-8 0.75 40.0 20.0 52.57 207.45 0.17 27.268 0.33 4.6210 0.56

H.T-9 1.00 40.0 20.0 99.30 102.61 0.43 26.906 0.45 4.6826 1.90

Note: TNB – titanium butoxide; HCl– Hydrochloric acid; DI- deionized water; I101-XRD intensity of (101) plane; I110-XRD
intensity of (110) plane; fa-anatase fraction ratio; β110-FWHM of (110) plane; a110-lattice constant.

Table 2. Growth and structural parameters of TiO2 films.

As shown in Table 2, the fraction of anatase phase increases as the TNB volume is increased
from 0.5 to 1.0 ml. It is clear that the phase transformation occurs more easily at low volume of

Optoelectronics - Advanced Materials and Devices122

TNB [10]. The lattice constant of TiO2 films (Table 2) is greater than that of bulk TiO2 (4.59 Å)
[12]; it is due to the internal stress in the film. The stress in the film is also calculated [5] and is
given in Table 2; it shows that all the TiO2 films prepared under the above mentioned deposi‐
tion conditions are under tensile stress (Table 2). Surface morphologies of TiO2 films prepared
using different volume of TNB are shown in Fig. 9. SEM images of TiO2 films prepared under
the above mentioned preparation conditions show similar surface morphology. The diameter
of the TiO2 nanorod prepared at 0.5 ml of TNB volume is calculated as 340 nm. The diameter of
TiO2 nanorod is calculated as 240 and 205 nm for 0.75 and 1.0 ml of TNB, respectively.

Figure 9. SEM images of TiO2 films grown with three different volume of titanium precursor. (a) H.T-7, (b) H.T-8 and (c)
H.T-9. Here the reaction time (17 h) and reaction temperature (150°C) were kept constant.

Figure 10. XRD patterns of TiO2 films prepared using various amounts of HNO3. (a) HT-10 [HNO3 =5 ml], (b) H.T-11
[HNO3=10 ml] and (c) H.T-12 [HNO3=15 ml]. Here TNB (1 ml), DI (45 ml), reaction time (16 h) and reaction temperature
(150°C) were kept constant.

Figure 10 shows the XRD patterns of nanoporous TiO2 films prepared at various volumes of
HNO3. Here the volume of DI and TNB were fixed at 45 and 1 ml, respectively. Anatase is
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the dominant phase in this sample. The TiO2 sample shows a preferred orientation in the
(101) direction, as indicated by strong characteristic peak at 2θ = 25.34°. Some anatase peaks
appear at 2θ of 37.92° (004), 47.90° (200), 54.55° (105) and 62.4° (204). The anatase phase re‐
mains as the dominant phase in HNO3 volume of 5, 10 and 15 ml. In all the cases, a pure
anatase phase is observed with characteristic peaks at 25.14° (101), 37.78° (004), 47.86° (200),
54.42° (105) and 62.62° (204). This result shows that HNO3 is very suitable to grow anatase
TiO2 on ITO coated glass substrates. It is concluded that the addition of HCl strongly enhan‐
ces the growth of the film along (110) direction. In contrast, HNO3 solution enhances the
film growth in (101) direction. In the hydrothermal process, Cl- and NO3 - anions play an im‐
portant role in the formation of rutile and anatase TiO2 films, respectively. Because NO3 -

anions show stronger affinity to titanium than Cl-, the pure anatase TiO2 could be easily
obtained in HNO3 medium.

Figure 11. Low and high magnification SEM images of TiO2 films prepared using various amounts of HNO3. (a) HT-10
[HNO3 =5 ml] and (b) H.T-11 [HNO3=10 ml]. Here TNB (1 ml), DI (45 ml), reaction time (16 h) and reaction temperature
(150°C) were kept constant.

Figure 11 shows the surface morphologies of nanoporous TiO2 films prepared at various
volumes of HNO3. Here the volume of DI and TNB were fixed at 45 and 1 ml, respectively.
SEM images clearly show the formation of nanoporous TiO2 films on ITO coated glass sub‐
strates. For DSC applications, the TiO2 coated ITO sample was annealed at 270°C for 1 h un‐
der a vacuum of 90 kPa. The nanoporous TiO2 film thicknesses are calculated as ~3 and 3.2
μm for HNO3 volume of 5 and 10 ml. Finally, the TiO2 electrodes were immersed into the
ethanol solution containing N-719 dye. Then the dye-anchored TiO2 electrodes were rinsed
with ethanol solution and then dried in air. Figure 12 shows the photocurrent density-volt‐
age characteristics of DSC based on nanoporous TiO2/ITO. The short circuit density of TiO2
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electrode based DSC increases from 4.02 to 5.9 mA/cm2 as the nanoporous TiO2 film thick‐
ness is increased from 3 to 3.2 μm. The fill factor and power conversion efficiency also in‐
crease with increasing nanoporous TiO2 film thickness (see Table 3).

Photoelectrode Film Thickness (μm) Voc (V) Jsc (mA/cm2) FF η (%)

TiO2/ITO (H.T-10)

TiO2/ITO (H.T-11)

3.0

3.2

0.40

0.38

4.02

5.90

0.512

0.534

0.82

1.20

Table 3. Photovoltaic parameters of DSC based on TiO2 nanoporous films.

Figure 12. Photocurrent density –voltage characteristics of TiO2 nanoporous based DSC for different film thickness
(3.0 μm (H.T-10) and 3.2 μm (H.T-11)).

3.2. Preparation and characterization of TiO2 thin films by electrochemical anodization
method

Nanocrystalline ITO thin films were deposited on glass substrates by ion beam sputter dep‐
osition method at room temperature. The applied acceleration voltage was 2500 V. The sput‐
tering process was performed in 3%O2 + Ar gas. The gas flow rate was controlled by mass
flow meter. Ti thin films were deposited on ITO coated glass substrate by ion beam sputter
deposition method at room temperature. The acceleration voltage supplied to the main gun
was fixed at 2500 V. Pure Ar was employed as the sputtering gas. The electrochemical anod‐
ization was performed in 1M H2SO4+0.15 wt. % HF at an applied potential of 10 V for differ‐
ent anodization time (30, 60 and 120 min). Nanostructured TiO2 films were formed by
anodization using a two-electrode configuration with Ti film as an anode and platinum elec‐
trode as a cathode. The anodized Ti sample was then annealed in air at 450°C for an hour.
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film growth in (101) direction. In the hydrothermal process, Cl- and NO3 - anions play an im‐
portant role in the formation of rutile and anatase TiO2 films, respectively. Because NO3 -
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[HNO3 =5 ml] and (b) H.T-11 [HNO3=10 ml]. Here TNB (1 ml), DI (45 ml), reaction time (16 h) and reaction temperature
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Figure 11 shows the surface morphologies of nanoporous TiO2 films prepared at various
volumes of HNO3. Here the volume of DI and TNB were fixed at 45 and 1 ml, respectively.
SEM images clearly show the formation of nanoporous TiO2 films on ITO coated glass sub‐
strates. For DSC applications, the TiO2 coated ITO sample was annealed at 270°C for 1 h un‐
der a vacuum of 90 kPa. The nanoporous TiO2 film thicknesses are calculated as ~3 and 3.2
μm for HNO3 volume of 5 and 10 ml. Finally, the TiO2 electrodes were immersed into the
ethanol solution containing N-719 dye. Then the dye-anchored TiO2 electrodes were rinsed
with ethanol solution and then dried in air. Figure 12 shows the photocurrent density-volt‐
age characteristics of DSC based on nanoporous TiO2/ITO. The short circuit density of TiO2
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electrode based DSC increases from 4.02 to 5.9 mA/cm2 as the nanoporous TiO2 film thick‐
ness is increased from 3 to 3.2 μm. The fill factor and power conversion efficiency also in‐
crease with increasing nanoporous TiO2 film thickness (see Table 3).
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Table 3. Photovoltaic parameters of DSC based on TiO2 nanoporous films.

Figure 12. Photocurrent density –voltage characteristics of TiO2 nanoporous based DSC for different film thickness
(3.0 μm (H.T-10) and 3.2 μm (H.T-11)).

3.2. Preparation and characterization of TiO2 thin films by electrochemical anodization
method

Nanocrystalline ITO thin films were deposited on glass substrates by ion beam sputter dep‐
osition method at room temperature. The applied acceleration voltage was 2500 V. The sput‐
tering process was performed in 3%O2 + Ar gas. The gas flow rate was controlled by mass
flow meter. Ti thin films were deposited on ITO coated glass substrate by ion beam sputter
deposition method at room temperature. The acceleration voltage supplied to the main gun
was fixed at 2500 V. Pure Ar was employed as the sputtering gas. The electrochemical anod‐
ization was performed in 1M H2SO4+0.15 wt. % HF at an applied potential of 10 V for differ‐
ent anodization time (30, 60 and 120 min). Nanostructured TiO2 films were formed by
anodization using a two-electrode configuration with Ti film as an anode and platinum elec‐
trode as a cathode. The anodized Ti sample was then annealed in air at 450°C for an hour.
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Figure 13. SEM images of TiO2 films; a) 30 min (T-1) and (b) 60 min (T-2).

Figure 14. Schematic diagram of the growth stages of TiO2 nanotube arrays by anodization.

Figure 15. Low (a) and high (b) magnification SEM images of Ti plate anodized at an applied potential of 10 V.

Figure 13 shows the top-view SEM images of anodized Ti films in H2SO4/HF electrolytes at

an applied potential of 10 V for anodization time of 30 min (Fig.13a) and 60 min (Fig.13b),
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respectively. It can be seen that TiO2 nanoporous were formed when the anodization time
was fixed at 30 min (see Fig.13a). When the anodization time was increased to 60 min, high‐
ly ordered TiO2 nanoporous arrays were formed (see Fig.13b). Similar results have been ob‐
served by Huang et al. [13]. Generally, the formation mechanism of the TiO2 nanoporous
arrays is proposed as two competitive processes; electrochemical oxidation and chemical
dissolution. From these results, we observed that no TiO2 nanotubes, but TiO2 nanoporous
were formed at the anodization time of 60 min. It shows that the TiO2 porous layer is easily
formed during the short-time of anodization. TiO2 nanotube arrays can also be prepared on
the Ti film surface, but this can be accomplished by increasing the anodization time; this is
due to the high chemical dissolution at the inter-pore region (see Fig.14c& d). Because of the
limitation of Ti film thickness, Ti metal was used in order to check this effect. Figure 15
shows surface morphology of anodized Ti plate for 120 min. It can be seen that the pore
growth and formation on the Ti surface were uniformly distributed (Fig. 15a). It clearly
shows the formation of pore growth and small opening at the inter-pore region (Fig. 15b).
Similar results have been observed by Yang et al. [14] and Kaneco et al. [15]. Figure 14c can
be correlated with Fig.15b. These results clearly show that high dissolution rate at the inter-
pore region is very important in order to get the ordered nanotube arrays (see Fig. 14d).

Figure 16 shows the current density-time transient curve recorded during the anodization of
Ti sample at an applied potential of 10 V for 30 min. Initially, the current density gradually
increases (see inset of Fig.16) because of the electrochemical treatment which consists of a
potential ramp from 0 to 10V with a sweep rate of 50 mV/sec followed by a constant poten‐
tial at 10 V for 30 min. Once the oxide layer is formed, the impedance between the electrodes
increases; which results in a drastically reduced current between the electrodes. Further‐
more, there is no change in impedance.

Figure  17  shows  the  optical  transmittance  spectrum  of  titania  films  after  annealing  at
450°C for an hour. The optical transmittance of annealed nanoporous TiO2 film in the visi‐
ble range is  estimated as 60%. The thickness of  nanoporous TiO2 film can be calculated
from the following relation:

d =
λ1λ2

2 λ2n(λ1)−λ1n(λ2)
(2)

where n (λ1) and n(λ2) are the refractive indices of the two adjacent maxima (or minima) at
λ1 and λ2. The film thickness of TiO2 is calculated as 250 nm. The relation between absorp‐
tion coefficient α and incident photon energy hν can be written as [16].

αhν =C(hν − Eg d )1/2 (3)

for a direct allowed transition, where C is constant and Eg d is direct band gap. The plot of hν vs.
(αhν)2 is shown in Fig.18. The optical band gap is calculated as 3.25 eV. The optical band gap of
nanoporous TiO2 film is little bit greater than that of bulk anatase TiO2 (3.2 eV). Similar band
tail (2.66 eV) at the low energy side has been observed by Mor et al. [17]. The refractive index
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Figure 13. SEM images of TiO2 films; a) 30 min (T-1) and (b) 60 min (T-2).

Figure 14. Schematic diagram of the growth stages of TiO2 nanotube arrays by anodization.

Figure 15. Low (a) and high (b) magnification SEM images of Ti plate anodized at an applied potential of 10 V.

Figure 13 shows the top-view SEM images of anodized Ti films in H2SO4/HF electrolytes at

an applied potential of 10 V for anodization time of 30 min (Fig.13a) and 60 min (Fig.13b),
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respectively. It can be seen that TiO2 nanoporous were formed when the anodization time
was fixed at 30 min (see Fig.13a). When the anodization time was increased to 60 min, high‐
ly ordered TiO2 nanoporous arrays were formed (see Fig.13b). Similar results have been ob‐
served by Huang et al. [13]. Generally, the formation mechanism of the TiO2 nanoporous
arrays is proposed as two competitive processes; electrochemical oxidation and chemical
dissolution. From these results, we observed that no TiO2 nanotubes, but TiO2 nanoporous
were formed at the anodization time of 60 min. It shows that the TiO2 porous layer is easily
formed during the short-time of anodization. TiO2 nanotube arrays can also be prepared on
the Ti film surface, but this can be accomplished by increasing the anodization time; this is
due to the high chemical dissolution at the inter-pore region (see Fig.14c& d). Because of the
limitation of Ti film thickness, Ti metal was used in order to check this effect. Figure 15
shows surface morphology of anodized Ti plate for 120 min. It can be seen that the pore
growth and formation on the Ti surface were uniformly distributed (Fig. 15a). It clearly
shows the formation of pore growth and small opening at the inter-pore region (Fig. 15b).
Similar results have been observed by Yang et al. [14] and Kaneco et al. [15]. Figure 14c can
be correlated with Fig.15b. These results clearly show that high dissolution rate at the inter-
pore region is very important in order to get the ordered nanotube arrays (see Fig. 14d).

Figure 16 shows the current density-time transient curve recorded during the anodization of
Ti sample at an applied potential of 10 V for 30 min. Initially, the current density gradually
increases (see inset of Fig.16) because of the electrochemical treatment which consists of a
potential ramp from 0 to 10V with a sweep rate of 50 mV/sec followed by a constant poten‐
tial at 10 V for 30 min. Once the oxide layer is formed, the impedance between the electrodes
increases; which results in a drastically reduced current between the electrodes. Further‐
more, there is no change in impedance.

Figure  17  shows  the  optical  transmittance  spectrum  of  titania  films  after  annealing  at
450°C for an hour. The optical transmittance of annealed nanoporous TiO2 film in the visi‐
ble range is  estimated as 60%. The thickness of  nanoporous TiO2 film can be calculated
from the following relation:

d =
λ1λ2

2 λ2n(λ1)−λ1n(λ2)
(2)

where n (λ1) and n(λ2) are the refractive indices of the two adjacent maxima (or minima) at
λ1 and λ2. The film thickness of TiO2 is calculated as 250 nm. The relation between absorp‐
tion coefficient α and incident photon energy hν can be written as [16].

αhν =C(hν − Eg d )1/2 (3)

for a direct allowed transition, where C is constant and Eg d is direct band gap. The plot of hν vs.
(αhν)2 is shown in Fig.18. The optical band gap is calculated as 3.25 eV. The optical band gap of
nanoporous TiO2 film is little bit greater than that of bulk anatase TiO2 (3.2 eV). Similar band
tail (2.66 eV) at the low energy side has been observed by Mor et al. [17]. The refractive index
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was calculated from the measured transmittance spectrum. Figure 19 shows the variation re‐
fractive index versus wavelength of nanoporous TiO2 film after annealing at 450°C for an hour.
It shows that the refractive index gradually decreases with increasing wavelength. The porosi‐
ty of nanoporous TiO2 films can be calculated from the following relation [17]

Porosity(%)= 1−
n 2 −1
nd 2 −1 ×100 (4)

where n and nd are the refractive indices of the nanoporous film (2.2) and non-porous ana‐
tase film (2.5), respectively. The porosity of nanoporous structure is calculated as 27 %.

Figure 16. The current density vs. time transient curve which was recorded during the anodization of Ti film for an
anodization time of 30 min.

Figure 20 shows the dark and photocurrent density versus voltage characteristics of DSC solar
cells based on nanoporous titania films. The power conversion efficiencies of device-1 (T-1)
and 2 (T-2) are calculated as 0.25 and 0.17 %. Similar results have been observed by Yang et al.
[14]. The short-circuit current density of device-2 is higher than that of device-1. SEM images
(T-1 and T-2) show that the TiO2 films have different surface morphology; due to this, the DSC
devices show difference in performance; because the amount of dye adsorption can be in‐
creased by large internal surface area of the films. The fill factor and open circuit voltage of de‐
vice-1 are higher than that of device-2. It shows that the fill factor can be affected by resistance
of the substrate and quality of the counter electrode. In the present work, Pt coated ITO films
were used as counter electrodes. The low value of fill factor is attributed to large large value of
series resistance at the interface between TiO2 and ITO films. Figure 21 shows the dark and
photocurrent density-voltage characteristics of TiO2/Ti plate. The power conversion efficiency
of device-3 is estimated as 0.01% (see Table 4). This result agrees well with the previous results
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reported by Ok et al. [18]. The power conversion efficiency of device-3 is much lower than that

of device-1 and device-2 (see Table 4). Particularly, the short-circuit current for device-3 is

much lower than that of device-1 and 2. It is attributed that the backside illumination affects the

light absorption capacity of the dyes, because the I3 - electrolyte cuts the incident light in the

wavelength range from 400 – 650 nm. But the fill factor for device-3 is higher than that of de‐

vice-1 and device-2. It shows that the high value of FF is attributed to the small value of series

resistance at TiO2/substrate interface.

Figure 17. Optical transmittance spectrum of nanoporous TiO2 film after annealing at 450°C.

Figure 18. Plot of hν vs. (αhν)2 of nanoporous TiO2 film after annealing at 450°C.
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Figure 19. Variation of refractive index of annealed nanoporous TiO2 film. The average refractive index of nanoporous
structure in the visible range is 2.2.

Photoelectrode Film Thickness (nm) Voc (V) Jsc (mA/cm2) FF η (%)

TiO2/ITO/Glass

TiO2/ITO/Glass

250

350

0.432

0.358

1.58

1.72

0.36

0.28

0.25

0.17

TiO2/Ti plate - 0.482 0.07 0.39 0.01

Table 4. Photovoltaic parameters of DSC based on TiO2 nanoporous films.

Nanostructured  TiO2  was  prepared  by  anodization  of  Ti  foil  at  room temperature.  The
anodization was performed in ethylene glycol containing 2 vol.% H2O+ 0.3 wt.% NH4F for
an anodization of 180 min at 30 V. The anodized Ti sample was then annealed in air at
400°C for  an hour.  Figure 22 shows surface morphologies of  anodized Ti  foil.  It  clearly
shows the  formation of  well  ordered TiO2  nanotube arrays  on Ti  foil  (Fig.  22a).  At  the
bottom, the nanotubes are closely packed together (Fig. 22b). The diameter and wall thick‐
ness of TiO2 nanotube arrays are calculated as 45 nm and 25 nm, respectively. The length
of TiO2 nanotube arrays is estimated as 4.5 μm (Fig. 22c). The side-view of the tube layer
(Fig. 22d) reflects an uneven morphology. Figure 23 shows the XRD patterns of anodized
Ti foil before and after annealing. In Fig. 23a, the XRD peaks at 35.3, 38.64, 40.4, 53.2 and
63.18 correspond to Ti.  This is attributed that the as-prepared TiO2 is amorphous before
annealing; only Ti peaks are seen (Fig. 23a). In order to change the amorphous TiO2 into
anatase TiO2, anodized Ti sample was annealed in air at 400°C for an hour. After anneal‐
ing, the amorphous TiO2 has been changed into crystalline with a more preferred orienta‐
tion along (101) direction.
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Figure 20. Dark and photocurrent density versus voltage characteristics of DSC based on nanoporous titania films.

Figure 21. Dark and photocurrent density– voltage characteristics of TiO2/Ti plate (Device 3).

Figure 24 shows the photocurrent density-voltage characteristics of DSC based on TiO2

nanotubes arrays. Under back-side illumination, the open circuit voltage, short-circuit cur‐
rent density, fill-factor and power conversion efficiency of DSC based on TiO2 nanotube ar‐
rays are estimated as 0.55 V, 8.27 mA/cm2, 0.39 and 1.78 %, respectively. Similar results have
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Figure 20. Dark and photocurrent density versus voltage characteristics of DSC based on nanoporous titania films.

Figure 21. Dark and photocurrent density– voltage characteristics of TiO2/Ti plate (Device 3).

Figure 24 shows the photocurrent density-voltage characteristics of DSC based on TiO2

nanotubes arrays. Under back-side illumination, the open circuit voltage, short-circuit cur‐
rent density, fill-factor and power conversion efficiency of DSC based on TiO2 nanotube ar‐
rays are estimated as 0.55 V, 8.27 mA/cm2, 0.39 and 1.78 %, respectively. Similar results have
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been observed by Tao et al. [19]. This result shows that the main factor responsible for en‐
hancement of short circuit current is improvement of electron transport and electron lifetime
in TiO2 nanotube arrays. This increased light-harvesting efficiency in TiO2 nanotube-based
DSC could be a result of stronger light scattering effects that leads to significantly higher
charge collection efficiencies of nanotube-based DSC.

Figure 22. SEM images of Ti foil anodized at an applied potential of 30 V.

Figure 23. XRD patterns of as-prepared (a) and annealed (400°C) TiO2 nanotube arrays.
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Figure 24. Dark and photocurrent density-voltage characteristics of TiO2 nanotube arrays.

4. Conclusions

TiO2 nanowires, nanorods and nanoporous films were successfully prepared using hydro‐
thermal method. The nanorod size increased as the volume of HCl in the reaction solution
was increased. Annealing at 450°C for 30 min produced no substantial change in the struc‐
ture. A rutile to anatase phase transition was observed when the TNB volume increased
from 0.5 to 1.0 ml. From the XRD patterns, no rutile structure peaks was detected for the
films grown in HNO3 medium. In this case, anatase was the dominant phase. XRD clearly
showed that the crystal quality and orientation of final products were strongly dependent
on the experimental parameters, such as volume of TNB, HCl and HNO3 solution and the
reaction temperature. The shape and size of the nanowires and nanorods could be perfectly
generated by controlling the volume of HCl and the annealing temperature. Photovoltaic
parameters showed that the power conversion efficiency of DSC based on anatase TiO2 was
higher than that of rutile TiO2 based DSC. TiO2 nanoporous, nanoholes and nanotubes were
successfully fabricated by anodization method. The power conversion efficiency of TiO2

nanoporous and nanotube arrays based DSC was higher than of TiO2 nanohole based DSC.
The device performance of nanoporous TiO2 films prepared on transparent conducting sub‐
strate was higher than that of TiO2 nanoholes on Ti plate. The front-side illumination was
very suitable in increasing the light harvesting efficiency of the solar cell device.
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1. Introduction

The work of Essaki & Tsu [1] caused a big interest to the study of superlattices made from
alternating layers of two semiconductors. The development of molecular beam epitaxy
(MBE) was successfully applied to fabricate different quantum wells and superlattices.
Among them III-V superlattices [Ga1-xAlxAs-GaAs [1-2] - type I], III-V superlattices [InAs/
GaSb [3] - type II] and later II-VI superlattice [HgTe/CdTe [4] - type III]. The latter is a stable
alternative for application in infrared optoelectronic devices than the Hg1-xCdxTe alloys. Es‐
pecially in the region of second atmospheric window (around 10 μm) which is of great inter‐
est for communication.

HgTe and CdTe crystallize in zinc –blend lattice respectively. The lattice-matching within
0.3 % yield to a small interdiffusion between HgTe and CdTe layers at low temperature near
200 °C by MBE. HgTe is a zero gap semiconductor (due to the inversion of relative positions
of Γ6 and Γ8 edges [5]) when it is sandwiched between the wide gap semiconductor CdTe
(1.6 eV at 4.2 K) layers yield to a small gap HgTe/CdTe superlattice which is the key of an
infrared detector.

A number of papers have been published devoted to the band structure of this system [6] as
well as its magnetooptical and transport properties [7]. The aim of this work is to show the
correlation between calculated bands structures and magneto- transport properties in n type
HgTe/CdTe nanostructures superlattices. The interpretation of the experimental data is con‐
sistent with the small positive offset Λ=40 meV between the HgTe and CdTe valence bands.
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Theoretical calculations of the electronic properties of n-type HgTe/CdTe superlattices (SLs)
have provided an agreement with the experimental data on the magneto-transport behav‐
iour. We have measured the conductivity, Hall mobility, Seebeck and Shubnikov-de Haas
effects and angular dependence of the magneto-resistance [8]. Our sample, grown by MBE,
had a period d=d1+d2 (124 layers) of d1=8.6 nm (HgTe) /d2=3.2 nm (CdTe). Calculations of the
spectres of energy E(d2), E(kz) and E(kp), respectively, in the direction of growth and in plane
of the superlattice; were performed in the envelope function formalism. The energy E(d2, Γ,
4.2 K), shown that when d2 increase the gap Eg decrease to zero at the transition semiconduc‐
tor to semimetal conductivity behaviour and become negative accusing a semimetallic con‐
duction. At 4.2 K, the sample exhibits n type conductivity, confirmed by Hall and Seebeck
effects, with a Hall mobility of 2.5 105 cm2/Vs. This allowed us to observe the Shubnikov-de
Haas effect with n = 3.20 1012 cm-2. Using the calculated effective mass (m*E1(EF) = 0.05 m0) of
the degenerated electrons gas, the Fermi energy (2D) was EF=88 meV in agreement with 91
meV of thermoelectric power α. In intrinsic regime, α T-3/2 and RHT3/2 indicates a gap Eg =E1-
HH1= 101 meV in agreement with calculated Eg(Γ, 300 K) =105 meV The formalism used here
predicts that the system is semiconductor for d1/d2 = 2.69 and d2 < 100 nm. Here, d2=3.2 nm
and Eg (Γ,4.2 K) = 48 meV so this sample is a two-dimensional modulated nano-semiconduc‐
tor and far-infrared detector (12 μm<λc<28 μm).

In conclusion, we will show that the HgTe/CdTe nano-superlattice is a stable alternative for
application in infrared optoelectronic devices than the alloys Hg1-xCdxTe.

2. Experimental techniques

The HgTe/CdTe superlattice was grown by molecular beam epitaxy (MBE) on a [111] CdTe
substrate at 180 °C. The sample (124 layers) had a period d=d1+d2 where d1(HgTe)=8.6 nm
and d2(CdTe)= 3.2 nm. It was cut from the epitaxial wafer with a typical sizes of 5x1x1mm3.
The ohmic contacts were obtained by chemical deposition of gold from a solution of tetra‐
chloroauric acid in methanol after a proper masking to form the Hall crossbar. Carriers
transport properties were studied in the temperature range 1.5-300K in magnetic field up to
17 Tesla. Conductivity, Hall Effect, Seebeck effect and angular dependence of the transverse
magnetoresistance were measured. The measurements at weak magnetic fields (up to 1.2 T)
were performed into standard cryostat equipment. The measurements of the magnetoresist‐
ance were done under a higher magnetic field (up to 8 T), the samples were immersed in a
liquid helium bath, in the centre of a superconducting coil. Rotating samples with respect to
the magnetic field direction allowed one to study the angular dependence of the magnetore‐
sistance.

3. Theory of structural bands

Calculations of the spectra of energy E (kz) and E(kp), respectively, in the direction of growth
and in plane of the superlattice; were performed in the envelope function formalism [6-7])
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with a valence band offset Λ between heavy holes bands edges of HgTe and CdTe of 40
meV determined by the magneto-optical absorption experiments [9].

The general dispersion relation of the light particle (electron and light hole) subbands of the
superlattice is given by the expression [6]:

cos kz(d1+d2) = cos (k1d1) cos (k2d2)-
1
2 (ξ+ 1

ξ )+ kp²
4k1k2

(r+ 1
r -2) sin(k1d1)sin(k2d2) (1)

where the subscripts 1 and 2 refer to HgTe and CdTe respectively. kz is the superlattice
wave vector in the direction parallel to the growth axis z. The two-dimensional wave vector
kp(kx, ky) describes the motion of particles perpendicular to kz. Here,

ξ =  
k1

k2
and r=

E − ε2

E + | ε1 | −Λ (2)

E is the energy of the light particle in the superlattice measured from the top of the Γ8 va‐
lence band of bulk CdTe, while εi (i =1 or 2) is the interaction band gaps E(Γ6) - E(Γ8) in the
bulk HgTe and CdTe respectively. At given energy, the two–band Kane model [10] gives the
wave vector (ki²+kp²) in each host material:

2
3 P² ℏ² (k1² + kp²) = (E-Λ) ( E - Λ + |ε1 | ) for HgTe
2
3 P² ℏ² (k2² + kp²) = E ( E -ε2) for CdTe

} (3)

P is the Kane matrix element given by the relation:

2P²
3|ε1 | =

1
2m* (4)

where m* = 0.03 m0 is the electron cyclotron mass in HgTe [5]. For a given energy E, a super‐
lattice state exists if the right-hand side of Eq. (1) lies in the range [-1,1]. That implies -π/d ≤
kz≤-π/d in the first Brillion zone.

The heavy hole subbands of the superlattice are given by the same Eq. (1) with :

ξ =
k1

k2
r, and r =1 with{-

ℏ²(k1²+kp²)
2 m*HH

= E - Λ for HgTe

-
ℏ²(k2

2+kp²)
2 m*HH

= E for CdTe
(5)

m*HH =0.3 m0 [5] is the effective heavy hole mass in the host materials.

The band structure computation consists of solving Eq. (1) which represents the dispersion
relations (i.e. finding the values of energy E which are roots of the Eq. (1) for a given value
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of the carrier wave vector). Here, we are interested in studying the states of energy of light
particles and heavy holes in HgTe/CdTe superlattice as function of kz when kp=0 and as
function of kp when kz=0 and when kz=π/d. The solving procedure used for studying E as
function kz in the case where kp=0 consists of going, with a steep E, through the studied
range of energy E and then finding, for each value of E,

Figure 1. a) Energy position and width of the conduction (Ei), heavy-hole (HHi), and the first light-hole (h1) subbands
calculated at 4,2 K in the first Brillion zone as a function of layer thickness for HgTe/CdTe superlattice with d1=2.69 d2,
where d1 and d2 are the thicknesses of the HgTe and CdTe layers, respectively. T is the point of the transition semicon‐
ductor- semimetal. (b) the band gap Eg (Γ) at Γ, as function of temperature and valence band offset Λ between heavy
holes bands edges of HgTe and CdTe for the investigated HgTe/CdTe superlattice.

the value of kz which satisfies the dispersion relations. The same procedure is used for
studying E as function kp in the case where kz=0 and kz=π/d. It is noteworthy that, for a giv‐
en value of E, Eq. (1) may have more than one root in kp. It appears, from Eq. (3)-(5), that the
carrier wave vectors k1, k2, and kp are either real or imaginary (i.e. complex) and then using
complex numbers in the calculation seems to be more adequate.

4. Theoretical results and discussions

The energy E as a function of d2, at 4.2 K, in the first Brillion zone and for d1 = 2.69 d2, is
shown in “Figure 1 (a)”. The case of our sample (d2 = 32 Å) is indicated by the vertical solid
line. Here the cross-over of E1 and HH1 subbands occurs. d2 controls the superlattice band
gap Eg = E1-HH1. For weak d2 the sample is semiconductor with a strong coupling between
the HgTe wells. At the point T(d2 = 100 Å, E= 38 meV) the gap goes to zero with the transi‐
tion semiconductor- semimetal. When d2 increases, E1 and h1 states drops in the energy gap
[0, Λ] and become interface state with energy

EI =
Λε2

|ε1 | + ε2
=34 meV (6)
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for infinite d2 obtained from Eq. (1). Then the superlattice has the tendency to become a lay‐
er group of isolated HgTe wells and thus assumes a semimetallic character. The ratio d1/d2

governs the width of superlattice subbands (i.e. the electron effective mass). A big d1/d2, as
in the case of 4.09 in Fig. 2, moves away the material from the two-dimensional behaviour.

Figure 2. Eg (Γ) and |λc| as function of d2 for various d1/d2 at 4.2 K.

In “Figure 1 (b)” we can see that the band gap Eg(Γ) increases, presents a maximum at 10, 15
and 25 meV respectively for 4.2, 77 and 300K, near Λ=40 meV and decreases when the va‐
lence band offset Λ between heavy hole band edges of HgTe and CdTe increase. For each Λ,
Eg(Γ) increases with T. Our chosen value of 40 meV is indicated by a vertical solid line. This
offset agrees well with our experimental results and 0 meV used by [4] for all temperatures,
indicated by a horizontal solid line in “Figure 1 (b)”, contrary to 360 meV given by [11]. The
later offset give Eg = -8 meV in “Figure 1 (b)” whereas, in intrinsic regime, RH T3/2 indicates a
measured gap Eg ≈ 98 meV in agreement with our calculated Eg(Γ,300 K) = 105 meV.

“Figure 2” shows that, for each d2, Eg (Γ) decreases when d1/d2 increases. For each d1/d2,
when d2 increases Eg (Γ) decreases, go to zero at the transition point T and became negative
for a semimetal conductivity. In the right of “Figure 2”, the cut-off wavelength |λc| diverge
at T with d2=54 Å, 100 Å, 150 Å,... respectively for d1/d2=4.09, 2.69, 1.87, … So, the transition
goes to high d2 when d1/d2 decreases. In the case of our sample the transition occur at d2

=100 Å.

Using the value of ε1 and ε2 at different temperatures between 4.2 K and 300 K [12] and tak‐
ing P temperature independent, this is supported by the fact that from eq.(4) P ≈ εG(T)/m*(T)
≈ Cte, we get the temperature dependence of the band gap Eg, in the centre Γ of the first
Brillouin zone in “Figure 3”. Note that Eg increases from 48 meV at 4.2 K to 105 meV at 300
K. We calculated the detection cut-off wave length by the relation

λc(μm)=
1240

Eg(meV ) (7)
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In the investigated temperature range 12 μm < λc < 28 μm situates our sample as a far infra‐
red detector.

Figure 3. Temperature dependence of the band gap Eg and the cut-off wavelength λc, at the center Γ of the first Bril‐
louin zone.

Figure 4. a) Calculated bands along the wave vector kz in the right and in plane kp(kx,ky) for kz=0 and π/d in the left,. EF

is the energy of Fermi level. (b) Calculated bands along the kz
2 in the right and kp

2 for kz=0 and π/d in the left; of the
HgTe/CdTe superlattice at 4.2 K.
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Figure 5. Calculated relative effective mass bands along the wave vector kz and in plane kp of the HgTe/CdTe super‐
lattice at 4.2 K

In “Figure 4 (a)” we can see the spectres of energy E(kz) and E(kp), respectively, in the direc‐
tion of growth and in plane of the superlattice at 4.2 K. Along kz the subbands E1 and h1 are
large and non-parabolic as shown in “Figure 4. (b)”. Along kp, E1 and h1 increase with kp

whereas the parabolic HHn decreases in “Figure 4. (b)”. This yield to an anti-crossing of HH1

and h1 at kp= 0.0139 Å-1 near the middle of the first Brillouin zone (π/2d).

For an anisotropic medium, such as the HgTe/CdTe superlattices, the effective mass is a ten‐
sor and its elements along μ and ν directions are given by the following expression [12].

( 1
m ∗ )

μν
=

1
ℏ2

∂2 Ekμν

∂kμ∂kν
(8)

By carrying out second derivative of the energy E1, h1 and HH1 along kz and kp in “Figure 4
(a)”, we calculated the effective mass bands in “Figure 5”. Along kp, the effective mass of
heavy holes m*HH1= - 0.30 m0 and the effective mass of electrons m*E1 increases from 0.04 m0

to 0.11 m0. In “Figure 4 (a)”, the Fermi level across the conduction band E1 at kp=0.014 Å-1

corresponding to

(mE1

* )EF
=0.05 m0 (9)

from “Figure 5”. Whereas, the effective mass of the light holes h1 deceases from 0.24 m0, to a
minimum of
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In the investigated temperature range 12 μm < λc < 28 μm situates our sample as a far infra‐
red detector.

Figure 3. Temperature dependence of the band gap Eg and the cut-off wavelength λc, at the center Γ of the first Bril‐
louin zone.

Figure 4. a) Calculated bands along the wave vector kz in the right and in plane kp(kx,ky) for kz=0 and π/d in the left,. EF

is the energy of Fermi level. (b) Calculated bands along the kz
2 in the right and kp

2 for kz=0 and π/d in the left; of the
HgTe/CdTe superlattice at 4.2 K.
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Figure 5. Calculated relative effective mass bands along the wave vector kz and in plane kp of the HgTe/CdTe super‐
lattice at 4.2 K
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Figure 6. Variation of magnetoresistance of the sample with various angles between the magnetic field and the nor‐
mal to the HgTe/CdTe superlattice surface (a). Temperature dependence of the conductivity (b), weak-field Hall coeffi‐
cient (c) and Hall mobility (d) in the investigated HgTe/CdTe superlattice

(mh 1

* )min =0.16 m0 (10)

at kp=0.14 Å-1, and increase to 0.30 m0 assuming an electronic conduction.

5. Experimental results and discussions

In “Figure 6.(a)” we can see that the angular dependence of the magnetoresistance vanishes,
when the field is parallel to the plane of the SL (at 90°), indicating a two dimensional (2D)
behaviour supported by the observation of SDH oscillations in “Figure 8 (a)”.

We have also measured the conductivity, Hall mobility and Seebeck effect. At low tempera‐
tures, the sample exhibits n type conductivity (RH < 0) with a concentration n=1/e RH

=3.24x1012 cm-2 from “Figure 6 (c)” and in “Figure 7. (a)”; and a Hall mobility μn = 2.5x105

cm2/Vs in “Figure 6 (d)”. The plot log(μn)-log(T) in the “Figure 7.(b)” of the Hall mobility
shows a scattering of electrons by phonons in the intrinsic regime with μHT1.58 and week acti‐
vation energy at low temperature with μH T0.05.

This relatively electrons high mobility allowed us to observe the Shubnikov-de Haas effect
until 8 Tesla in “Figure 8 (a)”. Its well knows that the oscillations of the magnetoresistance
are periodic with respect to 1/B [14]. The period (1/B) is related to the concentration n of the
electrons by the relation:

n =
e

π ℏΔ( 1
B ) (11)

In the insert of “Figure 8(a)” we have plotted the inverse of the minima’s 1/Bm as a function
of the entire n’ following the formula:
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1
Bm

=Δ( 1
B )(n ' +

1
2 ) (12)

The linear line slope gives (1/B) and n = 3.20x1012 cm-2 in good agreement with that meas‐
ured by weak field Hall effect (H=0.5 KOe, I= 5μA) from “Figure 6(c)”.

At low temperature, the superlattice electrons dominate the conduction in plane. The E1

band is not parabolic with respect to kp
2 in “Figure 4 (b)”. That permits us to estimate the

Fermi energy (2D) at 4.2K

EF =nπh 2 / (mE1

* )EF
=88 meV (13)

The thermoelectric power (α<0) measurements shown in “Figure 8(b)” indicate n-type con‐
ductivity, confirmed by Hall Effect measurements (RH<0) in “Figure 6(c)”. At low tempera‐
ture, α T0.96 (in the top insert of “Figure 8(b)”) is in agreement with Seebeck effect theory
deduced from the relaxation time resolution of the Boltzmann equation [15].

Figure 7. a) Variation with 1/T of weak-field Hall concentration and (b) Variation with T of Hall mobility in the investi‐
gated HgTe/CdTe superlattice

Figure 8. a) Variation of transverse magneto-resistance with magnetic field at 4.2 K, (b) Measured thermoelectric
power as a function of temperature in the investigated HgTe/CdTe superlattice.
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For our degenerate electrons gas the Seebeck constant is described by the formula:

α =
(πkB)2T (s + 1)

3eEF
(14)

where the collision time τ Es-(1/2). This permits us to estimate the Fermi energy at EF = 91 meV
(in “Figure 4(a)”), with s= 2.03 corresponding to electrons diffusion by ionized impurities, in
agreement with the calculated EF=88 meV in formula (13). In intrinsic regime for T>150 K,
the measure of the slope of the curve RH T3/2 indicates a gap Eg = 98 meV which agree well
with calculated Eg (Γ, 300 K) = E1-HH1= 105 meV. Here αT-3/2 indicates electrons scattering by
phonons.

This HgTe/CdTe superlattice is a stable alternative for application in far infrared optoelec‐
tronic devices than the random alloys Hg0.99Cd0.01Te because the small composition x=0.01,
with Eg (Γ, 300 K) =100 meV given by the empiric formula for Hg1-xCdxTe [16]

Eg(x,T)= -0,302+1,93x-0,810x²+0,832x3+5,035 ×10-4(1-2x) T (15)

is difficult to obtain with precision while growing the ternary alloys and the transverse ef‐
fective masse in superlattice is two orders higher than in the alloy. Thus the tunnel length is
small in the superlattice [17].

6. Conclusions

The fundamental main ideas of this work are:

- HgTe is a zero gap semiconductor (or semimetal) when it is sandwiched between the wide
gap semiconductor CdTe (1.6 eV at 4.2 K) layers yield to a narrow gap HgTe/CdTe superlat‐
tice which is the key of an infrared detector.

- Before growing our superlattice, we calculated the bands structures E(d2) and the gap for
each ratio thickness d1/d2. After we choosed the SL in the semiconductor conductivity zone.

We reported here remarkable correlations between calculated bands structures and magne‐
to- transport properties in HgTe/CdTe nanostructures superlattices. Our calculations of the
specters of energy E(d2), E(kz) and E(kp), respectively, in the direction of growth and in plane
of the superlattice; were performed in the envelope function formalism.

The formalism used here predicts that the system is semiconductor, for our HgTe to CdTe
thickness ratio d1/d2 = 2.69, when d2 < 100 nm. In our case, d2=3.2 nm and Eg (Γ, 4.2 K) = 48
meV. In spite of it, the sample exhibits the features typical for the semiconductor n-type con‐
duction mechanism. In the used temperature range, this simple is a far-infrared detector,
narrow gap and two-dimensional n-type semiconductor. Note that we had observed a semi‐
metallic conduction mechanism in the quasi 2D p type HgTe/CdTe superlattice [18].
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In conclusion, the HgTe/CdTe superlattice is a stable alternative for application in infrared
optoelectronic devices than the alloys Hg1-xCdxTe.

Measurements performed by us on others’ samples indicate an improvement of quality of
the material manifested by higher mobility.
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1. Introduction

This Chapter covers recent advances in Short Wavelength Infrared (SWIR), Medium Wave‐
length Infrared (MWIR) and Long Wavelength Infrared (LWIR) materials and device technol‐
ogies for a variety of defense and commercial applications. Infrared technology is critical for
military and security applications, as well as increasingly being used in many commercial
products such as medical diagnostics, drivers’ enhanced vision, machine vision and a multi‐
tude of other applications, including consumer products. The key enablers of such infrared
products are the detector materials and designs used to fabricate focal plane arrays (FPAs).

Since the 1950s, there has been considerable progress towards the materials development
and device design innovations. In particular, significant advances have been made during
the past decade in the band-gap engineering of various compound semiconductors that has
led to new and emerging detector architectures. Advances in optoelectronics related materi‐
als science, such as metamaterials and nanostructures, have opened doors for new ap‐
proaches to apply device design methodologies, which are expected to offer enhanced
performance and low cost products in a wide range of applications.

This chapter reviews advancements in the mainstream detector technologies and presents
different device architectures and discussions. The chapter introduces the basics of infrared
detection physics and various infrared wavelength band characteristics. The subject is divid‐
ed into individual infrared atmospheric transmission windows to address related materials,
detector design and device performance. Advances in pixel scaling, junction formation, ma‐
terials growth, and processing technologies are discussed.

We discuss the SWIR band (1-3 microns) and address some of the recent advances in In‐
GaAs, SiGe and HgCdTe based technologies and their applications. We also discuss MWIR
band that covers 3-5 microns, and its applications. Some of the key work discussed includes
InSb, HgCdTe, and III-V based Strained Layer Super Lattice (SLS) and barrier detector tech‐
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1. Introduction

This Chapter covers recent advances in Short Wavelength Infrared (SWIR), Medium Wave‐
length Infrared (MWIR) and Long Wavelength Infrared (LWIR) materials and device technol‐
ogies for a variety of defense and commercial applications. Infrared technology is critical for
military and security applications, as well as increasingly being used in many commercial
products such as medical diagnostics, drivers’ enhanced vision, machine vision and a multi‐
tude of other applications, including consumer products. The key enablers of such infrared
products are the detector materials and designs used to fabricate focal plane arrays (FPAs).

Since the 1950s, there has been considerable progress towards the materials development
and device design innovations. In particular, significant advances have been made during
the past decade in the band-gap engineering of various compound semiconductors that has
led to new and emerging detector architectures. Advances in optoelectronics related materi‐
als science, such as metamaterials and nanostructures, have opened doors for new ap‐
proaches to apply device design methodologies, which are expected to offer enhanced
performance and low cost products in a wide range of applications.

This chapter reviews advancements in the mainstream detector technologies and presents
different device architectures and discussions. The chapter introduces the basics of infrared
detection physics and various infrared wavelength band characteristics. The subject is divid‐
ed into individual infrared atmospheric transmission windows to address related materials,
detector design and device performance. Advances in pixel scaling, junction formation, ma‐
terials growth, and processing technologies are discussed.

We discuss the SWIR band (1-3 microns) and address some of the recent advances in In‐
GaAs, SiGe and HgCdTe based technologies and their applications. We also discuss MWIR
band that covers 3-5 microns, and its applications. Some of the key work discussed includes
InSb, HgCdTe, and III-V based Strained Layer Super Lattice (SLS) and barrier detector tech‐
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nologies (nBn). Each of these technologies has a place in the IR applications where a variety
of detector configurations can be used.

We also present a discussion on the LWIR band that covers the wavelength range between 8
and 14 microns. The technologies that are addressed are bolometer (Microbolometer Ar‐
rays), HgCdTe arrays, and a variety of very ingenious band-gap engineered devices using
III-V compound semiconductor materials.

2. Infrared Spectrum and Bands of Interest

The word “infrared” refers to a broad portion of the electromagnetic spectrum that spans a
wavelength range from 1.0 um to beyond 30 um everything between visible light and micro‐
wave radiation. Much of the infrared spectrum is not useful for ground- or sea-based imag‐
ing because the radiation is blocked by the atmosphere. The remaining portions of the
spectrum are often called “atmospheric transmission windows,” and define the infrared
bands that are usable on Earth. The infrared spectrum is loosely segmented into near infra‐
red (NIR, 0.8-1.1um), short wave infrared (SWIR, 0.9-2.5um), mid wave infrared (MWIR,
3-5um), long wave infrared (LWIR, 8-14um), very long wave infrared (VLWIR, 12- 25um)
and far infrared (FIR, > 25um), as shown in Figure 1. The MWIR- LWIR wavebands are im‐
portant for the imaging of objects that emit thermal radiation, while the NIR-SWIR bands
are good for imaging scenes that reflect light, similar to visible light. Some of the materials
technologies and device architectures used for detector fabrication in the various IR bands
are discussed in references 1 - 4. Since NIR and SWIR are so near to the visible bands, their
behavior is similar to the more familiar visible light. Energy in these bands must be reflected
from the scene in order to produce good imagery, which means that there must be some ex‐
ternal illumination source. Both NIR and SWIR imaging systems can take advantage of sun‐
light, moonlight, starlight, and an atmospheric phenomenon called “nightglow," but
typically require some type of artificial illumination at night. In lieu of photon starved
scenes, arrays of infrared Light Emitting Diodes (LEDs) can provide a very cost effective sol‐
ution for short-range illumination. However, achieving good performance at distances of
over hundreds of meters requires more directed illumination, such as a focused beam from a
laser or specialized spotlight, although special consideration of eye-safety issues is required.

NIR and SWIR imaging systems often employ sensors that are more exotic than those found in
consumer-grade camcorders and digital cameras. Because NIR has a wavelength longer than
visible light, and SWIR a wavelength that is longer still, energy in these bands is scattered less
by particles suspended in the atmosphere. Consequently, SWIR, and to a lesser extent NIR,
systems are tolerant of low levels of obscurants like fog and smoke compared to visible light.

An imaging system that operates in the MWIR and LWIR ranges can be completely passive,
requiring no external illumination, because the thermal imager is able to sense the energy
that is emitted directly from objects in the scene. The major factors that determine how
bright an object appears to a thermal imager are: the object’s temperature and its emissivity.
As an object gets hotter, it radiates more energy and appear brighter to a thermal imaging
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system. Emissivity is a physical property of materials that describes how efficiently it radi‐
ates heat. Because cloth has a lower emissivity than skin, the former will appear darker in a
thermal imager even when both are exactly at the same temperature.

Figure 1. Definition of IR Spectral Band.

At the MWIR and LWIR wavelengths, infrared radiation behaves differently from visible
light. For example, glass is transparent to wavelengths less than 3.0 μm, so glass optics can
be used and windows can be seen through at these wavelengths. However, glass is opaque
in the LWIR band and blocks most energy in the MWIR band. Consequently, the optics in
LWIR and MWIR imaging systems cannot use inexpensive glass lenses, but are forced to use
more expensive materials, such as germanium. Because glass windows are not transparent
at the longer wavebands, they can appear to be brighter or darker according to their temper‐
atures. Another difficulty with radiation in the MWIR and LWIR bands is that it is not trans‐
mitted through water. Imaging of a water (rain) coated scene with MWIR-LWIR
wavelengths can wash out much of the scene’s thermal contrast, resulting in a duller image.

The choice of wavelength band to exploit for IR imaging depends on the type of atmospher‐
ic conditions/obscurants between the target and the imager. Generally, atmospheric obscur‐
ants, such as haze or conventional smoke, cause much less scattering in the MWIR and
LWIR bands than in the VIS-NIR or SWIR bands. This is because the haze or smoke particle
size (~0.5 um) is much smaller than the IR wavelength (Rayleigh scattering). Obscurants
such as fog and clouds can cause more scattering, since the particle size is comparable with
the IR wavelength (Mie scattering). Infrared cameras sensitive to the longer wavelengths are
more tolerant to smoke, dust and fog. In addition to obscurants, atmospheric turbulence can
dictate the choice of IR wave band for a given application. The effects of optical turbulence,
due to the fluctuations in the refractive index of the atmosphere, can add up over very long
distances to impact range performance (blurring and image motion), allowing LWIR an
edge over MWIR. As a rule of thumb, longer the wavelength better is the transmission
through the earth’s atmosphere.

According to Wien’s Law, hotter objects emit more of their energy at shorter wavelengths. A
blackbody source at 300 K has a peak exitance (power per unit area leaving a surface) at a
wavelength of about 9.7 μm. For a source at 1000 K, the maximum exitance occurs at 2.9 μm.
Therefore, detectors operating in the LWIR band are well suited to image room temperature
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LWIR bands than in the VIS-NIR or SWIR bands. This is because the haze or smoke particle
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such as fog and clouds can cause more scattering, since the particle size is comparable with
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more tolerant to smoke, dust and fog. In addition to obscurants, atmospheric turbulence can
dictate the choice of IR wave band for a given application. The effects of optical turbulence,
due to the fluctuations in the refractive index of the atmosphere, can add up over very long
distances to impact range performance (blurring and image motion), allowing LWIR an
edge over MWIR. As a rule of thumb, longer the wavelength better is the transmission
through the earth’s atmosphere.

According to Wien’s Law, hotter objects emit more of their energy at shorter wavelengths. A
blackbody source at 300 K has a peak exitance (power per unit area leaving a surface) at a
wavelength of about 9.7 μm. For a source at 1000 K, the maximum exitance occurs at 2.9 μm.
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objects (people, buildings etc.), while MWIR band imagers are good for viewing objects at
higher temperatures (hot engines and exhaust gasses). In general, LWIR and MWIR bands
will produce thermal images if small temperature changes or varying emissivities exist
within a scene. However, while the LWIR band imagery may exhibit a higher sensitivity for
room temperature objects, the MWIR band imagery presents a better resolution.

3. Theoretical Considerations

IR detectors can be categorized as being either a quantum or thermal device. In a quantum
detector, electromagnetic radiation absorbed in a semiconductor material generates electron-
hole pairs (EHP), which are sensed by an electronic readout circuit (ROIC). In a thermal de‐
tector, on the other hand, the incident IR photons are absorbed by a thermally isolated
detector element, resulting in an increase in the temperature of the element. The tempera‐
ture is sensed by monitoring an electrical parameter such as resistivity or capacitance.

Because thermal detectors depend on the quantity of heat absorbed, their response is in‐
dependent  of  wavelength,  however,  the  sensitivity  depends  on  the  material  design  for
sensing.  There  are  two types  of  quantum detectors:  a)  photoconductive  (PC)  where  the
electrical conductivity of the semiconductor changes as a function of the photon intensity;
b)  photovoltaic  (PV)  where  a  voltage is  generated across  a  PN junction as  photons im‐
pinge the semiconductor. Quantum detectors convert photons directly into charge carriers
and  no  intermediate  process  is  involved,  such  as  the  heating  in  a  thermal  detector  to
cause a change of a measurable electrical property.

Due to the various mechanisms used by detectors to convert optical to electrical signals,
several figures of merit (FOM) are used to characterize their performance [5-8]. The out‐
put of  the detector  consists  of  its  response signal  to  the incident  radiation and random
noise fluctuations. One such FOM is the Responsivity (R) of the detector, defined as the
ratio of the root mean squared (rms) value of the signal voltage ( Vs  ) to the rms power (P
in volts/watt) incident on the detector. The total power on an area ( Ad  )  is associated
with an irradiance E (in watts/ cm2). Therefore,
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The random fluctuations in a detector’s output limit its sensitivity to a certain minimum de‐
tectable power. The power necessary to generate an output signal equal to the noise is
known as the Noise Equivalent Power (NEP). NEP is determined by measuring the amount
of radiative power from a blackbody that falls on the detector to produce an rms signal Vs,

equal to that generated by the detector noise V N ,  when it is shuttered from the blackbody.
NEP must be specified for a particular source temperature (T), modulation frequency (f),
system bandwidth (BW), and detector area ( Ad  ).
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The inverse of NEP is referred to as the Detectivity:

Detectivity,  D =  1
NEP (3)

To have a meaningful comparison between different detectors, their respective performance
must be reduced to representative conditions, so that the detectivity is often normalized to a
bandwidth of 1 Hz and a detector area of 1 cm2. This figure of merit is called D-star (D*) and
can be interpreted as the signal to noise ration (SNR) out of a detector when 1 watt of radi‐
ant power is incident on a 1 cm2 detector area at a noise equivalent bandwidth of 1 Hz.

D * =
Ad BW
NEP cm Hz / watt (4)

The performance of low-noise detectors may also be limited by radiative noise arriving at
the detector from the background environment. When the background photon flux is much
greater than the signal flux, the photodetector is said to be background-limited in perform‐
ance or in the BLIP mode. The resulting detectivity of the photovoltaic detector is called
DBLIP

*  and is expressed as:

DBLIP
* = λ

hc
η

2 ϕB
(5)

where λ is the wavelength, η  is the quantum efficiency, and ϕB is the incident photon flux
in photons/cm2-s. Equation (5) is valid for photovoltaic detectors which are shot-noise limit‐
ed. For photoconductive detectors that are generation-recombination (G-R) noise limited,
the DBLIP

*  is lower by a factor of 2. The variances of the G-R noise are additive, causing an

increase in the rms noise voltage by a factor of 2.

Background-limited performance of detectors can be improved by reducing the background
photon flux,  ϕB . There are two ways of implementing this: a) use a cooled and/or spectral
filter to limit the spectral band, or b) use a cold shield to limit the angular FOV of the detec‐
tor. The former approach eliminates most of the background radiation from spectral regions
in which the detector does not need to respond. The best detectors can approach back‐
ground limited detectivities by limiting the field of view with a cold shield.Detectivity
curves across the infrared spectrum for various commercially available detectors are shown
in Figure 2 [7]. Calculated detectivities for the background-limited performance for ideal
photon and thermal detectors are also included in Figure 2 as dashed curves.
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Figure 2. Detectivity curves for various commercially available photon and thermal IR detectors. Calculated detectivi‐
ties are indicated by dashed lines [7].

Another frequently quoted figure of merit for a photodiode is its R0A product, where R0 is
the dynamic resistance of the photodiode and is equal to the slope of the I-V curve at the
zero bias voltage point. This FOM is independent of the junction area, except when the di‐
mensions are comparable to the minority carrier diffusion length.

Thermal detectors require a temperature change to produce a signal and do not generally
need cooling, in contrast to photo detectors which are cooled to minimize noise. Absorbed
radiation causes a temperature change that alters a temperature sensitive property of the de‐
tector which can be measured externally. A few examples include: electrical resistance in a
bolometer, thermal expansion of Golay cells, and polarization in pyroelectric materials.
Since these detectors depend on temperature changes resulting from incident radiation, they
must be thermally isolated from their surroundings and have low thermal capacities for fast
response to the radiation. In the case of a bolometer, the FOM is its thermal time constant
which is defined as:

τth =
Cth

Gth
=  Cth Rth (6)

where Cth  is the thermal capacity of the detector, Rth  is the thermal resistance and Gth  is the
thermal coupling of the detector to its surroundings. The interaction of the bolometer with
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the incident radiation needs to be optimized while, simultaneously, minimizing its thermal
contacts to the surroundings. In practice, this requires a bolometer with small mass and fine
connecting wires to the heat sink.

4. IR Material growth Techniques for HgCdTe

Hg1-xCdxTe (MCT) is the most widely used infrared (IR) detector material in military appli‐
cations, compared to other IR detector materials, primarily because of two key features: it is
a direct energy band gap semiconductor and its band gap can be engineered by varying the
Cd composition to cover a broad range of wavelengths. The direct band gap of MCT allows
for a high absorption of IR radiation, yielding high quantum efficiency in a relatively thin
detector structure. As the Cd mole fraction, x, increases, the energy gap for MCT increases
linearly from a semimetal (HgTe) to a wide band gap semiconductor (CdTe).

The ability to tune the band gap of MCT enables IR detectors to operate in the wavelength
bands ranging from SWIR to VLWIR (0.7-30 microns). For low-cost high-performance detec‐
tors, the MCT material must be produced on large diameter wafers with low defect densities
and reproducible stoichiometric properties. These requirements are satisfied by a host of
crystal growth techniques ranging from high temperature, melt grown bulk crystals, to low
temperature, multilayer epitaxial layers.

Depending on the detector architecture, the crystal growth strategy could utilize any of the
following techniques: Bulk Crystal Growth, Liquid Phase Epitaxy (LPE), Metal-organic
Chemical Vapor Deposition (MOCVD), and Molecular Beam Epitaxy (MBE). The sections
below will highlight each of these growth techniques with references to publications that
will provide additional coverage.

4.1. Bulk Crystal Growth

Bulk crystal growth of MCT continues to play an important role in producing IR detector
materials for photoconductive arrays, despite the progress made with various epitaxial thin
film deposition techniques. Bulk growth process is typically used for large area single detec‐
tors for applications such as spectrometry. However, for photovoltaic arrays there are chal‐
lenges associated with crystal grain boundaries, which are electrically active and contribute
to line defects. Also there are limitations in the ingot diameter, which makes bulk growth
suitable for only quad or single detector arrays. Several methods have been developed for
growing MCT bulk crystals: Solid State Recrystallization (SSR), Traveling Heater Method
(THM), Bridgman, Czochralski, Slush Growth, and Zone Melting [9-14]. This section will
cover SSR and THM techniques.

The general challenge with melt grown MCT is to maintain a relatively high Hg vapor pres‐
sure during growth; otherwise, it is difficult to control the stoichiometry of the grown crys‐
tal. Also, the large separation between the liquidus and solidus compositions (see Figure 3)
across a constant thermal tie line can result in a steady variation in the composition of a
moving growth interface.
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Figure 2. Detectivity curves for various commercially available photon and thermal IR detectors. Calculated detectivi‐
ties are indicated by dashed lines [7].
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below will highlight each of these growth techniques with references to publications that
will provide additional coverage.

4.1. Bulk Crystal Growth

Bulk crystal growth of MCT continues to play an important role in producing IR detector
materials for photoconductive arrays, despite the progress made with various epitaxial thin
film deposition techniques. Bulk growth process is typically used for large area single detec‐
tors for applications such as spectrometry. However, for photovoltaic arrays there are chal‐
lenges associated with crystal grain boundaries, which are electrically active and contribute
to line defects. Also there are limitations in the ingot diameter, which makes bulk growth
suitable for only quad or single detector arrays. Several methods have been developed for
growing MCT bulk crystals: Solid State Recrystallization (SSR), Traveling Heater Method
(THM), Bridgman, Czochralski, Slush Growth, and Zone Melting [9-14]. This section will
cover SSR and THM techniques.

The general challenge with melt grown MCT is to maintain a relatively high Hg vapor pres‐
sure during growth; otherwise, it is difficult to control the stoichiometry of the grown crys‐
tal. Also, the large separation between the liquidus and solidus compositions (see Figure 3)
across a constant thermal tie line can result in a steady variation in the composition of a
moving growth interface.
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Figure 3. T - x phase diagram for the pseudo-binary CdTe-HgTe [14].

4.1.1. Solid State Recrystallization

The SSR technique is used to alleviate the compositional variation at the growth interface
in ternary systems, such as MCT, where the solidus and liquidus lines are widely separat‐
ed. In the basic technique, the three high purity elements of MCT are cleaned and loaded
into a thick walled, small diameter quartz ampoule that is evacuated, sealed and placed
into a furnace. The ampoule is heated to approximately 950 °C and the melt is mixed by
rocking  the  furnace.  The  MCT  ampoule  is  removed  from  the  furnace  and  rapidly
quenched to produce a uniform composition.

The rapid quenching produces a dendritic structure in the MCT that is reduced by an ex‐
tended (several days) recrystallization step, at temperatures just below the melting point.
Grain growth occurs during the re-crystallization step and remaining compositional inho‐
mogeneities are removed. On the down side, the high melt temperatures and very high Hg
vapor pressures used in SSR to produce MCT can cause the ampoule to explode. Also, very
long annealing times are required and the resulting crystals are small. The typical diameter
of the ingot is limited to about 2.0 cm in order to control impurity segregation in the crystal.

4.1.2. Traveling Heater Method

In the THM method, a solvent zone is created between a solid seed and the feed stock mate‐
rial. In the case of MCT, the crystal is grown by passing the solvent zone (e.g. Te rich)
through a polycrystalline MCT rod having a composition that is to be replicated in grown
crystal. The motion of the molten interface is produced by the slow movement of the heater
along the charged crucible. Crystallization takes place at the advancing seed-solvent inter‐
face and dissolution of feed material occurs at the solvent-feed phase boundary. Through
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convection and diffusion, the solid material is dissolved at the high temperature interface
and deposited at the low temperature interface of the zone.

Crystal growth occurs in the 500-700 °C range, lower than the temperature used for Solid
State Recrystallization growth method. The lower growth temperature used in THM re‐
duces the incidence of antisite defects, resulting in crystals with more reproducible composi‐
tion and higher resistivity. Also, the lower temperatures reduce contamination from the
crucible walls and decrease the evaporation of the constituent species. One successful imple‐
mentation of THM resulted in crystals up to 5 cm in diameter [15]. The perfect quality of
crystals grown by this method is achieved at the cost of a low growth rate [11].

4.1.3. Liquid Phase Epitaxy (LPE)

LPE  growth  method  offers,in  comparison  with  bulk  growth  techniques,  lower  growth
temperatures,  shorter  growth times,  multilayered device  structures,  and better  composi‐
tional homogeneity over large substrate areas. The versatility of LPE as a production tool
for  high performance device  quality  MCT epitaxial  layers,  with  different  Cd mole  frac‐
tions and excellent compositional uniformity,  is  discussed in [16-20].  Today, detector ar‐
rays  prepared  from  LPE  based  materials  exhibit  best  performance,  and  majority  of
military IR applications use this technology.

LPE is a solution growth technique that involves the controlled precipitation of a solute dis‐
solved in a solvent onto a single crystal substrate. For LPE growth of MCT, bulk grown
CdZnTe single crystal substrates are suitable, since they are thermodynamically compatible
and nearly lattice matched. The solvent can either be Hg [21] or Te-rich [22].

Both Te-solution growth (420–500 °C) and Hg-solution growth (360–500 °C) are used with
equal success in a variety of configurations. The design of the Te-rich LPE system can be
configured to allow the melt to contact the substrate by either sliding, tipping or dipping
techniques. A sliding boat system uses a small melt volume and is adaptable for changing
composition, thickness and doping. Tipping and dipping systems can be scaled up for large
melts to provide thick, uniform layers. Both the tipping and dipping designs are being used
for Te and Hg-rich solutions, while only the sliding technique is used for Te-rich solutions.

The major difference between the Hg and Te-rich solvents is that in the former case, the vapor
pressure of Hg over the melt is much higher than in the latter case. The Hg partial pressure
curves in Figure 4 indicate that at 500 °C and a Cd mole fraction of 0.1, the Hg partial pressure
over Te-saturated MCT is 0.1 atm, while that of Hg-saturated MCT is 7 atm [23]. Te-rich solu‐
tions saturated with Hg vapor allow for small volume melts that do not appreciably deplete
during growth in the temperature range 420-500 °C using the slider technique.

This is because the solubility of Cd in Te is high. On the other hand, the limited solubility of Cd
in Hg requires the volume of Hg-rich melts to be much larger than Te melts, in order to mini‐
mize melt depletion during growth in the 360–500 °C temperature range. Unfortunately, the
larger melt volume in Hg-rich LPE precludes the use of the slider boat approach and makes an
open tube growth impossible [24]. For these reasons, it would not be surprising if many more
manufacturers are pursuing LPEgrowth from Te-rich melts rather than from Hg-rich melts.
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for  high performance device  quality  MCT epitaxial  layers,  with  different  Cd mole  frac‐
tions and excellent compositional uniformity,  is  discussed in [16-20].  Today, detector ar‐
rays  prepared  from  LPE  based  materials  exhibit  best  performance,  and  majority  of
military IR applications use this technology.

LPE is a solution growth technique that involves the controlled precipitation of a solute dis‐
solved in a solvent onto a single crystal substrate. For LPE growth of MCT, bulk grown
CdZnTe single crystal substrates are suitable, since they are thermodynamically compatible
and nearly lattice matched. The solvent can either be Hg [21] or Te-rich [22].

Both Te-solution growth (420–500 °C) and Hg-solution growth (360–500 °C) are used with
equal success in a variety of configurations. The design of the Te-rich LPE system can be
configured to allow the melt to contact the substrate by either sliding, tipping or dipping
techniques. A sliding boat system uses a small melt volume and is adaptable for changing
composition, thickness and doping. Tipping and dipping systems can be scaled up for large
melts to provide thick, uniform layers. Both the tipping and dipping designs are being used
for Te and Hg-rich solutions, while only the sliding technique is used for Te-rich solutions.

The major difference between the Hg and Te-rich solvents is that in the former case, the vapor
pressure of Hg over the melt is much higher than in the latter case. The Hg partial pressure
curves in Figure 4 indicate that at 500 °C and a Cd mole fraction of 0.1, the Hg partial pressure
over Te-saturated MCT is 0.1 atm, while that of Hg-saturated MCT is 7 atm [23]. Te-rich solu‐
tions saturated with Hg vapor allow for small volume melts that do not appreciably deplete
during growth in the temperature range 420-500 °C using the slider technique.

This is because the solubility of Cd in Te is high. On the other hand, the limited solubility of Cd
in Hg requires the volume of Hg-rich melts to be much larger than Te melts, in order to mini‐
mize melt depletion during growth in the 360–500 °C temperature range. Unfortunately, the
larger melt volume in Hg-rich LPE precludes the use of the slider boat approach and makes an
open tube growth impossible [24]. For these reasons, it would not be surprising if many more
manufacturers are pursuing LPEgrowth from Te-rich melts rather than from Hg-rich melts.
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Figure 4. Partial pressure of Hg along the three-phase curves for various MCT solid solutions [23].

Despite the lower Hg vapor pressure in a Te-rich melt, the partial pressure of Hg must still
be controlled in the growth system in order to obtain compositional uniformity, reproduci‐
bility, and stability. One way of controlling the Hg partial pressure under Te-rich conditions
is to carry out the entire LPE growth process in a sealed ampoule. The disadvantages of this
approach are low production levels because of the necessity of sealing the ampoule for each
growth run and difficulty for in-situ preparation of multilayer growth that is necessary for
advanced IR device structures.

In an open tube LPE-MCT, Te-rich system, the Hg partial pressure can be controlled by [25]:
a) implementing an external Hg source to replenish the depleted Hg from the growth cham‐
ber, b) using chunks of HgTe near the melt as a solid source for Hg vapor, or c) using a high
inert gas overpressure to minimize Hg loss.

As discussed above, the growth of MCT from Hg-rich melts is not as popular as growth
from Te-rich solutions because of the low solubility of Cd and Te in Hg below 600 °C, and
the high vapor pressure of Hg. On the other hand, LPE growth from a Hg-rich melt offers
the following advantages: excellent surface morphology; high purity source material; good
control over N- and P-type doping levels; very good compositional and thickness uniformi‐
ty over large surface areas; and no need for post-growth anneals.

LPE layers grown from Te-rich melts are P-type due to the Hg vacancies induced during the
growth process. These unintentionally doped layers can be converted to N-type by appro‐
priate annealing schedules in Hg vapor. Layers grown from Hg-rich melts are usually N-
type. LPE layers grown from Hg-rich solutions are intentionally doped with group VB
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elements with high solubilities [20], but layers grown from Te-rich solutions are not [26].
Group VB dopants have low solubility and are not fully active electrically. Group IIIB ele‐
ments, indium in particular, are easily incorporated from both solutions. Indium doping
from Te-rich melts, however, has the advantage that the segregation coefficient is near unity.

From a device perspective, its performance is dependent on the electrical, optical and me‐
chanical characteristics of the epitaxial layers. For IR FPA, the dislocation count controls the
number of defective pixels. Typical etch pit (chemical etched decoration of dislocations)
densities for LPE layers grown from a Te-rich melt onto a CdZnTe substrate are in the
3-7E4/cm2 range [27]. These defects are associated with threading dislocations that are nor‐
mal to the epilayer surface. Compositional uniformity of x=0.223 +/- 0.001 has been demon‐
strated over areas ranging from 43-54 cm2. For a series of 200 growth runs, the run-to-run
reproducibility in composition of x=0.226 +/- 0.0033 has been demonstrated [28].

4.1.4. Metal-Organic Chemical Vapor Deposition (MOCVD)

In general, MOCVD growth of MCT depends on transporting the elements Cd and Te (and
dopants In, I and As) at room temperature as volatile organometallics. These species react with
Hg vapor in the hot gas stream above the substrate or catalytically on the substrate surface at
about 400 °C. The pyrolytic nature of the reaction requires that only the substrate be heated to
ensure efficient deposition. In practice, the growth of MCT by MOCVD using dimethyl cadmi‐
um (DMCd) and diethyl telluride (DETe) is accomplished by two processes: a) CdTe synthesis
from DMCd and DETe, and b) formation of HgTe from DETe and Hg at the heated substrate.

The challenge with this growth technique is to control the composition of the epitaxial layer
and achieve uniformity over large surface areas. MOCVD-MCT composition is influenced
by substrate temperature, DMCd and Hg partial pressures. Compositional control and layer
uniformity are addressed using the inter-diffused multilayer process (IMP) technique in
which very thin layers (0.1-0.2 μm) of HgTe and CdTe are deposited sequentially. These lay‐
ers, with high diffusion coefficients, inter-diffuse during growth at about 400 °C to form a
homogeneous ternary epilayer with a composition that is controlled by the thickness ratio of
HgTe:CdTe layers [29].

The preferred precursor for Te is di-isopropyl telluride (DiPTe) that allows for a reduction in
the MCT growth temperature from 400 °C to 350 °C. DiPTe in conjunction with DMCd can
allow the deposition CdTe to occur at lower temperatures (300 °C). Doping for MOCVD-
MCT layers is straightforward using Group III metals for P-type doping and Group VII hal‐
ogens for N-type doping. The main morphological problem for MOCVD are macro defects
called hillocks, which are caused by preferred (111) growth, nucleated from a particle or pol‐
ishing defect. Hillocks can cause clusters of defects in focal plane arrays. Orientations 3-4 off
(100) are used primarily to reduce both the size and density of hillocks.

The MOCVD technique is used to manufacture high-quality, large-area infrared focal plane ar‐
rays for many applications [30]. Consequently, there is a renewed interest in using MOCVD
because of its ability to: achieve low surface defect densities, deposit MCT films on large area-
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elements with high solubilities [20], but layers grown from Te-rich solutions are not [26].
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from Te-rich melts, however, has the advantage that the segregation coefficient is near unity.
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chanical characteristics of the epitaxial layers. For IR FPA, the dislocation count controls the
number of defective pixels. Typical etch pit (chemical etched decoration of dislocations)
densities for LPE layers grown from a Te-rich melt onto a CdZnTe substrate are in the
3-7E4/cm2 range [27]. These defects are associated with threading dislocations that are nor‐
mal to the epilayer surface. Compositional uniformity of x=0.223 +/- 0.001 has been demon‐
strated over areas ranging from 43-54 cm2. For a series of 200 growth runs, the run-to-run
reproducibility in composition of x=0.226 +/- 0.0033 has been demonstrated [28].

4.1.4. Metal-Organic Chemical Vapor Deposition (MOCVD)

In general, MOCVD growth of MCT depends on transporting the elements Cd and Te (and
dopants In, I and As) at room temperature as volatile organometallics. These species react with
Hg vapor in the hot gas stream above the substrate or catalytically on the substrate surface at
about 400 °C. The pyrolytic nature of the reaction requires that only the substrate be heated to
ensure efficient deposition. In practice, the growth of MCT by MOCVD using dimethyl cadmi‐
um (DMCd) and diethyl telluride (DETe) is accomplished by two processes: a) CdTe synthesis
from DMCd and DETe, and b) formation of HgTe from DETe and Hg at the heated substrate.

The challenge with this growth technique is to control the composition of the epitaxial layer
and achieve uniformity over large surface areas. MOCVD-MCT composition is influenced
by substrate temperature, DMCd and Hg partial pressures. Compositional control and layer
uniformity are addressed using the inter-diffused multilayer process (IMP) technique in
which very thin layers (0.1-0.2 μm) of HgTe and CdTe are deposited sequentially. These lay‐
ers, with high diffusion coefficients, inter-diffuse during growth at about 400 °C to form a
homogeneous ternary epilayer with a composition that is controlled by the thickness ratio of
HgTe:CdTe layers [29].

The preferred precursor for Te is di-isopropyl telluride (DiPTe) that allows for a reduction in
the MCT growth temperature from 400 °C to 350 °C. DiPTe in conjunction with DMCd can
allow the deposition CdTe to occur at lower temperatures (300 °C). Doping for MOCVD-
MCT layers is straightforward using Group III metals for P-type doping and Group VII hal‐
ogens for N-type doping. The main morphological problem for MOCVD are macro defects
called hillocks, which are caused by preferred (111) growth, nucleated from a particle or pol‐
ishing defect. Hillocks can cause clusters of defects in focal plane arrays. Orientations 3-4 off
(100) are used primarily to reduce both the size and density of hillocks.

The MOCVD technique is used to manufacture high-quality, large-area infrared focal plane ar‐
rays for many applications [30]. Consequently, there is a renewed interest in using MOCVD
because of its ability to: achieve low surface defect densities, deposit MCT films on large area-

Advances in Infrared Detector Array Technology
http://dx.doi.org/10.5772/51665

159



low cost substrates such as GaAs and control N- and P-type doping levels. In comparison to an
MBE system, the overall maintenance and operational costs of an MOCVD system is lower.

4.1.5. Molecular Beam Epitaxy (MBE)

Thin film deposition by MBE enables the growth of large area epilayers with sophisticated
multilayer structures having abrupt and complex compositions and doping profiles. Growth
of MBE-MCT is carried out under an ultra-high vacuum environment with Knudsen-type ef‐
fusion source cells charged with Hg, Te2, and CdTe [31-32]. MBE-MCT deposition tempera‐
ture plays a critical role in the introduction of extended defects. Typically, growth is carried
out at 180 °C–190 °C on (211) CdZnTe substrates.

The low growth temperature and the ability to rapidly shutter the sources are key features
that allow MBE to produce sharp interfaces for multilayered IR devices that operate in two
or three different spectral bands. The ultra-high vacuum growth chamber allows for in-situ
analytical tools to monitor and control the MCT growth process and evaluate the properties
of the grown layers [33-34].

At the lower temperature range, a Hg-rich condition prevails at the substrate because the
sticking coefficient of Hg increases as the temperature is reduced. The condition with excess
Hg results in the formation micro-twins that are detrimental to the performance of the MCT
IR focal plane array. Typical etch pit densities (EPD) of material grown under such Hg-rich
conditions are high (106–107 cm–2). If the growth temperature is raised to about 190 °C, then a
deficiency of Hg leads to the formation of voids in the MCT layer.

Hg is incorporated in the film only by reacting with free Te, thus the MCT composition is
contingent on the Te to CdTe flux ratio. The structural perfection of the film depends strong‐
ly on the Hg to Te flux ratio and growth is usually restricted to a tight temperature range.
By optimizing the Hg to Te flux ratio, the concentration of voids is about 100 cm–2 which
may be attributable to dust particles or substrate related imperfections. The EPD values for
epilayers grown under these conditions are in the low 105 cm–2 ranges.

Indium is the most widely used N-type extrinsic dopant in MCT epitaxial layers and is well
activated. At low Indium doping levels, Hg vacancies can compensate some of the N-type
impurities and affect dopant control. P-type dopants, such as Arsenic, are less conveniently
incorporated into the epilayer. Significant efforts are being expended to improve the incor‐
poration of As and Sb during the MBE process and to reduce the temperature required for
activation. The metal saturation conditions cannot be reached at the temperatures required
for high-quality MBE growth. The necessity to activate acceptor dopants at high tempera‐
tures diminishes the gains of low-temperature deposition. Nearly 100% activation has been
achieved for a 2 × 10E18 cm−3 As concentration, with as low as 300 °C activation anneal, fol‐
lowed by a 250 °C stoichiometric anneal [35].

Because of its various advantages, MBE-MCT technology is becoming more attractive than
the other epitaxial technologies and is required for the fabrication of IR detectors with ad‐
vanced architectures. The MBE-MCT technology has developed to the point where MBE lay‐
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ers grown on bulk CZT substrates exhibit characteristics comparable to those prepared by
LPE. MBE technology is now routinely used for multicolor detector arrays.

The main challenge of MBE-MCT technology is to grow very high quality layers on low-
cost, large- area substrates. The issues that complicate MBE growth on alternative large-area
substrates are: lattice mismatch, nucleation phenomena, thermal mismatch, and contamina‐
tion [36-37]. Sapphire, Si, and GaAs are some of the low-cost, large-area materials that have
been successfully employed as substrates for MCT epitaxial growth [38-41]. However, ap‐
propriate buffer layers of CdTe or CZT are required on the alternative substrates before
MCT films are deposited.

The best MBE-MCT layers grown on buffer/Si substrates achieved thus far exhibit defect
densities of 2-5x106 cm−2. Novel thermal cycle annealing schedules have been used to fur‐
ther reduce the defect density.More effort is necessary to reduce this defect density by at
least an order of magnitude to make MBE based materials for many military applications.
The ability to grow MCT on large diameter Si wafers will  enable low cost,  large format
infrared focal plane arrays.

5. SWIR Detector Technologies

The SWIR band (0.9-2.5 um) bridges the spectral gap between the visible and thermal bands
in the electromagnetic spectrum. In this spectral band, the primary phenomenology of inter‐
est is the reflectance signature of the target, manifested as either its variations in brightness
or spectral reflectance, or both.

Infrared imaging in the SWIR band offers several advantages: can detect reflected light, offer‐
ing more intuitive, visible-like images; better suited for imaging in adverse environments and
weather conditions, including fog, dust, and smoke; can also see in low light conditions, and
use eye safe 1550 nm illumination that is totally undetectable by regular night vision equip‐
ment; and can generate digital video outputs and thus offering more advantages than tradi‐
tional image intensifier night vision equipment. Under low light conditions, the sensitivity of
the focal plane array is ultimately determined by the R0 A product of the photodiode.

5.1. Inx Ga1-x As Detector Array Development

For SWIR imaging, InGaAs is one of the widely used detector materials due to its low dark
current. The detector material can be prepared using any of the following techniques: Mo‐
lecular beam epitaxy (MBE), metal-organic chemical vapor deposition (MOCVD), liquid
phase epitaxy (LPE), hydride-transport vapor phase epitaxy (VPE), and atomic layer epitaxy
(ALE). InGaAs layers are typically grown on lattice matched InP substrates using an alloy
composition of x = 0.53.

The spectral response typically covers 0.9-1.7μm at room temperature. By increasing the
composition to x=0.82, InGaAs is able to extend its cutoff to 2.6 μm. However, the crystal
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may be attributable to dust particles or substrate related imperfections. The EPD values for
epilayers grown under these conditions are in the low 105 cm–2 ranges.

Indium is the most widely used N-type extrinsic dopant in MCT epitaxial layers and is well
activated. At low Indium doping levels, Hg vacancies can compensate some of the N-type
impurities and affect dopant control. P-type dopants, such as Arsenic, are less conveniently
incorporated into the epilayer. Significant efforts are being expended to improve the incor‐
poration of As and Sb during the MBE process and to reduce the temperature required for
activation. The metal saturation conditions cannot be reached at the temperatures required
for high-quality MBE growth. The necessity to activate acceptor dopants at high tempera‐
tures diminishes the gains of low-temperature deposition. Nearly 100% activation has been
achieved for a 2 × 10E18 cm−3 As concentration, with as low as 300 °C activation anneal, fol‐
lowed by a 250 °C stoichiometric anneal [35].
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the other epitaxial technologies and is required for the fabrication of IR detectors with ad‐
vanced architectures. The MBE-MCT technology has developed to the point where MBE lay‐
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ers grown on bulk CZT substrates exhibit characteristics comparable to those prepared by
LPE. MBE technology is now routinely used for multicolor detector arrays.
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propriate buffer layers of CdTe or CZT are required on the alternative substrates before
MCT films are deposited.
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least an order of magnitude to make MBE based materials for many military applications.
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use eye safe 1550 nm illumination that is totally undetectable by regular night vision equip‐
ment; and can generate digital video outputs and thus offering more advantages than tradi‐
tional image intensifier night vision equipment. Under low light conditions, the sensitivity of
the focal plane array is ultimately determined by the R0 A product of the photodiode.
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current. The detector material can be prepared using any of the following techniques: Mo‐
lecular beam epitaxy (MBE), metal-organic chemical vapor deposition (MOCVD), liquid
phase epitaxy (LPE), hydride-transport vapor phase epitaxy (VPE), and atomic layer epitaxy
(ALE). InGaAs layers are typically grown on lattice matched InP substrates using an alloy
composition of x = 0.53.

The spectral response typically covers 0.9-1.7μm at room temperature. By increasing the
composition to x=0.82, InGaAs is able to extend its cutoff to 2.6 μm. However, the crystal
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defects due to epitaxy and the decreased shunt resistance, due to a smaller band gap, de‐
grade performance at the longer cutoff wavelengths.

The band gap [42] of the strained Inx Ga1-x As:InP structure can be tailored by varying the
alloy composition during crystal growth according to the equation:
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Where Eg is the band gap in (eV), α and β are fitting parameters, and x is the In:As ratio. The
cut-off wavelength can be calculated from the expression λco =hc / Egap .

The response can be extended to include the visible wavelength range by removing the InP
substrate. There has been an intensive effort to develop InGaAs arrays for Low Light Level
(LLL) SWIR imaging [42-47]. An example is in astrophysical space based observatories that
are very demanding on the detectors due to the very low IR flux levels. Such low flux levels
represent the detection of few photons over long integration times and, therefore, require
extremely low dark current photodiodes hybridized to a high performance ROIC stage. For
such LLL applications there are challenges ahead to further lower noise, reduce pixel size,
fabricate larger arrays, achieve higher operating temperatures, and reduce production cost.

Figure 5. Dark current density versus read noise for different pixel pitches [46].

The spectral response of InGaAs diodes at room temperature is in the 0.9 – 1.67 μm wave‐
length range which matches the ambient night glow spectrum. Imaging under such low
light conditions requires that the noise of the detector be extremely low. A significant por‐
tion of the noise is contributed by the dark current of the InGaAs detector and the readout
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noise. Dark current consists of unwanted thermally generated carriers that can cause the de‐
tector to produce a random varying output signal.

It is associated with interfacial, diffusional, G-R, and tunneling currents. The temperature
dependence of the dark current is primarily due to the intrinsic carrier concentration which
depends exponentially on the temperature. The dark current of the detector can be reduced
through appropriate fabrication processes and device design. The impact of dark current
noise as a function of read noise is shown in Figure 5, where the curves for different pixel
pitch map the dark current noise into an equivalent read noise.

For a given read noise, the required dark current density increases as the pixel pitch is de‐
creased. The challenge is to maintain a low dark current density as the pixel pitch is re‐
duced. Simultaneously, the challenge for the read out circuit is to reduce the read noise. If
the limitation is due to the detector and its noise level overwhelms the source signal, the sol‐
ution may be to use an external illuminator or cool the detector. The choice of either solution
will depend on a tradeoff between size, weight, and power requirements (SWaP).

Figure 6. Dark current density at different temperatures using test structures on the wafer. Test arrays have 225 pixels
(15 μm pitch) and the guard ring is not biased [46].

Applications  involving  situational  awareness  require  FPAs  to  have  more  pixels  (large
format/high  resolution)  for  increased  surveillance  coverage.  For  soldier  portable  and
some airborne platforms, it is desirable to reduce the size of the pixel in order to satisfy
the  constraints  of  low SWaP and cost,  without  sacrificing performance.  However,as  the
pixel pitch is scaled to smaller geometries, there is a tendency for the dark current den‐
sity to increase.  The reduced pixel  diameter can cause the sidewall  related dark current
to  become more  pronounced and overwhelm the  area  related  contribution,  resulting  in
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an effective increase in the dark current density. The sidewall contribution can be avoid‐
ed with appropriate surface passivation of the exposed PN junction.

As mentioned above, the dark current of the detector can be reduced through appropriate
fabrication processes and device designs. By focusing on the growth conditions for the In‐
GaAs absorption layer, heterointerfaces and the passivation layer, researchers have been
able to demonstrate dark current densities below 1.5 nA/cm2 at 7 °C and a bias of 100 mV for
15 μm pitch InGaAs arrays as shown Figure 6.

Figure 7. Spectral QE vs. wavelength at different temperatures measured for backside illuminated InGaAs photodio‐
des test array demonstrating Visible-Near IR response with a) InP substrate not removed and b) InP removed [47].
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To achieve the constraints of low SWaP and cost, manufacturers are now developing In‐
GaAs detectors on 4” diameter wafers. For example, 16 - 1280x1024 InGaAs arrays with 15
μm pixels have been demonstrated on 4” InP wafers. To extend the spectral response of
these detector arrays down to the UV band, the InP substrates are removed [47]. The test
results for a backside illuminated 0.5 mm InGaAs detector is shown in Figure 7 [47]. The
Quantum Efficiency (QE) achieved across the 1.2-1.6 μm band is about 80 % over a tempera‐
ture range of -65 °C to 40 °C.As a result of removing the InP substrate (see Figure 7 (b)), the
QE is about 40 % over the entire visible band.

Continued effort is underway to demonstrate large format (>2Kx2K) and small pixel (<10
μm) InGaAs FPAs fora variety of room temperature, low light level (LLL) imaging appli‐
cations,  such  as  night  vision.  These  applications  demand  extremely  low  detector  dark
current  and  reduced  ROIC  noise  to  maintain  performance,  since  the  photon  collection
area is reduced [47].

5.2. SWIR Hg1-xCdxTe (MCT) Detector Arrays

Another approach to accomplish SWIR imaging under low light level (LLL) conditions is to
use MCT detectors grown by either MBE or LPE techniques. For Hg1-xCdxTe, the alloy com‐
position can be fixed to provide an energy band gap equal to the longest wavelength to be
measuredin the SWIR band. The larger energy band gap enables higher operating tempera‐
tures; MCT arrays operating at near 150 K have achieved BLIP limits at background levels as
low as 1011 photons/sec/cm2 [48]. There are continued efforts to increase the operating tem‐
perature of SWIR MCT detectors [49].

To operate in the SWIR band, the Cd mole fraction in In Hg1-xCdxTe is tailored to the appro‐
priate energy band gap [50] according to the expression:

( ) 4 2 3  0.302  1.930  5.35  10  (1  2 )  0.810  0.832Eg eV x T x x x-= - + + ´ - - + (8)

The absorption coefficient of MCT is very large and in order to have high responsivity, the
rule of thumb is that the thickness of the MCT absorber layer should be at least equal to the
cutoff wavelength. For the MCT material system, the choice of P-on-N polarity is generally
driven by dark current considerations. The presence of Hg vacancies in the P base layer of
an N-on-P diode degrades the minority carrier lifetime, resulting in larger dark currents.
Nevertheless, to meet very low dark current requirements, diodes can be cooled down to
very low temperatures at the expense of SWaP.

Figure 8 presents results for ion implanted P-on-N (MBE with ND= 1E16 cm-3, 4-μm thick)
and N-on-P (LPE with NA=3-5E16 cm-3, 7 μm thick) diodes fabricated on lattice matched CZT
in order to ensure a low dislocation density (mid 104/cm²). Diodes are based on planar tech‐
nologies, with CdTe and ZnSe passivation layers [51]. Very low, state of the art dark cur‐
rents are observed over a wide temperature range as shown in Figure 8.
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Figure 8. a) I-V curves measured on isolated 10 μm N-on-P implanted diodes; Cutoff=2.0 um. b) Measured dark cur‐
rents and comparison with literature data at 2.5 μm cut-off [51].

5.3. Si1-x Gex(SiGe) Detector Arrays

Like the other two alloy semiconductors mentioned above, SiGe is another example of mate‐
rial that can be used for the fabrication of SWIR detectors. The key attractive feature of SiGe
IR detectors is that they can be fabricated on large diameter Si substrates with size as large
as 12-inch diameter using standard integrated circuit processing techniques. Furthermore,
the SiGe detectors can be directly integrated onto low noise Si ROICs to yield low SWaP,
low cost and highly uniform IR FPAs. The primary motivation for SiGe SWIR FPA develop‐
ment is the CMOS-like fabrication allowing for very low cost technology.

Some of the earlier attempts in developing SiGe IR detectors focused on their LWIR applica‐
tionsby using internal photoemmision [52-53]. Renewed efforts are now developing these
detectors for application in the NIR-SWIR band [54]. For the SiGe material to respond to the
SWIR band, its cutoff wavelength is tuned by adjusting the SiGe alloy composition. Si and
Ge have the same crystallographic structure and both materials can be alloyed with various
Ge concentration. The lattice constant of Ge is 4.18% larger than that of Si, and for a Si1-x Gex

alloy (“a” for alloy) the lattice constant does not exactly follow Vegard’s law. The relative
change of the lattice constant is given by [55]:

2
1 x xaSi Ge  0.5431  0.01992x  0.0002733x (nm)- = + + (9)

For a Si1-x Gex layer with x > 0 on a Si substrate means that the layer is under compressive stress.
A perfect epitaxial growth of such a strained heteroepitaxial layer can be achieved as long as its
thickness does not exceed a critical thickness for stability. Beyond the critical thickness, the
strain is relaxed through the formation of misfit dislocations, which can cause an increase in
the dark current. Several approaches have been proposed to reduce the dark current in SiGe
detector arrays by several orders of magnitude.These include fabrication methodologies, de‐

Optoelectronics - Advanced Materials and Devices166

vice size and novel device architectures, such as Superlattice, Quantum dot and Buried junc‐
tion designs [54]. Furthermore, some of these approaches have the potential of extending the
wavelength of operation beyond 1.8-2.0 microns. The challenge is to take advantage of these
innovative device designs and reduce the dark currents to 1-10 nA cm-2.

A proposed diagnostic device structure to evaluate the impact of various fabrication meth‐
odologies to reduce leakage currents and produce higher detector performance in SiGe/Si is
shown in Figure 9. The structure can help to assess the following: ability to grow high quali‐
ty/low defect density Ge on Si; layer thickness necessary for minimal topological and defect
density requirements; isolation of defect states at the Ge/oxide interface from the signal car‐
rying layers; and optimum doping and thickness of the P-type Ge layer under the oxide to
isolate interface states and lateral leakage current that could result between the highly dop‐
ed N+ Ge region used for contacts and the lighter doped P-type Ge region.

p+ - Si Substrate (100)

p+ - Ge seed layer

Photon Absorbtion Layer

>1 mm Intrinsic Ge Layer

n+ - poly SiGe Layer
p - Ge Layerp - Ge Layer

Oxide Oxide

n+ - Ge Layer

Figure 9. SiGe/Si diagnostic structure to evaluate impact of various fabrication methodologies.

Dark currents in SiGe detectors can be reduced by reducing the pixel size, since dark cur‐
rents track with thevolume of the pixel. Reductions in size are advantageous for resolution;
however, for low light level conditions, such as nightglow, a large pixel size or at least a
large collection area is required. The I-V characteristics of photodiodes with different areas
fabricated on 2 μm thick intrinsic epitaxial Ge layers are shown in Figure 10(a). The curves
indicate that the dark current is lowered as the device area is reduced. The responsivity as a
function of wavelength for a 100 μm x 100 μm diode without an anti-reflection coating is
given in Figure 10(b). The reverse leakage currentat a reverse bias of 1 vol tis 32 mA/cm2.
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Dark currents in SiGe detectors can be reduced by reducing the pixel size, since dark cur‐
rents track with thevolume of the pixel. Reductions in size are advantageous for resolution;
however, for low light level conditions, such as nightglow, a large pixel size or at least a
large collection area is required. The I-V characteristics of photodiodes with different areas
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Figure 10. a) Measured room temperature I-V characteristics for large area diodes with 20, 50 and 200 micron unit
cell. The inset shows the schematic device cross section. b) The spectral response data for SiGe detector [56].

Figure  11.  Schematic  of  detector  array  structure  consisting  of  a  SiGe  /Si  strained  layer  Superlattice  grown  on
(001) silicon [54].

Figure 11 shows the Strained-Layer Superlattice (SLS) structure being evaluated for longer
detector array response to 2 microns. It consists of SiGe quantum wells and Si barrier layers,
grown on p-type (001) Si substrates. Super lattices having differing Si barrier and Ge well
thicknesses to control the strain are grown to optimize wavelengthresponse and dark cur‐
rent. The SiGe well thicknesses are kept below the critical layer thickness fordislocation for‐
mation. To complete the structure, the undopedsuperlattice is capped with a thin n+ Si
caplayer to form the p-n junction. After growth the devices are patterned with a top contact,
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mesas are etched to provide isolation and the substrate contact is formed. The etched mesa
can also be passivated to minimize surface recombination as indicated in Figure 11. The de‐
vice shown in Figure 11 uses substrate sideillumination, as is needed for use in FPA arrays,
and short wavelength response can be improved by thinning the Si substrate.

Figure 12. (a) SEM image (45° tilt) of a Ge QD layer deposited on Si. The QDs are ~60 nm in diameter with a density of
1020 /cm2. (b) Cross-sectional TEM image of Ge/Si QDSL. Ge QDs appear with dark contrast compared to Si barriers [54].

The strained-layer superlattice and quantum dot superlattice (QDSL) in the SiGe material
system have the potential of developing Vis-NIR detector arrays with longer cutoff wave‐
length and potentially lower dark current. The advantage of quantum dots is the potential to
exploit the optical properties of Ge while avoiding dislocation formation. Ge QDs grown on
Si in Stranski-Krastanov mode can be deposited well beyond the critical thickness without
dislocation nucleation [56].

Figure 12 (a) shows the SEM image of an array of Ge nanodots grown by MOCVD. These dots
are typically 50-75 nm in diameter with area coverage of ~20%. To increase optical absorption
and sensitivity, MOCVD-based growth techniques are being developed for the deposition of
Ge/Si quantum dot superlattices (QDSLs), where Ge QDs are alternated with thin (10-30 nm) Si
barrier layers. A cross-sectional TEM image of QDSLs is shown in Figure 12(b).

6. MWIR/LWIR Detector Array Technologies and Applications (InSb,
HgCdTe, HOT, SLS and Bolometers)

Most objects in earth’s environment emit radiation in the MWIR/LWIR wavelength range,
commonly referred to as the thermal band. For example, the human body, by virtue of being
at a temperature of ~300K, emits radiation that peaks around 10 microns. Also, most chemi‐
cal species have spectral signatures in this infrared regime due to fundamental absorption
processes associated with vibrational states of the molecules. Thus, in many applications
that require the observation and identification of chemical species using point detection or
standoff detection, such as pollution monitoring, gas leak detection, gas sensing and spec‐
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(001) silicon [54].

Figure 11 shows the Strained-Layer Superlattice (SLS) structure being evaluated for longer
detector array response to 2 microns. It consists of SiGe quantum wells and Si barrier layers,
grown on p-type (001) Si substrates. Super lattices having differing Si barrier and Ge well
thicknesses to control the strain are grown to optimize wavelengthresponse and dark cur‐
rent. The SiGe well thicknesses are kept below the critical layer thickness fordislocation for‐
mation. To complete the structure, the undopedsuperlattice is capped with a thin n+ Si
caplayer to form the p-n junction. After growth the devices are patterned with a top contact,
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mesas are etched to provide isolation and the substrate contact is formed. The etched mesa
can also be passivated to minimize surface recombination as indicated in Figure 11. The de‐
vice shown in Figure 11 uses substrate sideillumination, as is needed for use in FPA arrays,
and short wavelength response can be improved by thinning the Si substrate.

Figure 12. (a) SEM image (45° tilt) of a Ge QD layer deposited on Si. The QDs are ~60 nm in diameter with a density of
1020 /cm2. (b) Cross-sectional TEM image of Ge/Si QDSL. Ge QDs appear with dark contrast compared to Si barriers [54].

The strained-layer superlattice and quantum dot superlattice (QDSL) in the SiGe material
system have the potential of developing Vis-NIR detector arrays with longer cutoff wave‐
length and potentially lower dark current. The advantage of quantum dots is the potential to
exploit the optical properties of Ge while avoiding dislocation formation. Ge QDs grown on
Si in Stranski-Krastanov mode can be deposited well beyond the critical thickness without
dislocation nucleation [56].

Figure 12 (a) shows the SEM image of an array of Ge nanodots grown by MOCVD. These dots
are typically 50-75 nm in diameter with area coverage of ~20%. To increase optical absorption
and sensitivity, MOCVD-based growth techniques are being developed for the deposition of
Ge/Si quantum dot superlattices (QDSLs), where Ge QDs are alternated with thin (10-30 nm) Si
barrier layers. A cross-sectional TEM image of QDSLs is shown in Figure 12(b).

6. MWIR/LWIR Detector Array Technologies and Applications (InSb,
HgCdTe, HOT, SLS and Bolometers)

Most objects in earth’s environment emit radiation in the MWIR/LWIR wavelength range,
commonly referred to as the thermal band. For example, the human body, by virtue of being
at a temperature of ~300K, emits radiation that peaks around 10 microns. Also, most chemi‐
cal species have spectral signatures in this infrared regime due to fundamental absorption
processes associated with vibrational states of the molecules. Thus, in many applications
that require the observation and identification of chemical species using point detection or
standoff detection, such as pollution monitoring, gas leak detection, gas sensing and spec‐
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troscopy, one needs to work in the MWIR/LWIR bands. Another distinct advantage is that
the atmosphere has clear transmission windows in the MWIR and LWIR bands, making it
very attractive for terrestrial applications.

6.1. InSb Detector Array

InSb detector arrays have found many applications in MWIR due to their spatial uniformity,
low dark current and image quality. This technology has evolved over the years in response
to the stringent requirements for applications in missile seekers and missile warning sys‐
tems (MWS) [57-58]. For these applications, the IR imagers need to exhibit high dynamic
range, fast frame rates, high resolution, very wide fields of view (FOV), and high sensitivity.
The wide FOV optical design must consider the large incident angle of incoming photons,
which if not included, can cause the appearance of ghost images and imaging of strong illu‐
mination sources outside the FOV. High spatial resolutions are achieved by using large ar‐
rays ( 640x512 and 1280x1024 ) with small pixels (unit cell size of 15 μm). The bandgap of
this binary alloy is relatively constant and cannot be varied much as is the case with
HgCdTe or SLS devices. Hence, to use InSb for high sensitivity multicolor applications re‐
quires the incorporation of filters to select bands of interest.

Figure 13. Normalized transmission of the cold filter in MWIR bands that are commonly referred to Blue (MWIR -1)
and Red (MWIR-2) [58].

Many of the missile applications in the MWIR band require the use of two color InSb detec‐
tors, in order to discriminate the missile signature from the clutter background and reduce
the false alarm rate. One band detects the target while the other band subtracts the back‐
ground for noise suppression. The actual wavelength bands in 3-5 micron range vary from
application to application [58].
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Figure 13 presents the transmission of the integrated InSb sensor with cold filters for the two
MWIR bands that are commonly referred to as the blue band (shorter wavelength) and the
red band with the longer spectral response. The optical coatings on the detector arrays and
the optics are designed for maximum transmission and to minimize the spectral crosstalk
between the bands, typically less than 0.1%, as can be seen in Figure 13.

Figure 14. Dual-color Integrated Detector Cooler Assembly (IDCA) with two InSb FPAs and two cold radiation shields
with integrated optics [58].

Figure 14 presents the schematics of various key building blocks for a Dual-color Integrated
Detector Cooler Assembly (IDCA) with two InSb FPA’s connected to their circuit card as‐
semblies. Each of the InSb focal plane arrays has been optimized for the blue and red bands
of interest in the broad MWIR region. As a dual band system, both FPAs can operate simul‐
taneously at high frame rates.

6.2. Multicolor HgCdTe (MCT) Detectors Arrays for MWIR/LWIR Applications

MCT is the material of choice for a variety of high performance IRFPA systems for a variety
of defense and commercial applications. Many of these applications use state-of-the-art
HgCdTe growth using a bulk Cadmium ZincTelluride (CdZnTe) substrate. However, as the
push for larger array sizes continues, it is recognized that an alternative substrate technolo‐
gy for large area needs to be developed for HgCdTe IRFPAs.

A significant effort has been under way in developing CdTe/Si or GaAs as a desired substrate.
This substrate technology has been successful for short-wavelength (SWIR) and mid wave‐
length (MWIR) focal plane arrays; current HgCdTe/Si material quality is being further devel‐
oped for long-wavelength (LWIR) arrays, due to the high density of dislocations present in the
material [59]. To remedy the high dislocation counts, researchers are focusing on both compo‐
site substrate development and improvement, and on HgCdTe/Si post-growth processes [60].
The impact of ex-situ annealing on the quality of the epitaxial surface is shown in the Figure 15
for HgCdTe/Si substrates. Several groups have demonstrated HgCdTe/Simaterial with dislo‐
cation density measuring 1 x 106 cm-2. This is a five times reduction in the baseline material dis‐
location density that is currently used in the fabrication of devices.
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Figure 15. Optical microscopy images of the HgCdTe/Si before and after ex-situ cycle annealing. Note the landmark
defect used to identify the same area of material for both pre and post anneal images [59].

Substrate Technology

Bulk CdZnTe Si Advantage

Maximum size 7 x 7 cm2 6 inch diameter Si

Maximum area ∼50 cm2 ∼180 cm2 Si

Scalability No Yes Si

Cost $220/cm2 ∼$1/cm2 Si

Thermal match to Si ROIC No Yes Si

Robustness Brittle Hard Si

Lattice match to MCT Yes No CZT

Surface Smooth Smooth None

Orientation available (112) (112) None

Vendors 1 (foreign) Numerous (domestic) Si

Substrate quality (dislocations) < 10000 cm2 < 100 cm2 Si

Impurities Low Extremely low Si

Table 1. Advantages of Si-based composite substrate technology for HgCdTe material development [59].

Table 1 highlights the advantages for transitioning away from a bulk CdZnTe substrate tech‐
nology for large area HgCdTe IR detectors and focal plane arrays. Past effort has focused on us‐
ing a Si-based composite  substrate technology,  specificallyCdTe/Si,  for  HgCdTe material
development. As shown in Table 1, Si has better attributes with respect to bulk CdZnTe in ev‐
ery category except for lattice and thermal matching to HgCdTe. The lattice mismatch between
Si and HgCdTe is 19.3% and has proven to be a significant challenge to overcome. To address
this issue, a great effort within the HgCdTe community has been expended on developing
MBE grown CdTe/Si as a composite substrate for subsequent HgCdTe growth. Much research
and investigation has gone into understanding and improving the surface passivation, nuclea‐
tion, buffer layer growth, and material characterization of CdTe/Si material itself. Currently,
CdTe (112)/Si (112) is of extreme high quality with x-ray rocking curve full width at half maxi‐
mum (FWHM) values measuring less than 60 arcsec for an 8 μm thick epilayer [59]. Significant
efforts are also being expended in developing HgCdTe on GaAs substrates.
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Both composite substrate development, whether it is using Si, GaAs or some other alterna‐
tive substrate system, and HgCdTe material improvement are active areas of study within
the Infrared community. In fact, it might be a combination of techniques currently being de‐
veloped that ultimately lead to HgCdTe grown on scalable alternative substrates supplant‐
ing HgCdTe grown on bulk CdZnTe substrates for large area array applications [60].

Figure 16 shows a HgCdTe/Si FPA architecture hybridized via indium interconnects to the
silicon Readout Integrated Circuit (ROIC). The FPA in Figure 16 consists of MBE grown
HgCdTe single band detector arrays with in-situ doped, P-on-N architecture fabricated on a
6-inch silicon substrate.

Figure 16. Architecture of an IRFPAs made with HgCdTe/Si hybridized to a Read Out Integrated Circuit (ROIC) [61].

Figure 17. VG V100 Molecular Beam Epitaxial System

Using MBE system (see Figure 17), researchers produced epitaxial HgCdTe layers on (211)
Si substrates with very low macro defect density and uniform Cd composition across the ep‐
itaxial wafers. These HgCdTe/Si composite wafers have shown growth defect densities less
than 10 defects /cm2, approximately 100 times better than can be achieved on CdZnTe sub‐
strates, due to the better crystalline quality of the starting substrate [61].
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The HgCdTe/Si epitaxial substrates with a P-on-N configuration can be fabricated into mesa
delineated detectors using the same etch, passivation, and metallization schemes as detec‐
tors processed on HgCdTe/CdZnTe substrates. Detector fabrication processes across the full
area of 6-inch HgCdTe/Si wafers have routinely produced high performing detector pixels
from edge to edge of the photolithographic limits across the wafer, offering 5 times the
printable area as compared with 6×6 cm CdZnTe substrates. Large-format (2Kx2K) MWIR
FPAs fabricated using large area HgCdTe layers grown on 6-inch diameter (211) silicon sub‐
strates demonstrated NEDT operabilities better than 99.9% (see Figure 18). SWIR and MWIR
detector performance characteristic son HgCdTe/Si substratesare comparable to those on the
established HgCdTe/CdZnTe wafers. HgCdTe devices fabricated on both types of substrates
have demonstrated very low dark current, high quantum efficiency and full spectral band
fill factor characteristic of HgCdTe [61].

Figure 18. NEDT measured from 2K×2K HgCdTe/Si MWIR HgCdTe/Si FPA with 15 micron unit cell demonstrating bet‐
ter than 99.9% operability [61].

6.2.1. HgCdTe on Silicon Two-Color IRFPAs

As noted above, the motivation for HgCdTe growth on large-area Si substrates is to enable
larger array formats and potentially reduced FPA cost compared to smaller, more expensive
CdZnTe substrates. In addition to the successful demonstration of single color IRFPA on
composite HgCdTe/Si substrates, researchers produced MWIR/LWIR dual band FPAs on
large area Si substrates. The device structure is based on a triple-layer N-P-N heterojunction
(TLHJ) architecture grown by molecular-beam epitaxy (MBE) on 100 mm (211) Si wafers
with ZnTe and CdTe buffer layers [62]. The MWIR/LWIR dual band epitaxial wafers have
low macro defect densities (<300 cm-2). Inductively coupled plasma etched detector arrays
with 640x480 dual band pixels (20 μm) are mated to dual-band readout integrated circuits
(ROICs) to produce FPAs (see Figure 19). The measured 80 K cutoff wavelengths are 5.5 μm
for MWIR and 9.4 μm for LWIR, respectively. The FPAs exhibit high pixel operabilities in
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each band, with noise equivalent differential temperature (NEDT) operabilities of 99.98% for
the MWIR band and 99.6% for the LWIR band at 84 K [62].

Figure 19. Cross-section of single-mesa dual-band detector architecture applied to HgCdTe on Si (Left). Shown on the
Right is Scanning electron micrograph of 20-micron-unit-cell dual-band detectors array [62].

6.3. High Operating Temperature (HOT) Detectors

High performance MWIRand LWIR FPAs are normally cooled to cryogenic temperatures
at about 80 K, in order to suppress the dark current noise from overwhelming the photo‐
generated signals. If the operating temperature of the FPA is increased without degrading
image  quality,  then  smaller  coolers  can  be  used  and the  SWaP and cost  of  the  system
could be reduced. Of course, a more significant advantage can result if the operating tem‐
perature is increased to > 200 K where a low cost thermoelectric cooler can be implement‐
ed. There is a growing effort to increase the operating temperature of MWIR and LWIR
infrared detectors by: reducing leakage currents; reducing thermal generation rates in the
active region and minimizing the active volume of  the detector without reducing quan‐
tum efficiency. While a number of strategies can be used to achieve high operating tem‐
perature  (HOT)  detectors,  arecent  DARPA  program  (AWARE-Broadband)  focused  on
reducing detector material volume via a photon trap/photonic crystal approach to reduce
dark current without degrading quantum efficiency [63-64].

The principle of volume reduction is demonstrated in Figure 20 which illustrates the effect
of reducing the fill factor on device performance for a baseline shrinking mesa and an ideal‐
ized photon trap detector. The fill factor is defined as the volume of material remaining div‐
ided by the volume of the unit cell. The mesa reduction in volume initially reduces the
NEDT as noise generating volume is removed, until the volume removed causes the signal
to be reduced relative to the noise. Two types of IR photon trapping structures have been
investigated: In AsSb pyramidal arrays and HgCdTe pillars and holes. Photon trap detectors
on MBE HgCdTe/Si epitaxial wafers (see Figure 21) exhibit improved performance com‐

Advances in Infrared Detector Array Technology
http://dx.doi.org/10.5772/51665

175



The HgCdTe/Si epitaxial substrates with a P-on-N configuration can be fabricated into mesa
delineated detectors using the same etch, passivation, and metallization schemes as detec‐
tors processed on HgCdTe/CdZnTe substrates. Detector fabrication processes across the full
area of 6-inch HgCdTe/Si wafers have routinely produced high performing detector pixels
from edge to edge of the photolithographic limits across the wafer, offering 5 times the
printable area as compared with 6×6 cm CdZnTe substrates. Large-format (2Kx2K) MWIR
FPAs fabricated using large area HgCdTe layers grown on 6-inch diameter (211) silicon sub‐
strates demonstrated NEDT operabilities better than 99.9% (see Figure 18). SWIR and MWIR
detector performance characteristic son HgCdTe/Si substratesare comparable to those on the
established HgCdTe/CdZnTe wafers. HgCdTe devices fabricated on both types of substrates
have demonstrated very low dark current, high quantum efficiency and full spectral band
fill factor characteristic of HgCdTe [61].

Figure 18. NEDT measured from 2K×2K HgCdTe/Si MWIR HgCdTe/Si FPA with 15 micron unit cell demonstrating bet‐
ter than 99.9% operability [61].

6.2.1. HgCdTe on Silicon Two-Color IRFPAs

As noted above, the motivation for HgCdTe growth on large-area Si substrates is to enable
larger array formats and potentially reduced FPA cost compared to smaller, more expensive
CdZnTe substrates. In addition to the successful demonstration of single color IRFPA on
composite HgCdTe/Si substrates, researchers produced MWIR/LWIR dual band FPAs on
large area Si substrates. The device structure is based on a triple-layer N-P-N heterojunction
(TLHJ) architecture grown by molecular-beam epitaxy (MBE) on 100 mm (211) Si wafers
with ZnTe and CdTe buffer layers [62]. The MWIR/LWIR dual band epitaxial wafers have
low macro defect densities (<300 cm-2). Inductively coupled plasma etched detector arrays
with 640x480 dual band pixels (20 μm) are mated to dual-band readout integrated circuits
(ROICs) to produce FPAs (see Figure 19). The measured 80 K cutoff wavelengths are 5.5 μm
for MWIR and 9.4 μm for LWIR, respectively. The FPAs exhibit high pixel operabilities in

Optoelectronics - Advanced Materials and Devices174

each band, with noise equivalent differential temperature (NEDT) operabilities of 99.98% for
the MWIR band and 99.6% for the LWIR band at 84 K [62].

Figure 19. Cross-section of single-mesa dual-band detector architecture applied to HgCdTe on Si (Left). Shown on the
Right is Scanning electron micrograph of 20-micron-unit-cell dual-band detectors array [62].

6.3. High Operating Temperature (HOT) Detectors

High performance MWIRand LWIR FPAs are normally cooled to cryogenic temperatures
at about 80 K, in order to suppress the dark current noise from overwhelming the photo‐
generated signals. If the operating temperature of the FPA is increased without degrading
image  quality,  then  smaller  coolers  can  be  used  and the  SWaP and cost  of  the  system
could be reduced. Of course, a more significant advantage can result if the operating tem‐
perature is increased to > 200 K where a low cost thermoelectric cooler can be implement‐
ed. There is a growing effort to increase the operating temperature of MWIR and LWIR
infrared detectors by: reducing leakage currents; reducing thermal generation rates in the
active region and minimizing the active volume of  the detector without reducing quan‐
tum efficiency. While a number of strategies can be used to achieve high operating tem‐
perature  (HOT)  detectors,  arecent  DARPA  program  (AWARE-Broadband)  focused  on
reducing detector material volume via a photon trap/photonic crystal approach to reduce
dark current without degrading quantum efficiency [63-64].

The principle of volume reduction is demonstrated in Figure 20 which illustrates the effect
of reducing the fill factor on device performance for a baseline shrinking mesa and an ideal‐
ized photon trap detector. The fill factor is defined as the volume of material remaining div‐
ided by the volume of the unit cell. The mesa reduction in volume initially reduces the
NEDT as noise generating volume is removed, until the volume removed causes the signal
to be reduced relative to the noise. Two types of IR photon trapping structures have been
investigated: In AsSb pyramidal arrays and HgCdTe pillars and holes. Photon trap detectors
on MBE HgCdTe/Si epitaxial wafers (see Figure 21) exhibit improved performance com‐

Advances in Infrared Detector Array Technology
http://dx.doi.org/10.5772/51665

175



pared to single mesas, with measured NEDT of 40 mK and 100 mK at temperatures of 180 K
and 200 K, with good operability. Large format arrays of these detectors exhibit cut-offs
from 4.3 μm to 5.1 μm at 200 K. For the In AsSb pyramidal arrays, the measured dark cur‐
rent at the bias for peaked QE is in the low 10-3 A/cm2 range at 200 K and low 10-5 A/cm2

range at 150 K [64]. The general nBn band diagram and the dark current density curves at
various temperatures are shown in Figure 22a and b, respectively. The I-V curves shown in
figure 22b are from anCBn design, where the C stands for compound.

Figure 20. NEDT for a HgCdTe detector with a 5 μm cutoff at 200 K for baseline reducing mesa approach compared
with a photonic crystal approach for 1x mean NEDT operability metric and 2x mean NEDT operability metric [63].

Figure  21.  x  512  30  μm  array  consisting  of  unit  cell  design  with  photonic  crystal  holes  on  a  5  μm  pitch  in  a
MWIR HgCdTe [63].
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Figure 22. a) nBn band diagram illustrating the carrier flow [http://www.photonics.com/Article.aspx?AID=27744]. b)
Dark current density curves as a function of temperature for an nCBn pyramidal InAs1-xSbx detector with a cutoff of
5.05 μm at 200 K [64].

The nBn [65] detector design consists of a n-type absorption layer, a conduction band offset
barrier layer and a n-type contact layer. This design suppresses majority carrier currents
(electrons in this case) while maintaining low electric fields. The ideal design would require
a flat valence band as shown in the inset of figure 22(a). However, in practice and depend‐
ing on the choice of materials used, a small valence band offset may or may not exist. The
conduction band large potential barrier blocks the flow of electrons while the flat valence
band allows easy flow of holes. As a result, the thermally generated majority carrier, which
contributes to dark current, is suppressed. Because the nBn architectures suppress the ther‐
mal noise, it is very suitable to operate this device at higher temperatures. As mentioned
above (also see figure 22(b)), operation as high as 150K with excellent performances have
been demonstrated under the DARPA AWARE program.
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6.4. Type II Strained Layer Superlattices (T2SL)

Proposed by Smith and Mailhiot [66] in 1987, detectors based on InAs/GaSb strained layer
superlattice (SLS) have attracted a lot of attention over the past few years as a possible alter‐
native to the II-VI based IR sensors. The motivation for pursuing the III-V based SLS result‐
ed from two major difficulties with LWIR MCT detectors: large tunneling currents and
precise compositional control for accurate cutoff wavelengths. The InAs/GaSb SLS is engi‐
neered to achieve small bandgap materials with thin repeating layers for enhanced optical
absorption and good electrical transport in the growth direction. The SLS structure typically
consists of alternating layers with thicknesses varying from 4-20 nm.

These InAs/GaSb heterostructures are characterized by the broken-gap type-II alignment
where the conduction band of the InAs layer is lower than the valence band of the GaSb lay‐
er as illustrated in Figure 23. The bandgap is the energy difference between the top of the
heavy-hole mini-band (HH1) and the bottom of the electron miniband (C1), as indicated in
Figure 23. The overlap of electron (hole) wave functions between adjacent InAs (GaSb) lay‐
ers results in the formation of an electron (hole) minibands in the conduction (valence) band.
For IR sensing, optical transitions between holes localized in GaSb layers and electrons con‐
fined in InAs layers are employed. As the layer thickness decreases, the wave-function over‐
lap increases causing a more favorable optical absorption. As the thickness is increased
beyond about 5 nm, the wavefunction overlap is reduced with a corresponding decrease in
optical coupling. The effective bandgap of the InAs/InGaSb SLs can be tailored from 3 um to
30 um abroption by varying the thickness of the constituent layers, thus enabling detectors
spanning the entire IR spectrum [67-68].

Figure 23. Schematic bandgap alignment of Type II InAs/GaSb superlattices [69].

The effective mass of the charge carriers in the superlattice is not dependent on the semicon‐
ductor bandgap, as in the case of bulk materials. The larger effective mass of the electrons
and holes in SLs combined with the slower Auger recombination rate can lead to a reduc‐
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tion of tunneling currents and higher operating temperatures compared to HgCdTe. The
large splitting between heavy-hole and light-hole valence sub-bands, due to strain in the
SLs, contributes to the suppression of Auger recombination rate. The maturity of the III-V
materials technology offers technological advantages to the SLS effort by providing a source
of commercially available low defect density substrates and recipes for very uniform proc‐
esses utilizing large area substrates. This makes detectors based on SLs an attractive technol‐
ogy for realization of high performance single element detectors and FPAs [67-68].

SLS detectors are fabricated with either a p-on-n or n-on-p photodiode design. In either
case, the optically active area of the photodiode is defined by an etched mesa as shown in
Figure 24 (a). During the mesa isolation process, the periodic nature of the idealized crys‐
tal structure ends abruptly at the mesa sidewall surface. Disturbance of the periodic po‐
tential function, due to a broken crystal lattice, leads to allowed electronic quantum states
within  the  energy band gap of  the  SLS resulting in  large  surface  leakage currents.  The
suppression of these currents is the most demanding challenge for present day SLS tech‐
nology, especially for LWIR and VLWIR spectral regions, since the dimensions of the SLS
pixels have to be scaled to about 20 μm. The limitation imposed by surface leakage cur‐
rents can be avoided by depositing a stable surface passivation layer onto the mesa side‐
wall.  Currently,  there  is  a  lack  of  a  robust  passivating  material  and  approach.  The
proposed  approaches  include:  deposition  of  polyimide  layer,  overgrowth  of  wide  band
gap material,  deposition  of  passivation  sulphur  coating  electrochemically  and post  etch
treatment in chemical solutions. However, these methods can affect cut-off wavelength of
the device or complicate the fabrication process of the detectors [67-68].

Figure 24. Schematic of (a) conventionally defined mesa (b) shallow etched isolation nBn device. In the latter case, the
area is defined by the by diffusion length (DL) of the minority carriers (holes) [68].

A new heterostructure design to limit the surface leakage currents is depicted in Figure 24 (b)
as the nBn architecture. Similar to the nBn discussion above, the SLS-nBn design allows for
flexibility in employing band-engineered structures. The nBn detector consists of an n-type
narrow band-gap contact that is separated from the absorber layers by a 50-100 nm thick, wide
band-gap barrier layer. Unlike a conventional photodiode fabrication, the size of the nBn de‐
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vice is defined by the lateral diffusion length of minority carriers (holes), as illustrated in Fig‐
ure 24 (b). A 100 K increase in the BLIP temperature has been demonstrated [68]. SLS-based
detectors with nBn design and special processing schemes showed dark current reduction of
two orders of magnitude (at 77 K) in comparison to conventional photodiode processing tech‐
niques. Quantum efficiency and shot-noise-limited specific detectivity are comparable to cur‐
rent SLS-based p-i-n diodes. While nBn detectors have been demonstrated, focal plane arrays
based on InAs/GaSb SLS detectors with nBn designs are being developed [68-69].

6.5. Microbolometers

A microbolometer is a resistive element fabricated from a material that has a very small
thermal capacity and a large temperature coefficient of resistance (TCR). The absorbed IR ra‐
diation is converted into heat which changes the resistance of the microbolometer such that
measurable electrical signals can be detected.The spectral response of the bolometer is flat
across the IR spectrum, since the sensing mechanism isindependent of the photoexcited car‐
riers jumping across an energy band-gap. A schematic representation of a bolometer pixel
on top of a ROIC is shown in Figure 25 details of which can be found in reference 70. The
pixel design shows a resonant cavity formed by an absorbing layer suspended above a re‐
flecting metal layer. The cavity is used to amplify the absorptance of the incident IR radia‐
tion. The microbridge is supported by two beams and is thermally isolated from the ROIC to
increase the sensitivity of the microbolometer.

Figure 25. Schematic cross sectional and top views of Microbolometer IR Detector [70].

The microbolometer based on Si-MEMS device structure has been under development for
over 20 years with support from DARPA and the Army. Most microbolometer structures
utilize VOx and amorphous silicon thin film technologies. Companies such as Raytheon,
BAE Systems and DRS Technologies are developing and producing 17 micron pixels in 640x
480 and larger arrays using VOx [71-72]. L3 Communications and CEA-LETI are developing
and producing 640x480 arrays with 17 micron unit cells using amorphous-Silicon technolo‐
gy [73-74]. Figure 26 presents examples of the microbolometer structures using VOx and
amorphous silicon technologies.
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Figure 26. SEM images of a) amorphous Si and b) VOxmicrobolometers IR Detector [72-73].

7. Future IR Technology Directions

Further advancement in imaging systems requires solutions for many fundamental and
technological issues related to wide field of view (FOV), resolution, pixel pitch, optics, mul‐
ticolor, form-factor, low SWaP, and low cost. This section highlights two projects currently
fielded through the Microsystems Technology Office (MTO) of the Defense Advanced
Project Agency (DARPA) to prepare for these advancements. The first is called AWARE
(Advanced Wide Field of View Architectures for Image Reconstruction and Exploitation)
and addresses several fundamental issues that will enable technologies for wide field-of-
view, pixel scaling, broadband and multiband imaging [75-77]. The second project is LCTI-
M (Low Cost Thermal Imager-Manufacturing) which is addressing a cost effective solution
for manufacturing microbolometers.

Traditional detector arrays are typically designed for a narrow band of wavelengths due to in‐
adequate absorption and charge collection from photons with varying wavelengths. Broad‐
band absorption is usually inadequate due to quantum efficiency (QE) roll-off. To design a
detector with high QE, low NETD and high operating temperature across a very broad band of
wavelengths, say visible to 5 um range, traditional detector design would be less than opti‐
mum. A detector design that can accomplish these goals is based on a photonic pillar-type ar‐
chitecture. Photonic crystals are relatively well understood and have been demonstrated for
applications like VCSELs, which are similar to photovoltaic detectors. Sub-wavelengthsize
semiconductor pillar arrays within a single detector can be designed and structured as an en‐
semble of photon trapping units to significantly increase absorption and QE for a wide band of
wavelengths. Each sub-element in each pixel can be a 3D photonic structure fabricated using
either a top-down or bottom-up process scheme. The sub-element architecture canbe of differ‐
ent shapes such as pyramidal, sinusoidal or rectangular [75].

Using unique pyramidal and pillar topologies etched into the photon absorbing layer, re‐
searchers have demonstrated 3D photon trapping, achieved significant reduction in dark
current and established uniform QE (see Figure 27). This is the first demonstration of broad‐
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Figure 26. SEM images of a) amorphous Si and b) VOxmicrobolometers IR Detector [72-73].
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band performance in a single infrared detector using a pillared microstructure in a semicon‐
ducting material. The broadband technology has been demonstrated independently in II-VI
and III-V based epitaxial materials. This achievement paves the way to replace multiple
cameras with one [75]. It also gives the ability for hyper spectral sensing that will enable bet‐
ter target discrimination compared to a single narrow band camera. The high performance
at 200 K compared to traditional 80 K operation allows for a smaller SWaP design, since
high power and large cryogenic coolers can be replaced by low power miniature coolers.
Such cameras would have significant impact on smaller platforms.

Figure 27. (Left) Illustration of pillared photonic detector architecture; (right) Micrograph of pyramidal PT structure
fabricated in epitaxial InAsSb.

The pixel scaling effort is developing very high density LWIR and MWIR FPAs with pix‐
el dimensions approaching the Nyquist- limit. Unlike visible sensors where the pixel size
has been reduced to 1.4 um, the scaling of infrared pixels is much more difficult. As the
pixel  size is  reduced,  “bump-bonding”,  ROIC,  signal  integrating capacitor  and signal  to
noise ratio become difficult. Achieving very small pixels however, will enable larger FPAs
with  small  optics  and  cold  shield,  better  resolution  and  yielding  a  huge  reduction  in
SWaP. In one of the approaches, three layers (detector array, ROIC and MEMS capacitor
array) are being developed separately, followed by integrating individual cells via indium
bumps and through silicon vias (TSV).

To achieve high sensitivity (say < 30 mK) LWIR FPAs with 5 μm pixels require large
amounts of integrated charge to be accommodated in a very small unit cells. For a 5 μm pla‐
nar unit cell, the charge capacity in standard ROIC technology is less than 1 million elec‐
trons, whereas 8 to 12 million electrons are required for good sensitivity – a reason why
small pitch IR detectors are not available today. As an enabler for this small pitch LWIR de‐
tector, the challenge of charge storage in small pixels is being addressed by fabricating
MEMS capacitors suited to a 3D ROIC design. The MEMS capacitor array can be fabricated
in a separate 8” wafer. This technology yielded 20 million electrons in a 5 micron unit cell.
This breakthrough will pave the way for small pitch FPAs to operate with very high sensi‐
tivity. Figure 28(b) shows a Transmission Electron Micrograph (TEM) picture of a portion of
the MEMS capacitor array. Using the High Density Vertically Integrated Photodetector
(HDVIP) technology, a fully functional 1280X720, 5 μm unit cell LWIR FPA has been dem‐
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onstrated [75]. The characterization shows excellent results with 99.8 % response operability
within 50 % of the median.

Figure 28. a) Schematic illustrationof the 3D integrated AWARE Lambda-Scale LWIR FPA design; b) Micrograph of the
MEMS capacitor array cross section [75].

Another DARPA program, LCTI-M addresses the development of an advanced low cost
room temperature IR cameras based upon cell phone CMOS camera technology, where the
imaging sensor, optics and electronics are fabricated at the wafer level. IR imaging capabili‐
ty, such as thermal cameras, provides significant advantages in terms of visibility and target
detection in all weather conditions making it a vital tool for day/night operations. However,
the cost of thermal camerasis one of the key factors limiting the availability of high perform‐
ance IR imagers at consumer level. Further, current form-factors are unacceptable for new
applications in smaller handheld devices (such as PDAs) and glasses similar to Google
Glass. Availability of very low cost and small form-factor IR cameras will enable a variety of
applications such as fire-fighting, security, medical and gaming industry.

Nanotechnology and science of emerging materials and material designs have stirred up a
slew of research that has significant impact on sensors and many other electronic devices.
Nanostructures offer very thin absorption layers due to many intricate designs such as plas‐
monics and metamaterials to concentrate photons and enhance electric field. The advantages
of thinner absorber in a photodetector means shorter carrier transit time, thus high speed
detectors and greater structural compatibility with ever-shrinking electronic devices. Many
advances in nanomaterials for detectors have been made allowing for very low cost technol‐
ogy. A detailed review of nano-based detector research is given in reference [78].

DARPA has funded several new approaches for detector development using carbon nano‐
tube,  graphene,  nanoparticles  and  other  nanomaterials.  These  researches  demonstrate
high potential for future detector technologies that could be very beneficial for both, mili‐
tary and commercial sectors.

8. Summary

In this chapter, we have discussed growth, fabrication and characteristics of mainstream infra‐
red materials and devices on a variety of substrates. We have discussed SWIR band of interest
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that involves InGaAs, SiGe and HgCdTe based technologies and their applications. We also
discussed the technologies and applications of MWIR, LWIR and multi-color devices for the
3-5 and 8-14 micron bands. Some of the key work discussed includes InSb, HgCdTe, and III-V
based nBn and Strained Layer Super Lattice (SLS). Discussion of thermal bolometer devices
provide introduction to future low cost LWIR technology. Each of these technologies has a
place in the infrared band where a variety of detector configurations are being used. We also
discussed the application of photonic type structures to IR detectors with broadband spectral
response and high operating temperatures. It was shown that sub-wavelength size semicon‐
ductor pillar arrays can be designed and structured as an ensemble of photon trapping units to
significantly increase absorption and QE over a wide band of wavelengths. It is anticipated
that the current research and development presented in Section 7 will enable a host of new
technologies for a variety of defense and commercial applications.

Although numerous research activities are ongoing in the area of nanoscience and tech‐
nology, we briefly made comments on such technologies to make readers aware of vari‐
ous research activities.
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that involves InGaAs, SiGe and HgCdTe based technologies and their applications. We also
discussed the technologies and applications of MWIR, LWIR and multi-color devices for the
3-5 and 8-14 micron bands. Some of the key work discussed includes InSb, HgCdTe, and III-V
based nBn and Strained Layer Super Lattice (SLS). Discussion of thermal bolometer devices
provide introduction to future low cost LWIR technology. Each of these technologies has a
place in the infrared band where a variety of detector configurations are being used. We also
discussed the application of photonic type structures to IR detectors with broadband spectral
response and high operating temperatures. It was shown that sub-wavelength size semicon‐
ductor pillar arrays can be designed and structured as an ensemble of photon trapping units to
significantly increase absorption and QE over a wide band of wavelengths. It is anticipated
that the current research and development presented in Section 7 will enable a host of new
technologies for a variety of defense and commercial applications.

Although numerous research activities are ongoing in the area of nanoscience and tech‐
nology, we briefly made comments on such technologies to make readers aware of vari‐
ous research activities.
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1. Introduction

Measurements of semiconductor photocurrent (PC) spectra have a long and rich history.
During the 1960s and 1970s, the topic became one of the most studied phenomena in semi‐
conductor research so that entire textbooks were dedicated to the subject [1-4]. In spite these
considerable activities, only a few theoretical efforts were published in order to fit PC spec‐
tra. The first attempt is attributed to DeVore [5], who, with the purpose to find an explana‐
tion for the typically measured PC peak in the vicinity of the band gap, presumed enhanced
carrier recombinations at the semiconductor surface with respect to the bulk. In other
words, along the light propagating coordinate the carrier lifetime (and therefore the recom‐
bination rate) is changing. However, instead to transfer this idea directly into a mathemati‐
cal model, DeVore used the non-measurable parameter carrier surface recombination
velocity in order to achieve PC fits with a peak.

Much more recently, investigating the PC of thin-film Bi2S3, Kebbab et al. and Pejova report‐
ed that the photoconductivity peak cannot be explained using the DeVore model [6-8],
while, on the other hand, Pejova noticed that the PC formula published by Bouchenaki, Ull‐
rich et al. (BU model hereafter) in 1991 [9] fits the measured spectra very well. The expres‐
sion in Ref. [9] was intuitively derived and does not use surface recombination velocity but
indeed different recombination rates at the surface and the bulk by introducing different
carrier lifetimes along the propagation coordinate of the impinging light. Besides the above
mentioned references, Ullrich’s formula was successfully employed to fit PC spectra of thin-
film CdS [9,10], GaAs [11], ZnS [12] and of the non-common semiconductor YBCO6 [13].

Considering its correctness for a vast variety of semiconductors, we present here a precise
derivation of the BU model and, using bulk CdS as representative semiconducting material,
the work reveals the identical excellent agreement between PC experiments and theory for
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both: Experimental absorption data and absorption coefficient calculations by combination
of density of states and modified Urbach rule [14]. The work further stresses the correct link
between the here promoted PC model and the actually measured surface to bulk lifetime ra‐
tio, and presents an extended and more detailed manuscript based on our recently publish‐
ed paper [15].

2. General Theory

2.1. Fundamental Equations

The sample geometry for the experiments and theoretical analysis is shown in Fig. 1. The
impinging light intensity along the z-axis is I 0 [in J/(s cm2)], and n(x, y, z, t), p(x, y, z, t) are
the nonequilibrium electron and hole densities [in 1/cm3], respectively, generated by the in‐
coming photons. The continuity equations are expressed by their general form,
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where the terms n/τ n and p/τ p represent the recombination rates for the electrons and holes,
and τ n and τ p as their respective lifetimes. The term I 0/(ℏ ω) α exp(-αz) is the decay of the
generation rate [in 1/(s cm2)] along the penetration of light of the nonequilibrium carriers,
where ℏω is the impinging light energy and α is the absorption coefficient [in 1/cm], η is the
unit less conversion efficiency coefficient, and e the elementary charge. The vectors j

→
nand j

→
p

are the electron and hole components of the current density and are given by,
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where j
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p,D stands for the diffusion current driven by the density gradient and j
→

n,E , j
→

p,E

represents the conduction current driven by an external electric fieldE
→

. The terms De∇n and
Dh∇p refers to the diffusion of the non-equilibrium carriers, whereas De and Dh, is the diffu‐
sion constant of electrons and holes, respectively. The drift mobility of electrons and holes is
μn and μp, and the total electron and hole densities are N and P, which are given by
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0N N n= + (5)

0P P p= + (6)

where N0 and P0 are the electron and hole equilibrium uniform densities. Hence, the total
current density is given by the sum of Esq. (3) and (4),

( )( )n p n p e hj j j e N P E e D n D pm m= + = + + Ñ - Ñ
vv v v

(7)

We may decompose now Eq. (7) in the total current density j
⇀
 in terms of dark current densi‐

ty j
⇀

dark , i.e., current in absence of illumination, and the PC density j
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ph , which is the current
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We now assume (i)  local  neutrality condition,  i.e.,  n=p,  which implies equal lifetimes of
electrons and holes, τn=τp=τ. (ii)  the equilibrium electron and hole density N0  and P0 are
uniform and  time  independent,  i.e.,  ∂N0/∂t=∂P0/∂t  =∇N0=∇P0=0,  and  (iii)  ∇• E

⇀
=0  under

local neutrality condition. With the substitution of the current density j
⇀

n, j
⇀

p  into Eqs. (1)

and (2), we obtain:
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We multiply now Eq. (11) and Eq. (12) with the hole and electron conductivity, i.e., σp and

σn, respectively, and, by adding both equations and simultaneously replacing p with n

(n=p), we obtain the following relationship:
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Furthermore, we define the bipolar diffusion coefficient as,
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Note that the bipolar drift mobility μE is different from the bipolar diffusion mobility μE,
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Thus, we have the continuity equation for n (and consequently for p, because n=p),
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The Eqs. (17) and (18) are the fundamental equations that allow us, in case the energy dis‐

persion of α in known, to calculate the distribution of the carrier density, carrier current, and

the PC spectra.
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2.2. Photocurrent spectra for experimental setup condition

So far, we have made some general assumption regarding the process of nonequilibrium
carriers. We shall now restrict ourselves to the detailed determination of PC spectra, consid‐
ering the following general conditions:

i. stationary state, i.e., ∂n/∂t=0,

ii. the light illuminates uniformly the entire semiconductor sample, whereas the direc‐
tion of the impinging light is along the z-axis and the volume of the sample is given
by lx×ly×lz, where lz=d is the thickness of the sample,

iii. the sample possesses a uniform nonequilibrium carrier density in the x-y plane,
and diffusion takes place along the z-axis only, i.e., n(x, y, z)=n(z), and

iv. (iv) the external electric field E
⇀

 applied to the sample is perpendicular to the inci‐
dent light and along x-direction, i.e.,E

⇀
= Exe⇀ x. Hence, with the stationary continuity

equation (Eq. 17), we get,
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In Eq. (19), we have dropped the term E
⇀

•∇n =0due to the fact that the two vectors are per‐
pendicular to each other.

In the following step we introduce the boundary condition for solving Eq. (19). Since the PC
is measured along the x-axis, i.e., the external electric filed is perpendicularly to the direc‐
tion of the impinging light as shown in Fig. 1, consequently, no closed current loop exists in
the z-direction. In other words, no physical carrier diffusion current jD will take place at the
boundary z=0 and z=d. From Eq. (18), we arrive at the boundary conditions,
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By using Eq. (18), we can obtain the PC passing through the sample asI ph = ∬ j
⇀

ph •d A
⇀

.
Here, the electrical current cross-section area vector d A

⇀
 is given byd A

⇀
=dzdye⇀ x. Notice that

the vector d A
⇀

 is perpendicular to the cross-section area vectore(De − Dh )∇n. Therefore, the
diffusion current term ∇n =(dn / dz)e⇀ z in Eq. (18) which is along z-direction does not contrib‐
ute to the PC. Finally, we obtain the PC for the specific experimental setup as,
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where μ=μn+μp is the mobility and ΔU=Exlx and the voltage drop across the sample. It is
worthwhile noting that Iph has the physical unit of Ampere (A). Equations (19-21), the ener‐
gy dependence of the absorption coefficient α(ℏω) , and the spatial lifetime distribution of
carriers (τ) form the complete set needed for the fit of PC spectra measured with the config‐
uration displayed in Fig. 1.

3. DeVore’s approch vs. BU model

In this section, we present the comparison of the two existing theoretical PC models, which
were initially introduced in Refs. [5] and [9]. The PC spectra are based on the common ex‐
perimental setup shown in Fig.1, where the direction of the applied electric field is perpen‐
dicular to the direction of illumination.

3.1. The DeVore’s photocurrent spectral theory

It has been the conventional way of engage DeVore’s formula to fit PC spectra. However, as
presented below, for the standard PC experiments displayed in Fig 1, DeVore’s formula is
actually not the correct one to use. We now briefly outline DeVore’s early work [5], in which
th calculation is based on the following equation,

2
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1 exp( ) 0Id n n z
dz

h a a
tb t w

- + - =
h

(22)

This formulation is based on four assumptions:

i. the external electric field is perpendicular to the incident light direction, which cor‐
responds the experimental configuration in Fig. 1 (additional discussions of this
point will be presented in a forthcoming paper).

ii. Assuming steady state, i.e., ∂n/∂t=0.

iii. The recombination rate 1/τ and diffusion length β-1 are a constant.

iv. The recombination current at the surface is given by setting the following boun‐
dary conditions:

2 20
0

1 1and 
z z d

z z d

n nn S            n S
z ztb tb= =

= =

¶ ¶
- = - - = +

¶ ¶
(23)

Optoelectronics - Advanced Materials and Devices196

Where the constant S is called surface recombination velocity. By solving the standard sec‐
ond order differential equation n(z) with the boundary conditions [Eq. (22)], and substitute
n(z) into the expression of Iph [Eq. (21)], we arrive at DeVore’s formula,

0
ph PCI I F= (24)

where the PC magnitude is given by,
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l
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h
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and the dimensionless spectrum factor F has the form,
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where  α  is  the  energy  dependent  absorption  coefficient.  We  argue  that  the  boundary
conditions [Eq.  (22)]  are  not  consistent  with the experimental  setup,  i.e.  the  PC is  driv‐
en  by  an  applied  electric  field,  which  is  perpendicular  to  the  impinging  light.  There‐
fore,  at  the  surface  along  the  incident  light  there  is  an  open  circuit.  The  correct
boundary  condition  is  that  there  will  be  no  particle  current  across  the  sample  sur‐

face,  i.e.,−
1
τβ 2

∂n
∂ z |

z=0
= −

1
τβ 2

∂n
∂ z |

z=d
=0.  Under  this  boundary  condition,  the  DeVore’s

PC  becomes,

( )0 1 expph PCI I da= - -é ùë û (27)

i.e., the spectral factor F in Eq. (25) is reduced to the absorption,

1-exp ( )F da= - (28)

Consequently, DeVore’s formula is not able to explain the PC maximum in the vicinity of
the band gap for the geometry shown in Fig. 1. The boundary conditions expressed by Eq.
(22) are artificially acting as source of non-equilibrium carriers.

3.2. PC theory based on the spatial non-uniform recombination rate (BU model)

The ansatz of the original BU model in Ref. [9] led to an intuitive and straightforward theory
that implemented DeVore’s assumption directly. It simply assumed that the spatial distribu‐
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Where the constant S is called surface recombination velocity. By solving the standard sec‐
ond order differential equation n(z) with the boundary conditions [Eq. (22)], and substitute
n(z) into the expression of Iph [Eq. (21)], we arrive at DeVore’s formula,

0
ph PCI I F= (24)

where the PC magnitude is given by,

0 0( )( )( )y
Ph

x

l II Ue
l

m t
w

= D
h

(25)

and the dimensionless spectrum factor F has the form,

2 2

2 2

1 (1 exp( ) (1 exp( )1 exp( )
1 / 1 coth( / 2)

S d dF d
S d

a t a a b aa
a b tb b

é ù+ - + - -
= - - -ê ú- +ë û

(26)

where  α  is  the  energy  dependent  absorption  coefficient.  We  argue  that  the  boundary
conditions [Eq.  (22)]  are  not  consistent  with the experimental  setup,  i.e.  the  PC is  driv‐
en  by  an  applied  electric  field,  which  is  perpendicular  to  the  impinging  light.  There‐
fore,  at  the  surface  along  the  incident  light  there  is  an  open  circuit.  The  correct
boundary  condition  is  that  there  will  be  no  particle  current  across  the  sample  sur‐

face,  i.e.,−
1
τβ 2

∂n
∂ z |

z=0
= −

1
τβ 2

∂n
∂ z |

z=d
=0.  Under  this  boundary  condition,  the  DeVore’s

PC  becomes,

( )0 1 expph PCI I da= - -é ùë û (27)
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Consequently, DeVore’s formula is not able to explain the PC maximum in the vicinity of
the band gap for the geometry shown in Fig. 1. The boundary conditions expressed by Eq.
(22) are artificially acting as source of non-equilibrium carriers.

3.2. PC theory based on the spatial non-uniform recombination rate (BU model)

The ansatz of the original BU model in Ref. [9] led to an intuitive and straightforward theory
that implemented DeVore’s assumption directly. It simply assumed that the spatial distribu‐
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tion recombination rates along the light propagation - i.e., at the surface and in the bulk re‐
gion - are different. At the surface, due to the increased density of recombination centers
with respect to the bulk, the carrier lifetime is much shorter than in the bulk region. Specifi‐
cally, it was assumed that the spatial lifetime decay τ (z) takes the simple form:

s
b

b

( ) 1 1 exp( / )z z Ltt t
t

é ùæ ö
= - - -ê úç ÷

è øë û
(29)

Where τs is the lifetime of the nonequilibrium carriers at the surface, τb is the lifetime of the
nonequilibrium carriers in the bulk, and L is the length scale beyond which the recombina‐
tion rate is predominately ruled by τb. Thus we have a multi-time scale relaxation model.
We rearrange Eq. (19), resulting in,
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Here, we have used the mean field approximation for the term Dτ≈D<τ>=1/β2 and assumed
that diffusion length β-1 is a constant. We now substitute Eq. (30) into the general PC expres‐
sion Eq. (21), we find,
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The first integral over the diffusion term is zero because of the zero flux boundary condition
[Eq. (20)]. Thus, the dimensionless spectrum factor F takes the following form:

s

b0

( ) exp( )d 1 exp( ) (1 ) [1 exp( / )]
1

d

b

z LF z z d d d L
L

tt aa a a a
t t a

= - = - - - - - - -
+ò (32)

where, the PC magnitude is given by,
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Equations (31-33) basically correspond to the intuitively deduced PC dispersion Ref. [9]. We
not that by expressing the PC in terms of the responsivity (R ) in [Ampere/Watt], i.e., for
constant impinge light power, the proportionality R∝F holds.
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4. Experimental PC Results and Fits

The spectral PC dispersion was investigated by using the experimental arrangement in Fig.
1: The x, y plane of the CdS bulk material faces the incoming monochromatic light, while the
z coordinate is parallel to the light propagation. The electric field of the light is perpendicu‐
larly oriented to the c-axis of the CdS sample, which was an industrially produced single
crystal with d=1 mm. Two vacuum evaporated Al contacts with a gap of 0.5 mm between
them were used for the electrical connection. The applied electric field driving the PC was
200 V/cm and the optical excitation was carried out with intensities typically in μW/cm2

range. The PC was recorded at room temperature with lock-in technique by chopping the
impinging light at 25 Hz. The measured spectrum was corrected by a calibrated Si photo‐
diode in order to express the PC in terms of responsivity.

Figure 1. Experimental arrangement employed for the experiments. Note that d=lz.

4.1. PC fit using Dutton’s experimentally determined absorption coefficient

The comparison of the experiment (symbols) with the fit (dotted line) using Eq. (31-32) is
shown in Fig. 2(a). The best fit between the experimental data and theoretical formula was
achieved with d=3.60×10-3 cm, L=8.65×10-5 cm, and τs/τb=0.068, while the used α(ωћ) values,
which are shown in Fig. 2 (b), have been extracted from Dutton’s paper [16]. The fit reveals
that only an effective thickness of the sample, which does not necessarily correspond to the
physical thickness, contribute to the formation of the PC signal. The corresponding conclu‐
sion was found by analyzing the photoluminescence of thin-film CdS [17].
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The first integral over the diffusion term is zero because of the zero flux boundary condition
[Eq. (20)]. Thus, the dimensionless spectrum factor F takes the following form:
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where, the PC magnitude is given by,
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Equations (31-33) basically correspond to the intuitively deduced PC dispersion Ref. [9]. We
not that by expressing the PC in terms of the responsivity (R ) in [Ampere/Watt], i.e., for
constant impinge light power, the proportionality R∝F holds.
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Figure 2. a) The symbols represent the photocurrent measurements while the broken line was fitted with the Eq. (32).
(b) The absorption coefficient for perpendicularly oriented CdS was used for the fit. The data were deduced from Dut‐
ton’s paper (Ref. [16]).

Using Eq. (32) one can link the absorption coefficient to the location of the maximum of the

PC spectra. We set 
dF

dℏω =
dF
dα

dα
dℏω =0, and obtain,
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Since the term exp(-α d-d/L)<<1, we simplify the above condition to,
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resulting in −αd = ln((1−
τs
τb

)
L
d )−2ln(1 + αL )=0 and by using the approximation ln(1+ α L)≈

α L and L/d <<1, we finally find the α * where the PC has the maximum value
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This shows that the maximum location (α *d) in PC spectra is mainly controlled by two
parameters τs/τb,  L/d.  Now we substitute the parameters d=3.60×10-3  cm, L=8.65×10-5  cm,
and τs/τb=0.068 into α * expression, we obtain α *= 1108.54 cm-1.  This corresponds to the
energy E value between 2.41eV-2.42eV, and is exactly the energy region where the maxi‐
mum PC occurred.

4.2. PC fit employing the theoretical absorption coefficient based on the modified Urbach
rule

So far, we have used the experimental absorption edge data from Dutton directly, we may
also fit the PC by modeling α(hω)with the density of states and the modified Urbach tail,
which are expressed by [14],

α(ℏω)= A0 ℏω − Eg

if
ℏω ≥ Ecr

(36)

and
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where Eg is band gap energy, A0 is linked to the saturation value ofα(hω), kT is the thermal
energy, and the crossover between Eqs. (36) and (37) takes place at Ecr=Eg+kT/(2σ ) [14],
where σ defines the steepness of the Urbach tail [17]. Figure 3 shows the comparison of the
measured PC [which is identical with the one in Fig. 2 (a)] with the fit using Esq. (32), (36),
and (37), whereas the following fitting parameters were used: kT=26 meV, A0=3.26×105 cm-1

(eV)-1/2, d=3.69×10-3 cm, L=9.14×10-5 cm, σ=2.15, Eg=2.445 eV, and τs/τb=0.100. The fit parame‐
ters d and L are very close to the previous fit and we should stress that the σ value found
(=2.15) is almost identical with the promoted CdS value (=2.17) of Dutton. Figure 4 shows
the comparison of the calculated function α(ℏω) with Dutton’s measurement and the good
agreement of both curves proofs the suitability of the straightforward concept represented
by Esq. (35) and (36).
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)
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Figure 3. Fit (broken line) of the measured photocurrent spectrum in Fig. 1 (symbols) using Eqs. (36) and (37). The fit
hardly differs from the one in Fig. 2 (a).

Figure 4. Comparison of the absorption coefficient (a) after Dutton and (b) modeled with Eqs. (36) and (37).
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5. Measurement of the lifetime at the surface (τs) and in the bulk (τb)

By measuring the temporal decay of the PC illuminating the sample with highly (α(ℏω)=105

cm-1) and less absorbed light (α(ℏω)<<102 cm-1) it should be possible the measure τs and τb.
We made the temporal PC decay visible with a 500 MHz scope by employing chopped (18
Hz) continuous wave (cw) laser beams at 488.0 nm (2.54 eV) and 632.8 nm (1.96 eV), by us‐
ing an Ar-Kr and He-Ne laser, respectively. Both laser beams were unfocused resulting in
the rather moderate intensity of about 0.6 W/cm2 and, as for the PC measurements above,
the driving electric field was again 200 V/cm.

Figure 5. Photocurrent decay vs. time measured under the illumination of a laser emitting at (a) 488.0 nm and (b)
632.8 nm. The symbols represent the measurements, while solid and broken lines represent the fits done with Eq. (38).

Figure 5 shows the experimental results (symbols) and fits (solid and broken lines) of the
decay. The fits were performed with the Kohlrausch function [19], which is an extension of
the exponential function with one additional parameter γ that can range between 0 and 1,

0
ph Ph s,b( ) exp[ ( / ) ]I t I t gt= - (38)

The following parameters resulted in the best fits for surface and bulk: τs=1.2 ms and γ=0.53,
and τb=7.6 ms and γ=0.82, respectively, resulting in τs/τb=0.16. Despite the straightforward‐
ness of the experiment, which did not consider electric charging effects, the number is only
approximately a factor 2.4 and 1.6 off from the predicted value using the data of Dutton and
the modeled absorption edge, respectively. It is worthwhile to note that the Kohlrausch de‐
cay can be expressed as linear superposition of simple exponential decays, i.e.,
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exp − (t / τs ,b)γ = ∫
0

∞

p(u, γ)exp − t / (uτs ,b) du, where p(u,γ) is the weight function for the decay

time τ=uτs,b. The mean relaxation time is<τ > = ∫
0

∞

exp − (t / τs ,b)γ dt =
τs ,b
γ Γ(

1
γ ), where Γ is the

gamma function. For a simple exponential decay, <τ > =  τs ,b, and, therefore, the necessity of
the Kohlrausch function to fit the temporal PC decay confirms the involvement of various
time constants and is strong supportive evidence for the multi-time scale relaxation model
introduced by Eq. (29).

6. Conclusion

We have derived a spectral PC formula based on general principles for the standard set‐
up  used  in  experiments.  By  explicitly  including  the  spatial  variation  of  the  recombina‐
tion  rate  along  the  light  propagation  -  i.e.,  at  the  surface  and in  the  bulk  region  –  we
were able to demonstrate that PC spectra can be accurately described by the BU model.
Equivalently good agreements between theory and experiment were found by using α(ℏω)
values either experimentally determined or straightforwardly modeled by the density of
states and the modified Urbach rule. Furthermore, we have shown that the detailed the‐
oretical  model of the spatial  variation of τ(z) is  not critical  for the generation of the PC
near the band gap. However, the presented detailed theory correctly fit and explains the
experimental  observations.  It  reveals  the  firm  physical  key  mechanism  for  understand‐
ing of the PC peak near the gap energy: The peak takes place due to the different recom‐
bination rates of the excited carries near the surface and bulk. We also showed that the
τs/τb  ratio  found  by  temporally  resolved  PC  measurements  reasonably  agrees  with  the
results  from the PC fits,  accommodating the commonly used concept in optoelectronics,
i.e., the use of carrier lifetimes.
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Manipulation of Morphology in Polymer: Fullerene
Photovoltaic Cells
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1. Introduction

The morphology of the active layer in OPV devices is widely recognized as being crucial for
their photovoltaic performance [1-4]. The physics of the system dictates that excitons must
dissociate efficiently at a donor-acceptor interface, and that sufficient pathways for charge
transport to the electrodes are also required. Conjugated polymer crystals are considered to
be the primary hole carrier and thus are essential for effective charge transport. With this in
mind, the ideal morphology for an organic photovoltaic BHJ film was often considered until
a few years ago to be a bicontinuous, interpenetrating network morphology composed of pure
P3HT and pure PCBM phases, with both phases of order ∼20 nm in size [5, 6] and numer‐
ous cartoon depictions have helped to propagate this view, as the one shown in Figure 1.

In this idealized model, the two pure phases of donor and acceptor within the bulk hetero‐
junction are interdigitated in percolated highways with an average length scale of around
10-20 nm, equal to or less than the exciton diffusion length, to ensure exciton dissociation
and high mobility charge carrier transport with reduced recombination. Furthermore, a pure
donor phase at the hole collecting electrode and a pure acceptor phase at the electron collect‐
ing electrodes should exist in order to minimize the losses by recombination of opposite
charges or acting as diffusion barriers for the opposite sign charge carriers at the respective
electrodes. The presence of mixed phases in these BHJ were considered to be counterpro‐
ductive to device performance, since isolated molecules could act as traps for separated
charges and centers for charge recombination within the percolation pathways.

Many efforts have used this ideal model to design studies that examine the effect of the
chemical structure of conjugated polymer, composition, and processing methods on the abil‐

© 2013 Bernardo and Bucknall; licensee InTech. This is an open access article distributed under the terms of
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ity to achieve this ideal interpenetrating two-phase system [1]. Furthermore, when describ‐
ing the device physics of such organic photovoltaic devices, theoretical models have been
developed which mainly relied on the assumption that the components existed as two sepa‐
rated pure phases [7-10].

Figure 1. The ideal structure of a bulk heterojunction solar cell as represented by Sariciftci et al [5]. “Reprinted with
permission from (Chemical Reviews 107 (2007) 1324). Copyright (2012) American Chemical Society.”

Experimentally, although several different techniques have been used to study the morphol‐
ogy of these systems, part of the difficulties in the past in determining the precise composi‐
tion of phases, interfacial structure, and morphology of bulk heterojunctions has been the
limitations of contrast between the phases. For instance in standard electron-based techni‐
ques, crystalline P3HT and PCBM offer sufficient contrast between those two phases; how‐
ever their amorphous counterparts are almost indistinguishable. Consequently conventional
x-ray diffraction methods are unable to probe the amorphous regions in these conjugated
polymer-fullerene mixtures. On the other hand, AFM techniques only allow the study of the
morphology of surfaces and this might be very different from the morphology of the under‐
lying bulk of  the film.  Differential  scanning calorimetry (DSC) and dynamic mechanical
analysis (DMA) have also been used but they can only provide indirect information about
the morphology of these BHJ. For these reasons, more recently neutron and soft x-ray scat‐
tering techniques have started being used to provide heretofore unavailable information
concerning the bulk morphology of these bulk heterojunctions. Additionally techniques uti‐
lizing specific atomic or group specific contrast such as secondary ion mass spectroscopy
(SIMS) have added further information to the growing wealth of morphological informa‐
tion about BHJs. One clear advantage on the use of neutrons lies in the fact that for in‐
stance in the case of P3HT/PCBM systems, the scattering length density (SLD) difference
between P3HT (0.83x10-6 Å-2) and PCBM (4.3x10-6 Å-2) is sufficiently high, and no addition‐
al deuteration of one component is necessary.

Over approximately the last five years a reinterpretation of the existing idealized model has
lead to a new understanding on the thermodynamics and the morphology of these bulk het‐
erojunction systems. This chapter reviews some of the relevant literature relating to this new
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emerging understanding with concentration on the system of P3HT and PCBM, which has
been the most widely studied OPV system to date.

2. The Thermodynamics and Phase Behavior of Conjugated Polymer-
Fullerene Systems

Until a few years ago, the conventional wisdom was that the most widely studied OPV sys‐
tem of P3HT:PCBM was a simple two phase bulk heterojunction with well-defined interfa‐
ces between regions of approximately pure P3HT and pure PCBM. Then, from 2008
onwards several works in the literature began to show that this model was deficient in a
number of ways since it did not account for the phase behavior of the mixtures or explain
what the interface was between the phases or the two electrode interfaces. However, the re‐
sults reported are often contradictory or conflicting as explained below.

One of the early studies to refute the concept of simple pure two phase behavior in BHJ sys‐
tems was made by Muller et al. [11], who studied the phase behavior of PCBM with P3BT,
P3HT and P3DDT using a combination of DSC, optical microscopy and X-ray diffraction
(XRD) and related this to the solar cell efficiency for a series of devices with different blend
compositions. These binary systems were shown to feature simple eutectic phase behavior
(Figure 2(a)), with a eutectic composition of 35 wt% PCBM in the PCBM:P3HT system, and
that the optimum composition for device performance is slightly hypoeutectic when ex‐
pressed in terms of the polymer component.

Additional studies by Kim et al. [12], again using a combination of XRD and DSC, investigat‐
ed the phase behavior of PCBM with P3HT, MDMO-PPV and MEH-PPV. They observed
both P3HT melting point depression and glass transition temperature elevation in the
P3HT:PCBM blends as a function of increasing PCBM wt%. However, as shown in Figure 2,
the phase diagram they obtained differs from that of Muller et al. [11]. The determined solu‐
bility limits of PCBM in P3HT (Figure 2(b)), MDMO-PPV and MEH-PPV were 30, 40 and 50
wt% respectively. By measuring field effect conduction in transistors, a strong correlation
was found between the phase behavior and the charge transport in the studied conjugated
polymer/fullerene blends with hole-only transport being observed below the solubility limit
and ambipolar transport at higher PCBM fractions.

A further measurement of the phase diagram of P3HT:PCBM blends was made by Zhao et
al. [13] (Figure 2(c)) using conventional and modulated temperature DSC (DSC and
MTDSC). Again the phase behavior differs from both Muller et al and Kim et al. Zhao and
co-workers observed a single glass transition temperature (Tg) for all compositions, which
increases with increasing concentration of PCBM from 12.1ºC for pure P3HT to 131.2ºC for
pure PCBM. It was found that the film morphology of the blends results from a dual crystal‐
lization behavior in which the crystallization of each component is hindered by the other
component. The phase diagram also showed that the morphology of the blends with 45-50
wt% PCBM, whilst giving the highest device performance, is intrinsically unstable at the de‐
sired maximum operating temperature of 80ºC, as the Tg is less than 40ºC. More recently, the
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ity to achieve this ideal interpenetrating two-phase system [1]. Furthermore, when describ‐
ing the device physics of such organic photovoltaic devices, theoretical models have been
developed which mainly relied on the assumption that the components existed as two sepa‐
rated pure phases [7-10].

Figure 1. The ideal structure of a bulk heterojunction solar cell as represented by Sariciftci et al [5]. “Reprinted with
permission from (Chemical Reviews 107 (2007) 1324). Copyright (2012) American Chemical Society.”
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emerging understanding with concentration on the system of P3HT and PCBM, which has
been the most widely studied OPV system to date.

2. The Thermodynamics and Phase Behavior of Conjugated Polymer-
Fullerene Systems

Until a few years ago, the conventional wisdom was that the most widely studied OPV sys‐
tem of P3HT:PCBM was a simple two phase bulk heterojunction with well-defined interfa‐
ces between regions of approximately pure P3HT and pure PCBM. Then, from 2008
onwards several works in the literature began to show that this model was deficient in a
number of ways since it did not account for the phase behavior of the mixtures or explain
what the interface was between the phases or the two electrode interfaces. However, the re‐
sults reported are often contradictory or conflicting as explained below.

One of the early studies to refute the concept of simple pure two phase behavior in BHJ sys‐
tems was made by Muller et al. [11], who studied the phase behavior of PCBM with P3BT,
P3HT and P3DDT using a combination of DSC, optical microscopy and X-ray diffraction
(XRD) and related this to the solar cell efficiency for a series of devices with different blend
compositions. These binary systems were shown to feature simple eutectic phase behavior
(Figure 2(a)), with a eutectic composition of 35 wt% PCBM in the PCBM:P3HT system, and
that the optimum composition for device performance is slightly hypoeutectic when ex‐
pressed in terms of the polymer component.

Additional studies by Kim et al. [12], again using a combination of XRD and DSC, investigat‐
ed the phase behavior of PCBM with P3HT, MDMO-PPV and MEH-PPV. They observed
both P3HT melting point depression and glass transition temperature elevation in the
P3HT:PCBM blends as a function of increasing PCBM wt%. However, as shown in Figure 2,
the phase diagram they obtained differs from that of Muller et al. [11]. The determined solu‐
bility limits of PCBM in P3HT (Figure 2(b)), MDMO-PPV and MEH-PPV were 30, 40 and 50
wt% respectively. By measuring field effect conduction in transistors, a strong correlation
was found between the phase behavior and the charge transport in the studied conjugated
polymer/fullerene blends with hole-only transport being observed below the solubility limit
and ambipolar transport at higher PCBM fractions.

A further measurement of the phase diagram of P3HT:PCBM blends was made by Zhao et
al. [13] (Figure 2(c)) using conventional and modulated temperature DSC (DSC and
MTDSC). Again the phase behavior differs from both Muller et al and Kim et al. Zhao and
co-workers observed a single glass transition temperature (Tg) for all compositions, which
increases with increasing concentration of PCBM from 12.1ºC for pure P3HT to 131.2ºC for
pure PCBM. It was found that the film morphology of the blends results from a dual crystal‐
lization behavior in which the crystallization of each component is hindered by the other
component. The phase diagram also showed that the morphology of the blends with 45-50
wt% PCBM, whilst giving the highest device performance, is intrinsically unstable at the de‐
sired maximum operating temperature of 80ºC, as the Tg is less than 40ºC. More recently, the

Recent Progress in the Understanding and Manipulation of Morphology in Polymer: Fullerene Photovoltaic Cells
http://dx.doi.org/10.5772/51115

209



same authors investigated the phase behavior of PCBM blends with different PPV polymers
[14] using these same techniques together with rapid heat-cool calorimetry (RHC). They ob‐
served the occurrence of liquid-liquid phase separation in the molten state of MDMO-
PPV:PCBM and high Tg-PPV:PCBM blends, as indicated by the coexistence of two Tgs for
blends with a PCBM weight fraction of around 80 wt% which contrasted to the P3HT:PCBM
blends where no phase separation was observed in the molten state [13].

Figure 2. Phase diagrams of the system P3HT:PCBM as reported by Muller et al [11] (a); Kim et al [12] (b) and Zhao et

al [13] (c).

Hopkinson et al. [15] also measured the phase diagram of P3HT:PCBM blends using DMTA
and GI-WAXS. Evidence for a transition to a phase separated state is observed at PCBM con‐
centrations greater than 70 wt% and the Tg of the blends increases from ~40ºC for pure P3HT
to ~70ºC for a PCBM loading of 65 wt% and then drops between 70 and 75 wt% indicating
phase separation. Interestingly, this Tg variation differs considerably from the correspond‐
ing variation reported by Zhao et al. [13]. By varying degrees of crystallinity of P3HT, Woo
et al. [16] were able to control phase segregation in P3HT/PCBM mixtures and have shown
that under the same annealing conditions, highly regioregular (RR) P3HT induces a larger
extent of phase segregation (i.e., larger domains of pure phases) in a blend film with PCBM
than lowly regioregular P3HT. This makes sense, since without co-crystallization the fuller‐
enes can only exist in the amorphous regions of the polymer.

The effects of polymer crystallinity on miscibility have also been studied for P3HT and MDMO-
PPV blended with PCBM by Collins et al. [17]. The miscibility curves for the P3HT:PCBM
system obtained from NEXAFS measurements are shown in Figure 3. All systems show an
increasing miscibility of PCBM with temperature, suggesting an upper critical solution tem‐
perature (UCST) for the binary phase diagram. Both the middle and high-RR grades of P3HT
exhibit very similar levels of PCBM miscibility starting at 3% and 4% concentration at 120 ºC,
respectively, up to approximately 10% at 180 ºC. Contrasting this is the regiorandom grade of
P3HT that display much larger miscibility levels of 16-22%. Their results also showed that,
while no intercalation occurs in P3HT crystals, amorphous portions of P3HT and MDMO-
PPV contain significant concentrations of PCBM after annealing, calling into question mod‐
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els  based on pure  phases  and discrete  interfaces.  Furthermore,  depth  profiles  of  P3HT/
PCBM bilayers have been measured using SIMS and the results obtained revealed that even
short annealing causes significant inter-diffusion of both materials, showing that under no
conditions do pure amorphous phases exist in BHJ or annealed bilayer devices.

Figure 3. Miscibility phase diagram for P3HT mixed with PCBM according with Collins et al.[17]. “Reprinted with per‐
mission from (Journal of Physical Chemistry Letters 1 (2010) 3160). Copyright (2012) American Chemical Society.”

Small-angle neutron scattering (SANS) studies on 1:1 P3HT:PCBM blend thin films by Kiel
et al. [18] examined the change in scattering and consequently the location of PCBM upon
thermal annealing (at 140 ºC for 20min). They found that after thermal annealing PCBM is
soluble in the P3HT matrix up to a concentration of ~15-16 vol%. Although the data were
not able to conclusively show that the dissolved PCBM was located in the amorphous P3HT,
the authors suggested this as the probable location. They also observed that annealing has
the effect of increasing the PCBM agglomeration and domain size and volume fraction sug‐
gesting a coarsening of the phase separated morphology.

Recently, Kozub et al. [19] have combined energy-filtered transmission electron microscopy
(EFTEM) with grazing incidence small-angle X-ray scattering (GISAXS), to study the mor‐
phology evolution in P3HT/PCBM mixtures. They found that a significant amount of amor‐
phous polymer exists as a homogeneous polythiophene-fullerene mixture. Elemental
analysis of the amorphous regions demonstrated partial miscibility of P3HT and PCBM.
They have also determined the χ parameter in P3HT-PCBM mixtures by measuring the
melting point depression of P3HT in P3HT:PCBM mixtures. Through differential scanning
calorimetry, they have obtained an estimate of the Flory-Huggins interaction parameter, χ,
using Equation 1:
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where Tm is the melting point at a solvent (i.e. PCBM) volume fraction ϕs, Tm0 is the melting
point of pure polymer, R is the ideal gas constant, ΔHf  is the heat of fusion of polymer ob‐
tained from the melting endotherm, vm is the monomer molar volume of polymer (vm ,P3HT =

151 cm3/mol) and vs is the solvent molar volume (vs,PCBM = 607 cm3 / mol). Fitting Equation 1
to the melting point data shown in Figure 4(a) with χ as the only adjustable parameter yield‐
ed χ = 0.86 ± 0.09. Based on the assumption of Flory-Huggins free energy of mixing for poly‐
mer solutions, they obtained the spinodal, shown in Figure 4(b). The combination of the
spinodal and χ allowed for the determination of the miscibility of amorphous P3HT:PCBM
mixtures. They found that for P3HT concentrations greater than 0.42 by volume, the mix‐
tures are miscible and this miscibility suppresses fullerene crystallization. They therefore
concluded that the intricate mesoscopic structure of P3HT/PCBM mixtures present in 1:1 by
mass mixtures ( ϕP3HT =  0.58), commonly reported in the literature and critical for device
performance, is not a result of demixing of the amorphous phases, but instead, must be a
consequence of polymer crystallization.

Small-angle x-ray scattering (SAXS) studies of the phase separation of P3HT-PCBM thick films
showed that a bulk heterojunction system blend of 1:0.7 P3HT:PCBM is not just a simple two-
phase system with well-defined interfaces [20].  As other workers have shown the phase
behavior was shown to be a much more complicated system incorporating regions of crystal‐
line P3HT and PCBM, and a mixed phase of amorphous P3HT and PCBM. The phase separa‐
tion length scale was found to be ∼25 nm both before and after thermal annealing. The thermal
annealing was also shown to cause a reduction in the phase separation associated with diffusion
of PCBM into the amorphous P3HT, as previously also reported by Kiel et al. [18].

The influence played by the electrode interfaces on BHJ phase behavior has been studied by
Chen et al. [21] on the multicomponent P3HT:PCBM system. Small angle neutron scattering
and electron microscopy showed that a nanoscopic, bicontinuous morphology develops
within seconds of annealing at 150 ºC and coarsens slightly with further annealing. P3HT
and PCBM are shown to be highly miscible, to exhibit a rapid interdiffusion, and to display
a preferential segregation of one component to the electrode interfaces.

Yin et al. [22] have also used SANS to study the bulk morphology of P3HT/PCBM samples
prepared by drop casting a solution on a heated (~110ºC) quartz disk window (to accelerate
drying). Blends of PCBM and P3HT were studied and the effects of composition and ther‐
mal annealing at 150 ºC on the resultant morphology and interfacial structure were exam‐
ined. The SANS results indicate that P3HT and PCBM form homogeneous mixtures up to
∼20 vol % PCBM, which was assigned as the approximate miscibility limit. At all PCBM
fractions between 10 and 50 vol%, the resultant matrix also contains pure (crystalline) P3HT.
At higher PCBM loadings, PCBM phase separates to form larger domains. In the system
with 50 vol% PCBM, i.e. the system which is more representative of the active layer in or‐
ganic photovoltaics, neutron scattering shows that there exist at least three coexisting phas‐
es; pure P3HT and PCBM phases, and a mixture of amorphous PCBM and P3HT that serves
as the surrounding matrix. A simple geometric calculation indicates that the PCBM mole‐
cules in the amorphous phase are sufficiently close to allow charge transport, i.e. 4.3 Å at Φ =
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15% loading and 3.3 Å at Φ = 20% fullerene loading. These distances are consistent with in‐
termolecular charge transport models verifying therefore the ability of this morphology to
create significant photocurrent when illuminated. The morphological model indicated by
the SANS analysis is of “rivers and streams”, as the PCBM/P3HT amorphous matrix con‐
tains an abundance of donor/acceptor interfaces resulting in an efficient dissociation of exci‐
tons. These charges then “flow” in the streams of PCBM or P3HT within the amorphous
phase to the larger pure PCBM (electrons) or P3HT (holes) phases, which act as “rivers” to
transport the charges to the electrodes. This efficient charge mobility morphology exists due
to the extended miscibility of PCBM in P3HT, which is required to create sufficient close
packing in the amorphous phase to allow charge transport in the “streams”. Their proposed
mechanism also explains the large difference in efficiency between P3HT/C60 and P3HT/
PCBM bulk heterojunctions, where the immiscibility of C60 in P3HT presumably inhibits the
formation of a morphology that allows effective charge transport to the “rivers”.

Figure 4. Estimate of the miscibility from measurements of the melting point depression, as described by Kozub et al.
[19]. (a) Melting point depression of P3HT as a function of PCBM volume fraction, ΦPCBM, obtained from DSC experi‐
ments. The solid line is from eq 1 with χ = 0.86. Error bars represent the uncertainty in composition due to the limited
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accuracy of the scale. (b) Spinodal as a function of P3HT volume fraction, ΦP3HT, obtained by modeling P3HT:PCBM mix‐
tures as polymer solutions with MWP3HT = 50 000 g/mol. The dotted line denotes χ = 0.86, and in combination with
the spinodal indicates that homogeneous P3HT:PCBM mixtures are unstable for ϕP3HT < 0.42.“Reprinted with permis‐
sion from (Macromolecules 44 (2011) 5722). Copyright (2012) American Chemical Society.”

Treat et al. [23] have used a bilayer of P3HT and PCBM, as a model system, to develop a
more complete understanding of the miscibility and diffusion of PCBM within P3HT during
thermal annealing. Fast interdiffusion of these two components was observed when an‐
nealed at 150 ° C for 30 s confirming the results of Che et al. [21]. This interdiffusion resulted
in a homogeneous blend with an estimated diffusion coefficient of 3 × 10−10 cm2 /s. The fact
that there is a clear drive towards a homogeneous mixture of P3HT and PCBM from a dis‐
tinctly heterogeneous structure strongly suggests that PCBM (molecular or aggregated spe‐
cies) is dispersible in disordered P3HT under typical annealing conditions of BHJ OPV. The
authors estimate that PCBM has a concentration greater than 40 wt% in P3HT, which is con‐
sistent with previously reported estimates for bulk samples. It was also shown that PCBM
diffuses to the P3HT film without affecting the crystal size, structure, or orientation of
P3HT, even at an equal P3HT:PCBM weight ratio. These results indicate that the fast diffu‐
sion occurs only through the disordered regions of P3HT and shows how favorable the mix‐
ing in this system is. This again opposes the previously held belief that phase-pure domains
form in BHJs due to immiscibility of these two components. These results confirm that the
BHJ film is comprised of a dispersion of aggregates of PCBM, molecularly dispersed PCBM
in disordered P3HT, and crystallites of P3HT and suggests that the pure polymer domains
widely thought to exist in BHJ films are, in fact, disordered solutions of crystalline and dis‐
ordered polymer and amorphous fullerene.

A direct comparison between conventionally prepared P3HT/PCBM BHJs (C-BHJ) and an
active layer created by solution processed, layer-by-layer, sequential deposition (layer
evolved BHJ, LE-BHJ) has been studied by Moon et al. [24]. Following annealing at 100ºC for
10 min. both OPVs based on P3HT/PCBM LE-BHJ and C-BHJ films show similar device effi‐
ciencies and transport properties. Within the limits of contrast, cross-sectional TEM images
show that the intermixing of polymer and fullerene within the active layer of both OPVs
(LE-BHJ and C-BHJ) is identical. Therefore, despite being dramatically different in prepara‐
tion, these two methods produce nearly identical nano-morphologies. This spontaneous for‐
mation of equivalent morphologies through multiple routes implies that the resulting BHJ
nanostructure is the lowest energy state of the system.

A systematic study to understand how the P3HT molecular weight influences the P3HT/
PCBM phase behavior and the corresponding device performance has been undertaken by
Nicolet et al. [25]. The phase diagrams for all P3HT:PCBM binary blends were obtained us‐
ing DSC, displaying a eutectic phase diagram in all cases with a eutectic point found to de‐
crease from 65 to 50 wt % for P3HT molecular weights increasing between 9.6 k and 60 k g/
mol, respectively.

Molecular mixing in P3HT/PCBM thin films annealed at 140ºC was also the focus of a graz‐
ing incidence small-angle neutron scattering (GISANS) study by Ruderer et al. [26], which
utilized a detailed analysis based on the distorted wave Born approximation (DWBA). A
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broad range of compositions from 9 to 67 wt % PCBM content were investigated. The struc‐
ture size obtained associated with the distance between PCBM domains, is found to be
broadly distributed around 80 nm for systems with a small PCBM content of 9 wt % (see
Figure 5(a)). For the systems with higher PCBM content, the distance was revealed to be
constant at about 20 nm, which is in the range of the predicted exciton diffusion length and
therefore beneficial for charge generation. While most analyzing methods are only able to
extract overall structural length scales, the use of advanced modeling reveals much more de‐
tailed information. To fit the scattering data of such a complex system, up to three phase
types associated with different PCBM domains have to be incorporated in the model. Over
all blend ratios, large PCBM domains (Figure 5(a), triangles) with a radius of 100−200 nm are
observed with low frequency (less than 0.05%). Much more frequently observed (>90%)
smaller PCBM domains (Figure 5(a), squares), dominate the morphology. Their radius rang‐
es from 3 to 10 nm with the maximum object size at a PCBM content of 50 wt %, which is in
the range of the blend ratio where typically the most efficient P3HT/PCBM solar cells are
found. For the systems with 25 and 33 wt % PCBM content, an additional PCBM domain
with a radius in the range of 16-18 nm was observed again with low probability (<8%). Such
an additional PCBM domain size might indicate a non-equilibrium morphology. The vol‐
ume fraction of the molecularly dispersed PCBM, ΦPCBM, a function of the overall PCBM con‐
tent (see Figure 5(b)) shows that for the 9 wt % PCBM content films, a very low amount of
molecularly dispersed PCBM is found. However, P3HT/PCBM films with a higher overall
PCBM content (between 5 and 15 vol %) show molecularly dispersed PCBM.

As discussed above, the thermodynamics and phase behavior of conjugated polymer/fuller‐
ene systems is very complex and except in specific examples (such as P3HT/PCBM) it is still
poorly understood. Even in the highly studied example of P3HT/PCBM there are conflicting
results about the phase behavior. For example while some consider that these systems have
an eutectic type of phase behavior [11-13] (as is usually found in metal mixtures and salt
mixtures), others [19] are more in favor of the classical Flory-Huggins phase behavior com‐
mon in amorphous polymer systems [27]. There is also disagreement in the P3HT/PCBM
miscibility limits (i.e. in the amount of molecularly dispersed PCBM in the P3HT phase) re‐
ported in the literature. For instance, while Kozub et al [19] reported a value of > 42% vol %
P3HT, Yin et al. [22] reported a miscibility limit of 20 vol % of PCBM molecularly dispersed
in P3HT, and Ruderer et al. [26] reported a molecularly dispersed PCBM content of up to
35% in the amorphous P3HT phase. Despite these conflicting arguments, all of these studies
are consensual in that all of them show clearly that the ideal model of pure phase separated
donor and acceptor domains, as shown in Figure 1, is unattainable using the standard proc‐
essing techniques (spin-coating followed by annealing) and therefore in order to explain the
efficiencies of the currently existing devices, a paradigm shift in the physics behind device
operation may be required, as has been suggested by some authors [17, 22].

In most of the studies described above, the main focus has been the study of the thermody‐
namics of the bulk and therefore the experimental samples were thick enough to avoid any
relevant effect from the substrate’s surface energy. It is however known that in very thin
polymer films (~100 nm) as used in OPVs, the thin film morphology and phase behavior is
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broad range of compositions from 9 to 67 wt % PCBM content were investigated. The struc‐
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broadly distributed around 80 nm for systems with a small PCBM content of 9 wt % (see
Figure 5(a)). For the systems with higher PCBM content, the distance was revealed to be
constant at about 20 nm, which is in the range of the predicted exciton diffusion length and
therefore beneficial for charge generation. While most analyzing methods are only able to
extract overall structural length scales, the use of advanced modeling reveals much more de‐
tailed information. To fit the scattering data of such a complex system, up to three phase
types associated with different PCBM domains have to be incorporated in the model. Over
all blend ratios, large PCBM domains (Figure 5(a), triangles) with a radius of 100−200 nm are
observed with low frequency (less than 0.05%). Much more frequently observed (>90%)
smaller PCBM domains (Figure 5(a), squares), dominate the morphology. Their radius rang‐
es from 3 to 10 nm with the maximum object size at a PCBM content of 50 wt %, which is in
the range of the blend ratio where typically the most efficient P3HT/PCBM solar cells are
found. For the systems with 25 and 33 wt % PCBM content, an additional PCBM domain
with a radius in the range of 16-18 nm was observed again with low probability (<8%). Such
an additional PCBM domain size might indicate a non-equilibrium morphology. The vol‐
ume fraction of the molecularly dispersed PCBM, ΦPCBM, a function of the overall PCBM con‐
tent (see Figure 5(b)) shows that for the 9 wt % PCBM content films, a very low amount of
molecularly dispersed PCBM is found. However, P3HT/PCBM films with a higher overall
PCBM content (between 5 and 15 vol %) show molecularly dispersed PCBM.

As discussed above, the thermodynamics and phase behavior of conjugated polymer/fuller‐
ene systems is very complex and except in specific examples (such as P3HT/PCBM) it is still
poorly understood. Even in the highly studied example of P3HT/PCBM there are conflicting
results about the phase behavior. For example while some consider that these systems have
an eutectic type of phase behavior [11-13] (as is usually found in metal mixtures and salt
mixtures), others [19] are more in favor of the classical Flory-Huggins phase behavior com‐
mon in amorphous polymer systems [27]. There is also disagreement in the P3HT/PCBM
miscibility limits (i.e. in the amount of molecularly dispersed PCBM in the P3HT phase) re‐
ported in the literature. For instance, while Kozub et al [19] reported a value of > 42% vol %
P3HT, Yin et al. [22] reported a miscibility limit of 20 vol % of PCBM molecularly dispersed
in P3HT, and Ruderer et al. [26] reported a molecularly dispersed PCBM content of up to
35% in the amorphous P3HT phase. Despite these conflicting arguments, all of these studies
are consensual in that all of them show clearly that the ideal model of pure phase separated
donor and acceptor domains, as shown in Figure 1, is unattainable using the standard proc‐
essing techniques (spin-coating followed by annealing) and therefore in order to explain the
efficiencies of the currently existing devices, a paradigm shift in the physics behind device
operation may be required, as has been suggested by some authors [17, 22].

In most of the studies described above, the main focus has been the study of the thermody‐
namics of the bulk and therefore the experimental samples were thick enough to avoid any
relevant effect from the substrate’s surface energy. It is however known that in very thin
polymer films (~100 nm) as used in OPVs, the thin film morphology and phase behavior is
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also affected by the substrate’s surface energy. This phenomenon has also been the object of
intense research and it is known that the substrate’s free energy can induce vertical phase
segregation (normal to the substrate’s surface). However, just like reports of bulk BHJ be‐
havior there are also contradictory reports in the literature concerning the effect of the sub‐
strate’s surface energy on the final film morphology.

Figure 5. a) Distances (structure size) and small (object radius) and large PCBM domains (domain radius) used for the
simulations of the GISANS data depending on the PCBM content [26]. The error bars represent the distribution of
these lengths. (b) Fraction of the molecularly dissolved PCBM in the P3HT phase depending on the overall PCBM con‐
tent. The solid lines are guides to the eyes. “Reprinted with permission from (Journal of Physical Chemistry Letters 3
(2012) 683). Copyright (2012) American Chemical Society.”

Optoelectronics - Advanced Materials and Devices216

The compositional depth profiles in thin films of APFO-3:PCBM blends spin-coated from
chloroform solutions onto silicon has been studied by Björström et al. [28] using dynamic
secondary ion mass spectrometry (D-SIMS). Vertical phase segregation was found to be caused
by specific interactions between the substrates and the components of the APFO-3:PCBM
mixtures. By changing the substrate from silicon to gold it was shown that the composition
profile near the substrate interface varied. Later work by Campoy-Quiles et al. [29] also showed
that changing the surface energy of a substrate can change the concentration profile of PCBM
and, in the case of thermal annealing, cause PCBM to cluster together on an SiO2 substrate.

Vertical segregation behavior in P3HT:PCBM (1:1) blend films were also studied by Kim et al.
[30] using a glow discharge spectrometer equipped with a RF plasma (Ar ion) depth profil‐
ing system. They found that the relative distribution of P3HT and PCBM molecules changed
considerably by thermal annealing, with increasing PCBM and P3HT enrichment close to the
electron-collecting (Al) and to the hole-collecting (PEDOT:PSS/ITO) electrodes, respectively.
Even in the absence of the Al electrode P3HT enrichment at the free (air) surfaces and abun‐
dance of fullerene derivatives at the organic/substrate interfaces was also observed by Xu et
al.  [31]. The vertical phase separation in this system was attributed to the surface energy
difference of the components and hence their differential interaction with the substrates.

The importance of film thickness has been investigated by Verploegen et al [32] who showed
that very thin films (20 to 25 nm thick) of P3HT:PCBM 1:3 display dewetting when annealed
at 160ºC. Films of 75 nm thickness of the same composition when annealed did not dewet,
but showed some signs of crystallization induced phase separation. Using neutron reflectivi‐
ty (NR) Kiel et al. [33] showed that in a P3HT:PCBM BHJ, although the concentration profile
is complicated through the film thickness, the PCBM concentrated at the substrate interface
and also close to, but not at, the air interface where the aluminum counter-electrode was de‐
posited. Upon annealing, however, the PCBM accumulates at the air interface creating an
improved pathway for electrons to leave the device through the deposited metal electrode.
PCBM migration upon thermal annealing is a clear indicator that it is in a kinetically trap‐
ped state upon spin coating and has some mobility within the device.

Further NR studies of morphology of the P3HT:PCBM thin films either freshly cast, or after
solvent and thermally annealing have been made by Parnell et al. [34]. They found that the
freshly cast films have a surface layer that is relatively depleted in PCBM, while being rela‐
tively rich in PCBM at the film–substrate interface. Solvent annealing was shown to have little
effect on the PCBM distribution within the film, however thermal annealing increased the
PCBM concentration at the surface to a level found in the bulk of the film. Neutron reflectiv‐
ity measurements also suggest that the free surface of the films (i.e. without top metal elec‐
trode layer) undergo surface roughening when subject to solvent vapor and thermal annealing,
a conclusion verified by scanning probe microscopy. It was presumed that the PCBM-deplet‐
ed layers found in ‘as-cast’ P3HT/PCBM thin films are partly responsible for their relatively
poor performance in OPV devices, and that thermal annealing OPV devices improves de‐
vice efficiency not only by the creation of a percolated PCBM network, but also by improv‐
ing electron extraction via increasing the PCBM concentration next to the device cathode.
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The use of ToF-SIMS has been able to add to the morphological model derived by NR meas‐
urements by examining both the vertical as well as the lateral distribution of PCBM and
P3HT in BHJ films [35]. In 150 nm thick films spun coated from a 1:1 weight ratio of
P3HT:PCBM chlorobenzene solutions, ToF-SIMS imaging showed that the lateral phase sep‐
aration (within the limit of the micron resolution of SIMS imaging) was similar before and
after an annealing treatment at 140ºC for 30 min. However, depth profiling clearly shows a
vertical phase separation of P3HT:PCBM on the pristine blend (before annealing), with a
higher concentration of PCBM close to the PEDOT:PSS interface. On the other hand, after
annealing, the cross-sectional images of PCBM and P3HT are both uniform along the verti‐
cal axis showing that the annealing treatment suppresses the vertical phase segregation. Us‐
ing low voltage, high resolution TEM, Beal et al. [36] revealed some details of the mechanism
of PCBM domain migration associated with the vertical segregation within P3HT:PCBM so‐
lar cells by giving direct confirmation of P3HT and PCBM crystallization.

Xue et al. [37] have used the variation of the post-annealing cooling rate to create a series of
“snapshots” of the reorganization processes that occur upon annealing. P3HT:PCBM blend
devices exhibit a complex vertical stratification of both crystallinity and blend composition.
Using a combination of UV-vis spectroscopy, XRD, NEXAFS, AFM, and contact angle meas‐
urements, they showed that annealing resulted in the formation of three distinct vertical lay‐
ers. Diffusion of PCBM from the interfaces into the bulk of the film results in the formation
of (a) a P3HT rich substrate interfacial (wetting) layer, (b) a homogeneous ‘bulk’central lay‐
er, and (c) a P3HT-rich air interfacial (capping) layer. The orientation of the P3HT molecules
was shown to vary from c-axis P3HT alignment in the wetting layer at the substrate inter‐
face to an a-axis aligned in the capping layer at the air interface and also in the bulk layer.
The data showed that by slowing the post-annealing cooling rate devices with significantly
enhanced efficiencies can be prepared. This improvement in device performance was corre‐
lated with the observed increased crystallinity and hence polymer alignment, and also
phase segregation both at the interfaces and in the bulk film. In particular, they found that
slow cooling resulted in an aligned interfacial active layer/substrate structure that is benefi‐
cial for charge transport.

Theoretical descriptions indicate a segregation preference for a typical photovoltaic device is
where the donor (P3HT) is concentrated close to the substrate, and the acceptor (PCBM)
next to the top surface, onto which the cathode (for example Al) is deposited. This distribu‐
tion of components is expected to enhance the selectivity of the contacts towards one type of
charge carrier and so reduce charge leakage. As discussed above, there are clearly contradic‐
tory results in the experimental literature concerning the exact nature of this vertical phase
segregation. However, there is agreement that annealing leads to an increase of the PCBM
concentration closer to the cathode [30, 33-35], and this has been pointed out as being one of
the reasons for the improvement of device efficiencies that is usually observed upon anneal‐
ing treatments. The timing of the annealing process, i.e. before or after the deposition of a
metal electrode, is also known to influence the results. Post-production thermal annealing
can improve the evolution of well-ordered nanoscale morphology because of a limitation of
PCBM overgrowth, that is, due to the confinement effect.
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3. Kinetic Considerations

As shown in Figure 2, Muller et al. [11] and Kim et al. [12] reported an eutectic composition
(Ce) of Ce ≈ 35 – 40 wt% PCBM and Zhao et al. [13] a value of Ce≈ 60 wt% PCBM. However,
whilst these authors were trying to extract the thermodynamic behavior of the blends, kinet‐
ic factors are clearly affecting the resulting observations. It is these types of discrepancies in
observed phase behavior that highlights the difficulty in understanding the fundamental
relationship between morphology and device performance. Although the morphology of the
BHJ is ultimately determined by thermodynamic factors, the observed thin film morphology
can be dominated by the kinetics of the film preparation methods and parameters used,
including solvent evaporation/drying rates and by the kinetics of cooling after annealing.
Herein lies some of the answer as to the reason for the contradictions in the observed phase
behavior and morphology of these systems, since in putting together a device, the process‐
ing conditions between different groups often vary and also almost certainly do not allow the
system to reach a global free energy minima and hence true a thermodynamic state. Changes
to processing conditions are well known to make big variations in device performance, but
there are also much subtler effects associated with the well-known irreproducibility in other‐
wise identical processing conditions, which are problematic for OPV development.

The effect of drying kinetics on the resultant P3HT:PCBM blend has a profound effect on the
final device characteristics [38], where it was found that films dried slowly had better per‐
formance characteristics (higher external quantum efficiency, higher power conversion effi‐
ciency, higher fill factor, and lower series resistance) than the rapidly dried films. The
charge carrier mobility of holes and electrons in P3HT:PCBM thick films was shown to have
more balanced transport properties and non-dispersive dynamics for the slowly dried films,
where as the rapidly dried film displayed dispersive dynamics and unbalanced transport.
All these differences in performance were explained by the rate of solvent evaporation, as
fast solvent loss quenches the phase separation process, and conversely the longer the blend
is mobile and contains solvent the more the mixture will proceed to a more phase separated
state. Campoy-Quiles et al. [29] have studied the morphology changes induced by slow dry‐
ing and vapour annealing and showed that the PCBM concentration profile changes as the
spin-coating speed (and hence the rate of drying) is reduced. Slow drying has a qualitatively
similar effect to thermal annealing, whereby the composition gradient becomes more pro‐
nounced and the surface-segregated PCBM concentration increases.

The time-dependent morphology evolution of blend films of P3HT and PCBM, was investi‐
gated by Jo et al. [39], using two different annealing treatments with different morphology
evolution time scales, i.e. a high-temperature thermal annealing (150 ºC), and a room-tem‐
perature solvent annealing. Comparing the morphological changes of the blend films after
the two annealing treatments, solvent annealing resulted in a more favorable BHJ morpholo‐
gy than thermal annealing. The poor BHJ morphology after thermal annealing under these
experimental conditions was attributed to the relatively fast diffusion and aggregation of the
PCBM molecules during P3HT crystallization, which interfered with the growth of the elon‐
gated fibrillar P3HT crystals and subsequent evolution of the well-ordered BHJ morpholo‐
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gated by Jo et al. [39], using two different annealing treatments with different morphology
evolution time scales, i.e. a high-temperature thermal annealing (150 ºC), and a room-tem‐
perature solvent annealing. Comparing the morphological changes of the blend films after
the two annealing treatments, solvent annealing resulted in a more favorable BHJ morpholo‐
gy than thermal annealing. The poor BHJ morphology after thermal annealing under these
experimental conditions was attributed to the relatively fast diffusion and aggregation of the
PCBM molecules during P3HT crystallization, which interfered with the growth of the elon‐
gated fibrillar P3HT crystals and subsequent evolution of the well-ordered BHJ morpholo‐
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gy. These results are however, seemingly contradictory to those of Parnell et al. [34],
suggesting that there are other factors that are contributing to the observed behaviors.

The reasons for the irreproducibility of the performance of P3HT:PCBM BHJ solar cells fab‐
ricated using nominally identical conditions has been investigated by de Villers et al. [40].
They showed that this irreproducibility is the result of the occurrence of vertical phase seg‐
regation of P3HT to the top surface, which is controlled by subtle factors in the kinetics of
solvent evaporation during spin-coating. When this type of vertical phase separation occurs,
electron extraction is hindered by the poor contact between the PCBM component of the
BHJ and the cathode.

Wang et al. [41] have used in-situ ellipsometry and grazing incidence x-ray scattering (GI-
XS) to study molecular self-organization in P3HT and PCBM blend films in real time, during
the drying process as they are cast from solution. They have identified three stages in film
drying: (I) rapid solvent-evaporation, (II) moderate solvent-evaporation and rapid crystalli‐
zation, and (III) slow solvent-evaporation and slow crystallization. They showed that the on‐
set of fast crystallization commences when the volume fraction of P3HT:PCBM in a wet film
reaches a critical volume fraction of 50%. The observed crystallization growth-mechanism is
consistent with a heterogeneous nucleation process in which defects or impurities act as nu‐
cleation sites.

The rate of evaporation is clearly affected by the boiling point and vapor pressure of the sol‐
vents used. The influence solvent boiling point on the morphology and photovoltaic per‐
formance of P3HT:PCBMBHJ films produced via spin-coating, has been studied by Ruderer
et al. [42]. The four solvents considered were chloroform (CF), toluene, chlorobenzene (CB)
and xylene. Solar cells made using these solvents had different photovoltaic performances.
Using a wide range of experimental techniques it was shown that solubility-driven cluster
formation of PCBM occurred in these systems. In films made using solvents with poor solu‐
bility of PCBM many more clusters were formed. As-spun films showed no P3HT crystallin‐
ity, independent of the solvent used. After annealing, P3HT crystals formed with edge-on
configuration relative to the substrate as the main orientation, with crystal lattice constants
that were also independent of the solvent used. However the crystal sizes increased with in‐
creasing boiling point (i.e. decreasing evaporation rates) of the solvents used, which was at‐
tributed to the increased drying time during spin-coating and residual solvent in the BHJ
films. For toluene-, CB-, and xylene-made films, lateral nanostructures were found. In the
vertical direction P3HT enrichment layers were detected for toluene- and CB-made films
and PCBM enrichment layers for the films made using toluene and xylene. Nevertheless
films made using toluene, CB, and xylene showed similar photovoltaic performance. Con‐
versely, films made using chloroform presented a layered structure with a disadvantageous
material distribution, with the P3HT hole conductor at the top electrode and the PCBM elec‐
tron conductor at the electron-blocking layer, consequently producing efficiencies that were
significantly lower.

Schmidt-Hansberg et al. [43] have investigated the dynamics and thermodynamics of molec‐
ular ordering, in P3HT/PCBM mixtures, during film drying from 1,2-dichlorobenzene
(DCB). The pathway through the phase diagrams of P3HT and PCBM solutions, as shown in
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Figure 6, was compared with the structural changes during crystallization of the ternary
P3HT:PCBM:solvent system observed in real time by grazing incidence x-ray diffraction
(GIXD). It was shown that PCBM only crystallizes at the final stage of drying although its
solubility limit is reached a very early stage of solvent evoporation.

Figure 6. a) Schematic of the experimental setup for simultaneous real time GIXD and laser reflectometry of doctor-
bladed thin films in a controlled drying environment. (b) Schematic of P3HT unit cell. (c) Ternary phase diagram of
P3HT-PCBM-DCB; the star symbols denote phase transitions in the binary cases. From reference [43]. “Reprinted with
permission from (ACS Nano 5 (2011) 8579). Copyright (2012) American Chemical Society.”

Sobkowicz et al. [44] have measured the time- and temperature dependent aggregation of
P3HT in o-dichlorobenzene solutions using rheometry and small-angle neutron scattering
(SANS). They tried to set a starting point for understanding important aspects of morpholo‐
gy development in drying BHJ films. They found that the presence of PCBM dramatically
slows the aggregation of P3HT in solution. Concentration and temperature dependencies
were identified, with the latter being the more sensitive parameter. Analysis of the SANS
data showed a strong affinity between P3HT and DCB with an interaction parameter that
becomes more negative with increasing concentration, and elevated temperature dissolution
suggesting UCST behavior in this polymer−solvent system. Modest cooling of P3HT solu‐
tions even in “good” solvents such as DCB resulted in rapid aggregation, although the ag‐
gregated solutions do not completely phase separate, but rather form physical gels
consisting of anisotropic structures. An increase in solution modulus of several orders of
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magnitude accompanies the aggregation and the pure polymer solution modulus becomes
frequency-independent. Although the percent crystallinity in the aggregated solutions can‐
not be calculated directly from these results, it appears that the crystalline fraction is lower
in the solutions with PCBM present. These results also lend insight into the film drying
process and will ultimately lead to improved processing procedures in pursuit of an opti‐
mized morphology for bulk heterojunction devices.

The rate of cooling, after annealing, also has a dramatic influence on the final morphology of
the film. A slower cooling rate leads to a greater extent of crystallization, when semi-crystal‐
line polymers or crystalline nano-particles are involved. Despite this fact, only recently have
some authors drawn attention to this important factor [37].

4. Conclusions

Recent detailed studies of the phase behavior of conjugated polymer:fullerene blends have
begun to provide important information for understanding the property-processing rela‐
tionships in organic solar cell blends. Until these studies conventional wisdom suggested
that the P3HT:PCBM system was a simple two phase bulk heterojunction with well-defined
interfaces between regions of pure P3HT and pure PCBM. The latest results clearly demon‐
strate that this assumption is not correct, but instead unequivocally show that BHJ materials
are more complex systems incorporating regions of crystalline P3HT, PCBM, and inter‐
mixed regions of amorphous P3HT and PCBM. Upon annealing there is considerable inter‐
diffusion of PCBM into the amorphous P3HT. It has also been shown that in the case of thin
BHJ films (~100 nm) such as those used in OPVs, the substrate’s surface energy can have a
crucial role on the final morphology.

Furthermore, the kinetics as manifested in the processing routes and conditions can also
play a dominant role in the observed structure/morphology. For all these reasons it is very
difficult to predict the structure of the BHJ since apparently the same process used by differ‐
ent groups can end to with different results.

Whilst significant insight has been derived in understanding the behavior of a limited num‐
ber of systems, with P3HT:PCBM the most widely studied system by far, there is still no predictive
understanding in even this system. If technologically meaningful device efficiencies are to be
achieved significant additional work must be undertaken to derive predictive capability for
these complex BHJ systems. This will ultimately require a global effort of complementary
experimental measurements combined with theoretical and computational modeling.

5. Nomenclature

AFM – Atomic Force Microscopy

BHJ – Bulk Hetero-Junction
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DMTA – Dynamic Mechanical Thermal Analysis

GISANS - Grazing Incidence Small-Angle Neutron Scattering

GIXS – Grazing Incidence X-ray Scattering

GIWAXS/GIXD – Grazing Incidence Wide-Angle X-ray Scattering/x-ray diffraction

ITO – Indium Tin Oxide

MEH-PPV - poly [2-methoxy-5-(2-ethyl-hexyloxy)-1,4-phenylene-vinylene]

MDMO-PPV – poly(2-methoxy-5-(3’,7’-dimethyloctyloxy)-1,4-phenylenevinylene)

NEXAFS – Near-Edge X-ray Absorption Fine Structure

NR – Neutron Reflectivity

OPV – Organic Photo-Voltaic

P3HT – poly(3-hexylthiophene)

PCBM – phenyl-C61-butyric acid methyl ester

PEDOT:PSS – Poly(3,4-EthyleneDiOxyThiophene):Poly(StyreneSulfonate)

SANS – Small Angle Neutron Scattering

SAXS – Small-Angle X-ray Scattering

SIMS – Secondary Ion Mass Spectrometry

TEM – Transmission Electron Microscopy

ToF-SIMS – Time-of-Flight Secondary Ion Mass Spectrometry

UCST – Upper Critical Solubility Temperature

UV-Vis – Ultra-Violet Visible

XRD – X-ray diffraction

WAXS – Wide-Angle X-ray Scattering
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1. Introduction

Heterojunctions are inherent in and essential to all molecular optoelectronic devices. In or‐
ganic light emitting diodes (OLEDs), the interfacial region between the active organic layers
and the inorganic contacts plays a primary role in device performance, through the control
of effective carrier injection and long term device reliability. In organic solar cells (OPVs),
heterojunctions play a defining role in all of the major processes: charge separation relies on
effective organic/organic interfaces; charge transport is critically determined by the structure
of the thin film, controlled by the organic/inorganic interfaces with substrates; and charge
extraction can only occur at high quality inorganic/organic interfaces at the electrodes. Stud‐
ies of various organic/inorganic interfaces have indicated that a wide range of interfacial
types are possible in organic optoelectronic devices. To foster the next generation of devices,
it is critical to understand the connections between heterojunction structure and morpholo‐
gy, and device performance. This connection is especially important with regard to the inter‐
facial stability and lifetime in organic optoelectronic devices. Control of the complex
interactions and the microstructure at the electrode-organic interfaces would allow the opti‐
mization of performance and lifetime.

In this chapter, we aim to review the current state of the art with regards to interfacial stabil‐
ity and control of the anode (indium tin oxide) electrode/active layer interfaces to under‐
stand the performance of organic optoelectronic devices. From examples of our own
research and others relating to interfacial morphological changes, a comprehensive picture
of the role of the interface in device stability can be formed. This chapter begins with a brief
overview of degradation in organic devices, including definitions. Following that, the main
focus of the chapter is on the morphological instability at the ITO surface as a main mecha‐
nisms of device degradation. Various approaches to overcoming device instability are given,
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distribution, and reproduction in any medium, provided the original work is properly cited.
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with special attention paid to the various interlayers that have been introduced into devices.
This also includes examples where dewetting is used advantageously to produce novel de‐
vice architectures and surprising solutions to device degradation.

2. Degradation

Unlike the field of inorganic electronics, organic electronics encompasses highly diverse
technologies with devices that can be prepared with different architectures, using many dif‐
ferent materials, processed by many different methods. Unlike their inorganic counterparts,
all organic devices are to some extent unstable and their performance degrades over time
[1]. After efficiency, lifetime is the second most important parameter for organic devices [2].
While inorganic semiconductors are for the most part intrinsically chemically stable, and in‐
sensitive to the ambient environment, for organic devices, the polymer or small molecule ac‐
tive layers themselves, the inorganic electrodes, and the interfaces between them are all
potential locations for degradation. Degradation for organic devices is, therefore, highly
complex and typically cannot be described by a single mechanism.

OLEDs [3] and OPVs [4-6] are known to degrade during both operation and storage (called
shelf life or dark stability). From the moment the metal electrode is applied, the device is
subject to degradation: in vacuum, in the dark and under operation [1]. The three physical
mechanisms that degradation can take are the loss of conjugation and irreversible deteriora‐
tion of the active organic layers; degradation of the interface conductive properties; and me‐
chanical disintegration of device (dewetting, phase segregation, crystallization), all of which
manifest themselves as a change in the electrical properties. The basic requirement of an
emissive or absorptive technology with regards to lifetime is to provide adequate device
performance over the intended time of use for the application. Stability for short term dis‐
plays, such as cell phone monitors, requires different criteria than long term high perform‐
ance solid state lighting. For solar cells, the requirements are different still with exposure to
external environments that are not even a consideration for OLEDs, aggravated by the fact
that many organic molecules undergo serious degradation in electrical properties upon ex‐
posure to light [7-11]. The desire for flexible substrates for both technologies brings yet an‐
other set of challenges. These requirements have stimulated much research in the thirty
years since the first OLEDs and OPVs were produced at Kodak [12-13].

Though efforts are underway to establish standardized protocols for OLED and OPV char‐
acterization [14-16], official qualification procedures have not yet been established for life‐
time testing. Stability testing protocols were proposed for OPVs by consensus among 21
international research groups in May 2011 to improve the reliability of reported values [17],
and are still in the process of being adopted by other researchers. A comparison of reported
lifetime values between different groups is difficult, as device lifetime is greatly affected by
the driving voltage, number of duty cycles, length of rest cycles, initial luminance or power
conversion efficiency, deposition conditions, and exposed environment. Though it is possi‐
ble to estimate values for standardized test conditions using acceleration factors for both

Optoelectronics - Advanced Materials and Devices230

OLEDs [18] and OPVs [19-20], in general it is more instructive to look at the relative im‐
provement in the device lifetime, which is how it will be discussed in this chapter.

Known degradation  mechanisms  include  diffusion  of  molecular  oxygen  and  water  into
the device,  crystallization or oxidation of organic layers,  degradation of interfaces,  inter‐
layer and electrode diffusion, electrode reaction with the organic materials, electrode oxi‐
dation,  phase segregation or  intermixing,  dewetting from the substrate,  delamination of
any layer,  and the formation of  particles,  bubbles,  and cracks.  There are four major de‐
cay mechanisms related to the bulk active layers: organic layer oxidation, crystallization,
charge  carrier/exciton  damage,  and  photobleaching.  There  are  also  four  decay  mecha‐
nisms directly  associated  with  degradation  at  the  top  contact:  electrode  oxidation,  dark
spot formation, electrode bubbling and delamination, and metal diffusion. As this chap‐
ter is focussed on the morphological stability on the anode surface, interested readers are
directed to recent topical reviews specifically focussed on polymer photovoltaics [21-22],
on OLEDs [23], and on interfaces [24], for a comprehensive look at degradation and deg‐
radation mechanisms.  As many of  the issues related to anodic degradation at  interfaces
are common for both OPV and OLEDS, and for polymer and small molecule active lay‐
ers, all types will be discussed within this chapter.

3. Dewetting theory

It  is  the interplay between molecule-molecule  self-interaction and substrate-molecule  in‐
teractions that determines the stability on a given surface [25-26]. For thin films (<100nm)
coated onto non-wetting substrates,  van der Waals forces play the dominant role in de‐
termining film stability [27-28].  The Hamaker model [29] allows quantification of the in‐
stabilities  that  arise  in  thin  films  when  VdW  forces  induce  an  attractive  potential
between two interfaces
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where AH is the effective Hamaker constant for the film and film-substrate interactions
(AH=AF-AFS) and h is the film thickness on an infinite substrate.

The thermodynamic instability is given by the “disjoining pressure” [26, 30], or the second
derivative of the energy. For a single film, this is given by
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As the disjoining pressure is inversely proportional to the film thickness to the fourth pow‐
er, producing stable and defect free films is particularly difficult as the thickness decreases.
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At the lowest limits, thermally or mechanically induced fluctuations (capillary waves) tend
to cause film rupture [27, 31-32], a process known as spinodal dewetting. The surface undu‐
lations give rise to a pressure gradient which drives film instability if the effective Hamaker
constant is negative (i.e. non-wetting) [31]. As the film thickness decreases, there is a trade-
off between destabilizing vdW forces and stabilizing surface tension that leads to an amplifi‐
cation of capillary waves [33] and can therefore cause spontaneous rupture if the film is thin
enough (typically <200nm, greatly enhanced at <10nm [32-33]). Additionally, the glass tran‐
sition temperature (Tg) is lower for thin films due to confinement effects [34], further aggra‐
vating dewetting effects. Most OLED and OPV layers are less than 200nm thickness, making
them highly susceptible to spinodal dewetting.

Aside from capillary wave destabilization, dewetting can be driven by nucleation and hole
growth from defects (i.e. airborne particles) [27, 35], by the release of residual stress [36], by
density variations [37] or by thermal expansion mismatch between substrate and organic
film [27, 38], which can be highly anisotropic for organic molecules [39].

Dewetting effects are strongly related to the crystalline structure of organic thin films [40],
and are thus quite different from the wetting – dewetting problems of an isotropic liquid.
The situation is further complicated by the fact that many organic molecular crystals exhibit
several distinct crystal structures, which are energetically very similar and may coexist
[41-42]. For crystalline films, pseudo-epitaxy with the substrate can simultaneously drive
both film stabilization and dewetting [42]. The predominance of physisorption, combined
with the relatively large size of the molecule compared to the inorganic substrate allows or‐
ganic films to accommodate much larger strains than those observed in inorganic epitaxy
[42]. As having lateral organization in the thin film can stabilize against dewetting [40], the
amorphous films often used in devices are even more susceptible to extreme morphological
instabilities.

Regardless of the mechanism, dewetting begins with a nucleation event leading to the for‐
mation of a hollow which proceeds to grow by the transport of material away from the nu‐
cleation site to a retreating rim surrounding the hole. These holes eventually intersect,
leading to the formation of ribbons of material along the contact line [27].

4. Anode/active layer contacts

The interface at the high work function electrode is especially influential in device stability
as it often also forms the substrate upon which subsequent layers are deposited. The electri‐
cal, chemical, and morphological features of the electrode surface play a significant role for
both OLEDs and OPVs as the quality of the interface and of the hole transporting (electron
donating) (HTL) film deposited on it [38, 43] is often the limiting feature of the device, both
for performance [38, 44-47] and stability [9, 38, 48-50].

For a high quality device, the HTL needs to fulfill a number of criteria including high hole
mobility, good energy level matching with anodes and other active layers, good thermal
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properties, high optical transparency to visible light, and a smooth, often amorphous mor‐
phology with good film forming properties [12, 51-59]. In small molecule OLEDs, excellent
examples, and the first HTL materials [12], are triphenylamines such as TPD and NPB; in
polymer OLEDS and OPVs, this function is often fulfilled by PEDOT:PSS (Poly(3,4-ethylene‐
dioxythiophene):poly(styrenesulfonate)) [60].

An indium tin oxide (ITO) thin film on a glass substrate could be considered an archetypical
anode for both OLEDs and OPVs due to its high transparency over the visible region, high
electrical conductivity, and high work function [61-64]. Although ITO use is almost ubiqui‐
tous as the transparent conducting electrode in organic optoelectronic devices, it has a num‐
ber of drawbacks, including variations in the surface properties depending on preparation
method [47, 62, 64-67], poor energetic compatibility with active organics [68-69], and insta‐
bility with a wide variety of hole transporting materials that directly impacts on the device
stability. ITO has a bixbyite crystal structure [70-71] and the surface of polycrystalline thin
films are dominated by the oxygen terminated (111) plane with many dangling O bonds [72]
(see figure 1). Due to this rich oxygen landscape, the electrode surface has a highly variable
electronic structure [73] that can be modified by a wide variety of surface treatments, and is
very susceptible to moisture [74] and light irradiation [63, 75]. As the difference between the
active layer highest occupied molecular orbital (HOMO) and the electrode surface work
function plays a limiting role in device performance [76], ITO surface modification is typi‐
cally focussed on increasing work function, by passivation with surface-active species [77]
or by over 50 kinds of chemical and physical treatments [76, 78-79].
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properties, high optical transparency to visible light, and a smooth, often amorphous mor‐
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5. Morphological instabilities on ITO

In general, instability at the ITO/active layer interface can be related to morphological,
chemical and electronic changes over the lifetime of the device. There are four major criteria
which lead to an unstable interface: surface energy mismatch, low glass transition tempera‐
ture (Tg) materials, surface reactivity with organics, and work function instability. The sur‐
face energy mismatch and low transition temperatures are the driving characteristics for the
morphological instability discussed in this chapter.

As the ITO surface consists of many dangling O, surface treatments tend to saturate the sur‐
face with hydroxides, making it hydrophilic [80]. Advancing aqueous contact angles range
from ~0-30o on treated surfaces [80-86]. By contrast, many electron donating organic materi‐
als are hydrophobic. Two widely used HTLs for small molecule OLEDs, TPD and NPB, have
advancing contact angles of 80°, and 90° respectively [80]. This large mismatch in surface en‐
ergy makes it difficult to grow continuous films necessary for devices. Thermally evaporat‐
ed oligomers, such as NPB [87-88] and TPD [89] as well as many others, show a strong
tendency to island (Volmer-Weber) growth (see figure 2a), with highly active surface diffu‐
sion to step edges and defects. Often, the initially formed islands can ripen laterally with
continued deposition to form what appear to be continuous films [87], which are highly
metastable. For molecules deposited from solution, the surface energy mismatch with ITO
can also lead to inhomogenous deposition, as seen in figure 2b for PEDOT:PSS.

Even when continuous films are able to form upon deposition, the relatively low Tg for
many oligomer hole transporting materials (NPB 96oC, TPD 65oC [53]), can lead to dewet‐
ting under mild thermal treatments or even with storage over time at ambient temperatures
[42, 90]. Diindenoperylene, a novel material of interest due to its well defined ordering [91],
interesting growth behaviour [92-93], promising electron transport properties [94-95], fa‐
vourable electronic structure [96], long exciton diffusion lengths [97], has recently been
shown by us to have tuneable behaviour in solar cells based on its morphology [98]. As seen
in figure 3, upon initial deposition, films of DIP form large flat islands on ITO with a high

(a) 
(b) 

Figure 2. (a) SEM image of (EtCz)2 films deposited at Ts = 90oC on a bare-ITO substrate. Reprinted with permission
from [68]. Copyright 2002 John Wiley and Sons (b) Incomplete coverage of ITO surface with PEDOT:PSS deposited
from solution.
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degree oforder [98]; however, they are metastable at room temperature, showing very
strong dewetting during storage at room temperature under vacuum for one month [99].

Though sometimes observed under high temperature treatments [3, 100], dewetting is not as
significant a problem for polymer systems, due to the generally higher Tg of polymer mate‐
rials [101]. However, device performance is heavily influenced by the morphology, especial‐
ly in polymer-based bulk heterojunction solar cells [102]. The optimal morphologies require
the spontaneous phase segregation of the donor and acceptor polymers during co-deposi‐
tion. As such, the interpenetrating morphology required for high device performance, is also
highly metastable, and driven by the substrate surface energy mismatch [103-105].

Beyond the limitations in the shelf life, metastability of the active layers can be a signifi‐
cant driving force for degradation during operation.  The organic layers are subjected to
thermal stress in a variety of ways at a number of points in the device lifetime. During
fabrication,  the metal  cathode is  vacuum deposited directly on the organic  films,  which
can lead  to  localized  heating  of  the  organic  film.  During  normal  device  operation,  low
mobility  in  the  organic  films  can  lead  to  high  electric  fields  and  local  Joule  heating
[106-110].  Zhou et  al.  observed that  the  surface  temperature  for  TPD based OLEDs can
reach as high as 86oC, suggesting that the temperature inside the actual devices could be
higher than 200oC [110].  Tessler  et  al.  [111]  saw temperature variation during operation
as high as 60oC in the recombination zone. As semiconducting organic molecules tend to
show poor natural heat dissipation [110, 112-113], such large temperature variations can‐
not be handled by the limited heat sink at the glass surface.  Choi et  al.  [114] were able
to find an inverse correlation between the OLED device lifetime and the internal device
temperature, as measured by a scanning thermal microscope.

800nm 800nm

(a) (b)

Figure 3. AFM micrograph of diindenoperylene (DIP) deposited on ITO surface at room temperature (a) immediately
after deposition (b) after one month in a low vacuum, low humidity environment.

OPVs  have  the  additional  burden  of  illumination  induced  heating  and  cooling  cycles,
which  can  cause  the  internal  temperatures  to  reach  well  beyond the  Tg  when coupled
with Joule heating.  Sullivan et  al.  [115] observed that UV induced heating (through UV
absorption by the glass substrate) lead to a structural reorganization of pentacene, decou‐
pling it  from the ITO surface,  causing kinks to form in the current density-voltage (J-V)
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curves for PEN:C60 solar cells.  Paci et al.  [116] observed that the metastable morphology
of P3HT:PCBM solar cells was modified in a similar way under illumination as by delib‐
erate thermal annealing.

Irreversible device failure has also been observed in operating OLEDs [38] and OPVs [117]
heated above Tg of one of the molecular organic components. For many devices, the weak‐
est link in the device lifetime is the low Tg of the HTL immediately adjacent to the ITO sur‐
face [117-121], as many electron accepting and transporting materials have relatively high
Tg [53]. Fenter et al. proposed that device failure was a result of significant expansion of the
least thermally stable material, TPD, leading to delamination from the ITO surface [38]. Do
et al. for MEH-PPV [3] and Choi et al [114] for PFO, observed buckling behaviour, where the
polymer layer completely detached from the ITO in a number of areas on the electrode sur‐
face. This inhomogenous delamination results in significant disruption of the multilayer
structure, which can cause non-uniform contact between the electrode and organic layers.
TPD undergoes signifcant structural changes even well below its glass transition tempera‐
ture: at ~60oC, changes have been observed in its thickness and density by XRR [38] and seri‐
ous dewetting has been observed by AFM [122]. Tokito et al. [123] observed a direct
correlation between the glass transition temperature of the HTL and device degradation as a
function of temperature; however, this was disputed by Adachi et al. [51], who saw no cor‐
relation specifically with the Tg, relating the stability more to the interfacial barrier to injec‐
tion (and hence to Joule heating [124]). It is conceivable that dewetting, which compromises
the integrity of the hole transport layer, would lead to inefficient hole injection by non-uni‐
form coverage, and a modification of the other layers deposited atop the dewetted layer
[125].

Any local failures due to morphological inhomogeneities on the ITO surface (In spikes, thin‐
ner organic regions, etc) [90], where the high local electric field would already encourage
Joule heating, would also tend to both accelerate and be accelerated by dewetting. As many
materials are also subject to annealing heat treatments for improved performance, film met‐
astability can have catastrophic consequences for the device in operation. Do et al. observed
complete separation of the active MEH-PPV layer during operation in a number of areas on
the electrode surface, resulting in dead areas that eventually covered the whole surface [3].
Even without dewetting induced failures, over-annealing or elevated temperature storage
over long time can lead to significant phase-segregation beyond the exciton diffusion length
for bulk heterojunction devices [126-128], which ultimately decreases the performance over
time [101, 127, 129-130].

Both dewetting and work function instability at ITO surfaces are accelerated by humidity
[86, 90] or light irradiation [115-116]. The same mechanism is at work in both cases – the
modification of the hydroxyl termination on the ITO surface [47], which leads to a change in
the surface energy. This also helps to explain the strong correlation observed between the
interfacial barrier to hole injection and OLED device degradation [51, 131-133], as both are
related to this hydroxyl terminated surface.
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6. Preventing interfacial morphological instability

There has been much research into methods of counter-acting dewetting from the ITO sur‐
face, as the integrity of the active layers is of paramount importance in the device perform‐
ance and stability. Incorporation of the unstable film into a device, with a mutli-layer film
stack, already significantly suppresses the dewetting of single films [40, 125, 134]. Deliberate
use of a stable inorganic capping layer, such as Al2O3 [135] or an electrode metal such as Ag
[136] or Au [137], within the device can also greatly improve the stability of the underlying
organic phases. Utilizing a rough substrate can also encourage wetting and stability [32, 46,
138-140], but that can lead to undesirable morphologies in the original deposition [99]. In or‐
der to further improve the stability at the ITO surface, two general approaches have been
adopted: increasing the Tg of the active layer itself, or introducing stabilizing interlayers.

6.1. Increasing the glass transition temperature

There has been much work over the last 30 years focused on finding new hole transporting/
electron donating molecules that have high morphological stability, as recently reviewed by
Shirota [56]. General strategies for designing morphologically stable molecules were devel‐
oped by Shirota [55-56], Wirth [141] and Naito and Muira [53] -- the underlying philosophy
was to decrease the degrees of freedom and increase the rigidity of the molecules, through
replacement/augmentation of the core; linear or branch linkages; or long substituents lead‐
ing to starbust type molecules. The first and most widely used replacement of the original
triphenyldiamine used in the Tang OLED (TPD) [12], was a benzedine derivative, NPB. It
had excellent hole transporting and film forming properties in addition to a slightly higher
Tg (~96oC) [133, 142-143]. Though NPB was widely adopted in OLEDs, unfortunately it too
had a propensity to crystallization and dewetting albeit at higher temperatures [118, 144].
The original family of triphenyldiamines were successful in most other aspects as a hole
transporting layer leading to the development of various derivatives, including triphenyl
amines [120, 123], biphenyl amines [142], binaphlathene diamines [145], asymmetric triaryl‐
diamines (TPD derivatives) [146], triphenylamine-based starburst molecules [147-149], and
recently star-shaped oligotriarylamines [150]. Other approaches include using a fluorene
core to increase the rigidity of biphenyl HTLs [121], carbazole derivatives [151], vinyl-type
polynorborenes with ethyl ester linked triarylamines [152], thermoclevable densified poly‐
mers [153-154], defect reduced polymers [130, 155-156], among many others. Though new
materials are synthesized regularly with significantly higher glass transition temperatures
than the classically utilized molecules, the correct combination of high hole mobility, good
energetic compatibility with electron-accepting materials, and good optical absorbance has
proven elusive, and many of these materials currently do not see widespread use in devices.

6.2. Interfacial structure stabilizing interlayers

Due to the difficulties in finding complete replacements to traditional hole transport/elec‐
tron donating layers, much research has gone into introducing thin adhesion-promoting
buffer layers between the active material and the ITO anode. The ideal interlayer should ex‐
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hibit strong adhesion to both the anode and the HTL, via physical adhesion or chemical
bonds. Other desirable criteria for an effective buffer should include (1) high hole transport
mobility; (2) easy deposition onto anode surfaces via straight-forward methods such as spin-
coating, vapor-deposition, or self-assembly; (3) good conformal matching to substrate; (4)
substantial thickness control; and (5) well-defined microstructure free of pinhole defects.

In addition to promoting adhesion and stabilizing against dewetting, buffer layers often
have a number of added benefits for the device, including enhancing initial device perform‐
ance [81, 86, 133, 157-167], encouraging better charge balance [45, 168-169] (often by prevent‐
ing hole injection [131]), preventing chemical reactions between the active layer and ITO [9,
162, 170-172], blocking In and Sn diffusion [170, 173-176], increasing mechanical strength
[177], and smoothing the ITO surface (preventing electric field inhomogeneities that are po‐
tentially responsible for dark spot formation) [64, 161-162, 171, 175-176, 178-180].

There  are  two  broad  classes  of  interlayers  that  have  been  used  to  suppress  dewetting
specifically,  or  device  degradation  more  broadly:  modifications  of  HTLs  (covalently
bound or polymerized versions of traditional hole transport layers; HTL materials doped
with or into a stabilizing material); and any organic, metal or oxide buffer that is not al‐
so used as the HTL.

6.2.1. Generic buffer layers

The most widely explored class is that of generic buffer layers. These run the gamut from
vapor or solution deposited organic layers, self-assembled monolayers, dielectrics, conduct‐
ing oxides, insulating oxides, to metals. Virtually every element in the periodic table has
been incorporated into the device with the aim of increasing the device lifetime. A wide va‐
riety of interlayers have also been introduced with no interest in their stabilizing properties,
though film stability often also results as a side effect. These interlayers include metal doped
ITO [181-183]; oxides including Y2O3 [184], Tb4O7 [184], TiO2 [184-185], ZnO [184], Nb2O3

[184], Ga2O3 [184], SnO2 [184], CuOx [186], Fe2O3 [187], SiO2 [188], VOx [189-190], RuOx [189],
AZO [189], Al2O3 [191], NiO [192]; ultrathin metal layers such as Ni [184], Au [184], Sn [184],
Pb [184]; F16CuPc [193]; conducting polymers [194]; and a wide variety of self-assembled
monolayers [44-45, 195]. While this is not an exhaustive list, it demonstrates that a wide vari‐
ety of buffer layers have been attempted by researchers. The focus for the rest of this section
will be on interlayers that are specifically shown to influence the device lifetime or stability
of the organic layers deposited on the surface. The reported improvements in device lifetime
for a variety of interlayers are summarized in table 1.

One of the first and still most widely used buffer layer for small molecule OLEDs is copper
phthalocyanine (CuPc). Though an interesting semiconducting material in its own right
[196-199] with current widespread use in solar cells as an electron donating material [200], it
was first introduced as a stabilizing buffer layer for NPB [133]. It has been extensively em‐
ployed as an anode HTL buffer layer, mostly due to its reported ability to enhance OLED
performance [44, 132-133, 164, 201-202], energetic level matching [203-205], high thermal sta‐
bility [204, 206], and low cost as a result of its use as a blue dye [207]. Other phthalocyanines
have also been employed as buffer layers below the active layers [207]; the recent use of
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ZnPc [63], for example, improved the stability of ZnPc:C60 bulk heterojunction solar cells by
~3.5x (see table 1).

The use of CuPc prevents the ambient dewetting observed for NPB directly deposited on
ITO [88], providing a metastable equilibrium structure for devices at room temperature.
CuPc was also seen to increase the crystallization temperature of NPB significantly, to above
160oC [118, 144, 208]. This stabilization effect allows for longer lifetimes: Aziz et al. [169] ob‐
served more than a 5x increase in the luminance t50 using CuPc as a buffer (see table 1).
Though the impact varies, many researchers have seen significant improvements in stability
using CuPc under ambient conditions. However, poor device performance has been ob‐
served if the devices are used at even mildly elevated temperature [209-212]. It has been es‐
tablished that moderate heating as low as 60oC leads to CuPc crystallization [80, 88] (see
figure 4), intermixing with NPB [118, 144, 213] and TPD [213], and dewetting. Ultimately,
CuPc-buffered ITO does not prevent HTL crystallization and decohesion upon heating to
temperatures near/above the HTL Tg. Additionally, CuPc is highly reactive with the ITO
surface [118, 214], and its use leads to significant increases in the driving voltage for OLEDs
[215]. To overcome some of these difficulties, researchers have used another buffer layer un‐
der the CuPc layer, such as Pr2O3 [158] or LiF [161], with some success.

Figure 4. SEM micrographs for crystalline areas of: (a) CuPc type sample, and (b) NPB type sample. Reprinted with per‐
mission from [88]. Copyright 2007 American Institute of Physics.

The second commonly used interlayer material is PEDOT:PSS [234]. Due to its high hole
mobility [217, 234], PEDOT:PSS is often actually classified as a conductor and referred to
as a polymeric anode [50], rather than a buffer layer. Considered as an essential compo‐
nent of most polymer based devices, both PLEDs and OPVs, it is used in almost all pol‐
ymer  solar  cells  for  its  significant  impact  on  the  device  performance  rather  than  to
improve stability.  It  was,  however,  initially introduced into PLEDs as a stabilizing layer
[60,  166,  235]  and  many  researchers  saw  substantial  improvements  in  device  lifetimes
with  its  use  [9,  60,  166,  235-237]  (e.g.  ~7x  improvement  in  luminance  t50  [217]  table  1).
The introduction of PEDOT:PSS into PLEDs allowed the device lifetime to go from a few
days to hundreds [60, 166] or even thousands [235] of hours, effectively making early or‐
ganic  devices  into  a  viable  technology.  Figure  5  shows  DIP  deposited  on  PEDOT after
storage in vacuum for one month [99]. Unlike on bare ITO, where severe dewetting was
observed (figure  3),  the  film is  completely  stabilized with  a  PEDOT buffer  layer.  X-ray
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ety of buffer layers have been attempted by researchers. The focus for the rest of this section
will be on interlayers that are specifically shown to influence the device lifetime or stability
of the organic layers deposited on the surface. The reported improvements in device lifetime
for a variety of interlayers are summarized in table 1.

One of the first and still most widely used buffer layer for small molecule OLEDs is copper
phthalocyanine (CuPc). Though an interesting semiconducting material in its own right
[196-199] with current widespread use in solar cells as an electron donating material [200], it
was first introduced as a stabilizing buffer layer for NPB [133]. It has been extensively em‐
ployed as an anode HTL buffer layer, mostly due to its reported ability to enhance OLED
performance [44, 132-133, 164, 201-202], energetic level matching [203-205], high thermal sta‐
bility [204, 206], and low cost as a result of its use as a blue dye [207]. Other phthalocyanines
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ZnPc [63], for example, improved the stability of ZnPc:C60 bulk heterojunction solar cells by
~3.5x (see table 1).

The use of CuPc prevents the ambient dewetting observed for NPB directly deposited on
ITO [88], providing a metastable equilibrium structure for devices at room temperature.
CuPc was also seen to increase the crystallization temperature of NPB significantly, to above
160oC [118, 144, 208]. This stabilization effect allows for longer lifetimes: Aziz et al. [169] ob‐
served more than a 5x increase in the luminance t50 using CuPc as a buffer (see table 1).
Though the impact varies, many researchers have seen significant improvements in stability
using CuPc under ambient conditions. However, poor device performance has been ob‐
served if the devices are used at even mildly elevated temperature [209-212]. It has been es‐
tablished that moderate heating as low as 60oC leads to CuPc crystallization [80, 88] (see
figure 4), intermixing with NPB [118, 144, 213] and TPD [213], and dewetting. Ultimately,
CuPc-buffered ITO does not prevent HTL crystallization and decohesion upon heating to
temperatures near/above the HTL Tg. Additionally, CuPc is highly reactive with the ITO
surface [118, 214], and its use leads to significant increases in the driving voltage for OLEDs
[215]. To overcome some of these difficulties, researchers have used another buffer layer un‐
der the CuPc layer, such as Pr2O3 [158] or LiF [161], with some success.

Figure 4. SEM micrographs for crystalline areas of: (a) CuPc type sample, and (b) NPB type sample. Reprinted with per‐
mission from [88]. Copyright 2007 American Institute of Physics.

The second commonly used interlayer material is PEDOT:PSS [234]. Due to its high hole
mobility [217, 234], PEDOT:PSS is often actually classified as a conductor and referred to
as a polymeric anode [50], rather than a buffer layer. Considered as an essential compo‐
nent of most polymer based devices, both PLEDs and OPVs, it is used in almost all pol‐
ymer  solar  cells  for  its  significant  impact  on  the  device  performance  rather  than  to
improve stability.  It  was,  however,  initially introduced into PLEDs as a stabilizing layer
[60,  166,  235]  and  many  researchers  saw  substantial  improvements  in  device  lifetimes
with  its  use  [9,  60,  166,  235-237]  (e.g.  ~7x  improvement  in  luminance  t50  [217]  table  1).
The introduction of PEDOT:PSS into PLEDs allowed the device lifetime to go from a few
days to hundreds [60, 166] or even thousands [235] of hours, effectively making early or‐
ganic  devices  into  a  viable  technology.  Figure  5  shows  DIP  deposited  on  PEDOT after
storage in vacuum for one month [99]. Unlike on bare ITO, where severe dewetting was
observed (figure  3),  the  film is  completely  stabilized with  a  PEDOT buffer  layer.  X-ray
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diffraction measurements (figure 5c) confirms that the crystal structure is also preserved
during storage [238]. Although, PEDOT:PSS is widely used, much like CuPc, there are a
number of drawbacks, most significantly its extremely high reactivity with ITO [59, 170,
239-241].  In  some cases,  this  is  a  benefit,  as  the  high solubility  of  In  in  PEDOT:PSS al‐
lows it to be used as a barrier again In migration into PPV [174, 242], or PCBM [242] im‐
proving the  device  stability.  Again much like  CuPc,  one approach to  overcoming these
limitations is to introduce an underlying buffer layer, such as diamond-like carbon [170]
or alkylsiloxane SAMs [173]  to prevent In diffusion.  PEDOT:PSS is  also prone to oxida‐
tion [239],  both from moisture in the ambient environment [243] and from the ITO sur‐
face,  which  decreases  the  device  performance  and  stability  [75,  230,  239,  244-245].
Unencapsulated P3HT:PCBM solar cell devices with PEDOT:PSS show rapid decay of the
short  circuit  current,  with  t80  essentially  equal  with  or  without  ITO [246].  Recently,  the
group of Karl  Leo in Dresden introduced an ethylene glycol  soaking treatment that  im‐
proves solar cell  lifetime by a factor of 1.3,  by removing the insulating and hygroscopic
PSS components  in  the  layer  [233].  As  these  PSS components  can also  react  with  other
polymer layers [247], eliminating excess PSS leads to greatly increased lifetimes.

(c)
(a) (b)

Figure 5. DIP on PEDOT:PSS (a) AFM micrographs of the bilayer structure as deposited (b) AFM micrograph of the
same surface after one month in a low vacuum, low humidity environment. (c) grazing incidence x-ray diffraction scan
of characteristic DIP crystal planes with accelerated aging at 90oC with 60% humidity (13.5hr equivalent of 1 month
ambient exposure).

As a third approach, plasma or ozone treatment of the ITO surface is widely used to modify
the work function and surface energy prior to deposition of the active layers. Though not
technically an interlayer, the modifications are limited to a small region immediately adja‐
cent to the active layer, resulting in effects similar to that of a buffer layer. The treatment of
the ITO surface with plasma or UV ozone has a profound effect on the surface energy and
hence the stability of the active layers deposited on the surface. The aqueous contact angle
increases with plasma treatment [62, 85], correlated to the coverage of the surface with hy‐
droxyl terminated O [85, 248]. As this saturation also controls the surface work function, and
wetting behavior has been recently shown to correlate to the surface work function
[248-249], the hydroxylated surface should encourage improved adhesion of the active lay‐
ers and lead to better performance. Wu et al [78] saw almost two orders of magnitude im‐
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provements in t50 with plasma treatments. Not all plasma treatments lead to the same
response, however. The study by Huang et al [67] showed that the wettability of NPB is in‐
creased by H2, CF4 and O2 plasmas, but decreases with Ar plasma. They suggested that de‐
contamination of the surface without hydroxylation leads to a dipole field on the surface
that is stronger than the grain boundary and defect effects, promoting NPB nucleation. On
the other hand, CF4 and O2 strongly encourage layer-by-layer growth, smoothing [219] and
passivating the surface against defects that can lead to inhomogeneous electric fields. As an
interesting aside, the results for UV-ozone treatment of the ITO surface by Fukushi et al
[220] contradict the above. They saw ~5-6x improvement in t50 with a treatment that de‐
creased the aqueous contact angle to 4o. They speculate that stronger adhesion of the HTL
was possible, which contradicts thermodynamic wetting theory as the surface energy mis‐
match would be incredibly large. This underscores the likelihood that, as with many aspects
of organic semiconductors, more than one mechanism is responsible for lifetime improve‐
ments in devices.

Silane based SAMs, such as tetraaryldiamine (TAA) [80, 213, 250], epoxysilane functional‐
ized triphenylamine (TPA-silane) [81], dodecyltrichlorosilane (DDTS) [82], phenyltriethox‐
ysilane  (PTES)  [82],  3-aminopropyl-methyl-diethoxysilane  (APMDS)  [82],  alkylsiloxane
[173], and alkytrichlorosilanes (OTCS and FOTCS) [83] use a Si-O bond to anchor on the
ITO surface, providing a robust interface with substantially higher surface energy. Chong
et  al  [82]  observed that  the sticking and dewetting of  NPB on various SAMs shows an
inverse correlation with the measured aqueous contact angle, but Choi et al saw substan‐
tially longer lifetimes (x11 increase in t50 with 105o contact angle on FOTCS [83]). The im‐
proved  adhesion  of  the  active  layer  was  attributed  to  interfacial  reconstruction  and
interpenetration  with  the  SAM  [251].  Our  recent  study  of  quaterrylene  molecules  on
SAM buffered surfaces showed a significant release of interfacial  strain when the buffer
was present [252]. As strain release is another mechanism that drives dewetting [36], bet‐
ter pseudo-epitaxial  conformation with the surface for buffered films could be a mecha‐
nism for the observed improvement in performance.

A wide variety of other organic molecular interlayers have been used, with varying success
in improving the lifetime, as summarized in table 1. These include oligomers such as 4,4’,4’’-
(3-methylphenyl-phenylamino)triphenylamine (MTDATA) [147, 178, 253], parylene [162,
175, 254], cross-linked perylenediimide (PDMI) [255], N,N-bis(4-trifluoromethoxyben‐
zyl)-1,4,5,8-naphthalene-tetracarboxylic diimide (NTCDI-OCF3) [159], Alq3, or fullerene
(C60). Most of these interlayers are thought to improve the active layer film formation on the
surface, by smoothing [147, 162, 180, 255]. The high Tg of MTDATA [253] and NTCDI-OCF3

[159] are also thought to contribute to preventing crystallization of the HTL overlayer. Poly‐
mer approaches include polyanaline (PAni) [172], fluoropolymer (FC-227) [179], plasma
polymerized fluorocarbons [74, 160], tetrahedral amorphous carbon [171], polyimide [176]
or radical ion salt doped amine polymer [221], which are thought to prevent oxidation [74,
160, 172] or block hole injection [221], in addition to stabilizing the surface against dewetting

Metals such as Pt and Mg have also been used as interlayers, and though both show im‐
provements, the mechanisms are almost completely opposed. High work function Pt enhan‐
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lows it to be used as a barrier again In migration into PPV [174, 242], or PCBM [242] im‐
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Figure 5. DIP on PEDOT:PSS (a) AFM micrographs of the bilayer structure as deposited (b) AFM micrograph of the
same surface after one month in a low vacuum, low humidity environment. (c) grazing incidence x-ray diffraction scan
of characteristic DIP crystal planes with accelerated aging at 90oC with 60% humidity (13.5hr equivalent of 1 month
ambient exposure).

As a third approach, plasma or ozone treatment of the ITO surface is widely used to modify
the work function and surface energy prior to deposition of the active layers. Though not
technically an interlayer, the modifications are limited to a small region immediately adja‐
cent to the active layer, resulting in effects similar to that of a buffer layer. The treatment of
the ITO surface with plasma or UV ozone has a profound effect on the surface energy and
hence the stability of the active layers deposited on the surface. The aqueous contact angle
increases with plasma treatment [62, 85], correlated to the coverage of the surface with hy‐
droxyl terminated O [85, 248]. As this saturation also controls the surface work function, and
wetting behavior has been recently shown to correlate to the surface work function
[248-249], the hydroxylated surface should encourage improved adhesion of the active lay‐
ers and lead to better performance. Wu et al [78] saw almost two orders of magnitude im‐
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provements in t50 with plasma treatments. Not all plasma treatments lead to the same
response, however. The study by Huang et al [67] showed that the wettability of NPB is in‐
creased by H2, CF4 and O2 plasmas, but decreases with Ar plasma. They suggested that de‐
contamination of the surface without hydroxylation leads to a dipole field on the surface
that is stronger than the grain boundary and defect effects, promoting NPB nucleation. On
the other hand, CF4 and O2 strongly encourage layer-by-layer growth, smoothing [219] and
passivating the surface against defects that can lead to inhomogeneous electric fields. As an
interesting aside, the results for UV-ozone treatment of the ITO surface by Fukushi et al
[220] contradict the above. They saw ~5-6x improvement in t50 with a treatment that de‐
creased the aqueous contact angle to 4o. They speculate that stronger adhesion of the HTL
was possible, which contradicts thermodynamic wetting theory as the surface energy mis‐
match would be incredibly large. This underscores the likelihood that, as with many aspects
of organic semiconductors, more than one mechanism is responsible for lifetime improve‐
ments in devices.

Silane based SAMs, such as tetraaryldiamine (TAA) [80, 213, 250], epoxysilane functional‐
ized triphenylamine (TPA-silane) [81], dodecyltrichlorosilane (DDTS) [82], phenyltriethox‐
ysilane  (PTES)  [82],  3-aminopropyl-methyl-diethoxysilane  (APMDS)  [82],  alkylsiloxane
[173], and alkytrichlorosilanes (OTCS and FOTCS) [83] use a Si-O bond to anchor on the
ITO surface, providing a robust interface with substantially higher surface energy. Chong
et  al  [82]  observed that  the sticking and dewetting of  NPB on various SAMs shows an
inverse correlation with the measured aqueous contact angle, but Choi et al saw substan‐
tially longer lifetimes (x11 increase in t50 with 105o contact angle on FOTCS [83]). The im‐
proved  adhesion  of  the  active  layer  was  attributed  to  interfacial  reconstruction  and
interpenetration  with  the  SAM  [251].  Our  recent  study  of  quaterrylene  molecules  on
SAM buffered surfaces showed a significant release of interfacial  strain when the buffer
was present [252]. As strain release is another mechanism that drives dewetting [36], bet‐
ter pseudo-epitaxial  conformation with the surface for buffered films could be a mecha‐
nism for the observed improvement in performance.

A wide variety of other organic molecular interlayers have been used, with varying success
in improving the lifetime, as summarized in table 1. These include oligomers such as 4,4’,4’’-
(3-methylphenyl-phenylamino)triphenylamine (MTDATA) [147, 178, 253], parylene [162,
175, 254], cross-linked perylenediimide (PDMI) [255], N,N-bis(4-trifluoromethoxyben‐
zyl)-1,4,5,8-naphthalene-tetracarboxylic diimide (NTCDI-OCF3) [159], Alq3, or fullerene
(C60). Most of these interlayers are thought to improve the active layer film formation on the
surface, by smoothing [147, 162, 180, 255]. The high Tg of MTDATA [253] and NTCDI-OCF3

[159] are also thought to contribute to preventing crystallization of the HTL overlayer. Poly‐
mer approaches include polyanaline (PAni) [172], fluoropolymer (FC-227) [179], plasma
polymerized fluorocarbons [74, 160], tetrahedral amorphous carbon [171], polyimide [176]
or radical ion salt doped amine polymer [221], which are thought to prevent oxidation [74,
160, 172] or block hole injection [221], in addition to stabilizing the surface against dewetting

Metals such as Pt and Mg have also been used as interlayers, and though both show im‐
provements, the mechanisms are almost completely opposed. High work function Pt enhan‐
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ces TPD wetting on ITO surfaces [46], while low work function materials such as Mg, Ca
and Al give many orders of magnitude improvement in the luminance stability, correlated
to the work function of the metal, by preventing the injection of holes into the Alq layer in
OLEDs (intrinsic degradation) [169].

Most recently, MoOx has been successfully employed to improve lifetimes in both OLEDs
[157, 218] and OPVs [75, 230-232], especially as a replacement for PEDOT:PSS, and though
the mechanism is still controversial, the energy barrier at the active layer/ITO interface is
thought to play a significant role. Other oxides, such as SiOxNy [86] or ZnO [256], which can
act as oxygen and moisture getters, have been successfully used to stabilize the ITO surface
against contamination.

6.2.2. Modified HTLs

There are three modifications that have been made to the hole transporting/electron donat‐
ing layer adjacent to the ITO surface to improve its wetting properties: doping, polymeriza‐
tion, and functionalization to allow for covalent bonding to the surface. Though many of the
layers discussed in this section have also been tried as the HTL for a given device structure,
they have found more success for high device performance coupled with stability when they
are used as an ultra-thin buffer layer beneath the unmodified version of the molecule acting
as the HTL.

Doping

The first approach to stabilization is through doping, either with nanoparticles or with other
molecules. Doping with other molecules, often referred to as alloying or more recently as a
bulk heterojunction, has been very successful in suppressing crystallization and dewetting
in hole transporting molecules [131, 159, 169, 206, 225-227, 257-258]. Mori et al. used metal-
free Pc to disrupt the crystallization of CuPc, showing ~2x improvement in lifetimes for op‐
eration above 85oC [206]. Chu et al. [159] and Lee et al. [227] used higher stability molecules
NTCDI (diimide) and PFI (perfluorinatedionomer) to stabilize NPB and PEDOT:PSS, respec‐
tively. The incorporation of PCBM into various polymers, including P3HT [100, 259], PPV,
MDMO:PPV [260], also stabilizes the morphology against heat treatment, and improves
long-term stability [100, 259-260]. Addition of a diblock co-polymer of P3HT-C60 to a
P3HT:PCBM composite has led to even greater stabilization against phase desegregation
[261-262]. In some cases, the hole transport molecule was doped into a more stable matrix,
such as TPD into high Tg polymers [263] or MgF2 [120], which significantly suppressed the
crystallization. Ruberene:TPD [257], MADN:NPB [226], F4TCNQ:NPB [131, 169],
DSA_Ph:NPB [225]) combinations have all been employed with various levels of doping,
leading in most cases to ~2x improvement in the 80% luminance lifetime in small molecule
OLEDs (see table 2). One very successful method of improving device stability has been
doping of the Alq3 layer in small molecule OLEDs with other molecules including TPD
[258], NPB [210], NPD [218], quadricone [209], styrlamine [225], DMQA [264], rubrene [257,
265], DNP [266], Bphen [267], perylene [265-266], among many others [265]. This approach,
however, is focused on combating the intrinsic degradation of Alq3 by holes [168]. This
mechanism, hole blocking, was also suggested as an additional mechanism for a few of the
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doped hole transport layers (MADN:NPB [226], F4TCNQ:NPB [131, 169], DSA_Ph:NPB
[225], Ir(piq)3:NPD [268]). As the focus of this section is on the stabilization at the ITO sur‐
face, the summary in table 1 has been limited to doping in the HTL.

Doping with nanoparticles (LiF [88], C60 [32, 88, 269-271], NaCl [215], Au [33]) has also been
very successful in stabilizing hole transport layers, though there is sometimes a trade-off be‐
tween stability and performance for such systems [88]. As particulates in the layer can act as
nucleation centres for crystallization [272-273], care must be taken when selecting doping pa‐
rameters. The concentration and layer thickness must be chosen such that the electrical per‐
formance is not adversely affected by the presence of the doped layer. Interparticle or surface
forces strongly influence suspension behaviour of nanoparticles; therefore, not every nanofil‐
ler works with every organic. We observed that LiF greatly enhances the stability of NPB at
120oC, while having no impact on the crystallization of CuPc [88]. There is a long history of
nanoparticle inclusions for stabilization in non-conducting polymers [32, 274-275]. Luoet al.
[275] suggests that a combination of factors are responsible for the stabilization effects, such as
the mobility of nanofillers, their size, interaction with the organic, and additional pinning ef‐
fects at contact lines. Fillers work best if they are immobile; therefore, diffusion to and pinning
at the substrate interface is one suggested mechanism for stabilization [32, 274]. Chu et al.
[222] did in fact see similar improvement in stability with a C60 layer deposited at the interface
below NPB as Yuan et al. [270] saw with doping C60 into NPB; Barnes et al. [32], however, saw
greatly enhanced dewetting with C60 at the Si surface for polystyrene thin films. Additionally,
there are a number of cases where diffusion to the substrate is unlikely, as no phase separation
was observed [88, 120, 215] even though stability was improved. Mukherjee et al. [33] recently
observed a concentration dependence on the stabilization, where dewetting droplets form a
core-shell structure, rather than leaving behind nanoparticles as the polymer layer retreats as
would be expected for substrate segregation. In such cases, strong electrostatic or charge-
transfer interactions between the particle and the organic layer leading to a cross-linked net‐
work are the most likely route to highly stable films [88, 274]. Other possible mechanisms for
stabilization include changing the Tg with high volume-surface area ratio (effectively modify‐
ing the film rheology), preventing heterogeneous nucleation, and relief of residual stress in
the film through de-segregation [33].

Functionalized HTL

Another approach to stabilization, spearheaded by Tobin Marks’ at Northwestern University
[45, 80, 163-164, 213, 250, 276-278], focuses on functionalizing traditional hole transport mate‐
rials with siloxane groups. This allows the molecules to covalently bond to the ITO surface
through the formation of Si-O bonds (see figure 6) in a manner similar to the SAMs discussed
in section 5.2.1. Covalent bonds ensure strong adhesion and directly eliminate the surface en‐
ergy mismatch [84, 163]. As the interlayer is the same molecule as the HTL, deposition contin‐
ues in a self-epitaxial fashion, yielding uniform films as large as 25μm2 without cracks or
pinholes [163]. Aqueous contact angles of 90° compared to 110° for the active layer ensures
good wetting and physical cohesion in MDMO-PPV:PCBM bulk heterojunction solar cells
[277-278] with dewetting prevention above 60oC. Typical examples include TPD-Si2 [80, 163,
213, 276-277], NPB-Si2 [80, 163, 279], PABT-Si2 [278], penta(organo)fullerenes [84] (which use
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ces TPD wetting on ITO surfaces [46], while low work function materials such as Mg, Ca
and Al give many orders of magnitude improvement in the luminance stability, correlated
to the work function of the metal, by preventing the injection of holes into the Alq layer in
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transfer interactions between the particle and the organic layer leading to a cross-linked net‐
work are the most likely route to highly stable films [88, 274]. Other possible mechanisms for
stabilization include changing the Tg with high volume-surface area ratio (effectively modify‐
ing the film rheology), preventing heterogeneous nucleation, and relief of residual stress in
the film through de-segregation [33].

Functionalized HTL

Another approach to stabilization, spearheaded by Tobin Marks’ at Northwestern University
[45, 80, 163-164, 213, 250, 276-278], focuses on functionalizing traditional hole transport mate‐
rials with siloxane groups. This allows the molecules to covalently bond to the ITO surface
through the formation of Si-O bonds (see figure 6) in a manner similar to the SAMs discussed
in section 5.2.1. Covalent bonds ensure strong adhesion and directly eliminate the surface en‐
ergy mismatch [84, 163]. As the interlayer is the same molecule as the HTL, deposition contin‐
ues in a self-epitaxial fashion, yielding uniform films as large as 25μm2 without cracks or
pinholes [163]. Aqueous contact angles of 90° compared to 110° for the active layer ensures
good wetting and physical cohesion in MDMO-PPV:PCBM bulk heterojunction solar cells
[277-278] with dewetting prevention above 60oC. Typical examples include TPD-Si2 [80, 163,
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phosphonic acid linkages [72] rather than silane), and fluorinated triphenyldiamine (FTPD)
[280]. An additional step of thermal curing leads to a cross-linked siloxane network, resulting
in thin layer with HTL characteristics covalently anchored on surface [163, 280].

Polymerized HTL

The final widely used method of increasing the stability of the active layer on the ITO sur‐
face requires a crosslinked polymer or highly crystallized version of a traditional HTL as an
interlayer [55, 143, 146, 280-283]. This approach has been most commonly applied to TPD
[55, 146, 280-282], where significant stabilization was observed above 80oC with polymeriza‐
tion. Bellman et al also observed that the voltage increase with time for small molecule
OLEDs was slower compared to those without the crosslinked interlayer [280], suggesting
increased stability. In-situ polymerization/crystallization, by heat treatment or high temper‐
ature deposition (NPB [143, 284]) or by UV irradiation (TPD [282]), lead to significant in‐
creases in the shelf life (>2 months for NPB), and operational stability at high temperatures.
This approach has also been applied to polymers, where the most common approach is to
use a heat-treatment [228-229, 285](already widely used in solar cells to improve efficiency
[102]), with as much as two orders of magnitude improvement in lifetime [229]. Some suc‐
cess has also be observed for doping and irradiation induced polymerization, mainly with
PEDOT:PSS [286].

Interlayer t50/t80 HTL

OLEDs

CuPc 1.8x NPB [215]

CuPc 5.3x NPB [169]

PEDOT:PSS 6.7x TDAPB [217]

MoO3 5.9x (t90) α-NPD [218]

MoOx 2.8x NPB [157]*

MoOx 3x NPB [157]*

sc-MTDATA 4.7x NPB [178]**

MTDATA 1.75x TPD [147]

O2 plasma 20x PVK:Alq3:Nile red [78]

O2 plasma 2x PEDOT [219]

UV ozone 4.7x α-NPD [220]

Mg ~60x (t90) NPB:F4TCNQ [169]

CF3/CFx 2x NPB [74, 160]

OTCS 4x MEHPPV [83]

TMTPD+SbF-6:PC-TPB-DEGL 2700x NPB [221]

FOTCS 11x MEH:PPV [83]

C60 8x NPB [222]
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NTCDI-OCF3 1.2x NPB [159]

Pr2O3 ~7x CuPc/TPD [158]

Alq3 4.2x (t80) NPB [223]

ta-C orders of mag PEDOT [171]

Pani ~10x (t30) MEH:PPV [172]

NaCl:NPB 2.3x NPB [215]

metal free Pc:CuPc 3.4x TPTE [206]*

BHJ NPB:Alq 5.4x NPB [224]*

gradient HJ NPB:Alq 3.15x NPB [224]*

DSA_Ph:NPB 1.3x NPB [225]

F4TCNQ (5%-20%):NPB 40x NPB [169]

F4TCNQ (30%):NPB 14x NPB [169]

F4TCNQ (2%):NPB 2.5x NPB [169]

MADN:NPB 2.7x NPB [226]

PFI (3%):PEDOT:PSS 9.4x PFO [227]***

PFI (6%):PEDOT:PSS 8x PFO [227]***

heat treatment 35oc 3.5x MEH-PPV LB [228]

heat treatment 65oc 5.5x MEH-PPV LB [228]

heat treatment 110c 9.4x polyfluorene [229]***

heat treatment 150c 167.5x polyfluorene [229]***

OPVs

ZnPc ~3.5x ZnPc:C60 [63]

MoO3 ~ 4x H2TPP [75]

MoO3 ~24x α-NPD [75]

MoO3 ~27x P3HT:PCBM [230]***

MoOx ~80x PCDTBT:PC70BM [231]***

sMoOx 39x P3HT:PCBM [232]***

PEDOT 8.7x (t70) FFTCNQ/ZnPc:C60 [233]

* modified using data from [215] ** modified using data from [147] *** modified using data from [217]

1The most common description of lifetime for OLEDs is the illumination half-life (t50) – the time it takes for the lumi‐
nance to decrease to half of its initial value [216]. In OPVs, a similar standard has been used with t50 defined as the
time for the power conversion efficiency (PCE) to decrease to half of its initial value [21]. More recently, it has become
more common to report the t80, the time when the device has decayed to 80% of its initial performance [17]. In this
chapter, t50 and t80 will be the commonly adopted lifetime values for OLEDs and OPVs respectively, unless otherwise
stated.

Table 1. Relative improvement in t50 (for OLEDs) & t80 (for OPVs) compared to bare ITO for various interlayers used at
the ITO surface1
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use a heat-treatment [228-229, 285](already widely used in solar cells to improve efficiency
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chapter, t50 and t80 will be the commonly adopted lifetime values for OLEDs and OPVs respectively, unless otherwise
stated.

Table 1. Relative improvement in t50 (for OLEDs) & t80 (for OPVs) compared to bare ITO for various interlayers used at
the ITO surface1

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

245



Figure 6. Scheme for ITO surface modified by covalently bound HTL materials. Reprinted with permission from [163].
Copyright 2005 American Chemical Society.

7. Using dewetting as an advantage

Though dewetting of the active layer is generally undesirable and implicated as a main
mechanism in device failure, some groups have harnessed the effect to produce novel device
architectures. As many of the films are metastable, they have a natural tendency to dewet
into a stable equilibrium form, which can then be used as the starting point for device fabri‐
cation. Developing methods of tuning film morphology and rate of dewetting through total
coverage, surface templating and temperature control are of significant interest in forming
controlled organic nanostructures. Recently, we [98] used the strong island growth and
dewetting tendency of DIP on ITO to produce columnar structures necessary for an interdi‐
gitated ideal bulk heterojunction solar cell, with four orders of magnitude improvement in
the device efficiency. Ryu et al. [287] used the energy difference between PEDOT and PFO to
form nanoscale dewetted islands of PEDOT at the internal interface in tandem polymer
OLEDs. Wang et al. [288] produced sub-micrometer channel OFETs (field effect transistors)
using SAM patterned SiO2 to force PEDOT:PSS dewetting. With the PEDOT:PSS acting as
the source and drain electrodes, a submicrometer channel of F8T2 polymer was formed. Be‐
nor et al. [289] was able to produce resist patterns of PMMA or PEDOT using selective wet‐
ting on hydrophobic and hydrophilic SAM patterns. Deposition on these patterned
substrates lead to the formation of mesoscale patterns for radio frequency ID tags or thin
film transistor electrodes. Chen et al. [104] used a similar patterning motif with SAMs that
were selectively wet by the two components to encourage phase separation of P3HT:PCBM
into an interdigitated columnar structure. Most recently, Harirchian-Saei et al. [290] used the
phase separation of PS and PMMA on OTS striped patterns to deliver a periodic array of
CdS nanoparticles. By dissolution of the nanoparticle into only one component; then taking
advantage of the selective wetting, a templated nanoparticle array was produced.

8. Summary

This chapter represents a comprehensive summary of the state of the art with regards to in‐
terfacial wetting stability in organic light emitting diodes and organic photovoltaics. Though
the challenges are slightly different, both types of optoelectronic devices are heavily influ‐
enced by the stability of the interfaces with the bottom side contact. As organic optoelectron‐
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ic technologies mature, the metastability of interfaces becomes more and more significant in
the quest for greater performance.
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Figure 6. Scheme for ITO surface modified by covalently bound HTL materials. Reprinted with permission from [163].
Copyright 2005 American Chemical Society.

7. Using dewetting as an advantage

Though dewetting of the active layer is generally undesirable and implicated as a main
mechanism in device failure, some groups have harnessed the effect to produce novel device
architectures. As many of the films are metastable, they have a natural tendency to dewet
into a stable equilibrium form, which can then be used as the starting point for device fabri‐
cation. Developing methods of tuning film morphology and rate of dewetting through total
coverage, surface templating and temperature control are of significant interest in forming
controlled organic nanostructures. Recently, we [98] used the strong island growth and
dewetting tendency of DIP on ITO to produce columnar structures necessary for an interdi‐
gitated ideal bulk heterojunction solar cell, with four orders of magnitude improvement in
the device efficiency. Ryu et al. [287] used the energy difference between PEDOT and PFO to
form nanoscale dewetted islands of PEDOT at the internal interface in tandem polymer
OLEDs. Wang et al. [288] produced sub-micrometer channel OFETs (field effect transistors)
using SAM patterned SiO2 to force PEDOT:PSS dewetting. With the PEDOT:PSS acting as
the source and drain electrodes, a submicrometer channel of F8T2 polymer was formed. Be‐
nor et al. [289] was able to produce resist patterns of PMMA or PEDOT using selective wet‐
ting on hydrophobic and hydrophilic SAM patterns. Deposition on these patterned
substrates lead to the formation of mesoscale patterns for radio frequency ID tags or thin
film transistor electrodes. Chen et al. [104] used a similar patterning motif with SAMs that
were selectively wet by the two components to encourage phase separation of P3HT:PCBM
into an interdigitated columnar structure. Most recently, Harirchian-Saei et al. [290] used the
phase separation of PS and PMMA on OTS striped patterns to deliver a periodic array of
CdS nanoparticles. By dissolution of the nanoparticle into only one component; then taking
advantage of the selective wetting, a templated nanoparticle array was produced.

8. Summary

This chapter represents a comprehensive summary of the state of the art with regards to in‐
terfacial wetting stability in organic light emitting diodes and organic photovoltaics. Though
the challenges are slightly different, both types of optoelectronic devices are heavily influ‐
enced by the stability of the interfaces with the bottom side contact. As organic optoelectron‐

Optoelectronics - Advanced Materials and Devices246

ic technologies mature, the metastability of interfaces becomes more and more significant in
the quest for greater performance.

Acknowledgements

The author would like to acknowledge collaborators at the Max-Planck-Institute for Metals
Research, specifically Prof. Dr. H. Dosch and students supervised by the author (F. Maye, J.
Heidkamp) who have contributed some experimental results to this chapter.

Author details

Ayse Turak

Department of Engineering Physics, McMaster University, Hamilton, Canada

References

[1] Krebs F C and Norrman K Analysis of the failure mechanism for a stable organic
photovoltaic during 10000 h of testing Prog Photovoltaics 2007;15(8) 697-712.

[2] Brabec C J, Hauch J A, Schilinsky P and Waldauf C Production Aspects of Organic
Photovoltaics and Commercialization of Devices MRS Bulletin 2005;30(Jan) 50-2.

[3] Do L-m, Kim K, Zyung T and Kim J-j In situ investigation of degradation in polymer‐
ic electroluminescent devices using time-resolved confocal laser scanning microscope
Appl Phys Lett 1997;70(25) 3470-2.

[4] Reese M O, Morfa A J, White M S, Kopidakis N, Shaheen S E, Rumbles G and Ginley
D S Pathways for the degradation of organic photovoltaic P3HT: PCBM based devi‐
ces Sol Energ Mat Sol C 2008;92(7) 746-52.

[5] Paci B, Generosi A, Albertini V R, Perfetti P, Bettignies R D and Sentein C Time-re‐
solved morphological study of organic thin film solar cells based on calcium / alumi‐
nium cathode material Chem Phys Lett 2008;461(1-3) 77-81.

[6] Jeranko T, Tributsch H, Sariciftci N S and Hummelen J C Patterns of efficiency and
degradation of composite polymer solar cells Sol Energ Mat Sol C 2004;83(2-3)
247-62.

[7] Kuwabara T, Nakayama T, Uozumi K, Yamaguchi T and Takahashi K Highly dura‐
ble inverted-type organic solar cell using amorphous titanium oxide as electron col‐
lection electrode inserted between ITO and organic layer Sol Energ Mat Sol C
2008;92(11) 1476-82.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

247



[8] Cumpston B H, Parker I D and Jensen K F In situ characterization of the oxidative
degradation of a polymeric light emitting device J Appl Phys 2001;81(8) 3716-20.

[9] Scott J C, Kaufman J H, Brock P J, DiPietro R, Salem J and Goitia J A Degradation and
failure of MEH-PPV light-emitting diodes J Appl Phys 1996;79(5) 2745-51.

[10] Morgado J, Friend R H and Cacialli F Environmental aging of poly(p-phenyleneviny‐
lene) based light-emitting diodes Synthetic Met 2000;114(2) 189-96.

[11] Dam N, Scurlock R D, Wang B J, Ma L C, Sundahl M and Ogilby P R Singlet oxygen
as a reactive intermediate in the photodegradation of phenylenevinylene oligomers
Chem Mater 1999;11(5) 1302-5.

[12] Tang C W and Vanslyke S A Organic Electroluminescent Diodes Appl Phys Lett
1987;51(12) 913-5.

[13] Tang C W 2-Layer Organic Photovoltaic Cell Appl Phys Lett 1986;48(2) 183-5.

[14] Opera project http://opera-project.eu/index.php?id=18&lang=EN; International Sum‐
mit on Organic Photovoltaic Stability (ISOS) http://isos.wikispaces.com/; OLED100
project http://OLED100.eu

[15] Kroon J M, Wienk M M and Hummelen J C Accurate efficiency determination and
stability studies of conjugated polymeryfullerene solar cells Thin Solid Films
2002;403-404(1 Feb) 223-8.

[16] Shrotriya V, Li G, Yao Y, Moriarty T, Emery K and Yang Y Accurate measurement
and characterization of organic solar cells Adv Funct Mater 2006;16(15) 2016-23.

[17] Reese M O, Gevorgyan S A, Jorgensen M, Bundgaard E, Kurtz S R, Ginley D S, Olson
D C, Lloyd M T, Moryillo P, Katz E A, Elschner A, Haillant O, Currier T R, Shrotriya
V, Hermenau M, Riede M, Kirov K R, Trimmel G, Rath T, Inganas O, Zhang F L, An‐
dersson M, Tvingstedt K, Lira-Cantu M, Laird D, McGuiness C, Gowrisanker S, Pan‐
none M, Xiao M, Hauch J, Steim R, DeLongchamp D M, Rosch R, Hoppe H, Espinosa
N, Urbina A, Yaman-Uzunoglu G, Bonekamp J B, van Breemen A J J M, Girotto C,
Voroshazi E and Krebs F C Consensus stability testing protocols for organic photo‐
voltaic materials and devices Sol Energ Mat Sol C 2011;95(5) 1253-67.

[18] Fery C, Racine B, Vaufrey D, Doyeux H and Cina S Physical mechanism responsible
for the stretched exponential decay behavior of aging organic light-emitting diodes
Appl Phys Lett 2005;87(21) 213502.

[19] De Bettignies R, Leroy J, Firon M and Sentein C Accelerated lifetime measurements
of P3HT: PCBM solar cells Synthetic Met 2006;156(7-8) 510-3.

[20] Schuller S, Schilinsky P, Hauch J and Brabec C J Determination of the degradation
constant of bulk heterojunction solar cells by accelerated lifetime measurements
Appl Phys a-Mater 2004;79(1) 37-40.

[21] Jorgensen M, Norrman K and Krebs F C Stability/degradation of polymer solar cells
Sol Energ Mat Sol C 2008;92(7) 686-714.

Optoelectronics - Advanced Materials and Devices248

[22] Jørgensen M, Norrman K, Gevorgyan S A, Tromholt T, Andreasen B and Krebs F C
Stability of Polymer Solar Cells Adv Mater 2012;24(5) 580-612.

[23] So F and Kondakov D Degradation Mechanisms in Small-Molecule and Polymer Or‐
ganic Light-Emitting Diodes Adv Mater 2010;22(34) 3762-77.

[24] A. Turak, Interfacial degradation in organic optoelectronics, RSC Adv., DOI:10.1039/
C2RA22770C.

[25] Zinkeallmang M, Feldman L C and Grabow M H Clustering on Surfaces Surf Sci Rep
1992;16(8) 377-463.

[26] Israelachvili J N Intermolecular and surface forces. Burlington, MA: Academic Press;
2011.

[27] Strange T G, Evans D F and Hendrickson W A Nucleation and Growth of Defects
Leading to Dewetting of Thin Polymer Films Langmuir 1997;13(16) 4459-65.

[28] Kheshgi H S and Scriven L E Dewetting - Nucleation and Growth of Dry Regions
Chem Eng Sci 1991;46(2) 519-26.

[29] Hamaker H C The London – van der Waals attraction between spherical particles
Physica 1937; 4(10) 1058-72.

[30] Chattopadhyay S and Meredith J C Combinatorial screening of organic electronic
materials: thin film stability Measurement Science and Technology 2005;16(1) 128-36.

[31] Xie R, Karim A, Douglas J F, Han C C and Weiss R A Spinodal Dewetting of Thin
Polymer Films Phys Rev Lett 1998;81(6) 1251-4.

[32] Barnes K A, Karim A, Douglas J F, Nakatani A I, Gruell H and Amis E J Suppression
of Dewetting in Nanoparticle-Filled Polymer Films Macromolecules 2000;33(11)
4177-85.

[33] Mukherjee R, Das S, Das A, Sharma S K, Raychaudhuri A K and Sharma A Stability
and Dewetting of Metal Nanoparticle Filled Thin Polymer Films: Dynamics ACS
Nano 2010;4(7) 3709-24.

[34] Reiter G Mobility of Polymers in Films Thinner Than Their Unperturbed Size Euro‐
phys Lett 1993;23(8) 579-84.

[35] Jacobs K, Herminghaus S and Mecke K R Thin liquid polymer films rupture via de‐
fects Langmuir 1998;14(4) 965-9.

[36] Reiter G, Hamieh M, Damman P, Sclavons S, Gabriele S, Vilmin T and Raphael E Re‐
sidual stresses in thin polymer films cause rupture and dominate early stages of
dewetting Nat Mater 2005;4(10) 754-8.

[37] Sharma A, Mittal J and Verma R Instability and dewetting of thin films induced by
density variations Langmuir 2002;18(26) 10213-20.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

249



[8] Cumpston B H, Parker I D and Jensen K F In situ characterization of the oxidative
degradation of a polymeric light emitting device J Appl Phys 2001;81(8) 3716-20.

[9] Scott J C, Kaufman J H, Brock P J, DiPietro R, Salem J and Goitia J A Degradation and
failure of MEH-PPV light-emitting diodes J Appl Phys 1996;79(5) 2745-51.

[10] Morgado J, Friend R H and Cacialli F Environmental aging of poly(p-phenyleneviny‐
lene) based light-emitting diodes Synthetic Met 2000;114(2) 189-96.

[11] Dam N, Scurlock R D, Wang B J, Ma L C, Sundahl M and Ogilby P R Singlet oxygen
as a reactive intermediate in the photodegradation of phenylenevinylene oligomers
Chem Mater 1999;11(5) 1302-5.

[12] Tang C W and Vanslyke S A Organic Electroluminescent Diodes Appl Phys Lett
1987;51(12) 913-5.

[13] Tang C W 2-Layer Organic Photovoltaic Cell Appl Phys Lett 1986;48(2) 183-5.

[14] Opera project http://opera-project.eu/index.php?id=18&lang=EN; International Sum‐
mit on Organic Photovoltaic Stability (ISOS) http://isos.wikispaces.com/; OLED100
project http://OLED100.eu

[15] Kroon J M, Wienk M M and Hummelen J C Accurate efficiency determination and
stability studies of conjugated polymeryfullerene solar cells Thin Solid Films
2002;403-404(1 Feb) 223-8.

[16] Shrotriya V, Li G, Yao Y, Moriarty T, Emery K and Yang Y Accurate measurement
and characterization of organic solar cells Adv Funct Mater 2006;16(15) 2016-23.

[17] Reese M O, Gevorgyan S A, Jorgensen M, Bundgaard E, Kurtz S R, Ginley D S, Olson
D C, Lloyd M T, Moryillo P, Katz E A, Elschner A, Haillant O, Currier T R, Shrotriya
V, Hermenau M, Riede M, Kirov K R, Trimmel G, Rath T, Inganas O, Zhang F L, An‐
dersson M, Tvingstedt K, Lira-Cantu M, Laird D, McGuiness C, Gowrisanker S, Pan‐
none M, Xiao M, Hauch J, Steim R, DeLongchamp D M, Rosch R, Hoppe H, Espinosa
N, Urbina A, Yaman-Uzunoglu G, Bonekamp J B, van Breemen A J J M, Girotto C,
Voroshazi E and Krebs F C Consensus stability testing protocols for organic photo‐
voltaic materials and devices Sol Energ Mat Sol C 2011;95(5) 1253-67.

[18] Fery C, Racine B, Vaufrey D, Doyeux H and Cina S Physical mechanism responsible
for the stretched exponential decay behavior of aging organic light-emitting diodes
Appl Phys Lett 2005;87(21) 213502.

[19] De Bettignies R, Leroy J, Firon M and Sentein C Accelerated lifetime measurements
of P3HT: PCBM solar cells Synthetic Met 2006;156(7-8) 510-3.

[20] Schuller S, Schilinsky P, Hauch J and Brabec C J Determination of the degradation
constant of bulk heterojunction solar cells by accelerated lifetime measurements
Appl Phys a-Mater 2004;79(1) 37-40.

[21] Jorgensen M, Norrman K and Krebs F C Stability/degradation of polymer solar cells
Sol Energ Mat Sol C 2008;92(7) 686-714.

Optoelectronics - Advanced Materials and Devices248

[22] Jørgensen M, Norrman K, Gevorgyan S A, Tromholt T, Andreasen B and Krebs F C
Stability of Polymer Solar Cells Adv Mater 2012;24(5) 580-612.

[23] So F and Kondakov D Degradation Mechanisms in Small-Molecule and Polymer Or‐
ganic Light-Emitting Diodes Adv Mater 2010;22(34) 3762-77.

[24] A. Turak, Interfacial degradation in organic optoelectronics, RSC Adv., DOI:10.1039/
C2RA22770C.

[25] Zinkeallmang M, Feldman L C and Grabow M H Clustering on Surfaces Surf Sci Rep
1992;16(8) 377-463.

[26] Israelachvili J N Intermolecular and surface forces. Burlington, MA: Academic Press;
2011.

[27] Strange T G, Evans D F and Hendrickson W A Nucleation and Growth of Defects
Leading to Dewetting of Thin Polymer Films Langmuir 1997;13(16) 4459-65.

[28] Kheshgi H S and Scriven L E Dewetting - Nucleation and Growth of Dry Regions
Chem Eng Sci 1991;46(2) 519-26.

[29] Hamaker H C The London – van der Waals attraction between spherical particles
Physica 1937; 4(10) 1058-72.

[30] Chattopadhyay S and Meredith J C Combinatorial screening of organic electronic
materials: thin film stability Measurement Science and Technology 2005;16(1) 128-36.

[31] Xie R, Karim A, Douglas J F, Han C C and Weiss R A Spinodal Dewetting of Thin
Polymer Films Phys Rev Lett 1998;81(6) 1251-4.

[32] Barnes K A, Karim A, Douglas J F, Nakatani A I, Gruell H and Amis E J Suppression
of Dewetting in Nanoparticle-Filled Polymer Films Macromolecules 2000;33(11)
4177-85.

[33] Mukherjee R, Das S, Das A, Sharma S K, Raychaudhuri A K and Sharma A Stability
and Dewetting of Metal Nanoparticle Filled Thin Polymer Films: Dynamics ACS
Nano 2010;4(7) 3709-24.

[34] Reiter G Mobility of Polymers in Films Thinner Than Their Unperturbed Size Euro‐
phys Lett 1993;23(8) 579-84.

[35] Jacobs K, Herminghaus S and Mecke K R Thin liquid polymer films rupture via de‐
fects Langmuir 1998;14(4) 965-9.

[36] Reiter G, Hamieh M, Damman P, Sclavons S, Gabriele S, Vilmin T and Raphael E Re‐
sidual stresses in thin polymer films cause rupture and dominate early stages of
dewetting Nat Mater 2005;4(10) 754-8.

[37] Sharma A, Mittal J and Verma R Instability and dewetting of thin films induced by
density variations Langmuir 2002;18(26) 10213-20.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

249



[38] Fenter P, Schreiber F, Bulovic V and Forrest S R Thermally induced failure mecha‐
nisms of organic light emitting device structures probed by X-ray specular reflectivi‐
ty Chem Phys Lett 1997;277(5-6) 521-6.

[39] Vansmaalen S, Deboer J L, Haas C and Kommandeur J Anisotropic Thermal-Expan‐
sion in Crystals with Stacks of Planar Molecules, Such as Tetracyanoquinodimetha‐
nide (Tcnq) Salts Phys Rev B 1985;31(6) 3496-503.

[40] Vix A B E, Mu P, Stocker W, Stamm M and Rabe J P Crossover between Dewetting
and Stabilization of Ultrathin Liquid Crystalline Polymer Films Langmuir
2000;16(26) 10456-62.

[41] Krause B, Durr A C, Schreiber F, Dosch H and Seeck O H Thermal stability and parti‐
al dewetting of crystalline organic thin films: 3,4,9,10-perylenetetracarboxylic dia‐
nhydride on Ag(111) J Chem Phys 2003;119(6) 3429-35.

[42] Burke S A, Topple J M and Guttter P Molecular dewetting on insulators Journal of
Physics: Condensed Matter 2009;21(42) 423101.

[43] Adachi C, Tsutsui T and Saito S Blue Light-Emitting Organic Electroluminescent De‐
vices Appl Phys Lett 1990;56(9) 799-801.

[44] Appleyard S F J, Day S R, Pickford R D and Willis M R Organic electroluminescent
devices: enhanced carrier injection using SAM derivatized ITO electrodes J Mater
Chem 2000;10(1) 169-73.

[45] Malinsky J E, Jabbour G E, Shaheen S E, Anderson J D, Richter A G, Marks T J, Arm‐
strong N R, Kippelen B, Dutta P and Peyghambarian N Self-assembly processes for
organic LED electrode passivation and charge injection balance Adv Mater 1999;11(3)
227-31.

[46] Shen Y L, Jacobs D B, Malliaras G G, Koley G, Spencer M G and Ioannidis A Modifi‐
cation of indium tin oxide for improved hole injection in organic light emitting di‐
odes Adv Mater 2001;13(16) 1234-8.

[47] Nuesch F, Forsythe E W, Le Q T, Gao Y and Rothberg L J Importance of indium tin
oxide surface acido basicity for charge injection into organic materials based light
emitting diodes J Appl Phys 2000;87(11) 7973-80.

[48] Ke L, Chua S J, Zhang K R and Chen P Bubble formation due to electrical stress in
organic light emitting devices Appl Phys Lett 2002;80(2) 171-3.

[49] Liu G, Kerr J B and Johnson S Dark spot formation relative to ITO surface roughness
for polyfluorene devices Synthetic Met 2004;144(1) 1-6.

[50] Scott J C, Carter S A, Karg S and Angelopoulos M Polymeric anodes for organic
light-emitting diodes Synthetic Met 1997;85(1-3) 1197-200.

[51] Adachi C, Nagai K and Tamoto N Molecular Design of Hole Transport Materials for
Obtaining High Durability in Organic Electroluminescent Diodes Appl Phys Lett
1995;66(20) 2679-81.

Optoelectronics - Advanced Materials and Devices250

[52] Gong X, Moses D, Heeger A J, Liu S and Jen A K Y High-performance polymer light-
emitting diodes fabricated with a polymer hole injection Appl Phys Lett 2003;83(1)
183-5.

[53] Naito K and Miura A Molecular Design for Nonpolymeric Organic-Dye Glasses with
Thermal-Stability - Relations between Thermodynamic Parameters and Amorphous
Properties J Phys Chem 1993;97(23) 6240-8.

[54] D'Iorio M Molecular materials for microelectronics Can J Phys 2000;78(3) 231-41.

[55] Shirota Y Organic materials for electronic and optoelectronic devices J Mater Chem
2000;10(1) 1-25.

[56] Shirota Y and Kageyama H Charge carrier transporting molecular materials and their
applications in devices Chem Rev 2007;107(4) 953-1010.

[57] Hung L S and Chen C H Recent progress of molecular organic electroluminescent
materials and devices Mat Sci Eng R 2002;39(5-6) 143-222.

[58] Rothberg L J and Lovinger A J Status of and prospects for organic electrolumines‐
cence J Mater Res 1996;11(12) 3174-87.

[59] Hains A W, Liang Z Q, Woodhouse M A and Gregg B A Molecular Semiconductors
in Organic Photovoltaic Cells Chem Rev 2010;110(11) 6689-735.

[60] Cao Y, Yu G, Zhang C, Menon R and Heeger A J Polymer light-emitting diodes with
polyethylene dioxythiophene-polystyrene sulfonate as the transparent anode Syn‐
thetic Met 1997;87(2) 171-4.

[61] Ishii H, Sugiyama K, Ito E and Seki K Energy level alignment and interfacial elec‐
tronic structures at organic metal and organic organic interfaces Adv Mater
1999;11(8) 605-25.

[62] Kim H, Pique A, Horwitz J S, Mattoussi H, Murata H, Kafafi Z H and Chrisey D B
Indium tin oxide thin films for organic light-emitting devices Appl Phys Lett
1999;74(23) 3444-6.

[63] Schafer S, Petersen A, Wagner T A, Kniprath R, Lingenfelser D, Zen A, Kirchartz T,
Zimmermann B, Wurfel U, Feng X J and Mayer T Influence of the indium tin oxide/
organic interface on open-circuit voltage, recombination, and cell degradation in or‐
ganic small-molecule solar cells Phys Rev B 2011;83(16) 165311.

[64] Tak Y H, Kim K B, Park H G, Lee K H and Lee J R Criteria for ITO (indium-tin-oxide)
an organic light thin film as the bottom electrode of emitting diode Thin Solid Films
2002;411(1) 12-6.

[65] Kim J S, Granstrom M, Friend R H, Johansson N, Salaneck W R, Daik R, Feast W J
and Cacialli F Indium-tin oxide treatments for single- and double-layer polymeric
light-emitting diodes: The relation between the anode physical, chemical, and mor‐
phological properties and the device performance J Appl Phys 1998;84(12) 6859-70.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

251



[38] Fenter P, Schreiber F, Bulovic V and Forrest S R Thermally induced failure mecha‐
nisms of organic light emitting device structures probed by X-ray specular reflectivi‐
ty Chem Phys Lett 1997;277(5-6) 521-6.

[39] Vansmaalen S, Deboer J L, Haas C and Kommandeur J Anisotropic Thermal-Expan‐
sion in Crystals with Stacks of Planar Molecules, Such as Tetracyanoquinodimetha‐
nide (Tcnq) Salts Phys Rev B 1985;31(6) 3496-503.

[40] Vix A B E, Mu P, Stocker W, Stamm M and Rabe J P Crossover between Dewetting
and Stabilization of Ultrathin Liquid Crystalline Polymer Films Langmuir
2000;16(26) 10456-62.

[41] Krause B, Durr A C, Schreiber F, Dosch H and Seeck O H Thermal stability and parti‐
al dewetting of crystalline organic thin films: 3,4,9,10-perylenetetracarboxylic dia‐
nhydride on Ag(111) J Chem Phys 2003;119(6) 3429-35.

[42] Burke S A, Topple J M and Guttter P Molecular dewetting on insulators Journal of
Physics: Condensed Matter 2009;21(42) 423101.

[43] Adachi C, Tsutsui T and Saito S Blue Light-Emitting Organic Electroluminescent De‐
vices Appl Phys Lett 1990;56(9) 799-801.

[44] Appleyard S F J, Day S R, Pickford R D and Willis M R Organic electroluminescent
devices: enhanced carrier injection using SAM derivatized ITO electrodes J Mater
Chem 2000;10(1) 169-73.

[45] Malinsky J E, Jabbour G E, Shaheen S E, Anderson J D, Richter A G, Marks T J, Arm‐
strong N R, Kippelen B, Dutta P and Peyghambarian N Self-assembly processes for
organic LED electrode passivation and charge injection balance Adv Mater 1999;11(3)
227-31.

[46] Shen Y L, Jacobs D B, Malliaras G G, Koley G, Spencer M G and Ioannidis A Modifi‐
cation of indium tin oxide for improved hole injection in organic light emitting di‐
odes Adv Mater 2001;13(16) 1234-8.

[47] Nuesch F, Forsythe E W, Le Q T, Gao Y and Rothberg L J Importance of indium tin
oxide surface acido basicity for charge injection into organic materials based light
emitting diodes J Appl Phys 2000;87(11) 7973-80.

[48] Ke L, Chua S J, Zhang K R and Chen P Bubble formation due to electrical stress in
organic light emitting devices Appl Phys Lett 2002;80(2) 171-3.

[49] Liu G, Kerr J B and Johnson S Dark spot formation relative to ITO surface roughness
for polyfluorene devices Synthetic Met 2004;144(1) 1-6.

[50] Scott J C, Carter S A, Karg S and Angelopoulos M Polymeric anodes for organic
light-emitting diodes Synthetic Met 1997;85(1-3) 1197-200.

[51] Adachi C, Nagai K and Tamoto N Molecular Design of Hole Transport Materials for
Obtaining High Durability in Organic Electroluminescent Diodes Appl Phys Lett
1995;66(20) 2679-81.

Optoelectronics - Advanced Materials and Devices250

[52] Gong X, Moses D, Heeger A J, Liu S and Jen A K Y High-performance polymer light-
emitting diodes fabricated with a polymer hole injection Appl Phys Lett 2003;83(1)
183-5.

[53] Naito K and Miura A Molecular Design for Nonpolymeric Organic-Dye Glasses with
Thermal-Stability - Relations between Thermodynamic Parameters and Amorphous
Properties J Phys Chem 1993;97(23) 6240-8.

[54] D'Iorio M Molecular materials for microelectronics Can J Phys 2000;78(3) 231-41.

[55] Shirota Y Organic materials for electronic and optoelectronic devices J Mater Chem
2000;10(1) 1-25.

[56] Shirota Y and Kageyama H Charge carrier transporting molecular materials and their
applications in devices Chem Rev 2007;107(4) 953-1010.

[57] Hung L S and Chen C H Recent progress of molecular organic electroluminescent
materials and devices Mat Sci Eng R 2002;39(5-6) 143-222.

[58] Rothberg L J and Lovinger A J Status of and prospects for organic electrolumines‐
cence J Mater Res 1996;11(12) 3174-87.

[59] Hains A W, Liang Z Q, Woodhouse M A and Gregg B A Molecular Semiconductors
in Organic Photovoltaic Cells Chem Rev 2010;110(11) 6689-735.

[60] Cao Y, Yu G, Zhang C, Menon R and Heeger A J Polymer light-emitting diodes with
polyethylene dioxythiophene-polystyrene sulfonate as the transparent anode Syn‐
thetic Met 1997;87(2) 171-4.

[61] Ishii H, Sugiyama K, Ito E and Seki K Energy level alignment and interfacial elec‐
tronic structures at organic metal and organic organic interfaces Adv Mater
1999;11(8) 605-25.

[62] Kim H, Pique A, Horwitz J S, Mattoussi H, Murata H, Kafafi Z H and Chrisey D B
Indium tin oxide thin films for organic light-emitting devices Appl Phys Lett
1999;74(23) 3444-6.

[63] Schafer S, Petersen A, Wagner T A, Kniprath R, Lingenfelser D, Zen A, Kirchartz T,
Zimmermann B, Wurfel U, Feng X J and Mayer T Influence of the indium tin oxide/
organic interface on open-circuit voltage, recombination, and cell degradation in or‐
ganic small-molecule solar cells Phys Rev B 2011;83(16) 165311.

[64] Tak Y H, Kim K B, Park H G, Lee K H and Lee J R Criteria for ITO (indium-tin-oxide)
an organic light thin film as the bottom electrode of emitting diode Thin Solid Films
2002;411(1) 12-6.

[65] Kim J S, Granstrom M, Friend R H, Johansson N, Salaneck W R, Daik R, Feast W J
and Cacialli F Indium-tin oxide treatments for single- and double-layer polymeric
light-emitting diodes: The relation between the anode physical, chemical, and mor‐
phological properties and the device performance J Appl Phys 1998;84(12) 6859-70.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

251



[66] Djurisic A B, Lau T N, Kwong C Y, Guo W L, Bai Y K, Li E H and Chan W K Surface
treatments of indium-tin-oxide substrates: comprehensive investigation of mechani‐
cal, chemical, thermal, and plasma treatments Proc SPIE 2002;4464 273-80.

[67] Huang Z H, Zeng X T, Sun X Y, Kang E T, Fuh J Y H and Lu L Influence of plasma
treatment of ITO surface on the growth and properties of hole transport layer and
the device performance of OLEDs Org Electron 2008;9(1) 51-62.

[68] Goncalves-Conto S, Carrard M, Si-Ahmed L and Zuppiroli L Interface morphology
in organic light-emitting diodes Adv Mater 1999;11(2) 112-5.

[69] Shen Y L, Klein M W, Jacobs D B, Scott J C and Malliaras G G Mobility-dependent
charge injection into an organic semiconductor Phys Rev Lett 2001;86(17) 3867-70.

[70] Gonzalez G B, Cohen J B, Hwang J H, Mason T O, Hodges J P and Jorgensen J D
Neutron diffraction study on the defect structure of indium-tin-oxide J Appl Phys
2001;89(5) 2550-5.

[71] Kim H, Gilmore C M, Pique A, Horwitz J S, Mattoussi H, Murata H, Kafafi Z H and
Chrisey D B Electrical, optical, and structural properties of indium-tin-oxide thin
films for organic light-emitting devices J Appl Phys 1999;86(11) 6451-61.

[72] Paramonov P B and Paniagua S A Theoretical Characterization of the Indium Tin Ox‐
ide Surface and of Its Binding Sites for Adsorption of Phosphonic Acid Monolayers
Chem Mater 2008;20(16) 5131-3.

[73] Armstrong N R, Veneman P A, Ratcliff E, Placencia D and Brumbach M Oxide Con‐
tacts in Organic Photovoltaics: Characterization and Control of Near-Surface Compo‐
sition in Indium-Tin Oxide (ITO) Electrodes Accounts Chem Res 2009;42(11) 1748-57.

[74] Tang J X, Li Y Q, Zheng L R and Hung L S Anode/organic interface modification by
plasma polymerized fluorocarbon films J Appl Phys 2004;95(8) 4397-403.

[75] Kanai Y, Matsushima T and Murata H Improvement of stability for organic solar
cells by using molybdenum trioxide buffer layer Thin Solid Films 2009;518(2) 537-40.

[76] Milliron D J, Hill I G, Shen C, Kahn A and Schwartz J Surface oxidation activates in‐
dium tin oxide for hole injection J Appl Phys 2000;87(1) 572-6.

[77] Sharma A, Kippelen B, Hotchkiss P J and Marder S R Stabilization of the work func‐
tion of indium tin oxide using organic surface modifiers in organic light-emitting di‐
odes Appl Phys Lett 2008;93(16)

[78] Wu C C, Wu C I, Sturm J C and Kahn A Surface modification of indium tin oxide by
plasma treatment: An effective method to improve the efficiency, brightness, and re‐
liability of organic light emitting devices Appl Phys Lett 1997;70(11) 1348-50.

[79] Koch N, Kahn A, Ghijsen J, Pireaux J J, Schwartz J, Johnson R L and Elschner A Con‐
jugated organic molecules on metal versus polymer electrodes: Demonstration of a
key energy level alignment mechanism Appl Phys Lett 2003;82(1) 70-2.

Optoelectronics - Advanced Materials and Devices252

[80] Cui J, Huang Q L, Veinot J C G, Yan H, Wang Q W, Hutchison G R, Richter A G,
Evmenenko G, Dutta P and Marks T J Anode interfacial engineering approaches to
enhancing anode/hole transport layer interfacial stability and charge injection effi‐
ciency in organic light-emitting diodes Langmuir 2002;18(25) 9958-70.

[81] Lee J, Jung B-j, Lee J-i, Chu Y, Do L-m and Shim H-k Modification of an ITO anode
with a hole-transporting SAM for improved OLED device characteristics J Mater
Chem 2002;12 3494-8.

[82] Chong L-w, Lee Y-l and Wen T-c Surface modification of indium tin oxide anodes by
self-assembly monolayers: Effects on interfacial morphology and charge injection in
organic light-emitting diodes Thin Solid Films 2007;515(5) 2833-41.

[83] Choi B, Rhee J and Lee H H Tailoring of self-assembled monolayer for polymer light-
emitting diodes Appl Phys Lett 2001;79(13) 2109-11.

[84] Lacher S, Matsuo Y and Nakamura E Molecular and Supramolecular Control of the
Work Function of an Inorganic Electrode with Self-Assembled Monolayer of Umbrel‐
la-Shaped Fullerene Derivatives J Am Chem Soc 2011;133(42) 16997-7004.

[85] You Z Z Combined AFM, XPS, and contact angle studies on treated indium-tin-oxide
films for organic light-emitting devices Mater Lett 2007;61(18) 3809-14.

[86] Poon C O, Wong F L, Tong S W, Zhang R Q, Lee C S and Lee S T Improved perform‐
ance and stability of organic light-emitting devices with silicon oxy-nitride buffer
layer Appl Phys Lett 2003;83(5) 1038-40.

[87] Le Q T, Forsythe E W, Nuesch F, Rothberg L J, Yan L and Gao Y Interface formation
between NPB and processed indium tin oxide Thin Solid Films 2000;363(1-2) 42-6.

[88] Grozea D, Turak A, Yuan Y, Han S, Lu Z H and Kim W Y Enhanced thermal stability
in organic light-emitting diodes through nanocomposite buffer layers at the anode/
organic interface J Appl Phys 2007;101(3) 033522.

[89] Ribic P R and Bratina G Initial stages of growth of organic semiconductors on vicinal
(0 0 0 1) sapphire surfaces Surface Science 2008;602(7) 1368-75.

[90] Ettedgui E, Davis G T, Hu B and Karasz F E Degradation of polymer-based light-
emitting diodes during operation Synthetic Met 1997;90(1) 73-6.

[91] Durr A C, Schreiber F, Munch M, Karl N, Krause B, Kruppa V and Dosch H High
structural order in thin films of the organic semiconductor diindenoperylene Appl
Phys Lett 2002;81(12) 2276-8.

[92] Durr A C, Schreiber F, Ritley K A, Kruppa V, Krug J, Dosch H and Struth B Rapid
roughening in thin film growth of an organic semiconductor (diindenoperylene)
Phys Rev Lett 2003;90(1) 016104.

[93] Zhang X N, Barrena E, de Oteyza D G and Dosch H Transition from layer-by-layer to
rapid roughening in the growth of DIP on SiO2 Surface Science 2007;601(12) 2420-5.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

253



[66] Djurisic A B, Lau T N, Kwong C Y, Guo W L, Bai Y K, Li E H and Chan W K Surface
treatments of indium-tin-oxide substrates: comprehensive investigation of mechani‐
cal, chemical, thermal, and plasma treatments Proc SPIE 2002;4464 273-80.

[67] Huang Z H, Zeng X T, Sun X Y, Kang E T, Fuh J Y H and Lu L Influence of plasma
treatment of ITO surface on the growth and properties of hole transport layer and
the device performance of OLEDs Org Electron 2008;9(1) 51-62.

[68] Goncalves-Conto S, Carrard M, Si-Ahmed L and Zuppiroli L Interface morphology
in organic light-emitting diodes Adv Mater 1999;11(2) 112-5.

[69] Shen Y L, Klein M W, Jacobs D B, Scott J C and Malliaras G G Mobility-dependent
charge injection into an organic semiconductor Phys Rev Lett 2001;86(17) 3867-70.

[70] Gonzalez G B, Cohen J B, Hwang J H, Mason T O, Hodges J P and Jorgensen J D
Neutron diffraction study on the defect structure of indium-tin-oxide J Appl Phys
2001;89(5) 2550-5.

[71] Kim H, Gilmore C M, Pique A, Horwitz J S, Mattoussi H, Murata H, Kafafi Z H and
Chrisey D B Electrical, optical, and structural properties of indium-tin-oxide thin
films for organic light-emitting devices J Appl Phys 1999;86(11) 6451-61.

[72] Paramonov P B and Paniagua S A Theoretical Characterization of the Indium Tin Ox‐
ide Surface and of Its Binding Sites for Adsorption of Phosphonic Acid Monolayers
Chem Mater 2008;20(16) 5131-3.

[73] Armstrong N R, Veneman P A, Ratcliff E, Placencia D and Brumbach M Oxide Con‐
tacts in Organic Photovoltaics: Characterization and Control of Near-Surface Compo‐
sition in Indium-Tin Oxide (ITO) Electrodes Accounts Chem Res 2009;42(11) 1748-57.

[74] Tang J X, Li Y Q, Zheng L R and Hung L S Anode/organic interface modification by
plasma polymerized fluorocarbon films J Appl Phys 2004;95(8) 4397-403.

[75] Kanai Y, Matsushima T and Murata H Improvement of stability for organic solar
cells by using molybdenum trioxide buffer layer Thin Solid Films 2009;518(2) 537-40.

[76] Milliron D J, Hill I G, Shen C, Kahn A and Schwartz J Surface oxidation activates in‐
dium tin oxide for hole injection J Appl Phys 2000;87(1) 572-6.

[77] Sharma A, Kippelen B, Hotchkiss P J and Marder S R Stabilization of the work func‐
tion of indium tin oxide using organic surface modifiers in organic light-emitting di‐
odes Appl Phys Lett 2008;93(16)

[78] Wu C C, Wu C I, Sturm J C and Kahn A Surface modification of indium tin oxide by
plasma treatment: An effective method to improve the efficiency, brightness, and re‐
liability of organic light emitting devices Appl Phys Lett 1997;70(11) 1348-50.

[79] Koch N, Kahn A, Ghijsen J, Pireaux J J, Schwartz J, Johnson R L and Elschner A Con‐
jugated organic molecules on metal versus polymer electrodes: Demonstration of a
key energy level alignment mechanism Appl Phys Lett 2003;82(1) 70-2.

Optoelectronics - Advanced Materials and Devices252

[80] Cui J, Huang Q L, Veinot J C G, Yan H, Wang Q W, Hutchison G R, Richter A G,
Evmenenko G, Dutta P and Marks T J Anode interfacial engineering approaches to
enhancing anode/hole transport layer interfacial stability and charge injection effi‐
ciency in organic light-emitting diodes Langmuir 2002;18(25) 9958-70.

[81] Lee J, Jung B-j, Lee J-i, Chu Y, Do L-m and Shim H-k Modification of an ITO anode
with a hole-transporting SAM for improved OLED device characteristics J Mater
Chem 2002;12 3494-8.

[82] Chong L-w, Lee Y-l and Wen T-c Surface modification of indium tin oxide anodes by
self-assembly monolayers: Effects on interfacial morphology and charge injection in
organic light-emitting diodes Thin Solid Films 2007;515(5) 2833-41.

[83] Choi B, Rhee J and Lee H H Tailoring of self-assembled monolayer for polymer light-
emitting diodes Appl Phys Lett 2001;79(13) 2109-11.

[84] Lacher S, Matsuo Y and Nakamura E Molecular and Supramolecular Control of the
Work Function of an Inorganic Electrode with Self-Assembled Monolayer of Umbrel‐
la-Shaped Fullerene Derivatives J Am Chem Soc 2011;133(42) 16997-7004.

[85] You Z Z Combined AFM, XPS, and contact angle studies on treated indium-tin-oxide
films for organic light-emitting devices Mater Lett 2007;61(18) 3809-14.

[86] Poon C O, Wong F L, Tong S W, Zhang R Q, Lee C S and Lee S T Improved perform‐
ance and stability of organic light-emitting devices with silicon oxy-nitride buffer
layer Appl Phys Lett 2003;83(5) 1038-40.

[87] Le Q T, Forsythe E W, Nuesch F, Rothberg L J, Yan L and Gao Y Interface formation
between NPB and processed indium tin oxide Thin Solid Films 2000;363(1-2) 42-6.

[88] Grozea D, Turak A, Yuan Y, Han S, Lu Z H and Kim W Y Enhanced thermal stability
in organic light-emitting diodes through nanocomposite buffer layers at the anode/
organic interface J Appl Phys 2007;101(3) 033522.

[89] Ribic P R and Bratina G Initial stages of growth of organic semiconductors on vicinal
(0 0 0 1) sapphire surfaces Surface Science 2008;602(7) 1368-75.

[90] Ettedgui E, Davis G T, Hu B and Karasz F E Degradation of polymer-based light-
emitting diodes during operation Synthetic Met 1997;90(1) 73-6.

[91] Durr A C, Schreiber F, Munch M, Karl N, Krause B, Kruppa V and Dosch H High
structural order in thin films of the organic semiconductor diindenoperylene Appl
Phys Lett 2002;81(12) 2276-8.

[92] Durr A C, Schreiber F, Ritley K A, Kruppa V, Krug J, Dosch H and Struth B Rapid
roughening in thin film growth of an organic semiconductor (diindenoperylene)
Phys Rev Lett 2003;90(1) 016104.

[93] Zhang X N, Barrena E, de Oteyza D G and Dosch H Transition from layer-by-layer to
rapid roughening in the growth of DIP on SiO2 Surface Science 2007;601(12) 2420-5.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

253



[94] Ramaniah L M and Boero M Structural, electronic, and optical properties of the diin‐
denoperylene molecule from first-principles density-functional theory Phys Rev A
2006;74(4) 042505.

[95] Karl N Charge carrier transport in organic semiconductors Synthetic Met
2003;133-134(13 March) 649-57.

[96] Huang Y L, Chen W, Huang H, Qi D C, Chen S, Gao X Y, Pflaum J and Wee A T S
Ultrathin Films of Diindenoperylene on Graphite and SiO2 J Phys Chem C
2009;113(21) 9251-5.

[97] Kurrle D and Pflaum J Exciton diffusion length in the organic semiconductor diinde‐
noperylene Appl Phys Lett 2008;92(13) 133306.

[98] Turak A, Nguyen M, Maye F, Heidkamp J, Lienerth P, Wrachtrup J and Dosch H
Nanoscale Engineering of Exciton Dissociating Interfaces in Organic Photovoltaics J
Nano Res 2011;14 125-36.

[99] Heidkamp J. DIP growth on substrates relevant for organic solar cells.Diploma the‐
sis.University of Stuttgart;2009.

[100] Zhu Z, Hadjikyriacou S, Waller D and Gaudiana R Stabilization of film morphology
in polymer-fullerene heterojunction solar cells J Macromol Sci Pure 2004;A41(12)
1467-87.

[101] Bertho S, Haeldermans I, Swinnen A, Moons W, Martens T, Lutsen L, Vanderzande
D, Manca J, Senes A and Bonfiglio A Influence of thermal ageing on the stability of
polymer bulk heterojunction solar cells Sol Energ Mat Sol C 2007;91(5) 385-9.

[102] Turak A, Hanisch J, Barrena E, Welzel U, Widmaier F, Ahlswede E and Dosch H Sys‐
tematic analysis of processing parameters on the ordering and performance of work‐
ing poly(3-hexyl-thiophene):[6,6]-phenyl C(61)-butyric acid methyl ester solar cells J
Renew Sustain Ener 2010;2(5) 053103.

[103] Bulliard X, Ihn S G, Yun S, Kim Y, Choi D, Choi J Y, Kim M, Sim M, Park J H, Choi W
and Cho K Enhanced Performance in Polymer Solar Cells by Surface Energy Control
Adv Funct Mater 2010;20(24) 4381-7.

[104] Chen F C, Lin Y K and Ko C J Submicron-scale manipulation of phase separation in
organic solar cells Appl Phys Lett 2008;92(2) 023307.

[105] Bjorstrom C M, Nilsson S, Bernasik A, Budkowski A, Andersson M, Magnusson K O
and Moons E Vertical phase separation in spin-coated films of a low bandgap poly‐
fluorene/PCBM blend - Effects of specific substrate interaction Appl Surf Sci
2007;253(8) 3906-12.

[106] Gardonio S, Gregoratti L, Melpignano P, Aballe L, Biondo V, Zamboni R, Murgia M,
Caria S and Kiskinova A Degradation of organic light-emitting diodes under differ‐
ent environment at high drive conditions Org Electron 2007;8(1) 37-43.

Optoelectronics - Advanced Materials and Devices254

[107] Luo Y, Aziz H, Popovic Z D and Xu G Correlation between electroluminescence effi‐
ciency and stability in organic light-emitting devices under pulsed driving condi‐
tions J Appl Phys 2006;99(5) 054508.

[108] Gärditz C and Winnacker A Impact of Joule heating on the brightness homogeneity
of organic light Appl Phys Lett 2007;90(10) 103506.

[109] Chao C I, Chuang K R and Chen S A Failure phenomena and mechanisms of poly‐
meric light-emitting diodes: Indium-tin-oxide-damage Appl Phys Lett 1996;69(19)
2894-6.

[110] Zhou X, He J, Liao L S, Lu M, Ding X M, Hou X Y, Zhang X M, He X Q and Lee S T
Real-time observation of temperature rise and thermal breakdown processes in or‐
ganic LEDs using an IR imaging and analysis system Adv Mater 2000;12(4) 265-9.

[111] Tessler N, Harrison N T, Thomas D S and Friend R H Current heating in polymer
light emitting diodes Appl Phys Lett 1998;73(6) 732-4.

[112] Nakanotani H, Sasabe H and Adachi C Singlet-singlet and singlet-heat annihilations
in fluorescence-based organic light-emitting diodes under steady-state high current
density Appl Phys Lett 2005;86(21) 213506.

[113] Zhan Y Q, Xiong Z H, Shi H Z, Zhang S T, Xu Z, Zhong G Y, He J, Zhao J M, Wang Z
J, Obbard E, Ding H J, Wang X J, Ding X M, Huang W and Hou X Y Sodium stearate ,
an effective amphiphilic molecule buffer material between organic and metal layers
in organic light-emitting devices Appl Phys Lett 2003;83(8) 1656-8.

[114] Choi S H, Lee T I, Baik H K, Roh H H, Kwon O and Suh D H The effect of electrode
heat sink in organic-electronic devices Appl Phys Lett 2008;93(18) 183301.

[115] Sullivan P and Jones T S Pentacene / fullerene ( C 60 ) heterojunction solar cells: De‐
vice performance and degradation mechanisms Org Electron 2008;9(5) 656-60.

[116] Paci B, Generosi A, Albertini V R, Generosi R, Perfetti P, de Bettignies R and Sentein
C Time-resolved morphological study of bulk heterojunction films for efficient or‐
ganic solar devices J Phys Chem C 2008;112(26) 9931-6.

[117] Franke R, Maennig B, Petrich A and Pfeiffer M Long-term stability of tandem solar
cells containing small organic molecules Sol Energ Mat Sol C 2008;92(7) 732-5.

[118] Xu M S, Xu J B and An J Visualization of thermally activated morphology evolution
of N,N'-di(naphthalene-1-yl)-N,N'-diphthalbenzidine films on ITO/copper phthalo‐
cyanine underlying layer Appl Phys a-Mater 2005;81(6) 1151-6.

[119] Han E M, Do L M, Yamamoto N and Fujihira M Study of Interfacial Degradation of
the Vapor-Deposited Bilayer of Alq3/Tpd for Organic Electroluminescent (El) Devi‐
ces by Photoluminescence Chem Lett 1995;24(1) 57-8.

[120] Tokito S and Taga Y Organic Electroluminescent Devices Fabricated Using a Dia‐
mine Doped Mgf2 Thin-Film as a Hole-Transporting Layer Appl Phys Lett 1995;66(6)
673-5.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

255



[94] Ramaniah L M and Boero M Structural, electronic, and optical properties of the diin‐
denoperylene molecule from first-principles density-functional theory Phys Rev A
2006;74(4) 042505.

[95] Karl N Charge carrier transport in organic semiconductors Synthetic Met
2003;133-134(13 March) 649-57.

[96] Huang Y L, Chen W, Huang H, Qi D C, Chen S, Gao X Y, Pflaum J and Wee A T S
Ultrathin Films of Diindenoperylene on Graphite and SiO2 J Phys Chem C
2009;113(21) 9251-5.

[97] Kurrle D and Pflaum J Exciton diffusion length in the organic semiconductor diinde‐
noperylene Appl Phys Lett 2008;92(13) 133306.

[98] Turak A, Nguyen M, Maye F, Heidkamp J, Lienerth P, Wrachtrup J and Dosch H
Nanoscale Engineering of Exciton Dissociating Interfaces in Organic Photovoltaics J
Nano Res 2011;14 125-36.

[99] Heidkamp J. DIP growth on substrates relevant for organic solar cells.Diploma the‐
sis.University of Stuttgart;2009.

[100] Zhu Z, Hadjikyriacou S, Waller D and Gaudiana R Stabilization of film morphology
in polymer-fullerene heterojunction solar cells J Macromol Sci Pure 2004;A41(12)
1467-87.

[101] Bertho S, Haeldermans I, Swinnen A, Moons W, Martens T, Lutsen L, Vanderzande
D, Manca J, Senes A and Bonfiglio A Influence of thermal ageing on the stability of
polymer bulk heterojunction solar cells Sol Energ Mat Sol C 2007;91(5) 385-9.

[102] Turak A, Hanisch J, Barrena E, Welzel U, Widmaier F, Ahlswede E and Dosch H Sys‐
tematic analysis of processing parameters on the ordering and performance of work‐
ing poly(3-hexyl-thiophene):[6,6]-phenyl C(61)-butyric acid methyl ester solar cells J
Renew Sustain Ener 2010;2(5) 053103.

[103] Bulliard X, Ihn S G, Yun S, Kim Y, Choi D, Choi J Y, Kim M, Sim M, Park J H, Choi W
and Cho K Enhanced Performance in Polymer Solar Cells by Surface Energy Control
Adv Funct Mater 2010;20(24) 4381-7.

[104] Chen F C, Lin Y K and Ko C J Submicron-scale manipulation of phase separation in
organic solar cells Appl Phys Lett 2008;92(2) 023307.

[105] Bjorstrom C M, Nilsson S, Bernasik A, Budkowski A, Andersson M, Magnusson K O
and Moons E Vertical phase separation in spin-coated films of a low bandgap poly‐
fluorene/PCBM blend - Effects of specific substrate interaction Appl Surf Sci
2007;253(8) 3906-12.

[106] Gardonio S, Gregoratti L, Melpignano P, Aballe L, Biondo V, Zamboni R, Murgia M,
Caria S and Kiskinova A Degradation of organic light-emitting diodes under differ‐
ent environment at high drive conditions Org Electron 2007;8(1) 37-43.

Optoelectronics - Advanced Materials and Devices254

[107] Luo Y, Aziz H, Popovic Z D and Xu G Correlation between electroluminescence effi‐
ciency and stability in organic light-emitting devices under pulsed driving condi‐
tions J Appl Phys 2006;99(5) 054508.

[108] Gärditz C and Winnacker A Impact of Joule heating on the brightness homogeneity
of organic light Appl Phys Lett 2007;90(10) 103506.

[109] Chao C I, Chuang K R and Chen S A Failure phenomena and mechanisms of poly‐
meric light-emitting diodes: Indium-tin-oxide-damage Appl Phys Lett 1996;69(19)
2894-6.

[110] Zhou X, He J, Liao L S, Lu M, Ding X M, Hou X Y, Zhang X M, He X Q and Lee S T
Real-time observation of temperature rise and thermal breakdown processes in or‐
ganic LEDs using an IR imaging and analysis system Adv Mater 2000;12(4) 265-9.

[111] Tessler N, Harrison N T, Thomas D S and Friend R H Current heating in polymer
light emitting diodes Appl Phys Lett 1998;73(6) 732-4.

[112] Nakanotani H, Sasabe H and Adachi C Singlet-singlet and singlet-heat annihilations
in fluorescence-based organic light-emitting diodes under steady-state high current
density Appl Phys Lett 2005;86(21) 213506.

[113] Zhan Y Q, Xiong Z H, Shi H Z, Zhang S T, Xu Z, Zhong G Y, He J, Zhao J M, Wang Z
J, Obbard E, Ding H J, Wang X J, Ding X M, Huang W and Hou X Y Sodium stearate ,
an effective amphiphilic molecule buffer material between organic and metal layers
in organic light-emitting devices Appl Phys Lett 2003;83(8) 1656-8.

[114] Choi S H, Lee T I, Baik H K, Roh H H, Kwon O and Suh D H The effect of electrode
heat sink in organic-electronic devices Appl Phys Lett 2008;93(18) 183301.

[115] Sullivan P and Jones T S Pentacene / fullerene ( C 60 ) heterojunction solar cells: De‐
vice performance and degradation mechanisms Org Electron 2008;9(5) 656-60.

[116] Paci B, Generosi A, Albertini V R, Generosi R, Perfetti P, de Bettignies R and Sentein
C Time-resolved morphological study of bulk heterojunction films for efficient or‐
ganic solar devices J Phys Chem C 2008;112(26) 9931-6.

[117] Franke R, Maennig B, Petrich A and Pfeiffer M Long-term stability of tandem solar
cells containing small organic molecules Sol Energ Mat Sol C 2008;92(7) 732-5.

[118] Xu M S, Xu J B and An J Visualization of thermally activated morphology evolution
of N,N'-di(naphthalene-1-yl)-N,N'-diphthalbenzidine films on ITO/copper phthalo‐
cyanine underlying layer Appl Phys a-Mater 2005;81(6) 1151-6.

[119] Han E M, Do L M, Yamamoto N and Fujihira M Study of Interfacial Degradation of
the Vapor-Deposited Bilayer of Alq3/Tpd for Organic Electroluminescent (El) Devi‐
ces by Photoluminescence Chem Lett 1995;24(1) 57-8.

[120] Tokito S and Taga Y Organic Electroluminescent Devices Fabricated Using a Dia‐
mine Doped Mgf2 Thin-Film as a Hole-Transporting Layer Appl Phys Lett 1995;66(6)
673-5.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

255



[121] Loy B D E, Koene B E and Thompson M E Thermally Stable Hole-Transporting Mate‐
rials Based upon a Fluorene Core Adv Funct Mater 2002;12(4) 245-9.

[122] Orita K, Morimura T, Horiuchi T and Matsushige K In situ energy-dispersive X-ray
reflectivity measurements of structural changes in thin films for organic electrolumi‐
nescent devices Synthetic Met 1997;91(1-3) 155-8.

[123] Tokito S, Tanaka H, Noda K, Okada A and Taga Y Thermal stability in oligomeric
triphenylamine / tris ( 8-quinolinolato ) aluminum electroluminescent devices Appl
Phys Lett 1997;70(15) 1929-31.

[124] Brown T M, Kim J S, Friend R H, Cacialli F, Daik R and Feast W J Built-in field elec‐
troabsorption spectroscopy of polymer light-emitting diodes incorporating a doped
poly(3,4-ethylene dioxythiophene) hole injection layer Appl Phys Lett 1999;75(12)
1679-81.

[125] Xu M S and Xu J B Real-time visualization of thermally activated degradation of the
ITO/CuPC/NPB/Alq(3) stack used in one of the organic light-emitting diodes J Phys
D Appl Phys 2004;37(12) 1603-8.

[126] Hoppe H, Niggemann M, Winder C, Kraut J, Hiesgen R, Hinsch A, Meissner D and
Sariciftci N S Nanoscale morphology of conjugated polymer/fullerene-based bulk-
heterojunction solar cells Adv Funct Mater 2004;14(10) 1005-11.

[127] Yang X N, van Duren J K J, Janssen R A J, Michels M A J and Loos J Morphology and
thermal stability of the active layer in poly(p-phenylenevinylene)/methanofullerene
plastic photovoltaic devices Macromolecules 2004;37(6) 2151-8.

[128] Motaung D E, Malgas G F and Arendse C J Insights into the stability and thermal
degradation of P3HT:C-60 blended films for solar cell applications J Mater Sci
2011;46(14) 4942-52.

[129] Conings B, Bertho S, Vandewal K, Senes A, Haen J D, Conings B, Bertho S, Vandewal
K, Senes A, Haen J D, Manca J and Janssen R A J Modeling the temperature induced
degradation kinetics of the short circuit current in organic bulk heterojunction solar
cells Appl Phys Lett 2010;96(16) 163301.

[130] Bertho S, Janssen G, Cleij T J, Conings B, Moons W, Gadisa A, Haen J D, Goovaerts E,
Lutsen L, Manca J and Vanderzande D Effect of temperature on the morphological
and photovoltaic stability of bulk heterojunction polymer: fullerene solar cells Sol
Energ Mat Sol C 2008;92(7) 753-60.

[131] Luo Y C, Aziz H, Xu G and Popovic Z D Improving the stability of organic light-
emitting devices by using a hole-injection-tunable-anode-buffer-layer J Appl Phys
2007;101(5) 054512.

[132] Forsythe E W, Abkowitz M A and Gao Y L Tuning the carrier injection efficiency for
organic light-emitting diodes J Phys Chem B 2000;104(16) 3948-52.

Optoelectronics - Advanced Materials and Devices256

[133] van Slyke S A, Chen C H and Tang C W Organic electroluminescent devices with im‐
proved stability Appl Phys Lett 1996;69(15) 2160-2.

[134] Lee Y-j, Lee H, Byun Y, Song S, Kim J-e, Eom D, Cha W, Park S-s, Kim J and Kim H
Study of thermal degradation of organic light emitting device structures by X-ray
scattering Thin Solid Films 2007;515(14) 5674-7.

[135] Sellner B S, Gerlach A, Schreiber F, Kelsch M, Kasper N, Dosch H, Meyer S, Pflaum J,
Fischer M and Gompf B Strongly Enhanced Thermal Stability of Crystalline Organic
Thin Films Induced by Aluminum Oxide Capping Layers Adv Mater 2004;16(19)
1750-3.

[136] Peumans P, Uchida S and Forrest S R Efficient bulk heterojunction photovoltaic cells
using small- molecular-weight organic thin films Nature 2003;425(September) 158-62.

[137] Durr A C, Koch N, Kelsch M, Ruhm A, Ghijsen J, Johnson R L, Pireaux J J, Schwartz J,
Schreiber F, Dosch H and Kahn A Interplay between morphology, structure, and
electronic properties at diindenoperylene-gold interfaces Phys Rev B 2003;68(11)
115428.

[138] Zhang F, Baralia G, Boborodea A, Bailly C, Nysten B and Jonas A M Partial Dewet‐
ting of Polyethylene Thin Films on Rough Silicon Dioxide Surfaces Langmuir
2005;21(16) 7427-32.

[139] Karapanagiotis I, Evans D F and Gerberich W W Dewetting dynamics of thin poly‐
styrene films from sputtered silicon and gold surfaces Colloid Surface A
2002;207(1-3) 59-67.

[140] Netz R R and Andelman D Roughness-induced wetting Physical Review E 1997;55(1)
687-700.

[141] Wirth H O Organische Gläser mit hohen Glasumwandlungstemperaturen auf Basis
niedermolekularer Verbindungen Die Angewandte Makromolekulare Chemie
1991;185(1) 329-34.

[142] O'Brien D F, Burrows P E, Forrest S R, Koene B E, Loy D E and Thompson M E Hole
Transporting Materials with High Glass Transition Temperatures for Use in Organic
Light-Emitting Devices Adv Mater 1998;10(14) 1108-12.

[143] Gao Z Q, Lai W Y, Wong T C, Lee C S and Bello I Organic electroluminescent devices
by high-temperature processing and crystalline hole transporting layer Appl Phys
Lett 1999;74(22) 3269-71.

[144] Xu M S, Xu J B, Chen H Z and Wang M Nanoscale investigation of moisture-induced
degradation mechanisms of tris ( 8-hydroxyquinoline ) aluminium-based organic
light-emitting Journal of Physics D: Applied Physics 2004;37(18) 2618-22.

[145] Sato Y, Ogata T, Ichinosawa S, Fugono M and Kanai H Interface and material consid‐
erations of OLEDs Proc SPIE 1999;3797 198-208.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

257



[121] Loy B D E, Koene B E and Thompson M E Thermally Stable Hole-Transporting Mate‐
rials Based upon a Fluorene Core Adv Funct Mater 2002;12(4) 245-9.

[122] Orita K, Morimura T, Horiuchi T and Matsushige K In situ energy-dispersive X-ray
reflectivity measurements of structural changes in thin films for organic electrolumi‐
nescent devices Synthetic Met 1997;91(1-3) 155-8.

[123] Tokito S, Tanaka H, Noda K, Okada A and Taga Y Thermal stability in oligomeric
triphenylamine / tris ( 8-quinolinolato ) aluminum electroluminescent devices Appl
Phys Lett 1997;70(15) 1929-31.

[124] Brown T M, Kim J S, Friend R H, Cacialli F, Daik R and Feast W J Built-in field elec‐
troabsorption spectroscopy of polymer light-emitting diodes incorporating a doped
poly(3,4-ethylene dioxythiophene) hole injection layer Appl Phys Lett 1999;75(12)
1679-81.

[125] Xu M S and Xu J B Real-time visualization of thermally activated degradation of the
ITO/CuPC/NPB/Alq(3) stack used in one of the organic light-emitting diodes J Phys
D Appl Phys 2004;37(12) 1603-8.

[126] Hoppe H, Niggemann M, Winder C, Kraut J, Hiesgen R, Hinsch A, Meissner D and
Sariciftci N S Nanoscale morphology of conjugated polymer/fullerene-based bulk-
heterojunction solar cells Adv Funct Mater 2004;14(10) 1005-11.

[127] Yang X N, van Duren J K J, Janssen R A J, Michels M A J and Loos J Morphology and
thermal stability of the active layer in poly(p-phenylenevinylene)/methanofullerene
plastic photovoltaic devices Macromolecules 2004;37(6) 2151-8.

[128] Motaung D E, Malgas G F and Arendse C J Insights into the stability and thermal
degradation of P3HT:C-60 blended films for solar cell applications J Mater Sci
2011;46(14) 4942-52.

[129] Conings B, Bertho S, Vandewal K, Senes A, Haen J D, Conings B, Bertho S, Vandewal
K, Senes A, Haen J D, Manca J and Janssen R A J Modeling the temperature induced
degradation kinetics of the short circuit current in organic bulk heterojunction solar
cells Appl Phys Lett 2010;96(16) 163301.

[130] Bertho S, Janssen G, Cleij T J, Conings B, Moons W, Gadisa A, Haen J D, Goovaerts E,
Lutsen L, Manca J and Vanderzande D Effect of temperature on the morphological
and photovoltaic stability of bulk heterojunction polymer: fullerene solar cells Sol
Energ Mat Sol C 2008;92(7) 753-60.

[131] Luo Y C, Aziz H, Xu G and Popovic Z D Improving the stability of organic light-
emitting devices by using a hole-injection-tunable-anode-buffer-layer J Appl Phys
2007;101(5) 054512.

[132] Forsythe E W, Abkowitz M A and Gao Y L Tuning the carrier injection efficiency for
organic light-emitting diodes J Phys Chem B 2000;104(16) 3948-52.

Optoelectronics - Advanced Materials and Devices256

[133] van Slyke S A, Chen C H and Tang C W Organic electroluminescent devices with im‐
proved stability Appl Phys Lett 1996;69(15) 2160-2.

[134] Lee Y-j, Lee H, Byun Y, Song S, Kim J-e, Eom D, Cha W, Park S-s, Kim J and Kim H
Study of thermal degradation of organic light emitting device structures by X-ray
scattering Thin Solid Films 2007;515(14) 5674-7.

[135] Sellner B S, Gerlach A, Schreiber F, Kelsch M, Kasper N, Dosch H, Meyer S, Pflaum J,
Fischer M and Gompf B Strongly Enhanced Thermal Stability of Crystalline Organic
Thin Films Induced by Aluminum Oxide Capping Layers Adv Mater 2004;16(19)
1750-3.

[136] Peumans P, Uchida S and Forrest S R Efficient bulk heterojunction photovoltaic cells
using small- molecular-weight organic thin films Nature 2003;425(September) 158-62.

[137] Durr A C, Koch N, Kelsch M, Ruhm A, Ghijsen J, Johnson R L, Pireaux J J, Schwartz J,
Schreiber F, Dosch H and Kahn A Interplay between morphology, structure, and
electronic properties at diindenoperylene-gold interfaces Phys Rev B 2003;68(11)
115428.

[138] Zhang F, Baralia G, Boborodea A, Bailly C, Nysten B and Jonas A M Partial Dewet‐
ting of Polyethylene Thin Films on Rough Silicon Dioxide Surfaces Langmuir
2005;21(16) 7427-32.

[139] Karapanagiotis I, Evans D F and Gerberich W W Dewetting dynamics of thin poly‐
styrene films from sputtered silicon and gold surfaces Colloid Surface A
2002;207(1-3) 59-67.

[140] Netz R R and Andelman D Roughness-induced wetting Physical Review E 1997;55(1)
687-700.

[141] Wirth H O Organische Gläser mit hohen Glasumwandlungstemperaturen auf Basis
niedermolekularer Verbindungen Die Angewandte Makromolekulare Chemie
1991;185(1) 329-34.

[142] O'Brien D F, Burrows P E, Forrest S R, Koene B E, Loy D E and Thompson M E Hole
Transporting Materials with High Glass Transition Temperatures for Use in Organic
Light-Emitting Devices Adv Mater 1998;10(14) 1108-12.

[143] Gao Z Q, Lai W Y, Wong T C, Lee C S and Bello I Organic electroluminescent devices
by high-temperature processing and crystalline hole transporting layer Appl Phys
Lett 1999;74(22) 3269-71.

[144] Xu M S, Xu J B, Chen H Z and Wang M Nanoscale investigation of moisture-induced
degradation mechanisms of tris ( 8-hydroxyquinoline ) aluminium-based organic
light-emitting Journal of Physics D: Applied Physics 2004;37(18) 2618-22.

[145] Sato Y, Ogata T, Ichinosawa S, Fugono M and Kanai H Interface and material consid‐
erations of OLEDs Proc SPIE 1999;3797 198-208.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

257



[146] Koene B E, Loy D E and Thompson M E Asymmetric Triaryldiamines as Thermally
Stable Hole Transporting Layers for Organic Light-Emitting Devices Chem Mater
1998;10(8) 2235-50.

[147] Shirota Y, Kuwabara Y, Inada H, Wakimoto T, Nakada H, Yonemoto Y, Kawami S
and Imai K Multilayered organic electroluminescent device using a novel starburst
4,4’,4”-tris(3-methylphenylphenylamino)triphenylamine as a hole transport material
Appl Phys Lett 1994;65(7) 807-9.

[148] Tong Q-x, Lai S-l, Chan M-y, Lai K-h, Tang J-x, Kwong H-L, Lee C-S and Lee S-T
High Tg Triphenylamine-Based Starburst Hole-Transporting Material for Organic
Light-Emitting Devices Chem Mater 2007;19(24) 5851-5.

[149] Murata H, Merritt C D, Inada H, Shirota Y and Kafafi Z H Molecular organic light-
emitting diodes with temperature-independent quantum efficiency and improved
thermal durability Appl Phys Lett 1999;75(21) 3252-4.

[150] Jiang Z, Ye T, Yang C, Yang D and Zhu M Star-Shaped Oligotriarylamines with Pla‐
narized Triphenylamine Core: Solution processable high Tg hole injecting and hole
transporting Materials for Organic Light-Emitting Devices Chem Mater 2011;23(3)
771-7.

[151] Li J, Liu D, Li Y, Lee C-s, Kwong H-l and Lee S A High Tg Carbazole-Based Hole-
Transporting Material for Organic Light-Emitting Devices Chem Mater 2005;17(5)
1208-12.

[152] Park M H, Yun C, Huh J O, Do Y, Yoo S and Lee M H Synthesis and hole-transport‐
ing properties of vinyl-type polynorbornenes with ethyl ester linked triarylamine
side groups Synthetic Met 2010;160(17-18) 2000-7.

[153] Krebs F C and Spanggaard H Significant improvement of polymer solar cell stability
Chem Mater 2005;17(21) 5235-7.

[154] Petersen M H, Gevorgyan S A and Krebs F C Thermocleavable Low Band Gap Poly‐
mers and Solar Cells Therefrom with Remarkable Stability toward Oxygen Macro‐
molecules 2008;41(23) 8986-94.

[155] Becker H, Spreitzer H, Kreuder W, Kluge E, Schenk H, Parker I and Cao Y Soluble
PPVs with enhanced performance - A mechanistic approach Adv Mater 2000;12(1)
42-8.

[156] Liang Z, Reese M O and Gregg B A Chemically Treating Poly ( 3-hexylthiophene )
Defects to Improve Bulk Heterojunction Photovoltaics ACS Appl Mater Inter
2011;3(6) 2042-50.

[157] Jiang X-y, Zhang Z-l, Cao J, Khan M A, Ul-Haq K and Zhu W-Q White OLED with
high stability and low driving voltage based on a novel buffer layer MoOx Journal of
Physics D: Applied Physics 2007;40(18) 5553-7.

Optoelectronics - Advanced Materials and Devices258

[158] Qiu C, Chen H, Xie Z, Wong M and Kwok H S Praseodymium oxide coated anode
for organic light-emitting diode Appl Phys Lett 2002;80(19) 3485-7.

[159] Chu T-y, Kwong C Y and Song O-k Enhanced performance of organic light-emitting
diodes with an air- stable n-type hole-injection layer n-type hole-injection layer Appl
Phys Lett 2008;92(23) 233307.

[160] Hung L S, Zheng L R and Mason M G Anode modification in organic light-emitting
diodes by low-frequency plasma polymerization of CHF3 Appl Phys Lett 2001;78(5)
673-5.

[161] Lee S N, Hsu S F, Hwang S W and Chen C H Effects of substrate treatment on the
electroluminescence performance of flexible OLEDs Curr Appl Phys 2004;4(6) 651-4.

[162] Ke L, Kumar R S, Zhang K R, Chua S J and Wee A T S Effect of parylene layer on the
performance of OLED Microelectron J 2004;35(4) 325-8.

[163] Huang Q, Evmenenko G A, Dutta P, Lee P, Armstrong N R and Marks T J Covalently
Bound Hole-Injecting Nanostructures . Systematics of Molecular Architecture ,
Thickness , Saturation , and Electron-Blocking Characteristics on Organic Light-Emit‐
ting Diode Luminance , Turn-on Voltage , and Quantum Efficiency the focus of an ex
J Am Chem Soc 2005;10(3) 10227-42.

[164] Cui J, Huang Q, Veinot J C G, Yan H, Wang Q, Hutchison G R, Richter A G, Evme‐
nenko G, Dutta P and Marks T J Anode Interfacial Engineering Approaches to En‐
hancing Anode / Hole Transport Layer Interfacial Stability and Charge Injection
Efficiency in Organic Light-Emitting Diodes Langmuir 2002;18(5) 9958-70.

[165] Berntsen A, Croonen Y, Liedenbaum C, Schoo H, Visser R J, Vleggaar J and Weijer P
V D Stability of polymer LEDs Optical Materials 1998;9(January) 125-33.

[166] Carter S A, Angelopoulos M, Karg S, Brock P J and Scott J C Polymeric anodes for
improved polymer light-emitting diode performance Appl Phys Lett 1997;70(16)
2067-9.

[167] Aernouts T, Geens W, Poortmans J, Heremans P, Borghs S and Mertens R Extraction
of bulk and contact components of the series resistance in organic bulk donor-accept‐
or-heterojunctions Thin Solid Films 2002;403(1 Feb) 297-301.

[168] Siboni H Z, Luo Y and Aziz H Luminescence degradation in phosphorescent organic
light-emitting devices by hole space charges J Appl Phys 2011;109(4) 044501.

[169] Aziz H, Luo Y, Xu G and Popovic Z D Improving the stability of organic light-emit‐
ting devices by using a thin Mg Appl Phys Lett 2006;89(10) 103515.

[170] Choi S H, Jeong S M, Koo W H, Jo S J, Baik H K, Lee S J, Song K M and Han D W
Diamond-like carbon as a buffer layer in polymeric electroluminescent device Thin
Solid Films 2005;483(1-2) 351-7.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

259



[146] Koene B E, Loy D E and Thompson M E Asymmetric Triaryldiamines as Thermally
Stable Hole Transporting Layers for Organic Light-Emitting Devices Chem Mater
1998;10(8) 2235-50.

[147] Shirota Y, Kuwabara Y, Inada H, Wakimoto T, Nakada H, Yonemoto Y, Kawami S
and Imai K Multilayered organic electroluminescent device using a novel starburst
4,4’,4”-tris(3-methylphenylphenylamino)triphenylamine as a hole transport material
Appl Phys Lett 1994;65(7) 807-9.

[148] Tong Q-x, Lai S-l, Chan M-y, Lai K-h, Tang J-x, Kwong H-L, Lee C-S and Lee S-T
High Tg Triphenylamine-Based Starburst Hole-Transporting Material for Organic
Light-Emitting Devices Chem Mater 2007;19(24) 5851-5.

[149] Murata H, Merritt C D, Inada H, Shirota Y and Kafafi Z H Molecular organic light-
emitting diodes with temperature-independent quantum efficiency and improved
thermal durability Appl Phys Lett 1999;75(21) 3252-4.

[150] Jiang Z, Ye T, Yang C, Yang D and Zhu M Star-Shaped Oligotriarylamines with Pla‐
narized Triphenylamine Core: Solution processable high Tg hole injecting and hole
transporting Materials for Organic Light-Emitting Devices Chem Mater 2011;23(3)
771-7.

[151] Li J, Liu D, Li Y, Lee C-s, Kwong H-l and Lee S A High Tg Carbazole-Based Hole-
Transporting Material for Organic Light-Emitting Devices Chem Mater 2005;17(5)
1208-12.

[152] Park M H, Yun C, Huh J O, Do Y, Yoo S and Lee M H Synthesis and hole-transport‐
ing properties of vinyl-type polynorbornenes with ethyl ester linked triarylamine
side groups Synthetic Met 2010;160(17-18) 2000-7.

[153] Krebs F C and Spanggaard H Significant improvement of polymer solar cell stability
Chem Mater 2005;17(21) 5235-7.

[154] Petersen M H, Gevorgyan S A and Krebs F C Thermocleavable Low Band Gap Poly‐
mers and Solar Cells Therefrom with Remarkable Stability toward Oxygen Macro‐
molecules 2008;41(23) 8986-94.

[155] Becker H, Spreitzer H, Kreuder W, Kluge E, Schenk H, Parker I and Cao Y Soluble
PPVs with enhanced performance - A mechanistic approach Adv Mater 2000;12(1)
42-8.

[156] Liang Z, Reese M O and Gregg B A Chemically Treating Poly ( 3-hexylthiophene )
Defects to Improve Bulk Heterojunction Photovoltaics ACS Appl Mater Inter
2011;3(6) 2042-50.

[157] Jiang X-y, Zhang Z-l, Cao J, Khan M A, Ul-Haq K and Zhu W-Q White OLED with
high stability and low driving voltage based on a novel buffer layer MoOx Journal of
Physics D: Applied Physics 2007;40(18) 5553-7.

Optoelectronics - Advanced Materials and Devices258

[158] Qiu C, Chen H, Xie Z, Wong M and Kwok H S Praseodymium oxide coated anode
for organic light-emitting diode Appl Phys Lett 2002;80(19) 3485-7.

[159] Chu T-y, Kwong C Y and Song O-k Enhanced performance of organic light-emitting
diodes with an air- stable n-type hole-injection layer n-type hole-injection layer Appl
Phys Lett 2008;92(23) 233307.

[160] Hung L S, Zheng L R and Mason M G Anode modification in organic light-emitting
diodes by low-frequency plasma polymerization of CHF3 Appl Phys Lett 2001;78(5)
673-5.

[161] Lee S N, Hsu S F, Hwang S W and Chen C H Effects of substrate treatment on the
electroluminescence performance of flexible OLEDs Curr Appl Phys 2004;4(6) 651-4.

[162] Ke L, Kumar R S, Zhang K R, Chua S J and Wee A T S Effect of parylene layer on the
performance of OLED Microelectron J 2004;35(4) 325-8.

[163] Huang Q, Evmenenko G A, Dutta P, Lee P, Armstrong N R and Marks T J Covalently
Bound Hole-Injecting Nanostructures . Systematics of Molecular Architecture ,
Thickness , Saturation , and Electron-Blocking Characteristics on Organic Light-Emit‐
ting Diode Luminance , Turn-on Voltage , and Quantum Efficiency the focus of an ex
J Am Chem Soc 2005;10(3) 10227-42.

[164] Cui J, Huang Q, Veinot J C G, Yan H, Wang Q, Hutchison G R, Richter A G, Evme‐
nenko G, Dutta P and Marks T J Anode Interfacial Engineering Approaches to En‐
hancing Anode / Hole Transport Layer Interfacial Stability and Charge Injection
Efficiency in Organic Light-Emitting Diodes Langmuir 2002;18(5) 9958-70.

[165] Berntsen A, Croonen Y, Liedenbaum C, Schoo H, Visser R J, Vleggaar J and Weijer P
V D Stability of polymer LEDs Optical Materials 1998;9(January) 125-33.

[166] Carter S A, Angelopoulos M, Karg S, Brock P J and Scott J C Polymeric anodes for
improved polymer light-emitting diode performance Appl Phys Lett 1997;70(16)
2067-9.

[167] Aernouts T, Geens W, Poortmans J, Heremans P, Borghs S and Mertens R Extraction
of bulk and contact components of the series resistance in organic bulk donor-accept‐
or-heterojunctions Thin Solid Films 2002;403(1 Feb) 297-301.

[168] Siboni H Z, Luo Y and Aziz H Luminescence degradation in phosphorescent organic
light-emitting devices by hole space charges J Appl Phys 2011;109(4) 044501.

[169] Aziz H, Luo Y, Xu G and Popovic Z D Improving the stability of organic light-emit‐
ting devices by using a thin Mg Appl Phys Lett 2006;89(10) 103515.

[170] Choi S H, Jeong S M, Koo W H, Jo S J, Baik H K, Lee S J, Song K M and Han D W
Diamond-like carbon as a buffer layer in polymeric electroluminescent device Thin
Solid Films 2005;483(1-2) 351-7.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

259



[171] Chen B J, Sun X W and Tay B K Improvement of efficiency and stability of polymer
light-emitting devices by modifying indium tin oxide anode surface with ultrathin
tetrahedral amorphous carbon film Appl Phys Lett 2005;86(6) 063506.

[172] Karg S, Scott J C, Salem J R and Angelopoulos M Increased brightness and lifetime of
polymer light-emitting diodes with polyaniline anodes Synthetic Met 1996;80(2)
111-7.

[173] Wong K W, Yip H L, Luo Y, Wong K Y, Lau W M, Low K H, Chow H F, Gao Z Q,
Yeung W L and Chang C C Blocking reactions between indium-tin oxide and poly
(3,4-ethylene dioxythiophene): poly(styrene sulphonate) with a self-assembly mono‐
layer Appl Phys Lett 2002;80(15) 2788-90.

[174] de Jong M P, van IJzendoorn L J and de Voigt M J A Stability of the interface between
indium-tin-oxide and poly(3,4-ethylenedioxythiophene)/poly(styrenesulfonate) in
polymer light-emitting diodes Appl Phys Lett 2000;77(14) 2255-7.

[175] Chua S J, Ke L, Kumar R S and Zhang K Stabilization of electrode migration in poly‐
mer electroluminescent devices Appl Phys Lett 2002;81(6) 1119-21.

[176] Cho S J, Kwon T and Yoo D S Blocking of metallic impurities in polymer EL device
by PI interlayer Synthetic Met 2003;137(1-3) 1043-4.

[177] Gandhi D D, Lane M, Zhou Y, Singh A P, Nayak S, Tisch U, Eizenberg M and Rama‐
nath G Annealing-induced interfacial toughening using a molecular nanolayer Na‐
ture 2007;447(7142) 299-302.

[178] Zhang X W, Wu Z X, Wang D D, Wang D W and Hou X Improving the stability of
organic light-emitting devices using a solution-processed hole-injecting layer Appl
Surf Sci 2009;255(18) 7970-3.

[179] Yang N C, Lee J, Song M-w, Ahn N, Lee S and Chin B D Ultra-thin fluoropolymer
buffer layer as an anode stabilizer of organic light emitting devices Journal of Physics
D: Applied Physics 2007;40(15) 4466-70.

[180] Kao C C, Lin P, Lee C C, Wang Y K, Ho J C and Shen Y Y High-performance bottom-
contact devices based on an air-stable n-type organic semiconductor N,N-bis (4-tri‐
fluoromethoxybenzyl)-1,4,5,8-naphthalene-tetracarboxylic di-imide Appl Phys Lett
2007;90(21) 212101.

[181] Chen T H, Liou Y, Wu T J and Chen J Y Enhancement of organic light-emitting de‐
vice performances with Hf-doped indium tin oxide anodes Appl Phys Lett
2004;85(11) 2092-4.

[182] Chen T H, Liou Y, Wu T J and Chen J Y Vanadium-doped indium tin oxide as hole-
injection layer in organic light-emitting devices Appl Phys Lett 2005;87(24) 243510.

[183] Chen T H, Wu T J, Chen J Y and Liou Y Effects of metal-doped indium-tin-oxide buf‐
fer layers in organic light-emitting devices J Appl Phys 2006;99(11) 114515.

Optoelectronics - Advanced Materials and Devices260

[184] Qiu C F, Xie Z L, Chen H Y, Wong M and Kwok H S Comparative study of metal or
oxide capped indium-tin oxide anodes for organic light-emitting diodes J Appl Phys
2003;93(6) 3253-8.

[185] Hou L T, Liu P Y, Li Y W and Wu C H Enhanced performance in organic light-emit‐
ting diodes by sputtering TiO(2) ultra-thin film as the hole buffer layer Thin Solid
Films 2009;517(17) 4926-9.

[186] Hu W P and Matsumura M Organic single-layer electroluminescent devices fabricat‐
ed on CuOx-coated indium tin oxide substrate Appl Phys Lett 2002;81(5) 806-7.

[187] Zhang D-d, Feng J, Liu Y-f, Zhong Y-q, Bai Y, Jin Y and Xie G-h Enhanced hole injec‐
tion in organic light-emitting devices by using Fe3O4 as an anodic buffer layer Appl
Phys Lett 2009;94(22) 223306.

[188] Deng Z B, Ding X M, Lee S T and Gambling W A Enhanced brightness and efficiency
in organic electroluminescent devices using SiO 2 buffer layers Appl Phys Lett
1999;74(15) 2227-9.

[189] Tokito S, Noda K and Taga Y Metal oxides as a hole-injecting layer for an organic
electroluminescent device J Phys D Appl Phys 1996;29(11) 2750-3.

[190] Shrotriya V, Li G, Yao Y, Chu C W and Yang Y Transition metal oxides as the buffer
layer for polymer photovoltaic cells Appl Phys Lett 2006;88(7) 073508.

[191] Kurosaka Y, Tada N, Ohmori Y and Yoshino K Improvement of Metal-Organic Inter‐
face by Insertion of Mono-layer Size Insulating Layer in Organic EL Device Synthetic
Met 1999;102(1-3) 1101-2.

[192] Chan I M, Hsu T Y and Hong F C Enhanced hole injections in organic light-emitting
devices by depositing nickel oxide on indium tin oxide anode Appl Phys Lett
2002;81(10) 1899-901.

[193] Di C A, Yu G, Liu Y Q, Xu X J, Song Y B and Zhu D B Effective modification of indi‐
um tin oxide for improved hole injection in organic light-emitting devices Appl Phys
Lett 2006;89(3)

[194] Gross M, Muller D C, Scherf U, Nothofer H-G, Neher D, Brauchle C and Meerholz K
Improving the performance of doped pi-conjugated polymers for use in organic
light-emitting diodes Nature 2000;405(June) 661-5.

[195] Ganzorig C, Kwak K J, Yagi K and Fujihira M Fine tuning work function of indium
tin oxide by surface molecular design: Enhanced hole injection in organic electrolu‐
minescent devices Appl Phys Lett 2001;79(2) 272-4.

[196] Papageorgiou N, Salomon E, Angot T, Layet J M, Giovanelli L and Le Lay G Physics
of ultra-thin phthalocyanine films on semiconductors Prog Surf Sci 2004;77(5-8)
139-70.

[197] Claessens C G, Hahn U and Torres T Phthalocyanines: From outstanding electronic
properties to emerging applications Chem Rec 2008;8(2) 75-97.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

261



[171] Chen B J, Sun X W and Tay B K Improvement of efficiency and stability of polymer
light-emitting devices by modifying indium tin oxide anode surface with ultrathin
tetrahedral amorphous carbon film Appl Phys Lett 2005;86(6) 063506.

[172] Karg S, Scott J C, Salem J R and Angelopoulos M Increased brightness and lifetime of
polymer light-emitting diodes with polyaniline anodes Synthetic Met 1996;80(2)
111-7.

[173] Wong K W, Yip H L, Luo Y, Wong K Y, Lau W M, Low K H, Chow H F, Gao Z Q,
Yeung W L and Chang C C Blocking reactions between indium-tin oxide and poly
(3,4-ethylene dioxythiophene): poly(styrene sulphonate) with a self-assembly mono‐
layer Appl Phys Lett 2002;80(15) 2788-90.

[174] de Jong M P, van IJzendoorn L J and de Voigt M J A Stability of the interface between
indium-tin-oxide and poly(3,4-ethylenedioxythiophene)/poly(styrenesulfonate) in
polymer light-emitting diodes Appl Phys Lett 2000;77(14) 2255-7.

[175] Chua S J, Ke L, Kumar R S and Zhang K Stabilization of electrode migration in poly‐
mer electroluminescent devices Appl Phys Lett 2002;81(6) 1119-21.

[176] Cho S J, Kwon T and Yoo D S Blocking of metallic impurities in polymer EL device
by PI interlayer Synthetic Met 2003;137(1-3) 1043-4.

[177] Gandhi D D, Lane M, Zhou Y, Singh A P, Nayak S, Tisch U, Eizenberg M and Rama‐
nath G Annealing-induced interfacial toughening using a molecular nanolayer Na‐
ture 2007;447(7142) 299-302.

[178] Zhang X W, Wu Z X, Wang D D, Wang D W and Hou X Improving the stability of
organic light-emitting devices using a solution-processed hole-injecting layer Appl
Surf Sci 2009;255(18) 7970-3.

[179] Yang N C, Lee J, Song M-w, Ahn N, Lee S and Chin B D Ultra-thin fluoropolymer
buffer layer as an anode stabilizer of organic light emitting devices Journal of Physics
D: Applied Physics 2007;40(15) 4466-70.

[180] Kao C C, Lin P, Lee C C, Wang Y K, Ho J C and Shen Y Y High-performance bottom-
contact devices based on an air-stable n-type organic semiconductor N,N-bis (4-tri‐
fluoromethoxybenzyl)-1,4,5,8-naphthalene-tetracarboxylic di-imide Appl Phys Lett
2007;90(21) 212101.

[181] Chen T H, Liou Y, Wu T J and Chen J Y Enhancement of organic light-emitting de‐
vice performances with Hf-doped indium tin oxide anodes Appl Phys Lett
2004;85(11) 2092-4.

[182] Chen T H, Liou Y, Wu T J and Chen J Y Vanadium-doped indium tin oxide as hole-
injection layer in organic light-emitting devices Appl Phys Lett 2005;87(24) 243510.

[183] Chen T H, Wu T J, Chen J Y and Liou Y Effects of metal-doped indium-tin-oxide buf‐
fer layers in organic light-emitting devices J Appl Phys 2006;99(11) 114515.

Optoelectronics - Advanced Materials and Devices260

[184] Qiu C F, Xie Z L, Chen H Y, Wong M and Kwok H S Comparative study of metal or
oxide capped indium-tin oxide anodes for organic light-emitting diodes J Appl Phys
2003;93(6) 3253-8.

[185] Hou L T, Liu P Y, Li Y W and Wu C H Enhanced performance in organic light-emit‐
ting diodes by sputtering TiO(2) ultra-thin film as the hole buffer layer Thin Solid
Films 2009;517(17) 4926-9.

[186] Hu W P and Matsumura M Organic single-layer electroluminescent devices fabricat‐
ed on CuOx-coated indium tin oxide substrate Appl Phys Lett 2002;81(5) 806-7.

[187] Zhang D-d, Feng J, Liu Y-f, Zhong Y-q, Bai Y, Jin Y and Xie G-h Enhanced hole injec‐
tion in organic light-emitting devices by using Fe3O4 as an anodic buffer layer Appl
Phys Lett 2009;94(22) 223306.

[188] Deng Z B, Ding X M, Lee S T and Gambling W A Enhanced brightness and efficiency
in organic electroluminescent devices using SiO 2 buffer layers Appl Phys Lett
1999;74(15) 2227-9.

[189] Tokito S, Noda K and Taga Y Metal oxides as a hole-injecting layer for an organic
electroluminescent device J Phys D Appl Phys 1996;29(11) 2750-3.

[190] Shrotriya V, Li G, Yao Y, Chu C W and Yang Y Transition metal oxides as the buffer
layer for polymer photovoltaic cells Appl Phys Lett 2006;88(7) 073508.

[191] Kurosaka Y, Tada N, Ohmori Y and Yoshino K Improvement of Metal-Organic Inter‐
face by Insertion of Mono-layer Size Insulating Layer in Organic EL Device Synthetic
Met 1999;102(1-3) 1101-2.

[192] Chan I M, Hsu T Y and Hong F C Enhanced hole injections in organic light-emitting
devices by depositing nickel oxide on indium tin oxide anode Appl Phys Lett
2002;81(10) 1899-901.

[193] Di C A, Yu G, Liu Y Q, Xu X J, Song Y B and Zhu D B Effective modification of indi‐
um tin oxide for improved hole injection in organic light-emitting devices Appl Phys
Lett 2006;89(3)

[194] Gross M, Muller D C, Scherf U, Nothofer H-G, Neher D, Brauchle C and Meerholz K
Improving the performance of doped pi-conjugated polymers for use in organic
light-emitting diodes Nature 2000;405(June) 661-5.

[195] Ganzorig C, Kwak K J, Yagi K and Fujihira M Fine tuning work function of indium
tin oxide by surface molecular design: Enhanced hole injection in organic electrolu‐
minescent devices Appl Phys Lett 2001;79(2) 272-4.

[196] Papageorgiou N, Salomon E, Angot T, Layet J M, Giovanelli L and Le Lay G Physics
of ultra-thin phthalocyanine films on semiconductors Prog Surf Sci 2004;77(5-8)
139-70.

[197] Claessens C G, Hahn U and Torres T Phthalocyanines: From outstanding electronic
properties to emerging applications Chem Rec 2008;8(2) 75-97.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

261



[198] de Oteyza D G, El-Sayed A, Garcia-Lastra J M, Goiri E, Krauss T N, Turak A, Barrena
E, Dosch H, Zegenhagen J, Rubio A, Wakayama Y and Ortega J E Copper-phthalo‐
cyanine based metal-organic interfaces: The effect of fluorination, the substrate, and
its symmetry J Chem Phys 2010;133(21)

[199] Scientific W 2012 Journal of Porphyrins and Phthalocyanines (JPP).

[200] Walter M G, Rudine A B and Wamser C C Porphyrins and phthalocyanines in solar
photovoltaic cells J Porphyr Phthalocya 2010;14(9) 759-92.

[201] Yu W L, Pei J, Cao Y and Huang W Hole-injection enhancement by copper phthalo‐
cyanine (CuPc) in blue polymer light-emitting diodes J Appl Phys 2001;89(4) 2343-50.

[202] Kim S C, Lee G B, Choi M W, Roh Y, Whang C N, Jeong K, Lee J G and Kim S Con‐
trolling hole injection in organic electroluminescent device by sputter-grown Cu-
phthalocyanine thin films Appl Phys Lett 2001;78(10) 1445-7.

[203] Lee S T, Wang Y M, Hou X Y and Tang C W Interfacial electronic structures in an
organic light-emitting diode Appl Phys Lett 1999;74(5) 670-2.

[204] Fenenko L and Adachi C Influence of heat treatment on indium – tin-oxide anodes
and copper phthalocyanine hole injection layers in organic light-emitting diodes
Thin Solid Films 2007;515(11) 4812-8.

[205] Tadayyon S M, Grandin H M, Griffiths K, Norton P R, Aziz H and Popovic Z D CuPc
buffer layer role in OLED performance: a study of the interfacial band energies Org
Electron 2004;5(4) 157-66.

[206] Mori T, Mitsuoka T, Ishii M, Fujikawa H and Taga Y Improving the thermal stability
of organic light-emitting diodes by using a modified phthalocyanine layer Appl Phys
Lett 2002;80(21) 3895-7.

[207] Lobbert G 2000 Phthalocyanines. In: Ullmann's Encyclopedia of Industrial Chemis‐
try, ed F Ullmann: Wiley-VCH Verlag)

[208] Lee Y J, Park S-s, Kim J and Kim H Interface morphologies and interlayer diffusions
in organic light emitting device by x-ray scattering Appl Phys Lett 2009;94(22)
223305.

[209] Aziz H, Popovic Z D and Hu N-x Organic light emitting devices with enhanced op‐
erational stability at elevated temperatures Appl Phys Lett 2002;81(2) 370-2.

[210] Choong V-e, Shen J, Curless J, Shi S and Yang J Efficient and durable organic alloys
for electroluminescent displays Journal of Physics D: Applied Physics 2000;33(7)
760-3.

[211] Sheats J R, Antoniadis H, Hueschen M, Leonard W, Miller J, Moon R, Roitman D and
Stocking A Organic electroluminescent devices Science 1996;273(5277) 884-8.

Optoelectronics - Advanced Materials and Devices262

[212] dos Anjos P N M, Aziz H, Hu N X and Popovic Z D Temperature dependence of
electroluminescence degradation in organic light emitting devices without and with
a copper phthalocyanine buffer layer Org Electron 2002;3(1) 9-13.

[213] Cui J, Huang Q L, Veinot J G C, Yan H and Marks T J Interfacial microstructure func‐
tion in organic light-emitting diodes: Assembled tetraaryldiamine and copper phtha‐
locyanine interlayers Adv Mater 2002;14(8) 565-9.

[214] Peisert H, Knupfer M, Schwieger T and Fink J Strong chemical interaction between
indium tin oxide and phthalocyanines Appl Phys Lett 2002;80(16) 2916-8.

[215] Kim J, Kim M, Kim J W, Yi Y and Kang H Organic light emitting diodes using NaCl:
N ,N-bis(naphthalene-1-yl)- N , N-bis( phenyl) benzidine composite as a hole injec‐
tion buffer layer J Appl Phys 2010;108(10) 103703.

[216] Aziz H and Popovic Z D Degradation Phenomena in Small-Molecule Organic Light-
Emitting Devices Chem Mater 2004;16(23) 4522-32.

[217] Elschner A, Bruder F, Heuer H, Jonas F, Karbach A, Kirchmeyer S, Thrum S and
Wehrmann R PEDT:PSS for efficient hole-injection in hybrid organic light-emitting
diodes Synthetic Met 2000;111-112(1 June) 139-43.

[218] Matsushima T and Murata H Enhancing power conversion efficiencies and opera‐
tional stability of organic light-emitting diodes by increasing carrier injection effi‐
ciencies at anode / organic and organic / organic heterojunction interfaces Enhancing
power conversion efficiencies and J Appl Phys 2008;104(3) 034507.

[219] Cacialli F, Kim J S, Brown T M, Morgado J, Granstrom M, Friend R H, Gigli G, Cingo‐
lani R, Favaretto L, Barbarella G, Daik R and Feast W J Surface and bulk phenomena
in conjugated polymers devices Synthetic Met 2000;109(1-3) 7-11.

[220] Fukushi Y, Kominami H, Nakanishi Y and Hatanaka Y Effect of ITO surface state to
the aging characteristics of thin film OLED Appl Surf Sci 2005;244(1-4) 537-40.

[221] Mathai M K, Papadimitrakopoulos F and Hsieh B R Alq 3 -based organic light emit‐
ting diodes to improve the device lifetime by an oxidized transport layer J Appl Phys
2004;95(12) 8240-6.

[222] Chu T-y, Lee Y-h and Song O-k Effects of interfacial stability between electron trans‐
porting layer and cathode on the degradation process of organic light-emitting di‐
odes Appl Phys Lett 2007;91(22) 223509.

[223] Liew Y-f, Zhu F, Chua S-j and Tang J-x Tris-(8-hydroxyquinoline)aluminum-modi‐
fied indium tin oxide for enhancing the efficiency and reliability of organic light-
emitting devices Appl Phys Lett 2004;85(19) 4511-3.

[224] Chwang A B, Kwong R C and Brown J J Graded mixed-layer organic light-emitting
devices Appl Phys Lett 2002;80(5) 725-7.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

263



[198] de Oteyza D G, El-Sayed A, Garcia-Lastra J M, Goiri E, Krauss T N, Turak A, Barrena
E, Dosch H, Zegenhagen J, Rubio A, Wakayama Y and Ortega J E Copper-phthalo‐
cyanine based metal-organic interfaces: The effect of fluorination, the substrate, and
its symmetry J Chem Phys 2010;133(21)

[199] Scientific W 2012 Journal of Porphyrins and Phthalocyanines (JPP).

[200] Walter M G, Rudine A B and Wamser C C Porphyrins and phthalocyanines in solar
photovoltaic cells J Porphyr Phthalocya 2010;14(9) 759-92.

[201] Yu W L, Pei J, Cao Y and Huang W Hole-injection enhancement by copper phthalo‐
cyanine (CuPc) in blue polymer light-emitting diodes J Appl Phys 2001;89(4) 2343-50.

[202] Kim S C, Lee G B, Choi M W, Roh Y, Whang C N, Jeong K, Lee J G and Kim S Con‐
trolling hole injection in organic electroluminescent device by sputter-grown Cu-
phthalocyanine thin films Appl Phys Lett 2001;78(10) 1445-7.

[203] Lee S T, Wang Y M, Hou X Y and Tang C W Interfacial electronic structures in an
organic light-emitting diode Appl Phys Lett 1999;74(5) 670-2.

[204] Fenenko L and Adachi C Influence of heat treatment on indium – tin-oxide anodes
and copper phthalocyanine hole injection layers in organic light-emitting diodes
Thin Solid Films 2007;515(11) 4812-8.

[205] Tadayyon S M, Grandin H M, Griffiths K, Norton P R, Aziz H and Popovic Z D CuPc
buffer layer role in OLED performance: a study of the interfacial band energies Org
Electron 2004;5(4) 157-66.

[206] Mori T, Mitsuoka T, Ishii M, Fujikawa H and Taga Y Improving the thermal stability
of organic light-emitting diodes by using a modified phthalocyanine layer Appl Phys
Lett 2002;80(21) 3895-7.

[207] Lobbert G 2000 Phthalocyanines. In: Ullmann's Encyclopedia of Industrial Chemis‐
try, ed F Ullmann: Wiley-VCH Verlag)

[208] Lee Y J, Park S-s, Kim J and Kim H Interface morphologies and interlayer diffusions
in organic light emitting device by x-ray scattering Appl Phys Lett 2009;94(22)
223305.

[209] Aziz H, Popovic Z D and Hu N-x Organic light emitting devices with enhanced op‐
erational stability at elevated temperatures Appl Phys Lett 2002;81(2) 370-2.

[210] Choong V-e, Shen J, Curless J, Shi S and Yang J Efficient and durable organic alloys
for electroluminescent displays Journal of Physics D: Applied Physics 2000;33(7)
760-3.

[211] Sheats J R, Antoniadis H, Hueschen M, Leonard W, Miller J, Moon R, Roitman D and
Stocking A Organic electroluminescent devices Science 1996;273(5277) 884-8.

Optoelectronics - Advanced Materials and Devices262

[212] dos Anjos P N M, Aziz H, Hu N X and Popovic Z D Temperature dependence of
electroluminescence degradation in organic light emitting devices without and with
a copper phthalocyanine buffer layer Org Electron 2002;3(1) 9-13.

[213] Cui J, Huang Q L, Veinot J G C, Yan H and Marks T J Interfacial microstructure func‐
tion in organic light-emitting diodes: Assembled tetraaryldiamine and copper phtha‐
locyanine interlayers Adv Mater 2002;14(8) 565-9.

[214] Peisert H, Knupfer M, Schwieger T and Fink J Strong chemical interaction between
indium tin oxide and phthalocyanines Appl Phys Lett 2002;80(16) 2916-8.

[215] Kim J, Kim M, Kim J W, Yi Y and Kang H Organic light emitting diodes using NaCl:
N ,N-bis(naphthalene-1-yl)- N , N-bis( phenyl) benzidine composite as a hole injec‐
tion buffer layer J Appl Phys 2010;108(10) 103703.

[216] Aziz H and Popovic Z D Degradation Phenomena in Small-Molecule Organic Light-
Emitting Devices Chem Mater 2004;16(23) 4522-32.

[217] Elschner A, Bruder F, Heuer H, Jonas F, Karbach A, Kirchmeyer S, Thrum S and
Wehrmann R PEDT:PSS for efficient hole-injection in hybrid organic light-emitting
diodes Synthetic Met 2000;111-112(1 June) 139-43.

[218] Matsushima T and Murata H Enhancing power conversion efficiencies and opera‐
tional stability of organic light-emitting diodes by increasing carrier injection effi‐
ciencies at anode / organic and organic / organic heterojunction interfaces Enhancing
power conversion efficiencies and J Appl Phys 2008;104(3) 034507.

[219] Cacialli F, Kim J S, Brown T M, Morgado J, Granstrom M, Friend R H, Gigli G, Cingo‐
lani R, Favaretto L, Barbarella G, Daik R and Feast W J Surface and bulk phenomena
in conjugated polymers devices Synthetic Met 2000;109(1-3) 7-11.

[220] Fukushi Y, Kominami H, Nakanishi Y and Hatanaka Y Effect of ITO surface state to
the aging characteristics of thin film OLED Appl Surf Sci 2005;244(1-4) 537-40.

[221] Mathai M K, Papadimitrakopoulos F and Hsieh B R Alq 3 -based organic light emit‐
ting diodes to improve the device lifetime by an oxidized transport layer J Appl Phys
2004;95(12) 8240-6.

[222] Chu T-y, Lee Y-h and Song O-k Effects of interfacial stability between electron trans‐
porting layer and cathode on the degradation process of organic light-emitting di‐
odes Appl Phys Lett 2007;91(22) 223509.

[223] Liew Y-f, Zhu F, Chua S-j and Tang J-x Tris-(8-hydroxyquinoline)aluminum-modi‐
fied indium tin oxide for enhancing the efficiency and reliability of organic light-
emitting devices Appl Phys Lett 2004;85(19) 4511-3.

[224] Chwang A B, Kwong R C and Brown J J Graded mixed-layer organic light-emitting
devices Appl Phys Lett 2002;80(5) 725-7.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

263



[225] Lee M-t, Liao C-h and Tsai C-h Improved stability of organic electroluminescent de‐
vices by doping styrylamines in hole or electron transporting layer Appl Phys Lett
2005;86(10) 103501.

[226] Tsai C-h, Liao C-h, Lee M-t and Chen C H Highly stable organic light-emitting devi‐
ces with a uniformly mixed hole transport layer Appl Phys Lett 2005;87(24) 243505.

[227] Lee T-w, Kwon O, Kim M-g, Park S H, Chung J, Kim S Y, Chung Y, Park J-Y, Han E,
Huh D H, Park J-J and Pu L Hole-injecting conducting-polymer compositions for
highly efficient and stable organic light-emitting diodes Appl Phys Lett 2005;87(23)
231106.

[228] Jung G Y, Yates A, Samuel I D W and Petty M C Lifetime studies of light-emitting
diode structures incorporating polymeric Langmuir – Blodgett films Materials Sci‐
ence and Engineering C 2001;14(1-2) 1-10.

[229] Kim J, Lee J, Han C W, Lee N Y and Chung I J Effect of thermal annealing on the
lifetime of polymer light-emitting diodes Appl Phys Lett 2003;82(24) 4238-40.

[230] Voroshazi E, Verreet B, Buri A, Muller R, Di Nuzzo D and Heremans P Influence of
cathode oxidation via the hole extraction layer in polymer:fullerene solar cells Org
Electron 2011;12(5) 736-44.

[231] Sun Y M, Takacs C J, Cowan S R, Seo J H, Gong X, Roy A and Heeger A J Efficient,
Air-Stable Bulk Heterojunction Polymer Solar Cells Using MoOx as the Anode Inter‐
facial Layer Adv Mater 2011;23(19) 2226-30.

[232] Zilberberg K, Gharbi H, Behrendt A, Trost S and Riedl T Low-Temperature, Solution-
Processed MoOx for Efficient and Stable Organic Solar Cells ACS Appl Mater Inter
2012;4(3) 1164-8.

[233] Kim Y H, Sachse C, Hermenau M, Fehse K, Riede M, Muller-Meskamp L and Leo K
Improved efficiency and lifetime in small molecule organic solar cells with optimized
conductive polymer electrodes Appl Phys Lett 2011;99(11) 113305.

[234] Kirchmeyer S and Reuter K Scientific importance, properties and growing applica‐
tions of poly( 3,4-ethylenedioxythiophene) J Mater Chem 2005;15(21) 2077-88.

[235] Carter J C, Grizzi I, Heeks S K, Lacey D J, Latham S G, May P G, Los O R D, Pichler
K, Towns C R and Wittmann H F Operating stability of light-emitting polymer di‐
odes based on poly ( p -phenylene vinylene ) Appl Phys Lett 1997;71(1) 34-6.

[236] Jonda C, Mayer A B R, Stolz U, Elschner A and Karbach A Surface roughness effects
and their influence on the degradation of organic light emitting devices J Mater Sci
2000;35(22) 5645-51.

[237] Stephan O, Tran-van F and Chevrot C New organic materials for light emitting devi‐
ces based on dihexylfluorene-co-ethylenedioxythiophene copolymers exhibiting im‐
proved hole-injecting properties Synthetic Met 2002;131(1-3) 31-40.

Optoelectronics - Advanced Materials and Devices264

[238] Maye F. Morphological and structural study of ultrathin lithium floride films on or‐
ganic molecule surfaces.Doctorate thesis.University of Stuttgart;2011.

[239] Kawano K, Pacios R, Poplavskyy D, Nelson J, Bradley D D C and Durrant J R Degra‐
dation of organic solar cells due to air exposure Sol Energ Mat Sol C 2006;90(20)
3520-30.

[240] Sharma A, Andersson G and Lewis D A Role of humidity on indium and tin migra‐
tion in organic photovoltaic devices Phys Chem Chem Phys 2011;13(10) 4381-7.

[241] Nguyen T P, Le Rendu P, Long P D and De Vos S A Chemical and thermal treatment
of PEDOT: PSS thin films for use in organic light emitting diodes Surf Coat Tech
2004;180-181(1 March) 646-9.

[242] Bulle-Lieuwma C W T, van Gennip W J H, van Duren J K J, Jonkheijm P, Janssen R A
J and Niemantsverdriet J W Characterization of polymer solar cells by TOF-SIMS
depth profiling Appl Surf Sci 2003;203-204(15 Jan) 547-50.

[243] Huang J, Miller P F, Wilson J S, Mello A J D, Mello J C D and Bradley D D C Investi‐
gation of the Effects of Doping and Post-Deposition Treatments on the Conductivity ,
Morphology , and Work Function of Poly ( 3 , 4-ethylenedioxythiophene )/ Poly
( styrene sulfonate ) Films Adv Funct Mater 2005;15(2) 290-6.

[244] Norrman K, Madsen M V, Gevorgyan S A and Krebs F C Degradation Patterns in
Water and Oxygen of an Inverted Polymer Solar Cell J Am Chem Soc 2010;132(47)
16883-92.

[245] Moujoud A, Oh S H, Hye J J, Jae H and Kim H J C61-butyric acid methyl ester bulk
heterojunction solar cell by using UV light irradiation Solar Energy Materials and So‐
lar Cells 2011;95(4) 1037-41.

[246] Arora S, Rajouria S K, Kumar P and Bhatnagar P K Role of donor – acceptor domain
formation and interface states in initial degradation of P3HT: PCBM-based solar cells
Phys. Scr. 2011;83(3) 035804.

[247] Norrman K, Larsen N B and Krebs F C Lifetimes of organic photovoltaics: Combin‐
ing chemical and physical characterisation techniques to study degradation mecha‐
nisms Sol Energ Mat Sol C 2006;90(17) 2793-814.

[248] Archambeau S, Seguy I, Jolinat P, Farenc J, Destruel P, Nguyen T P, Bock H and Gre‐
let E Stabilization of discotic liquid organic thin films by ITO surface treatment Appl
Surf Sci 2006;253(4) 2078-86.

[249] Chen C Y, Wu K Y, Chao Y C, Zan H W, Meng H F and Tao Y T Concomitant tuning
of metal work function and wetting property with mixed self-assembled monolayers
Org Electron 2011;12(1) 148-53.

[250] Cui J, Huang Q, Wang Q and Marks T J Enhancing Anode / Hole-Transport Layer
Interfacial Light-Emitting Diodes Langmuir 2001;17(7) 2051-4.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

265



[225] Lee M-t, Liao C-h and Tsai C-h Improved stability of organic electroluminescent de‐
vices by doping styrylamines in hole or electron transporting layer Appl Phys Lett
2005;86(10) 103501.

[226] Tsai C-h, Liao C-h, Lee M-t and Chen C H Highly stable organic light-emitting devi‐
ces with a uniformly mixed hole transport layer Appl Phys Lett 2005;87(24) 243505.

[227] Lee T-w, Kwon O, Kim M-g, Park S H, Chung J, Kim S Y, Chung Y, Park J-Y, Han E,
Huh D H, Park J-J and Pu L Hole-injecting conducting-polymer compositions for
highly efficient and stable organic light-emitting diodes Appl Phys Lett 2005;87(23)
231106.

[228] Jung G Y, Yates A, Samuel I D W and Petty M C Lifetime studies of light-emitting
diode structures incorporating polymeric Langmuir – Blodgett films Materials Sci‐
ence and Engineering C 2001;14(1-2) 1-10.

[229] Kim J, Lee J, Han C W, Lee N Y and Chung I J Effect of thermal annealing on the
lifetime of polymer light-emitting diodes Appl Phys Lett 2003;82(24) 4238-40.

[230] Voroshazi E, Verreet B, Buri A, Muller R, Di Nuzzo D and Heremans P Influence of
cathode oxidation via the hole extraction layer in polymer:fullerene solar cells Org
Electron 2011;12(5) 736-44.

[231] Sun Y M, Takacs C J, Cowan S R, Seo J H, Gong X, Roy A and Heeger A J Efficient,
Air-Stable Bulk Heterojunction Polymer Solar Cells Using MoOx as the Anode Inter‐
facial Layer Adv Mater 2011;23(19) 2226-30.

[232] Zilberberg K, Gharbi H, Behrendt A, Trost S and Riedl T Low-Temperature, Solution-
Processed MoOx for Efficient and Stable Organic Solar Cells ACS Appl Mater Inter
2012;4(3) 1164-8.

[233] Kim Y H, Sachse C, Hermenau M, Fehse K, Riede M, Muller-Meskamp L and Leo K
Improved efficiency and lifetime in small molecule organic solar cells with optimized
conductive polymer electrodes Appl Phys Lett 2011;99(11) 113305.

[234] Kirchmeyer S and Reuter K Scientific importance, properties and growing applica‐
tions of poly( 3,4-ethylenedioxythiophene) J Mater Chem 2005;15(21) 2077-88.

[235] Carter J C, Grizzi I, Heeks S K, Lacey D J, Latham S G, May P G, Los O R D, Pichler
K, Towns C R and Wittmann H F Operating stability of light-emitting polymer di‐
odes based on poly ( p -phenylene vinylene ) Appl Phys Lett 1997;71(1) 34-6.

[236] Jonda C, Mayer A B R, Stolz U, Elschner A and Karbach A Surface roughness effects
and their influence on the degradation of organic light emitting devices J Mater Sci
2000;35(22) 5645-51.

[237] Stephan O, Tran-van F and Chevrot C New organic materials for light emitting devi‐
ces based on dihexylfluorene-co-ethylenedioxythiophene copolymers exhibiting im‐
proved hole-injecting properties Synthetic Met 2002;131(1-3) 31-40.

Optoelectronics - Advanced Materials and Devices264

[238] Maye F. Morphological and structural study of ultrathin lithium floride films on or‐
ganic molecule surfaces.Doctorate thesis.University of Stuttgart;2011.

[239] Kawano K, Pacios R, Poplavskyy D, Nelson J, Bradley D D C and Durrant J R Degra‐
dation of organic solar cells due to air exposure Sol Energ Mat Sol C 2006;90(20)
3520-30.

[240] Sharma A, Andersson G and Lewis D A Role of humidity on indium and tin migra‐
tion in organic photovoltaic devices Phys Chem Chem Phys 2011;13(10) 4381-7.

[241] Nguyen T P, Le Rendu P, Long P D and De Vos S A Chemical and thermal treatment
of PEDOT: PSS thin films for use in organic light emitting diodes Surf Coat Tech
2004;180-181(1 March) 646-9.

[242] Bulle-Lieuwma C W T, van Gennip W J H, van Duren J K J, Jonkheijm P, Janssen R A
J and Niemantsverdriet J W Characterization of polymer solar cells by TOF-SIMS
depth profiling Appl Surf Sci 2003;203-204(15 Jan) 547-50.

[243] Huang J, Miller P F, Wilson J S, Mello A J D, Mello J C D and Bradley D D C Investi‐
gation of the Effects of Doping and Post-Deposition Treatments on the Conductivity ,
Morphology , and Work Function of Poly ( 3 , 4-ethylenedioxythiophene )/ Poly
( styrene sulfonate ) Films Adv Funct Mater 2005;15(2) 290-6.

[244] Norrman K, Madsen M V, Gevorgyan S A and Krebs F C Degradation Patterns in
Water and Oxygen of an Inverted Polymer Solar Cell J Am Chem Soc 2010;132(47)
16883-92.

[245] Moujoud A, Oh S H, Hye J J, Jae H and Kim H J C61-butyric acid methyl ester bulk
heterojunction solar cell by using UV light irradiation Solar Energy Materials and So‐
lar Cells 2011;95(4) 1037-41.

[246] Arora S, Rajouria S K, Kumar P and Bhatnagar P K Role of donor – acceptor domain
formation and interface states in initial degradation of P3HT: PCBM-based solar cells
Phys. Scr. 2011;83(3) 035804.

[247] Norrman K, Larsen N B and Krebs F C Lifetimes of organic photovoltaics: Combin‐
ing chemical and physical characterisation techniques to study degradation mecha‐
nisms Sol Energ Mat Sol C 2006;90(17) 2793-814.

[248] Archambeau S, Seguy I, Jolinat P, Farenc J, Destruel P, Nguyen T P, Bock H and Gre‐
let E Stabilization of discotic liquid organic thin films by ITO surface treatment Appl
Surf Sci 2006;253(4) 2078-86.

[249] Chen C Y, Wu K Y, Chao Y C, Zan H W, Meng H F and Tao Y T Concomitant tuning
of metal work function and wetting property with mixed self-assembled monolayers
Org Electron 2011;12(1) 148-53.

[250] Cui J, Huang Q, Wang Q and Marks T J Enhancing Anode / Hole-Transport Layer
Interfacial Light-Emitting Diodes Langmuir 2001;17(7) 2051-4.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

265



[251] Kacker N, Kumar S K and Allara D L Wetting-induced reconstruction in molecular
surfaces Langmuir 1997;13(24) 6366-9.

[252] Hayakawa R, Turak A, Zhang X, Hiroshiba N, Dosch H, Chikyow T and Wakayama
Y Strain-effect for controlled growth mode and well-ordered structure of quaterry‐
lene thin films J Chem Phys 2010;133(3) 034706.

[253] Han E-m, Do L-m, Fujihira M, Inada H and Shirota Y Scanning force microscopy of
organic thin-film amorphous hole transport materials J Appl Phys 1996;80(6) 3297-9.

[254] Ke L, Senthil R, Zhang K, Jin S and Wee A T S Organic light emitting devices per‐
formance improvement by inserting thin parylene layer Synthetic Met 2004;140(2-3)
295-9.

[255] Hains A W, Chen H-y, Reilly T H and Gregg B A Cross-Linked Perylene Diimide-
Based n-Type Interfacial Layer for Inverted Organic Photovoltaic Devices ACS Appl
Mater Inter 2011;3(11) 4381-7.

[256] Madsen M V, Krebs F C, Madsen M V, Norrman K and Krebs F C Oxygen- and wa‐
ter-induced degradation of an inverted polymer solar cell: the barrier effect Journal
of Photonics for Energy 2011;1(1) 011104.

[257] Vestweber H and Riels W Highly efficient and stable organic light-emitting Synthetic
Met 1997;91(97) 181-5.

[258] Han E M, Do L M, Yamamoto N and Fujihira M Crystallization of organic thin films
for electroluminescent devices Thin Solid Films 1996;273(1-2) 202-8.

[259] Camaioni N, Ridolfi G, Casalbore-Miceli G, Possamai G, Garlaschelli L and Maggini
M A stabilization effect of [60]fullerene in donor-acceptor organic solar cells Sol En‐
erg Mat Sol C 2003;76(1) 107-13.

[260] Neugebauer H, Brabec C, Hummelen J C and Sariciftci N S Stability and photodegra‐
dation mechanisms of conjugated polymer/fullerene plastic solar cells Sol Energ Mat
Sol C 2000;61(1) 35-42.

[261] Lee J U, Jung J W, Emrick T, Russell T P and Jo W H Synthesis of C(60)-end capped
P3HT and its application for high performance of P3HT/PCBM bulk heterojunction
solar cells J Mater Chem 2010;20(16) 3287-94.

[262] Lee J U, Jung J W, Emrick T, Russell T P and Jo W H Morphology control of a poly‐
thiophene-fullerene bulk heterojunction for enhancement of the high-temperature
stability of solar cell performance by a new donor-acceptor diblock copolymer Nano‐
technology 2010;21(10) 105201.

[263] Santerre F, Bedja I, Dodelet J P, Sun Y, Lu J, Hay A S and D'Iorio M Hole transport
molecules in high T-g polymers: Their effect on the performance of organic light-
emitting diodes Chem Mater 2001;13(5) 1739-45.

[264] Shi J M and Tang C W Doped organic electroluminescent devices with improved sta‐
bility Appl Phys Lett 1997;70(13) 1665-7.

Optoelectronics - Advanced Materials and Devices266

[265] Jarikov V V Improving operating lifetime of organic light-emitting diodes with poly‐
cyclic aromatic hydrocarbons as aggregating light-emitting-layer additives J Appl
Phys 2006;100(1) 014901.

[266] Jarikov V V, Young R H, Vargas J R, Brown C T, Klubek K P and Liao L-s Operating
longevity of organic light-emitting diodes with perylene derivatives as aggregating
light-emitting-layer additives: Expansion of the emission zone J Appl Phys
2006;100(9) 094907.

[267] Fong H H, Choy W C H, Hui K N and Liang Y J Organic light-emitting diodes based
on a cohost electron transporting composite Appl Phys Lett 2006;88(11) 113510.

[268] Meerheim R, Walzer K, Pfeiffer M and Leo K Ultrastable and efficient red organic
light emitting diodes with doped transport layers Appl Phys Lett 2006;89(6) 061111.

[269] Yuan Y, Grozea D and Lu Z H Fullerene-doped hole transport molecular films for
organic light-emitting diodes Appl Phys Lett 2005;86(14) 143509.

[270] Yuan Y Y, Han S, Grozea D and Lu Z H Fullerene-organic nanocomposite: A flexible
material platform for organic light-emitting diodes Appl Phys Lett 2006;88(9) 093503.

[271] Holmes M A, Mackay M E and Giunta R K Nanoparticles for dewetting suppression
of thin polymer films used in chemical sensors Journal of Nanoparticle Research
2007;9(5) 753-63.

[272] Ling G P and He J H The influence of nano-Al2O3 additive on the adhesion between
enamel and steel substrate Mat Sci Eng a-Struct 2004;379(1-2) 432-6.

[273] Hsu S H, Chou C W and Tseng S M Enhanced thermal and mechanical properties in
polyurethane/Au nanocomposites Macromol Mater Eng 2004;289(12) 1096-101.

[274] Sharma S, Rafailovich M H, Peiffer D and Sokolov J Control of Dewetting Dynamics
by Adding Nanoparticle Fillers Nano letters 2001;1(10) 511-4.

[275] Luo H and Gersappe D Dewetting Dynamics of Nanofilled Polymer Thin Films Mac‐
romolecules 2004;37(15) 5792-9.

[276] Hains A W, Liu J, Martinson A B F, Irwin M D and Marks T J Anode Interfacial Tun‐
ing via Electron-Blocking / Hole- Transport Layers and Indium Tin Oxide Surface
Treatment in Bulk-Heterojunction Organic Photovoltaic Cells Adv Funct Mater
2010;20(4) 595-606.

[277] Hains A W and Marks T J High-efficiency hole extraction / electron-blocking layer to
replace heterojunction polymer solar cells Appl Phys Lett 2008;92(2) 023504.

[278] Hains A W, Ramanan C, Irwin M D, Liu J, Wasielewski M R and Marks T J Designed
Bithiophene-Based Interfacial Layer for High-Efficiency Bulk-Heterojunction Organic
Photovoltaic Cells. Importance of Interfacial Energy Level Matching ACS Appl Mater
Inter 2010;2(1) 175-85.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

267



[251] Kacker N, Kumar S K and Allara D L Wetting-induced reconstruction in molecular
surfaces Langmuir 1997;13(24) 6366-9.

[252] Hayakawa R, Turak A, Zhang X, Hiroshiba N, Dosch H, Chikyow T and Wakayama
Y Strain-effect for controlled growth mode and well-ordered structure of quaterry‐
lene thin films J Chem Phys 2010;133(3) 034706.

[253] Han E-m, Do L-m, Fujihira M, Inada H and Shirota Y Scanning force microscopy of
organic thin-film amorphous hole transport materials J Appl Phys 1996;80(6) 3297-9.

[254] Ke L, Senthil R, Zhang K, Jin S and Wee A T S Organic light emitting devices per‐
formance improvement by inserting thin parylene layer Synthetic Met 2004;140(2-3)
295-9.

[255] Hains A W, Chen H-y, Reilly T H and Gregg B A Cross-Linked Perylene Diimide-
Based n-Type Interfacial Layer for Inverted Organic Photovoltaic Devices ACS Appl
Mater Inter 2011;3(11) 4381-7.

[256] Madsen M V, Krebs F C, Madsen M V, Norrman K and Krebs F C Oxygen- and wa‐
ter-induced degradation of an inverted polymer solar cell: the barrier effect Journal
of Photonics for Energy 2011;1(1) 011104.

[257] Vestweber H and Riels W Highly efficient and stable organic light-emitting Synthetic
Met 1997;91(97) 181-5.

[258] Han E M, Do L M, Yamamoto N and Fujihira M Crystallization of organic thin films
for electroluminescent devices Thin Solid Films 1996;273(1-2) 202-8.

[259] Camaioni N, Ridolfi G, Casalbore-Miceli G, Possamai G, Garlaschelli L and Maggini
M A stabilization effect of [60]fullerene in donor-acceptor organic solar cells Sol En‐
erg Mat Sol C 2003;76(1) 107-13.

[260] Neugebauer H, Brabec C, Hummelen J C and Sariciftci N S Stability and photodegra‐
dation mechanisms of conjugated polymer/fullerene plastic solar cells Sol Energ Mat
Sol C 2000;61(1) 35-42.

[261] Lee J U, Jung J W, Emrick T, Russell T P and Jo W H Synthesis of C(60)-end capped
P3HT and its application for high performance of P3HT/PCBM bulk heterojunction
solar cells J Mater Chem 2010;20(16) 3287-94.

[262] Lee J U, Jung J W, Emrick T, Russell T P and Jo W H Morphology control of a poly‐
thiophene-fullerene bulk heterojunction for enhancement of the high-temperature
stability of solar cell performance by a new donor-acceptor diblock copolymer Nano‐
technology 2010;21(10) 105201.

[263] Santerre F, Bedja I, Dodelet J P, Sun Y, Lu J, Hay A S and D'Iorio M Hole transport
molecules in high T-g polymers: Their effect on the performance of organic light-
emitting diodes Chem Mater 2001;13(5) 1739-45.

[264] Shi J M and Tang C W Doped organic electroluminescent devices with improved sta‐
bility Appl Phys Lett 1997;70(13) 1665-7.

Optoelectronics - Advanced Materials and Devices266

[265] Jarikov V V Improving operating lifetime of organic light-emitting diodes with poly‐
cyclic aromatic hydrocarbons as aggregating light-emitting-layer additives J Appl
Phys 2006;100(1) 014901.

[266] Jarikov V V, Young R H, Vargas J R, Brown C T, Klubek K P and Liao L-s Operating
longevity of organic light-emitting diodes with perylene derivatives as aggregating
light-emitting-layer additives: Expansion of the emission zone J Appl Phys
2006;100(9) 094907.

[267] Fong H H, Choy W C H, Hui K N and Liang Y J Organic light-emitting diodes based
on a cohost electron transporting composite Appl Phys Lett 2006;88(11) 113510.

[268] Meerheim R, Walzer K, Pfeiffer M and Leo K Ultrastable and efficient red organic
light emitting diodes with doped transport layers Appl Phys Lett 2006;89(6) 061111.

[269] Yuan Y, Grozea D and Lu Z H Fullerene-doped hole transport molecular films for
organic light-emitting diodes Appl Phys Lett 2005;86(14) 143509.

[270] Yuan Y Y, Han S, Grozea D and Lu Z H Fullerene-organic nanocomposite: A flexible
material platform for organic light-emitting diodes Appl Phys Lett 2006;88(9) 093503.

[271] Holmes M A, Mackay M E and Giunta R K Nanoparticles for dewetting suppression
of thin polymer films used in chemical sensors Journal of Nanoparticle Research
2007;9(5) 753-63.

[272] Ling G P and He J H The influence of nano-Al2O3 additive on the adhesion between
enamel and steel substrate Mat Sci Eng a-Struct 2004;379(1-2) 432-6.

[273] Hsu S H, Chou C W and Tseng S M Enhanced thermal and mechanical properties in
polyurethane/Au nanocomposites Macromol Mater Eng 2004;289(12) 1096-101.

[274] Sharma S, Rafailovich M H, Peiffer D and Sokolov J Control of Dewetting Dynamics
by Adding Nanoparticle Fillers Nano letters 2001;1(10) 511-4.

[275] Luo H and Gersappe D Dewetting Dynamics of Nanofilled Polymer Thin Films Mac‐
romolecules 2004;37(15) 5792-9.

[276] Hains A W, Liu J, Martinson A B F, Irwin M D and Marks T J Anode Interfacial Tun‐
ing via Electron-Blocking / Hole- Transport Layers and Indium Tin Oxide Surface
Treatment in Bulk-Heterojunction Organic Photovoltaic Cells Adv Funct Mater
2010;20(4) 595-606.

[277] Hains A W and Marks T J High-efficiency hole extraction / electron-blocking layer to
replace heterojunction polymer solar cells Appl Phys Lett 2008;92(2) 023504.

[278] Hains A W, Ramanan C, Irwin M D, Liu J, Wasielewski M R and Marks T J Designed
Bithiophene-Based Interfacial Layer for High-Efficiency Bulk-Heterojunction Organic
Photovoltaic Cells. Importance of Interfacial Energy Level Matching ACS Appl Mater
Inter 2010;2(1) 175-85.

Dewetting Stability of ITO Surfaces in Organic Optoelectronic Devices
http://dx.doi.org/10.5772/52417

267



[279] Cahen D and Hodes G Molecules and electronic materials Adv Mater 2002;14(11)
789-98.

[280] Bellmann E, Jabbour G E and Grubbs R H Hole Transport Polymers with Improved
Interfacial Contact to the Anode Material Chem Mater 2000;12(8) 1349-53.

[281] Mori T, Miyake S and Mizutani T Effects of Plasma Modification on Hole Transport
Layer in Organic Electroluminescent Diode Jpn J Appl Phys 2 1995;34(7A) L845-L8.

[282] Han E M, Yun J J, Oh G C, Park S M, Park N K, Yoon Y S and Fujihira M Enhanced
stability of organic thin films for electroluminescence by photoirradiation Optical
Materials 2002;21(1-3) 243-8.

[283] Sun Y, Chien S-c, Yip H-l, Zhang Y, Chen K-s, Zeigler D F, Chen F-c, Lin B and Jen A
K Chemically Doped and Cross-linked Hole-Transporting Materials as an Efficient
Anode Buffer Layer for Polymer Solar Cells Chem Mater 2011;23(22) 5006-15.

[284] Chan M Y, Lai S L, Wong F L, Lengyel O, Lee C S and Lee S T Efficiency enhance‐
ment and retarded dark-spots growth of organic light-emitting devices by high-tem‐
perature processing Chem Phys Lett 2003;371(5-6) 700-6.

[285] Chin B D, Duan L, Kim M-h, Lee S T and Chung H K Effects of cathode thickness and
thermal treatment on the design of balanced blue light-emitting polymer device Appl
Phys Lett 2004;85(19) 4496-8.

[286] Fenwick O, Oliver K and Cacialli F Cross-linking of a poly(3,4-ethylene dioxythio‐
phene):(polystyrene sulfonic acid) hole injection layer with a bis-azide salt and the ef‐
fect of atmospheric processing conditions on device properties Appl Phys Lett
2012;100(5) 053309.

[287] Ryu S Y, Kim J T, Noh J H, Hwang B H, Kim C S, Jo S J, Hwang H S, Kang S J, Baik H
K, Lee C H, Song S Y and Lee S J Polymeric tandem organic light-emitting diodes us‐
ing a self-organized interfacial layer Appl Phys Lett 2008;92(10) 103301.

[288] Wang J Z, Zheng Z H, Li H W, Huck W T S and Sirringshaus H Polymer field effect
transistors fabricated by dewetting Synthetic Met 2004;146(3) 287-90.

[289] Benor A, Hoppe A, Wagner V and Knipp D Microcontact printing and selective sur‐
face dewetting for large area electronic applications Thin Solid Films 2007;515(19)
7679-82.

[290] Harirchian-Saei S, Wang M C P, Gates B D and Moffitt M G Directed Polystyrene/
Poly(methyl methacrylate) Phase Separation and Nanoparticle Ordering on Trans‐
parent Chemically Patterned Substrates Langmuir 2012;28(29) 10838-48.

Optoelectronics - Advanced Materials and Devices268

Chapter 11

Organo-Soluble Semi-Alicyclic Polyimides Derived from
Substituted-Tetralin Dianhydrides and Aromatic
Diamines: Synthesis, Characterization and Potential
Applications as Alignment Layer for TFT-LCDs

Jin-gang Liu, Yuan-zheng Guo, Hai-xia Yang and
Shi-yong Yang

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/51182

1. Introduction

In advanced thin film transistor liquid crystal display devices (TFT-LCDs), alignment layers
(ALs) are playing an ever-increasing important role for achieving a high-quality optoelec‐
tronic display [1]. The main function of AL materials is to align the rod-like liquid crystal
(LC) molecules at a constant angle (so-called pretilt angle) to the local surface. Thus, when
the electrical field is applied, the LC molecules can respond rapidly so as to result in a dis‐
play effect. The characteristics of AL materials, including their abilities to achieve a proper
pretilt angle for LC molecules, to achieve a high voltage holding ratio (VHR) and a low re‐
sidual direct circuit voltage (RDC) value for the LCD devices, high thermal stability, high
mechanical strength to resist rubbing process and their planarization ability are often taken
into deliberate consideration in developing new generations of TFT-LCDs [2].

Currently, polyimides (PIs) are one of the most important AL materials for TFT-LCDs due to
their intrinsic high thermal resistance, good mechanical properties and unique LC alignment
ability [3]. However, conventional wholly aromatic PIs suffer from their poor solubility in
common solvents. Thus, in practice, they can only be used in the form of soluble precursors,
poly(amic acid)s (PAAs). For example, in conventional twisted nematic LCD (TN-LCD) and
super-twisted nematic LCD (STN-LCD) fabrications, wholly aromatic PAA solution is first
spin-coated onto an indium tin oxide (ITO) substrate, and then the solution is imidized at
elevated temperatures up to 300 oC to form the imidized PI alignment layer. However, the
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high curing temperature of PAAs often causes serious damage for the temperature-sensitive
components in TFT-LCDs, such as the color filters which would be destroyed when the tem‐
peratures are higher than 230 oC [4]. Hence, PI alignment layers with low curing tempera‐
tures (<220 oC) have been developed in the past decades [5-7].

Besides the curing temperature consideration, the high VHR and low RDC values of the de‐
vices are also highly desired for advanced TFT-LCD fabrication in order to achieve a high-
resolution display (high contrast, low image sticking, etc) [8]. VHR and RDC values of the
TFT-LCD devices are influenced by many factors, including the characteristics of LC materi‐
als, the features of the PI alignment layers and the display modes of the devices. Among the
factors, the effects of the chemical structures of the PI alignment layers are often critical. For
instance, it has been well established that the highly conjugated molecular skeletons in
wholly-aromatic PIs often lead to low VHR and high RDC values for the devices [9]. Thus,
PI alignment layers with low conjugated structures have been paid increasing attentions.

Considering the above-mentioned structure-property relationship for PI alignment layers
used for advanced TFT-LCDs, alicyclic or semi-alicyclic PIs have been confirmed to be the
best candidates as AL materials up to now. Especially, semi-alicyclic PIs derived from alicy‐
clic dianhydrides and aromatic diamines possess the best combined properties, including
good thermal stability, good solubility in organic solvents, acceptable mechanical properties,
good optical transparency, high VHR and low RDC values. Thus, semi-alicyclic PIs have
been widely investigated as AL materials for advanced TFT-LCDs [10-12]. Figure 1 illus‐
trates the developing trajectory of PI alignment layers with different kinds of display modes.

Figure 1. Developing trends of PI alignment layers for LCDs.
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In this chapter, a series of novel semi-alicyclic PI alignment layers were designed and syn‐
thesized. The designed novel PI materials are expected to show good solubility in organic
solvents (thus low curing temperatures) and exhibit high VHR and low RDC values for TFT-
LCDs. For this purpose, a class of substituted-tetralin alicyclic dianhydrides was synthe‐
sized first via a low-cost route using maleic anhydride and substituted styrene compounds
as the starting materials (Scheme 1). Then, a series of semi-alicyclic PIs were synthesized
from the newly-developed dianhydrides and commercially available aromatic diamines.
The effects of the structures of the semi-alicyclic PIs on their thermal stability and optical
properties were investigated. At last, a series of test LCD cells with fringe field switching
(FFS) mode were fabricated using the novel PIs as the alignment layers. The electrical char‐
acteristics (pretilt angle, VHR and RDC) of the cells were preliminarily studied.

2. Experiments

2.1. Materials

Styrene, p-methylstyrene, p-tert-butylstyrene and p-fluorostyrene were purchased from To‐
kyo Chemical Industry Co., Ltd., Japan (TCI) and used as received. It is unnecessary to re‐
move the inhibitors in the chemicals. Maleic anhydride was obtained from Beijing Yili Fine
Chemicals, China and used as received. 4,4'-Methylenedianiline (MDA, TCI, Japan) was re‐
crystallized from ethanol and dried in vacuum at 80 oC overnight prior to use. 2,4-Diamino-
(n-hexadecanoxy)benzene  (16PDA)  was  synthesized  in  our  laboratory  and  purified  by
continuous  recrystallization  from  ethanol.  Commercially  available  N-methyl-2-pyrrolidi‐
none (NMP), N,N-dimethylacetamide (DMAc), cyclopentanone (CPA), γ-butyrolactone (GBL)
and ethylene glycol monobutyl ether (butyl cellosolve, BC) were purified by distillation pri‐
or to use. The other commercially available reagents were used without further purification.

2.2. Measurements

Inherent viscosity was measured using an Ubbelohde viscometer with a 0.5 g/dL NMP solu‐
tion at 25 oC. Absolute viscosity was measured using a Brookfield DV-II+ Pro viscometer at
25 oC. Fourier transform infrared (FT IR) spectra were obtained with a Tensor 27 Fourier
transform spectrometer. Ultraviolet-visible (UV-vis) spectra were recorded on a Hitachi
U-3210 spectrophotometer at room temperature. The cutoff wavelength was defined as the
point where the transmittance drops below 1% in the spectrum. Prior to test, PI samples
were dried at 100 oC for 1 h to remove the absorbed moisture. Yellow index (YI) and haze
values of the PI films were measured using an X-rite color i7 spectrophotometer with PI film
samples at a thickness of 30-40 μm in accordance with the procedure described in ASTM
D1925 “Test method for yellowness index of plastics” and in ASTM D1003 “Standard test
method for haze and luminous transmittance of transparent plastics”, respectively. The col‐
or parameters were calculated according to a CIE Lab equation. L* is the lightness, where 100
means white and 0 implies black. A positive a* means a red color, and a negative one indi‐
cates a green color. A positive b* means a yellow color, and a negative one indicates a blue
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properties were investigated. At last, a series of test LCD cells with fringe field switching
(FFS) mode were fabricated using the novel PIs as the alignment layers. The electrical char‐
acteristics (pretilt angle, VHR and RDC) of the cells were preliminarily studied.

2. Experiments

2.1. Materials

Styrene, p-methylstyrene, p-tert-butylstyrene and p-fluorostyrene were purchased from To‐
kyo Chemical Industry Co., Ltd., Japan (TCI) and used as received. It is unnecessary to re‐
move the inhibitors in the chemicals. Maleic anhydride was obtained from Beijing Yili Fine
Chemicals, China and used as received. 4,4'-Methylenedianiline (MDA, TCI, Japan) was re‐
crystallized from ethanol and dried in vacuum at 80 oC overnight prior to use. 2,4-Diamino-
(n-hexadecanoxy)benzene  (16PDA)  was  synthesized  in  our  laboratory  and  purified  by
continuous  recrystallization  from  ethanol.  Commercially  available  N-methyl-2-pyrrolidi‐
none (NMP), N,N-dimethylacetamide (DMAc), cyclopentanone (CPA), γ-butyrolactone (GBL)
and ethylene glycol monobutyl ether (butyl cellosolve, BC) were purified by distillation pri‐
or to use. The other commercially available reagents were used without further purification.

2.2. Measurements

Inherent viscosity was measured using an Ubbelohde viscometer with a 0.5 g/dL NMP solu‐
tion at 25 oC. Absolute viscosity was measured using a Brookfield DV-II+ Pro viscometer at
25 oC. Fourier transform infrared (FT IR) spectra were obtained with a Tensor 27 Fourier
transform spectrometer. Ultraviolet-visible (UV-vis) spectra were recorded on a Hitachi
U-3210 spectrophotometer at room temperature. The cutoff wavelength was defined as the
point where the transmittance drops below 1% in the spectrum. Prior to test, PI samples
were dried at 100 oC for 1 h to remove the absorbed moisture. Yellow index (YI) and haze
values of the PI films were measured using an X-rite color i7 spectrophotometer with PI film
samples at a thickness of 30-40 μm in accordance with the procedure described in ASTM
D1925 “Test method for yellowness index of plastics” and in ASTM D1003 “Standard test
method for haze and luminous transmittance of transparent plastics”, respectively. The col‐
or parameters were calculated according to a CIE Lab equation. L* is the lightness, where 100
means white and 0 implies black. A positive a* means a red color, and a negative one indi‐
cates a green color. A positive b* means a yellow color, and a negative one indicates a blue
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color. Nuclear magnetic resonances (1H NMR and 13C NMR) were performed on a AV 400
spectrometer operating at 400 MHz in DMSO-d6 or CDCl3. Differential scanning calorimetry
(DSC) and thermogravimetric analysis (TGA) were recorded on a TA-Q series thermal anal‐
ysis system at a heating rate of 10 oC/min and 20 oC/min in nitrogen or air, respectively. Gel
permeation chromatography (GPC) measurements were performed using a Waters 1515
HPLC pump equipped with a Waters 2414 refractive index detector. Two Waters Styragel
HR 4 columns kept at 35oC±0.1oC were used with HPLC grade NMP as the mobile phase at a
flow rate of 1.0 mL/min. Number average weight (Mn), weight average molecular weight
(Mw) and polydispersity (Mw/Mn) were then determined with polystyrene as a standard.

Solubility was determined as follows: 1.5 g of the PI resin was mixed with 8.5 g of the tested
solvent at room temperature (15 wt% solid content), which was then mechanically stirred in
nitrogen for 24 h. The solubility was determined visually as three grades: completely soluble
(++), partially soluble (+), and insoluble (-). The complete solubility is defined as a homoge‐
nous and clean solution is obtained, in which no phase separation, precipitation or gel for‐
mation is detected.

The electrical characteristics, including VHR, RDC and pretilt angle values of the LC test
cells were measured on a Toyo Model 6254 measurement system. VHR measurements were
performed at LC test cells with a gap of 5-6 μm. The peak value of the square wave voltage
and pulse duration was +5V and 60 μs, respectively. RDC measurements were performed
using the “flick free” method. The test cells were first addressed with +5V direct circuit (DC)
offset voltage for 3600 s. After the time, the +5V DC offset was switched off. The resulting
flicker was monitored and the DC offset voltage was increased until the flickering was no
longer visible. The compensating voltage was the residual DC voltage (RDC). Pretilt angles
measurements were performed using the crystal rotation method with LC cells with a gap of
50 μm fabricated by anti-parallel rubbing process. The values of all measurements of VHR,
RDC and pretilt angles are averages of at least 10 independent LC cells.

2.3. Monomer synthesis

3,4-Dicarboxy-1,2,3,4-tetrahydro-6-methyl-1-naphthalene succinic dianhydride (MTDA). Into a
500-mL three-necked flask equipped with a mechanical stirrer, a gas inlet and a condenser,
43.75 g (0.446 mol) of maleic anhydride, 80.60 g (0.682 mol) of p-methylstyrene, and 0.1138 g
(0.5 mmol) of 2,5-di-tert-butyl hydroquinone were added. Nitrogen was introduced to re‐
move the air in the system. Then, nitric oxide (NO) gas was introduced from a gas inlet plac‐
ing under the surface of the reaction solution. The reaction mixture were heated to 120oC
and maintained for 5 h under an atmosphere of nitric oxide. The produced red-brown nitro‐
gen oxide gas was trapped by passing through an aqueous solution of 20 wt% sodium hy‐
droxide. An orange precipitate formed during the reaction. After the reaction, the mixture
was cooled to room temperature and 60 ml of acetonitrile was then added. The reaction mix‐
ture was heated to reflux for another 0.5 h. Then, 60 ml of toluene was added and the reac‐
tion mixture was cooled to temperature. The produced white needle crystals were collected
by filtration and the solid was washed with toluene and petroleum ether in succession. After
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being dried in vacuum at 80 oC for 24h, the pure MTDA was obtained as white crystals.
Yield: 51.44 g (73.4%).

Melting point: 229 oC (DSC peak temperature). FT IR (KBr, cm-1): 2941, 1855, 1778, 1506,
1412, 1223, 1076, and 916. 1H NMR (DMSO-d6, ppm): 7.35 (s, 1H), 7.15-7.13 (m, 1H), 7.10-7.09
(m, 1H), 4.56-4.54 (d, 1H), 4.12-4.10 (m, 1H), 3.83-3.81 (m, 1H), 3.18-3.13 (m, 1H), 3.09 (m, 1H),
2.82-2.78 (m, 1H), 2.32 (s, 3H), 1.97-1.95 (m, 1H), and 1.86-1.85 (m, 1H). 13C NMR (DMSO-d6,
ppm): 175.8, 175.3, 173.8, 172.4, 138.1, 135.0, 131.8, 130.5, 129.9, 127.7, 45.1, 44.2, 36.4, 32.3,
26.4, and 22.0. MS (EI, m/e, percentage of relative intensity): 142 (M+-172, 100). Elemental
analysis: calculated for C17H14O6: C, 64.97%, H, 4.49%; Found: C, 64.32%, H, 4.44%.

3,4-Dicarboxy-1,2,3,4-tetrahydro-1-naphthalene succinic dianhydride (TDA). The dianhydride
was synthesized from styrene and maleic anhydride through a similar route to MTDA. The
product was obtained as white crystals. Yield: 50.35 g (75.2%).

Melting point: 199 oC (DSC peak temperature). FT IR (KBr, cm-1): 2966, 1861, 1780, 1493,
1405, 1229, 1058, and 928. 1H NMR (DMSO-d6, ppm): 7.69-7.67 (d, 1H), 7.38-7.27 (m, 2H),
7.20-7.19 (d, 1H), 4.67-4.64 (d, 1H), 3.73-3.58 (m, 2H), 3.40-3.33 (m, 1H), 2.85-2.80 (m, 2H), and
2.12-2.07 (m, 2H). 13C NMR (DMSO-d6, ppm): 173.8, 173.5, 172.1, 170.8, 136.4, 129.5, 128.4,
128.1, 127.5, 127.4, 42.8, 42.1, 37.3, 36.7, 32.8, and 26.2. MS (EI): 128 (M+-172, 100). Elemental
analysis: calculated for C16H12O6: C, 64.00%, H, 4.03%; Found: C, 64.10%, H, 4.03%.

3,4-Dicarboxy-1,2,3,4-tetrahydro-6-tert-butyl-1-naphthalene succinic dianhydride (TTDA). The di‐
anhydride was synthesized from p-tert-butylstyrene and maleic anhydride through a similar
route to MTDA. The product was obtained as white crystals. Yield: 58.49 g (73.6%).

Melting point: 218 oC (DSC peak temperature). FT IR (KBr, cm-1): 2962, 1859, 1789, 1504,
1410, 1222, 1055, and 925. 1H NMR (DMSO-d6, ppm): 7.70 (s, 1H), 7.34-7.32 (d, 2H), 7.13-7.11
(d, 1H), 4.65-4.62 (d, 1H), 3.74-3.67 (m, 1H), 3.62-3.58 (m, 1H), 3.31-3.30 (m, 1H), 2.93-2.76(m,
2H), 2.44-2.39(m, 1H), 2.13-2.07 (m, 1H) and 1.29(s, 9H). 13C NMR (DMSO-d6, ppm): 174.4,
174.0, 172.7, 171.3, 150.2, 134.0, 128.4, 128.1, 126.6, 125.0, 43.3, 42.8, 38.0, 36.8, 34.7, 33.3, 31.5,
and 26.8. MS (EI): 239 (M+-118, 100). Elemental analysis: calculated for C20H20O6: C, 67.41%,
H, 5.66%; Found: C, 67.23%, H, 5.70%.

3,4-Dicarboxy-1,2,3,4-tetrahydro-6-fluoro-1-naphthalene succinic dianhydride (FTDA). The dia‐
nhydride was synthesized from p-fluorostyrene and maleic anhydride through a similar
route to MTDA. The product was obtained as white crystals. Yield: 55.60 g (77.3%).

Melting point: 201 oC (DSC peak temperature). FT IR (KBr, cm-1): 2912, 1864, 1782, 1664,
1441, 1376, 1304, 1262, 1211, 1151, 1080, 1027, 967, 914, 870, 819, 754, 633, 594, 558 and 498. 1H
NMR (DMSO-d6, ppm): 7.51-7.49 (d, 1H), 7.29-7.27 (m, 2H), 7.17-7.14 (m, 1H), 4.69-4.68 (d,
1H), 3.75-3.71 (m, 1H), 3.60-3.57(m, 1H), 3.44-3.43(m, 1H), 2.85-2.83 (m, 2H), 2.57-2.53(m, 1H)
and 2.10-2.06 (m, 1H). 13C NMR (DMSO-d6, ppm): 173.9, 172.3, 171.2, 162.3, 160.7, 133.1,
131.3, 130.6, 116.2, 114.9, 43.3, 42.4, 37.3, 36.7, 33.2 and 26.5. MS (EI): 146 (M+-172, 100). Ele‐
mental analysis: calculated for C16H11FO6: C, 60.38%, H, 3.48%; Found: C, 59.90%, H, 3.53%.
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color. Nuclear magnetic resonances (1H NMR and 13C NMR) were performed on a AV 400
spectrometer operating at 400 MHz in DMSO-d6 or CDCl3. Differential scanning calorimetry
(DSC) and thermogravimetric analysis (TGA) were recorded on a TA-Q series thermal anal‐
ysis system at a heating rate of 10 oC/min and 20 oC/min in nitrogen or air, respectively. Gel
permeation chromatography (GPC) measurements were performed using a Waters 1515
HPLC pump equipped with a Waters 2414 refractive index detector. Two Waters Styragel
HR 4 columns kept at 35oC±0.1oC were used with HPLC grade NMP as the mobile phase at a
flow rate of 1.0 mL/min. Number average weight (Mn), weight average molecular weight
(Mw) and polydispersity (Mw/Mn) were then determined with polystyrene as a standard.

Solubility was determined as follows: 1.5 g of the PI resin was mixed with 8.5 g of the tested
solvent at room temperature (15 wt% solid content), which was then mechanically stirred in
nitrogen for 24 h. The solubility was determined visually as three grades: completely soluble
(++), partially soluble (+), and insoluble (-). The complete solubility is defined as a homoge‐
nous and clean solution is obtained, in which no phase separation, precipitation or gel for‐
mation is detected.

The electrical characteristics, including VHR, RDC and pretilt angle values of the LC test
cells were measured on a Toyo Model 6254 measurement system. VHR measurements were
performed at LC test cells with a gap of 5-6 μm. The peak value of the square wave voltage
and pulse duration was +5V and 60 μs, respectively. RDC measurements were performed
using the “flick free” method. The test cells were first addressed with +5V direct circuit (DC)
offset voltage for 3600 s. After the time, the +5V DC offset was switched off. The resulting
flicker was monitored and the DC offset voltage was increased until the flickering was no
longer visible. The compensating voltage was the residual DC voltage (RDC). Pretilt angles
measurements were performed using the crystal rotation method with LC cells with a gap of
50 μm fabricated by anti-parallel rubbing process. The values of all measurements of VHR,
RDC and pretilt angles are averages of at least 10 independent LC cells.

2.3. Monomer synthesis

3,4-Dicarboxy-1,2,3,4-tetrahydro-6-methyl-1-naphthalene succinic dianhydride (MTDA). Into a
500-mL three-necked flask equipped with a mechanical stirrer, a gas inlet and a condenser,
43.75 g (0.446 mol) of maleic anhydride, 80.60 g (0.682 mol) of p-methylstyrene, and 0.1138 g
(0.5 mmol) of 2,5-di-tert-butyl hydroquinone were added. Nitrogen was introduced to re‐
move the air in the system. Then, nitric oxide (NO) gas was introduced from a gas inlet plac‐
ing under the surface of the reaction solution. The reaction mixture were heated to 120oC
and maintained for 5 h under an atmosphere of nitric oxide. The produced red-brown nitro‐
gen oxide gas was trapped by passing through an aqueous solution of 20 wt% sodium hy‐
droxide. An orange precipitate formed during the reaction. After the reaction, the mixture
was cooled to room temperature and 60 ml of acetonitrile was then added. The reaction mix‐
ture was heated to reflux for another 0.5 h. Then, 60 ml of toluene was added and the reac‐
tion mixture was cooled to temperature. The produced white needle crystals were collected
by filtration and the solid was washed with toluene and petroleum ether in succession. After
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being dried in vacuum at 80 oC for 24h, the pure MTDA was obtained as white crystals.
Yield: 51.44 g (73.4%).

Melting point: 229 oC (DSC peak temperature). FT IR (KBr, cm-1): 2941, 1855, 1778, 1506,
1412, 1223, 1076, and 916. 1H NMR (DMSO-d6, ppm): 7.35 (s, 1H), 7.15-7.13 (m, 1H), 7.10-7.09
(m, 1H), 4.56-4.54 (d, 1H), 4.12-4.10 (m, 1H), 3.83-3.81 (m, 1H), 3.18-3.13 (m, 1H), 3.09 (m, 1H),
2.82-2.78 (m, 1H), 2.32 (s, 3H), 1.97-1.95 (m, 1H), and 1.86-1.85 (m, 1H). 13C NMR (DMSO-d6,
ppm): 175.8, 175.3, 173.8, 172.4, 138.1, 135.0, 131.8, 130.5, 129.9, 127.7, 45.1, 44.2, 36.4, 32.3,
26.4, and 22.0. MS (EI, m/e, percentage of relative intensity): 142 (M+-172, 100). Elemental
analysis: calculated for C17H14O6: C, 64.97%, H, 4.49%; Found: C, 64.32%, H, 4.44%.

3,4-Dicarboxy-1,2,3,4-tetrahydro-1-naphthalene succinic dianhydride (TDA). The dianhydride
was synthesized from styrene and maleic anhydride through a similar route to MTDA. The
product was obtained as white crystals. Yield: 50.35 g (75.2%).

Melting point: 199 oC (DSC peak temperature). FT IR (KBr, cm-1): 2966, 1861, 1780, 1493,
1405, 1229, 1058, and 928. 1H NMR (DMSO-d6, ppm): 7.69-7.67 (d, 1H), 7.38-7.27 (m, 2H),
7.20-7.19 (d, 1H), 4.67-4.64 (d, 1H), 3.73-3.58 (m, 2H), 3.40-3.33 (m, 1H), 2.85-2.80 (m, 2H), and
2.12-2.07 (m, 2H). 13C NMR (DMSO-d6, ppm): 173.8, 173.5, 172.1, 170.8, 136.4, 129.5, 128.4,
128.1, 127.5, 127.4, 42.8, 42.1, 37.3, 36.7, 32.8, and 26.2. MS (EI): 128 (M+-172, 100). Elemental
analysis: calculated for C16H12O6: C, 64.00%, H, 4.03%; Found: C, 64.10%, H, 4.03%.

3,4-Dicarboxy-1,2,3,4-tetrahydro-6-tert-butyl-1-naphthalene succinic dianhydride (TTDA). The di‐
anhydride was synthesized from p-tert-butylstyrene and maleic anhydride through a similar
route to MTDA. The product was obtained as white crystals. Yield: 58.49 g (73.6%).

Melting point: 218 oC (DSC peak temperature). FT IR (KBr, cm-1): 2962, 1859, 1789, 1504,
1410, 1222, 1055, and 925. 1H NMR (DMSO-d6, ppm): 7.70 (s, 1H), 7.34-7.32 (d, 2H), 7.13-7.11
(d, 1H), 4.65-4.62 (d, 1H), 3.74-3.67 (m, 1H), 3.62-3.58 (m, 1H), 3.31-3.30 (m, 1H), 2.93-2.76(m,
2H), 2.44-2.39(m, 1H), 2.13-2.07 (m, 1H) and 1.29(s, 9H). 13C NMR (DMSO-d6, ppm): 174.4,
174.0, 172.7, 171.3, 150.2, 134.0, 128.4, 128.1, 126.6, 125.0, 43.3, 42.8, 38.0, 36.8, 34.7, 33.3, 31.5,
and 26.8. MS (EI): 239 (M+-118, 100). Elemental analysis: calculated for C20H20O6: C, 67.41%,
H, 5.66%; Found: C, 67.23%, H, 5.70%.

3,4-Dicarboxy-1,2,3,4-tetrahydro-6-fluoro-1-naphthalene succinic dianhydride (FTDA). The dia‐
nhydride was synthesized from p-fluorostyrene and maleic anhydride through a similar
route to MTDA. The product was obtained as white crystals. Yield: 55.60 g (77.3%).

Melting point: 201 oC (DSC peak temperature). FT IR (KBr, cm-1): 2912, 1864, 1782, 1664,
1441, 1376, 1304, 1262, 1211, 1151, 1080, 1027, 967, 914, 870, 819, 754, 633, 594, 558 and 498. 1H
NMR (DMSO-d6, ppm): 7.51-7.49 (d, 1H), 7.29-7.27 (m, 2H), 7.17-7.14 (m, 1H), 4.69-4.68 (d,
1H), 3.75-3.71 (m, 1H), 3.60-3.57(m, 1H), 3.44-3.43(m, 1H), 2.85-2.83 (m, 2H), 2.57-2.53(m, 1H)
and 2.10-2.06 (m, 1H). 13C NMR (DMSO-d6, ppm): 173.9, 172.3, 171.2, 162.3, 160.7, 133.1,
131.3, 130.6, 116.2, 114.9, 43.3, 42.4, 37.3, 36.7, 33.2 and 26.5. MS (EI): 146 (M+-172, 100). Ele‐
mental analysis: calculated for C16H11FO6: C, 60.38%, H, 3.48%; Found: C, 59.90%, H, 3.53%.
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2.4. Polyimide synthesis

The general procedure for the synthesis of PIs can be illustrated by the preparation of PI-8
(Table 1). Into a 250 mL three-necked, round-bottomed flask equipped with a mechanical
stirrer, a Dean-Stark trap and a nitrogen inlet, MDA (17.8434 g, 0.09 mol) and 16PDA (3.457
g, 0.01 mol) was dissolved in m-cresol (100 g) to give a clear diamine solution. Then, FTDA
(31.825 g, 0.1 mol) was added in one batch and an additional volume of m-cresol (112 g) was
added to wash the residual dianhydride, and at the same time to adjust the solid content of
the reaction system to be 20 wt%. After stirring in nitrogen for 1 h, a mixture of toluene (230
ml) and isoquinoline (catalytic amount) was then added. The reaction mixture was heated to
180 oC and maintained for 6 h. During the reaction, the toluene-water azeotrope was distil‐
led out of the system and collected in the Dean-Stark trap. After cooling to room tempera‐
ture, the viscous solution was slowly poured into an excess of ethanol to yield a silky resin.
The resin was collected and dried at 80 oC in vacuo for 24 h. Yield: 47.54 g (96%).

PI-8 resin (15 g) was dissolved in NMP (85 g) at room temperature to afford a 15 wt% solu‐
tion. The solution was filtered through a 0.45 μm Teflon syringe filter to remove any undis‐
solved impurities. Then, the solution was spin-coated on a clean silicon wafer or quartz
substrate. The thickness of the PI film was controlled by regulating the spinning rate. PI-8
films with thicknesses ranged from 10~100 μm were obtained by thermally baking the solu‐
tion in a flowing nitrogen according to the following heating procedure: 80 oC/2 h, 150 oC/1
h, 200 oC/1 h, and 220 oC/1 h. The other PI resin and films were prepared according to a simi‐
lar procedure as mentioned above.

3. Results and discussion

3.1. Monomer synthesis

Scheme 1 illustrates  the synthetic  procedure for  the substituted-tetralin  alicyclic  dianhy‐
drides. Four dianhydrides, including TDA (R=-H), MTDA (R=-CH3), TTDA (R=-C(CH3)3) and
FTDA (R=-F) were synthesized by the Diels-Alder reactions of R-substituted-styrene com‐
pounds and maleic anhydride followed by the rearrangement reactions of the intermedi‐
ates. The yields are all higher than 70%. The styrene compounds were used as both of the
reactant and the solvent. In the literature, TDA has been synthesized from styrene and male‐
ic anhydride with a molar ratio of 2.1:1 [13]. Toluene and a flowing air (15 liters per hour)
were used as the solvent and catalyst, respectively. The obtained TDA dianhydride need‐
ed to be purified by recrystallization from a toluene/acetone mixture to remove the oxi‐
dized by-products. In our experiments, the reductive nitric oxide (NO) gas was used instead
of the oxidative air. The obtained dianhydrides have good purity and can be used directly
for polymerization. Also, they can be further purified by dissolution in a good solvent of ace‐
tonitrile and then precipitated slowly by adding a poor solvent of toluene although the yields
might be slightly sacrificed. Due to the low cost of the starting materials and the high syn‐
thesizing yields for the new dianhydrides, this route is a promising procedure reducing the
high cost of the present alicyclic PI alignment layers (usually hundreds of dollars per li‐
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ter). In addition, this reaction is easily to expand to a large scale. A scale of kilograms per
batch has been successfully achieved in our lab.

O

O

O

+
NO (g)

120 oC, 5 h

O

O

O
R

R

O

O

O

O

O

O

O

O

O

O

O

O

CH3

O

O

O

O

O

O

C

O

O

O

O

O

O

F

O

O

O

R=-H, TDA R=-CH3, MTDA R=-C(CH3)3, TTDA R=-F, FTDA

Scheme 1 Synthesis of new alicyclic dianhydrides via a low-cost route

Figure 2. FT IR spectra of tetralin dianhydrides

Figure 2 shows the FT IR spectra of the dianhydrides, in which the characteristic bands of
carbonyl groups in the anhydride moiety were clearly observed at around 1863 and 1782
cm-1 for all of the compounds. In addition, the characteristic absorption of methyl group ap‐
peared at 2941 cm-1 for MTDA and TTDA. The 13C NMR and the two-dimensional 1H-13C
heteronuclear single-quantum coherence (HSQC) spectra of TTDA and FTDA are illustrated
in Figure 3, together with the assignments of the observed resonances. As depicted in Figure
3, 18 carbon signals are clearly revealed for TTDA and 15 signals for FTDA. The absorptions
of the protons cohered well with those of the corresponding carbon signals. This result is
consistent with their proposed structures. Interestingly, the two pairs of protons in methyl‐
ene groups (H3,3' and H6,6') for both of the dianhydrides exhibited individual absorptions in
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2.4. Polyimide synthesis

The general procedure for the synthesis of PIs can be illustrated by the preparation of PI-8
(Table 1). Into a 250 mL three-necked, round-bottomed flask equipped with a mechanical
stirrer, a Dean-Stark trap and a nitrogen inlet, MDA (17.8434 g, 0.09 mol) and 16PDA (3.457
g, 0.01 mol) was dissolved in m-cresol (100 g) to give a clear diamine solution. Then, FTDA
(31.825 g, 0.1 mol) was added in one batch and an additional volume of m-cresol (112 g) was
added to wash the residual dianhydride, and at the same time to adjust the solid content of
the reaction system to be 20 wt%. After stirring in nitrogen for 1 h, a mixture of toluene (230
ml) and isoquinoline (catalytic amount) was then added. The reaction mixture was heated to
180 oC and maintained for 6 h. During the reaction, the toluene-water azeotrope was distil‐
led out of the system and collected in the Dean-Stark trap. After cooling to room tempera‐
ture, the viscous solution was slowly poured into an excess of ethanol to yield a silky resin.
The resin was collected and dried at 80 oC in vacuo for 24 h. Yield: 47.54 g (96%).

PI-8 resin (15 g) was dissolved in NMP (85 g) at room temperature to afford a 15 wt% solu‐
tion. The solution was filtered through a 0.45 μm Teflon syringe filter to remove any undis‐
solved impurities. Then, the solution was spin-coated on a clean silicon wafer or quartz
substrate. The thickness of the PI film was controlled by regulating the spinning rate. PI-8
films with thicknesses ranged from 10~100 μm were obtained by thermally baking the solu‐
tion in a flowing nitrogen according to the following heating procedure: 80 oC/2 h, 150 oC/1
h, 200 oC/1 h, and 220 oC/1 h. The other PI resin and films were prepared according to a simi‐
lar procedure as mentioned above.

3. Results and discussion

3.1. Monomer synthesis

Scheme 1 illustrates  the synthetic  procedure for  the substituted-tetralin  alicyclic  dianhy‐
drides. Four dianhydrides, including TDA (R=-H), MTDA (R=-CH3), TTDA (R=-C(CH3)3) and
FTDA (R=-F) were synthesized by the Diels-Alder reactions of R-substituted-styrene com‐
pounds and maleic anhydride followed by the rearrangement reactions of the intermedi‐
ates. The yields are all higher than 70%. The styrene compounds were used as both of the
reactant and the solvent. In the literature, TDA has been synthesized from styrene and male‐
ic anhydride with a molar ratio of 2.1:1 [13]. Toluene and a flowing air (15 liters per hour)
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ter). In addition, this reaction is easily to expand to a large scale. A scale of kilograms per
batch has been successfully achieved in our lab.
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Figure 2. FT IR spectra of tetralin dianhydrides

Figure 2 shows the FT IR spectra of the dianhydrides, in which the characteristic bands of
carbonyl groups in the anhydride moiety were clearly observed at around 1863 and 1782
cm-1 for all of the compounds. In addition, the characteristic absorption of methyl group ap‐
peared at 2941 cm-1 for MTDA and TTDA. The 13C NMR and the two-dimensional 1H-13C
heteronuclear single-quantum coherence (HSQC) spectra of TTDA and FTDA are illustrated
in Figure 3, together with the assignments of the observed resonances. As depicted in Figure
3, 18 carbon signals are clearly revealed for TTDA and 15 signals for FTDA. The absorptions
of the protons cohered well with those of the corresponding carbon signals. This result is
consistent with their proposed structures. Interestingly, the two pairs of protons in methyl‐
ene groups (H3,3' and H6,6') for both of the dianhydrides exhibited individual absorptions in
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their 1H NMR spectra due to the slightly different chemical environments of the protons in
the dianhydrides. The protons in the aromatic ring (H13, H14, and H16) appeared at the lowest
field in the spectra. In addition, elemental analysis results also revealed the successful prep‐
aration of the target dianhydrides.

Figure 3. 1H-13C HSQC spectra of dianhydrides (a) TTDA; (b) FTDA.
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3.2. Polyimide synthesis

As shown in Scheme 2, three series, totally 9 species of PIs were designed and synthesized
from TDA (PI-1~PI-3), MTDA (PI-4~PI-6), FTDA (PI-7~PI-9) and aromatic diamines (MDA
and 16PDA) by a one-step, high temperature polycondensation procedure in m-cresol solu‐
tion at a temperature of 180 oC. Introduction of C16 long alkyl chain in the PI systems is
mainly to induce the alignment of LC molecules [14-16]. The reaction proceeded smoothly
during the polymerization, indicating good solubility of the reactants and the yielded PIs in
the solvents.
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Scheme 2. Synthesis of semi-alicyclic PIs

Table 1 presents the chemical formulations, inherent viscosities and molecular weights of
the obtained PIs. The utilization of high temperature polycondensation procedure in the
present work is mainly based on the fact that the two anhydride moiety in the substituted-
tetralin dianhydrides might exhibit different reactivities due to the asymmetrical molecular
structures of the monomers. High polymerization temperatures might eliminate the reactivi‐
ty differentia of the anhydride units so as to obtain the PI resins with higher molecular
weights. White or pale-yellow fibrous PI resins were obtained quantitatively, which had in‐
herent viscosities of 0.81~1.03 dL/g for TDA-PIs (PI-1~3), 0.76~1.04 dL/g for MTDA-PIs
(PI-4~6) and 0.69~0.97 dL/g for FTDA-PIs (PI-7~9), respectively (Table 1). These values indi‐
cate that the current PIs possess moderate to high molecular weights, which can be further
confirmed by the GPC measurements. As tabulated in Table 1, the average numerical (Mn)
and weight (Mw) molecular weights of the PI resins were higher than 17762 g/mol and 35356
g/mol, respectively. In addition, the PI resins exhibited a polydispersity index (Mw/Mn) low‐
er than 2.43. This indicates that the substituted-tetralin alicyclic dianhydrides exhibited
good reactivity in polymerization with aromatic diamines. Flexible and tough PI films were
obtained by casting their solutions in NMP followed by baking at elevated temperatures
from 80-220oC. All the films exhibited creasable nature and good tensile properties. For in‐
stance, PI-8 showed a tensile strength of 76 MPa, an elongation at break of 6.2%, and a ten‐
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Table 1 presents the chemical formulations, inherent viscosities and molecular weights of
the obtained PIs. The utilization of high temperature polycondensation procedure in the
present work is mainly based on the fact that the two anhydride moiety in the substituted-
tetralin dianhydrides might exhibit different reactivities due to the asymmetrical molecular
structures of the monomers. High polymerization temperatures might eliminate the reactivi‐
ty differentia of the anhydride units so as to obtain the PI resins with higher molecular
weights. White or pale-yellow fibrous PI resins were obtained quantitatively, which had in‐
herent viscosities of 0.81~1.03 dL/g for TDA-PIs (PI-1~3), 0.76~1.04 dL/g for MTDA-PIs
(PI-4~6) and 0.69~0.97 dL/g for FTDA-PIs (PI-7~9), respectively (Table 1). These values indi‐
cate that the current PIs possess moderate to high molecular weights, which can be further
confirmed by the GPC measurements. As tabulated in Table 1, the average numerical (Mn)
and weight (Mw) molecular weights of the PI resins were higher than 17762 g/mol and 35356
g/mol, respectively. In addition, the PI resins exhibited a polydispersity index (Mw/Mn) low‐
er than 2.43. This indicates that the substituted-tetralin alicyclic dianhydrides exhibited
good reactivity in polymerization with aromatic diamines. Flexible and tough PI films were
obtained by casting their solutions in NMP followed by baking at elevated temperatures
from 80-220oC. All the films exhibited creasable nature and good tensile properties. For in‐
stance, PI-8 showed a tensile strength of 76 MPa, an elongation at break of 6.2%, and a ten‐
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sile modulus of 2.2 GPa. Figure 4 presents the free-standing (left) and creased appearance of
PI-8 film at a thickness of 25 μm.

PI Dianhydride
Diamine (mol %) [η]inh*

(dL/g)

Molecular weight (g/mol)

MDA 16PDA Mn Mw Mw/Mn

PI-1

TDA

100 0 1.03 31,326 73,798 2.36

PI-2 90 10 0.90 22,319 53,387 2.39

PI-3 80 20 0.81 17,762 36,715 2.07

PI-4

MTDA

100 0 1.04 30,321 68,823 2.27

PI-5 90 10 0.94 25,319 61,528 2.43

PI-6 80 20 0.76 18,463 35,729 1.94

PI-7

FTDA

100 0 0.97 33,192 80,281 2.42

PI-8 90 10 0.88 27,834 57,339 2.06

PI-9 80 20 0.69 20,121 35,356 1.76

* [η]inh: inherent viscosity measured with a PI resin at a concentration of 0.5 g/dL in NMP at 25 oC.

Table 1. Inherent viscosities and molecular weights of the PIs

Figure 4. Appearance of PI-8 film (left) and resin (right)

Figure 5 illustrates the typical FT IR spectra of the PIs. It can be obviously observed that the
characteristic absorptions of imide moiety at 1778 and 1711 cm-1, due to the asymmetric and
symmetric carbonyl stretching vibrations of the imide groups, and the absorptions at 1383
cm-1 assigned to the C-N stretching vibration of the imide structure are observed in all of the
PIs. Typical 1H NMR spectra of PI-7 and PI-8 are shown in Figure 6. For both of the PIs, the
spectra are clearly divided into two parts. One part is the aliphatic, alicyclic and methylene
protons in the upfield region; the other part is the aromatic protons in dianhydride moiety
(H9, H10 and H11) and diamine moiety (H12 and H13) in the lowfield region. Similarly, the two
pairs of protons in methylene groups (H2,3 and H5,6) exhibited individual absorptions in the
spectra due to the different chemical environments of the protons in the polymers. For PI-8,
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the absorptions of C16 long alkyl chain protons are obviously observed at 0.83 ppm, 1.21
ppm, 1.89 ppm and 3.42 ppm, respectively, although some of the absorptions are overlap‐
ped by the absorptions of tetralin protons. In addition, the resonances observed at around
6.80 ppm (H15, H16 and H17) assigned to the absorptions of aromatic ring protons in 16PDA
moiety proved the successful preparation of the target polymer.

Figure 5. FT IR spectra of MTDA-PIs (PI-4~PI-6)

Figure 6. NMR spectra of PI-7 and PI-8
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ppm, 1.89 ppm and 3.42 ppm, respectively, although some of the absorptions are overlap‐
ped by the absorptions of tetralin protons. In addition, the resonances observed at around
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3.3. Solubility

The solubility of PIs is summarized in Table 2. All the PIs were easily soluble in polar aprot‐
ic solvents (NMP and DMAc), m-cresol, and γ-butyrolactone (GBL) at a concentration of 15
wt%. Among the PIs, those derived from MTDA (PI-4~PI-6) showed the best solubility due
to the synergic effects of bulky tetralin moiety and pendant methyl substituent in the dia‐
nhydride unit, and flexible alkyl side chains in the diamine unit. PI-5 and PI-6 were even
wholly soluble in dichloromethane at room temperature. In the same condition, the PIs de‐
rived from TDA or FTDA were only partially or not soluble in dichloromethane. The en‐
hancement of the solubility of MTDA-PIs can be attributed to the more loose packing of the
molecular chains induced by the substituents mentioned above.

PI
Solvent

NMP DMAc γ-BL BC m-cresol THF CH2Cl2

PI-1 ++ ++ ++ — ++ — —

PI-2 ++ ++ ++ — ++ — +

PI-3 ++ ++ ++ — ++ — +

PI-4 ++ ++ ++ — ++ — +

PI-5 ++ ++ ++ — ++ — ++

PI-6 ++ ++ ++ — ++ — ++

PI-7 ++ ++ ++ — ++ — —

PI-8 ++ ++ ++ — ++ — +

PI-9 ++ ++ ++ — ++ + +

* ++: Wholly soluble at room temperature; +: Partially soluble; －: Insoluble; NMP: N-methyl-2-pyrrolidinone; DMAc:
N,N-dimethylacetamide; GBL: γ-butyrolactone; BC: ethylene glycol monobutyl ether.

Table 2. Solubility of the PIs*

The effects of solid contents (Sc) on the viscosities (η) of the PIs were further investigated.
This investigation is very important for applications of the PIs as alignment layers for TFT-
LCDs because a proper Sc-η relationship for PI would be beneficial for its orientation to LC
molecules. Figure 7 illustrates the correlations between the absolute viscosities and solid
contents of PI-2, PI-5 and PI-8 solution in NMP. Although these three PIs were all soluble in
NMP, the η values of the solutions were quite different. For instance, at the same solid con‐
tent of 35 wt%, PI-2 had a η value of 26750 mPa.s, which was much lower than those of PI-5
(64440 mPa.s) and PI-8 (116000 mPa.s). Thus, in practical application, PI-2 is more suitable to
be utilized to develop a soluble PI solution with a high solid content and at the same time a
relatively low viscosity. However, for the applications as alignment layers for TFT-LCDs, in
which the solid content of the PIs are usually lower than 15 wt%, all of the PIs developed in
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this work might be suitable because they all exhibit a relatively low absolute viscosities at a
solid content of 15 wt% (PI-2: 150 mPa.s; PI-5: 200 mPa.s; PI-8: 160 mPa.s).

Figure 7. Viscosities as a function of solid contents for PI-2, PI-5 and PI-8 in NMP.

3.4. Thermal properties

The effects of asymmetrical R-substituted tetralin structure in the dianhydride units and the
C16 long alkyl side chains in the diamine moieties on the thermal stabilities of the PIs were
investigated by TGA and DSC measurements. Table 3 summarizes the thermal characteriza‐
tion of the polymers. Figure 8 depicts the thermogravimetry plots of PI films over a temper‐
ature range of 50 to 750 oC in nitrogen and PI-2 in nitrogen and in air. It can be seen from
Figure 8a that the current PIs possess good thermal stability with no significant weight loss
up to approximately 400 oC. After 400 oC, the PIs lose their original weight rapidly, leaving a
residual weight ratio in the range 1.8-32.7% at 600 oC. The 10% weight loss temperatures
(T10%) of the PIs are all higher than 410 oC in nitrogen. This implies that the incorporation of
aliphatic or alicyclic moiety in the PIs did not apparently sacrifice their thermal stability.
Among the series, FTDA-PIs (PI-7~PI-9) exhibited the best thermal stability, which might be
due to the higher bond energy of C-F compared to those of C-H (TDA) and C-C (MTDA). As
can be seen form Figure 8a that the PIs exhibited single-stage thermal decomposition behav‐
iors in nitrogen. However, they showed a two-stage thermal decomposition in air, as can be
depicted in Figure 8b. For example, PI-2 showed a first thermal decomposition at about 400
oC in air. When the temperature increased, a second thermal decomposition occurred at 580
oC. The first thermal decomposition might be due to the oxidative cleavage of the C16 long
alkyl side chains at elevated temperature and the second one was attributed to the decom‐
position of the residual molecular skeleton of PI-2. Although the thermal stability of the cur‐
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(T10%) of the PIs are all higher than 410 oC in nitrogen. This implies that the incorporation of
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rent PIs is lower than that of common aromatic PIs (usually with a T10% values >500 oC), it is
high enough for their applications in TFT-LCD fabrications.

PI Tg (oC) T5%(oC) T10% (oC) Rw600 (%)

PI-1 235 399 422 5.3

PI-2 257 420 436 1.8

PI-3 233 407 425 6.7

PI-4 244 412 434 13.3

PI-5 261 428 447 8.5

PI-6 252 396 414 16.0

PI-7 248 408 427 22.6

PI-8 270 428 441 24.2

PI-9 225 390 411 32.7

* Tg: glass transition temperature; T5%, T10%: temperatures at 5% and 10% weight loss, respectively; Rw600: residual
weight ratio at 600 oC in nitrogen.

Table 3. Thermal properties of PI films

Figure 8. TGA curves of PI films. (a) PI films in nitrogen; (b) PI-2 in nitrogen and in air

Glass transition temperatures (Tg) values were obtained from the second heating scans of PI
samples at a heating rate of 10 oC /min in nitrogen. The data were summarized in Table 3
and the typical DSC curves of FTDA-PIs are shown in Figure 9. All the PIs exhibit good ther‐
mal stabilities with the Tg values in the range of 233~270℃, depending on the rigidity of the
polymers. It is observed that for the same dianhydride, PI containing 10% molar ratio of
16PDA exhibited the highest Tg values. For example, PI-2, PI-5 and PI-8 showed Tg values of
257 oC, 261 oC and 270 oC, respectively, which were all the highest one among their series.
This indicates that introduction of 16PDA at a low proportion, such as 10%, can increase the

Optoelectronics - Advanced Materials and Devices282

Tgs of the PIs due to the rigid nature of meta-phenylenediamine skeleton in the diamine;
however, overloading of the diamine would conversely decrease the Tgs of the PIs due to the
flexible long alkyl chains and ether linkage in the diamine.

Figure 9. DSC curves of the FTDA-PI films (10 oC/min, in nitrogen)

PI λ (nm) T450 (%) a * b * L * Haze YI

PI-1 319 66.7 -2.80 17.46 92.06 2.50 29.32

PI-2 302 82.7 -1.74 7.84 94.31 5.85 13.39

PI-3 331 52.3 —** — — — —

PI-4 304 79.4 -2.76 12.02 93.76 1.86 19.90

PI-5 298 82.0 -2.05 10.10 94.11 2.03 17.07

PI-6 306 78.5 -3.63 21.98 92.42 1.69 35.76

PI-7 299 82.2 — — — — —

PI-8 297 84.3 -1.30 7.71 94.56 0.78 13.26

PI-9 303 81.4 — — — — —

* λ: cutoff wavelength; T450: transmittance at 450 nm; a*, b*, L*: see 2.2 measurement; ** ND: not detected.

Table 4. Optical transparency and yellow indices of PI films*

3.5. Optical properties

It has been well established in the literature that the optical transparency of aromatic PI
films can be efficiently improved by decreasing the formation of intra- and intermolecular
charge transfer complexes (CTC) in the PI chains [17, 18]. When elaborately designed, color‐
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and the typical DSC curves of FTDA-PIs are shown in Figure 9. All the PIs exhibit good ther‐
mal stabilities with the Tg values in the range of 233~270℃, depending on the rigidity of the
polymers. It is observed that for the same dianhydride, PI containing 10% molar ratio of
16PDA exhibited the highest Tg values. For example, PI-2, PI-5 and PI-8 showed Tg values of
257 oC, 261 oC and 270 oC, respectively, which were all the highest one among their series.
This indicates that introduction of 16PDA at a low proportion, such as 10%, can increase the
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Tgs of the PIs due to the rigid nature of meta-phenylenediamine skeleton in the diamine;
however, overloading of the diamine would conversely decrease the Tgs of the PIs due to the
flexible long alkyl chains and ether linkage in the diamine.

Figure 9. DSC curves of the FTDA-PI films (10 oC/min, in nitrogen)

PI λ (nm) T450 (%) a * b * L * Haze YI

PI-1 319 66.7 -2.80 17.46 92.06 2.50 29.32

PI-2 302 82.7 -1.74 7.84 94.31 5.85 13.39

PI-3 331 52.3 —** — — — —

PI-4 304 79.4 -2.76 12.02 93.76 1.86 19.90

PI-5 298 82.0 -2.05 10.10 94.11 2.03 17.07

PI-6 306 78.5 -3.63 21.98 92.42 1.69 35.76

PI-7 299 82.2 — — — — —

PI-8 297 84.3 -1.30 7.71 94.56 0.78 13.26

PI-9 303 81.4 — — — — —

* λ: cutoff wavelength; T450: transmittance at 450 nm; a*, b*, L*: see 2.2 measurement; ** ND: not detected.

Table 4. Optical transparency and yellow indices of PI films*

3.5. Optical properties

It has been well established in the literature that the optical transparency of aromatic PI
films can be efficiently improved by decreasing the formation of intra- and intermolecular
charge transfer complexes (CTC) in the PI chains [17, 18]. When elaborately designed, color‐
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less PI films can even be obtained [19-21]. Among various methodologies decreasing the
CTC formations, introduction of alicyclic moiety either in the dianhydride or in the diamine
moiety has been proven to be one of the most effective procedures.

In the present work, the tetralin-containing PI films were obtained as pale-yellow free-stand‐
ing films. The optical properties of the films are summarized in Table 4 and the UV-Vis
spectra of the MTDA-PI films are illustrated in Figure 10. The PI films showed good optical
transparency in the ultraviolet-visible light region with cutoff wavelengths lower than 300
nm. Some of the PI films, such as those derived from FTDA showed transmittances around
80% at 450 nm wavelength at a thickness of 10 μm. The good optical transparency of the PI
films, on one hand, is attributed to the asymmetrical and bulky alicyclic tetralin structure in
the dianhydride unit through steric hindrance. On the other hand, the high electronegativity
of fluoro substituents in the dianhydride moiety is also beneficial for improving the optical
transparency of the PI films by reducing the CTC formation.

The yellow index (YI) measurement results are shown in Table 4 and Figure 11. YI is usually
adopted as a criterion evaluating the color of a polymer film. This value describes the color
change of a film sample form clear or white toward yellow. Lower YI value usually indi‐
cates a weak coloration for a polymer film [22]. As shown in Table 5, PI-8 exhibited the low‐
est YI and Haze values compared with its analogs. This result correlated well with the
results measured by UV-Vis measurements.

In summary, this low-color feature for the current PI films is desirable for their application
as alignment layers for TFT-LCDs.

Figure 10. UV-Vis spectra of PI films derived from MTDA (PI-4~PI-6)
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Figure 11. Yellow indices of PI films

3.6. Application in TFT-LCD fabrication

In order to investigate the practical application of the newly-developed alicyclic PIs as align‐
ment layers for TFT-LCDs, a series of fringe field switching (FFS) mode [23, 24] liquid crys‐
tal cells (FFS-LCDs) were fabricated. PI-8 was chosen as the alignment layer due to its good
combined properties. Figure 12 illustrates the LC cells fabrication procedure form monomer
synthesis to devices.

Figure 12. LC cells fabrication procedure from monomer synthesis to devices

First, PI-8 resin was dissolved in a mixture solvent of NMP/GBL/BC (55/30/15, volume ra‐
tio) at a solid content of 6.0 wt%. BC (butyl cellosolve) was used in the mixed solvents as
a planarization agent so as to obtain a uniform PI coating. The obtained PI-8 solution was
purified by filtering through a 0.25 μm Teflon filter and had a viscosity of 55 mPa.s. The
purified PI-8 solution was spin-coated on an ITO glass substrate (10 cm×10 cm) at a rotat‐
ing speed of 3000 rpm. Then the ITO glasses with PI-8 coating were placed on a hot plate
at 80 oC for 30 min, followed by curing in a nitrogen oven at 230 oC for 1h. The thickness‐
es of PI-8 film was measured with a profilometer (Dektak XT, Bruker) and found to be
553.7 Å, as shown in Figure 13.
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Figure 13. Thickness of PI-8 alignment layer

The cured PI-8 film was then rubbed with a nylon cloth-packed rubbing roller using the fol‐
lowing parameters: radius of rubbing roller: 50 mm; rotation speed: 1000 rpm; pile impres‐
sion: 0.32 mm and stage speed: 30 mm/s. Then, the FFS-LCD cells were assembled by two
individual rubbed ITO glasses and the rubbing direction of the two glasses was anti-parallel
to each other. For the pretilt angle measurements, the cell thickness was controlled to be
about 50 μm by spraying spacers or glass fibers (50 μm) on PI-8 film surface; whereas for
VHR and RDC measurements, the thickness was about 6 μm. The fabricated LC cells were
sealed with a UV-curable epoxy sealant with two small filling holes left. LC molecules were
then filled into the filling holes between the ITO plates via capillary action. The rod like LC
molecules are thought to be oriented along the long alkyl chains pre-aligned by the rubbing
treatments [25], as illustrated in Figure 14.

Figure 14. Schematic diagram of LC alignment on PI surfaces

Table 5 tabulates the electrical properties of the fabricated LC cells. The LC cells exhibited an
average pretilt angle of 2.7°, which could meet the demands of the FFS-LCD applications.
Meanwhile, a VHR of 98.2% and a RDC of 230 mV were also obtained. This result indicated
that PI-8 alignment layer could endow the LC cells with a high VHR level; however, a few
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charge accumulations occurred in the LC cells. The RDC value of 230 mV is a bit higher than
the desired value (<100 mV) for FFS-LCD applications. It has been well established that a
high residual DC voltage value might result in an image sticking for the LCD devices [26].
Thus, the formulation and structural characteristics of PI-8 should be modified to reduce the
RDC values as low as possible. As we know, as compared to the pre-imidized PI alignment
agents, their precursors, poly(amic acid)s usually exhibited much lower RDC levels [27].
Thus, it might be a compromised procedure to combine the imidized PI-8 and its PAA solu‐
tion so as to achieve a balance of high VHR and low RDC levels for the TFT-LCDs. The de‐
tailed investigations are being performed in our laboratory.

LC cells mode Cell gap (μm) Pretilt angle (°)* VHR (%, 30 oC) RDC (mV, 30 oC)

FFS 5.6 2.7 98.2 230

* Measured with LC cells with 50 μm spacers.

Table 5. Electrical characterization of FFS-LCD cells

4. Conclusions

As one of our continuous endeavors developing low-cost and high performance PI align‐
ment layers for TFT-LCDs, a systematic experiment was performed from monomer design
and synthesis, PI preparation and characterization to final devices fabrication. First, several
novel semi-alicyclic dianhydrides containing substituted-tetralin moiety were synthesized
via a low-cost route with good yields. Then, a series of PIs were prepared from the dianhy‐
drides and aromatic diamines. The asymmetrical alicyclic structures in the dianhydride
units destroyed the regularity of the PI molecule chains; thus enhances their solubility in
common solvents. Meanwhile, this irregular packing of the PI chains is beneficial for the
penetration of UV and visible light. Thus, a good optical transparency is achieved in the
present PIs. Incorporation of the bulky alicyclic tetralin moiety in the dianhydride units did
not deteriorate their thermal stability. More importantly, the current PIs showed good orien‐
tating ability to LC molecules. The LC cells with PI-8 as the alignment layer exhibited good
optoelectrical properties.

Thus, the present semi-alicyclic PIs are considered to be promising alignment layers for
TFT-LCDs. Research on the applications of the PIs in large area TFT-LCD monitors are in
progress now.
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1. Introduction

In the last decades a high interest has been paid to the field of organic materials for electron‐
ic and optoelectronic devices as potential candidates for replacing the more expensive, ener‐
gy consumer and polluting technologies involved by inorganic semiconductor devices.

One of the most important advantages of the organic materials is the possibility to modify
and optimize their molecular structure using the advantages of the design at the molecular
level and the versatility of the synthetic chemistry with the purpose to tune their properties
and make them adequate for a well defined optic, electronic or optoelectronic application.

Organic light emitting diodes (OLED) are interesting for applications in the full-colour flat
panel displays and new generation of lighting source as an alternative to incandescent bulbs
and compact fluorescent lamps. The OLEDs based technology has a large area of applica‐
tions from small mobile phone displays to TV and monitors because they show two impor‐
tant advantages compared to the competitive liquid crystals based technology: high
brightness and wide viewing angle.

Since the discovery of luminescence in anthracene [1], the crucial moment in the develop‐
ment of the OLEDs technology was the realisation of the first organic bilayer structure able
to emit light at low applied voltages [2]. After that, different organic multilayer structures
have been tested to improve carrier injection, carrier transport and radiative recombination
with the purpose to increase the OLED efficiency and lifetime [3-5]. The performances of the
devices can be enhanced either by the selection of an adequate architecture, such as multi‐
layer structure or by doping, by controlled impurification of the organics.
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The research was focalised on different topics such as: effect of doping of the organic semi‐
conductor to increase the “transparency” of the energetic barrier to the injection of electron
from the contact [6], influence of the trapped and interfacial charges generated in multilayer
organic heterostructures on the properties of the device [7], charge tunnelling in multilayer
stack and at the interface between organic and anode [8], influence of the thickness and dop‐
ing of the emission layer on the properties of OLEDs [9], injection of the charge carriers from
the electrodes and their migration in correlation with different types of cathodes [10-13],
transport phenomena in organics [14; 15], stacked geometry for efficient double-sided emit‐
ting OLED [16], graded mixed layer as active layer to replace heterojunction in OLEDs [17].
The awarding in 2000 of the Nobel prize for researches in the field of conducting polymers
has stimulated the development of OLEDs based on polymeric materials, application em‐
phasised years before [18], opening the way of reducing the applied voltages (< 10 V) and
increasing the brightness and lifetime.

The development of the technologies in the field of the structures for optoelectronic applica‐
tions based on organic compounds is dependent of the development of fundamental and ap‐
plied knowledge of all the optical and electrical processes involved, because many
particularities of the organic solid state are not yet well known and understand. This is a re‐
al challenge because the number of the organic luminescent compounds is much larger than
the number of inorganic compounds and it is continuously increasing. To increase the quan‐
tum efficiency, lifetime and thermal stability of these devices requires the separate optimisa‐
tion of the generation, injection and transport of the charge carriers and their controlled
recombination in different layers. The electrical properties of the OLED are controlled by the
mobility of the charge carriers and the heights of the barriers [19], whereas the optical prop‐
erties by the refractive index mismatches at the glass/air and organic/ITO interfaces that
generate the trapping of a large fraction of the light by the mechanism of total internal re‐
flection into glass and ITO [20].

Therefore the organic materials must be designed and selected in such a way to show spe‐
cial properties to satisfy these requirements. Organic luminescent materials can be divided
considering their molecular structure and the macro scale organization. From the first point
of view there are low-molecular compounds characterised by the possibility of high purifi‐
cation, easy vacuum deposition, high quantum yield fluorescence and large variety and
high-molecular compounds (oligomers and polymers) characterised by mechanical strength,
flexibility and luminescence over various spectral regions from near UV to near IR but, by
small quantum yield of fluorescence. From the second point of view, macro scale organiza‐
tion, there are bulk crystalline organic and organic thin films and heterostructures to be
used in devices’ fabrication.

A special attention will be paid in this chapter to investigate the properties of bulk and thin
films organic compounds showing both good optical, including luminescent, and transport
properties for potential optoelectronic applications.
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2. Bulk aromatic derivatives for optoelectronic applications

Organic luminescent solids are attracting increasing interest in various field of application
from optoelectronics to photonics. The interest in studying organic crystals is justified by the
perspective to use these materials as a crystalline host matrix both for organic and inorganic
guests (dopants) for developing new classes of materials combining the advantageous prop‐
erties of both components host and guest. The organic matrix can assure an efficient fluores‐
cence mechanism, can assure simple methods for processing and can contribute to electrical
transport. On the other hand, the dopants could increase the charge carrier mobility and im‐
prove the emission properties and thermal stability of the organic.

Organic molecules containing electrons occupying nonlocalised molecular orbitals and
strongly conjugated systems such as aromatic compounds, dyes, show important lumines‐
cence in solid state. This radiative emission involves transitions inside very well shielded
systems of π-electrons. By light absorption, an electron is transferred to an antibonding π
orbital on the lowest singlet excited state with a lifetime of 10-6-10-9 s, from which it decays
by fluorescence emission.

The perspective to tailor the specific physical properties of a molecular solid by guest parti‐
cles (dopant) embedded in the crystalline organic matrix is very attractive, but not so acces‐
sible because some complications can appear both from the crystalline structure and/or
dopant sites.

Special research has been devoted to the growth of organic crystals doped with rare earth
metallic ions to prepare materials for luminescent and laser applications and benzil doped
with Cd2+. The properties of the host/guest systems based on organic crystals depend on the
crystalline perfection and chemical defects.

Growth of large and structural good organic crystals at good ratio cost/properties is very im‐
portant for theoretical understanding of the phenomena taking place in organic solid state
and development of new organic-organic, organic-inorganic materials for a target applica‐
tion. The main limitations in large-scale using of aromatic derivatives as crystalline matrix
are correlated with the requirements for crystals growth, which involves identification of
particularised solutions to overpass the low melting point, supercooling and low thermal
conductivity of organic compounds.

Substituted aromatic molecules are a class of organic materials containing weakly coupled,
strongly polarisable delocalised π electrons. Concerning the bulk organic crystals, our inter‐
est was focalised on aromatic derivatives that contain one and two aromatic rings and sub‐
stituent groups which disturb the symmetry of the π-electrons cloud, such as meta-
dinitrobenzene (m-DNB)/ C6H4N2O4 and benzil/ C6H5-CO-CO-C6H5, characterised by large
transparency domain and good fluorescence emission.
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Figure 1. Benzil (a) and m-DNB (b) molecular structure [21].

Benzil with the molecular structure presented in Figure 1a is an uniaxial crystal that belongs
to the space-group D3

4 or D3
6 and it is known as “organic quartz” being isomorphic with α

quartz. By similarity of the microstructures developed in quartz through the diffusion of
metal atoms could be of great interest to study benzil as matrix for composite materials and
the effect of dopant atoms on the matrix properties.

Meta-dinitrobenzene with the molecular structure presented in Figure 1b is a negative biax‐
ial crystal that belongs to the point group symmetry mm2 and space group Pbn21.

We have developed some investigations on the effect of dopant on the emission properties
(shape of the spectra, position of the peaks) of the solid-state aromatic compounds by compar‐
ison with the emission properties of the pure organic matrix. We have also evidenced the
differences between the influence of the inorganic dopant (iodine, sodium, silver) and/or
organic dopant (m-DNB, naphthalene) on the luminescence of bulk m-DNB and benzil samples.

2.1. Aromatic derivatives crystal growth

The source materials used in crystal growth must be of high purity and the purification of
organic compounds is a very long process. m-DNB was purified by three methods: chemical
purification, vacuum distillation and two steps directional freezing in a horizontal configu‐
ration: length of the melted zone=2-3 cm, average travelling speed=2.5 cm/h [22; 23].

Some factors have contributed in the selection of Bridgman-Stockbarger method in vertical
configuration to grow m-DNB crystals: low melting point, low vapour pressure and no decom‐
position at the melting temperature. The supercooling tendency of the organic compound was
counteracted in a special design system with two zones (a hot zone: 110-115 °C generated in a
furnace that assures the melting of the charge and a cold zone: 50 °C generated by a thermo‐
stat) characterised by a steeper thermal gradient at the growth interface created by an oil bath.
It is very important to correctly positioning the growth interface compared to the interface air/
oil. To allow the dissipation of the high melting heat in the organic material characterised by
low thermal conductivity, the ampoule containing the crucible sealed under vacuum is moved
slowly in the thermal field. The Teflon dismantle or undismantle crucible containing the organic
compound powder has a special bottom configuration (a capillary tube with a diameter of 1
mm) to generate the nucleation and to favour the selection of the growth direction. Details
about the experimental configuration are given in Figure 2.
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Figure 2. Experimental set-up for the growth of m-DNB crystals and the corresponding thermal profile [23].

The two parameters, thermal gradient at the melt-crystal interface of 4.5-5 °C/cm; 8.5-9 °C/
cm and average moving speed of the ampoule in the furnace of 1-1.5 mm/h; 1 mm/h are
very important for the crystal  growth process because are determining the shape of  the
solid-liquid interface and position of the growth interface with effect on the properties of
the crystals.

A similar configuration, presented in Figure 3 has been used for the growth of the benzil
crystals. Some differences result from the fact that benzil is characterised by a weaker adhe‐
sion to the quartz wall than m-DNB (the use of a Teflon crucible being not necessary in this
case) and from the necessity to assure the control of the nucleation and solidification proc‐
esses in a configuration without crucible by the use of a conical shape of the ampoule tip
with a narrower zone [24].
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Figure 3. Experimental set-up for the growth of benzil crystals and the corresponding thermal profile [24].

A very important parameter in the process of crystals growth is the temperature, which has
two counteracting actions:

1. low thermal gradients at the growth interface are necessary to prevent the generation
of mechanical defects, favoured by the accumulation of tensions inside the crystal, like
cracks;

2. steep gradients are necessary at the same growth interface to counteract the supercool‐
ing effect and the tendency to a facetted growth morphology [24; 25].

In general, the organic compounds are characterised by a low thermal conductivity in solid
phase and high values of the solidification enthalpies that must be liberated during the crys‐
tallization process. In the system matrix/solvent can be developed many flow cells leading
to non-uniform distribution of the dopant in the matrix. Constitutional supercooling charac‐
terises the doped organic melt because the freezing front rejects the particles of dopant,
which can accumulate in front of the moving solid-liquid interface, the equilibrium freezing
temperature of the adjacent liquid is above the actual temperature and the gradient of the
equilibrium temperature is:

eT C mD = D × (1)
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where ΔC=concentration gradient at interface; m=slope of the liquidus curve. ΔCm >0by con‐
vention, and for molecules rejected at the interface, that decrease the melting temperature,
m<0 [26].

The problem of the growth interface stability is very important because the growth interface
has effect on the quality of the obtained crystals. Our benzil/dopant system was analysed us‐
ing the Mullin-Sekerka criterion [26-29], that fixes the limits of the stable growth and the
conditions necessary to initiate instabilities in the growth system, and is defined by the fol‐
lowing relation:

( )( )
( ) ( )

1m f m s

m s

V H k k T
k k T C m
r× ×D - - -D

³
+ × D + D ×

(2)

where V=ampoule moving speed; ρn=melted benzil density; km=melted benzil thermal con‐
ductivity; ks=thermal conductivity of benzil crystal; ΔfH=solidification enthalpy; ΔT=thermal
gradient; ΔC=concentration gradient at the growth interface; m=slope of the liquidus curve.
For the growth of pure benzil crystals the stability condition became:

10.0727 0.4382C m V TD × £ × - ×D (3)

with ΔT<0 (Tfinal<Tinitial in the solidification process).

In benzil/dopant system for the given experimental conditions, the stable and unstable
growth zones were delimited by the curves ΔC ⋅m = f (|ΔT | ) when V=constant or by the
curves ΔC ⋅m = f (V ) for |ΔT |=constant. In the first case, as can be seen in Figure 4, at high
concentration gradients (ΔC) the system moves through the unstable growth zone situated
above the curve given by equation (3). For a given thermal gradient at the growth interface
small variations in the interface moving speed have no significant influence on the area of
the stable growth zone. The main consequences refer to an increase in the morphological in‐
stabilities and in crystal’s homogeneity. In the second case presented in Figure 5, the area of
the stable growth zone increases with the increase of the thermal gradient for a given mov‐
ing speed of the growth interface, the system remaining in the stable growth zone even for
high concentration gradients at the interface.

For benzil crystals km>ks and as consequence the interface is more stable because the term
(km −ks) ⋅ΔT

(km + ks) in equation (2) assures a large range of values situated in the stable

growth zone.
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(km + ks) in equation (2) assures a large range of values situated in the stable

growth zone.

Aromatic Derivatives Based Materials for Optoelectronic Applications
http://dx.doi.org/10.5772/51675

297



Figure 4. Stable (bellow the curves) and unstable (above the curves) growth zones for the system benzil/dopant in
Bridgman-Stockbarger configuration delimited by the curves:ΔC ⋅m = f ( |ΔT | ), V=constant [24].

These considerations are very important in choosing the parameters for a stable growth gen‐
erating homogeneous crystals. All the studied systems based on pure and doped benzil and
m-DNB matrices are similar from the point of view of the solidus-liquidus interface stability
criterion because the ratios |ΔT | / V are comparable [26; 24].

Figure 5. Stable (bellow the curves) and unstable (above the curves) growth zones for the system benzil/dopant in
Bridgman-Stockbarger configuration delimited by the curves:ΔC ⋅m = f (V ), |ΔT | = constant[24].
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The same parameters, thermal field and the interface moving speed are important in the en‐
gulfment or rejection of the dopant particles in the crystallisation front. Compositional varia‐
tions and growth micrononhomogeneities (named striations) appear because of the layer
situated in front of the interface, which is enriched in foreign particles by rejection. The fac‐
tor which influences the incorporation of the dopant atoms/molecules in the matrix are: the
shape, volume and intermolecular bonds of the dopants’ molecules. A free space around 2.9
Ǻ has been evaluated considering the molecular structure and the geometry for both benzil
and m-DNB [24]. The diameter of the dopant atoms favours the incorporation in interstitial
positions and the incorporation is facilitated by the local deformation of the organic lattice
characterised by weak Van der Waals forces [25; 24].

Sodium atoms could be incorporated interstitially with difficulty because the atomic diame‐
ter is greater than the diameter of the free space in benzil solid state, while silver and iodine
with a diameter smaller than the free space could be easily interstitially incorporated. In the
case of metals characterised by a high first ionisation enthalpy is sustained the generation of
clusters, which can create difficulties in atoms incorporation (like iodine or silver).

For sodium atoms the situation is a little bit more complicated because of the high reactivity
of sodium [25]. The interaction between the organic molecules and the alkali and alkali-
earth metal atoms is determined by a chemical reaction leading to an organometallic com‐
plex or a charge transfer generating anion-cation pairs. The first situation is characterised by
a very low probability because the hydrogen in benzil has not a very strong acid character to
be directly substituted by alkali metal atoms and the crystal growth in closed sealed systems
under vacuum reduces the possibility of sodium oxides formation. The charge transfer in so‐
dium doped benzil crystals is caused by a nonbonding Van der Waals force present in all the
organics and a dative bonding force corresponding to the situation in which two Na donor
atoms could give each the outer 3s electron to two oxygen atoms from the carbonyl acceptor
group in benzil. Because the ionisation energy for most alkali metal atoms is low (around
4-6 eV) the electron transfer from Na-guest to benzil-host is allowed without the formation
of a covalent bound [25].

In  the  case  of  an  organic  dopant  the  situation  is  completely  different  and  depends  on
the matrix.  Because the organic molecules are big and can accommodate in the host lat‐
tice only substitutionally and not interstitially and must respect the condition for solubil‐
ity  in  solid  phase  and the  criterion for  the  geometrical  similarity  between the  molecule
of  the  dopant  and  matrix  [30;  31].  If  there  are  geometrical  differences,  the  substitution
is  less  probable and the microinclusions of  dopant  can generate  distortion of  the lattice
and cracks.

The geometrical  similarity is  measured by the overlapping factor represented by the ra‐
tio between the unoverlapped and overlapped volume of the matrix and dopant [32]. This
introduces a limitation of the doping level which can be allowed by each host/guest sys‐
tem. The volume of m-DNB, benzil and naphthalene molecules have been estimated sup‐
posing a spherical shape of the molecule and taking into account the length of the chemical
bounds.  Because  the  calculated  unoccupied  volume  is  much  greater  than  the  occupied
volume, the possibility for m-DNB to replace benzil molecule and be included substitution‐
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ally  in  the  lattice  is  very  small.  The  m-DNB  molecules,  which  are  not  completely  dis‐
solved in benzil,  segregate and generate microinclusions that favour the light scattering.
The smaller geometrical differences between benzil and naphthalene generate weaker seg‐
regation effect.

2.2. Optical properties of bulk aromatic derivatives

The segregation effect of the dopant was investigated experimentally by UV-VIS measure‐
ments. The transmission of benzil doped with m-DNB sample is lower than the transmission
of benzil doped with naphthalene sample (for the same thickness ~2 mm) as can be seen in
Figure 6, suggesting a stronger segregation of m-DNB than naphthalene in benzil matrix.
The segregation of iodine in benzil matrix with effect on the homogeneity, reflected in UV-
VIS spectra, is stronger in the presence of another dopant (naphthalene or m-DNB) and less
significant in the absence of any other organic dopant as presented in Figure 7.

Figure 6. The effect of dopant on the UV-VIS transmission spectra of benzil matrix [24].

UV-VIS absorption spectra of pure benzil and benzil doped with Ag or Na, presented in
Figure 8, Figure 9 and Figure 10, have specific shapes characterised by a narrow peaks struc‐
ture at wavelength < 450 nm.
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Figure 7. The effect of dopant on the UV-VIS transmission spectra of m-DNB matrix [24].

The UV-VIS spectrum of pure benzil, presented in Figure 8, preserves the pattern by doping
with Ag, which is not interacting with benzil molecules. As result, the fundamental absorp‐
tion edge is not affected and preserves the narrow peaks structure. The peak situated
around 380 nm is correlated with some particularities of the benzil molecular configuration
and is attributed to the absorption on the dicarbonyl groups [33; 21].

Figure 8. Comparison between the absorption spectra in bulk samples of pure benzil and benzil doped with Ag [25].
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Figure 9. Comparison between the absorption spectra in bulk samples of pure benzil and benzil doped with Na [25].

At the contrary, doping with Na has introduced important changes in the shape of the funda‐

mental absorption edge in benzil, as can be observed in Figure 9, a large structured band

replacing the narrow peaks. This can be explained by the light scattering on the nonhomoge‐

neities of the doped benzil or by changes in the forces acting between the host and guest [25].

Figure 10. Absorption spectra of bulk pure and Na doped benzil matrix. Detail between 375 nm and 435 nm [25].
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From the transmission data near the fundamental absorption edge processed using a linear-
power model characterised by a formula obtained by superimposing a linear function and a
power function [25]:

( )d

ga b E c mEa = + - + (4)

or

( )d

ga b c ma l l= + - + (5)

where: α=absorption coefficient; c=band gap energy, Eg, or edge of the fundamental absorp‐
tion, λg, respectively, d=coefficient that depends on the light absorption mechanism and (a
+mE) or (a+mλ) respectively, define all the other parasitical processes, including scattering
of light on the nonhomogeneities of the sample and affecting the band to band absorption
mechanism.

The light absorption process is characterised by the optical band gap, which in benzil has
been evaluated at Eg=2.65 eV, emphasising the wide band gap semiconductor character of
crystalline benzil. The narrowing of the optical band gap by introducing energetic levels in
the band gap in pure crystal can be a consequence of physical defects or controlled doping
that can generate chemical or structural defects.

Figure 11. Fitting of the experimental data for bulk samples of pure and Na doped benzil [25].
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As can be seen in Figure 11, the narrowing in the optical band gap is correlated with the
presence of physical defects because the large radius metal atoms disturb the organic lattice
and the effect of the dopant is hidden by the structural imperfections [25]. The impurities
migrate and concentrate at these defects, such as grain boundaries, twins, dislocations.

For benzil doped with Ag presented in Figure 12, the situation is different and the optical
absorption involves energetic levels from the band gap associated with the generation of
cluster, as a consequence of the high first ionisation energy and weak reactivity of Ag.

Figure 12. Fitting of the experimental data for bulk samples of pure and Ag doped benzil [25].

At excitation with λ=335 nm, the bulk sample of m-DNB shows a high, broad emission peak
presented in Figure 13 [34], which correlated is with the radiative decays from the first excit‐
ed energetic level, peak situated at 2.85 eV with a shoulder at 2.95 eV generated probably by
the radiative decay from another vibrational level of the same excited energetic level.

A modification of the spectrum could be evidenced when m-DNB is doped with iodine,
the position of the emission slightly moving through shorter wavelengths, the difference
between the peak and shoulder being attenuated by the increase of the iodine concentra‐
tion from 1 wt % to 2 wt %. The blue shift of the emission peak can be associated with the
migration and trapping of the exciton on the defect zones characterised by slightly high‐
er energy compared to m-DNB without defects. Despite the strong interaction between the
molecules, the energy of the level associated to the defect still remains under the energy
of the exciton level.

The peak situated at 2.8 eV evidenced both in pure and doped m-DNB can be obtained by a
radiative decay from the lowest excited triplet state to the ground state. This forbidden tran‐
sition became possible by the relaxation of the selection rule in m-DNB under the effect of
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the vibrational interactions. The triplet state can be reached by a radiationless “intersystem
crossing” process from the excited singlet state.

Figure 13. Luminescence spectra of m-DNB crystals: (1) pure m-DNB; (2) m-DNB doped with 1 wt % iodine; (3) m-DNB
doped with 2 wt % iodine [34].

The m-DNB molecules contain oxygen atoms with lone electrons pairs which can be pro‐
moted to an unoccupied π orbital and give rise to a (n, π*) singlet excite state and a triplet
excited state, with an energy lower than the energy of usual (π, π*) state. The (n,n*)state in
m-DNB is the lowest excited singlet state that favours the radiationless processes as “inter‐
system crossing” or “internal conversion” to a lower excited energetic level. The (n, π*) tran‐
sition in m-DNB is confirmed by the small value of the “singlet-triplet” splitting evaluated
from the correlation of absorption and emission data [34].
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moted to an unoccupied π orbital and give rise to a (n, π*) singlet excite state and a triplet
excited state, with an energy lower than the energy of usual (π, π*) state. The (n,n*)state in
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Figure 14. Luminescence spectra of benzil crystals: (1) pure benzil; (2) benzil doped with 1 wt % iodine; (3) benzil
doped with 2 wt % iodine [34].

The luminescence spectra of pure benzil presented in Figure 14, shows an emission peak sit‐

uated at 2.37 eV generated by the lone electron pairs of oxygen atoms in carbonyl groups

emitting only from planar configuration, on which are localized the emission transition in‐

volving (n, π*) states.

Figure 15. Luminescence spectra of benzil crystals: (1) pure benzil; (2) benzil doped with Ag (2.4 wt %); (3) benzil dop‐
ed with Na (1 wt %) [34].
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The doping with other metallic impurities such as silver (2.4 wt%) or Na ( 1 wt %) has not
modified the sharp peak situated at 2.37 eV, which is present in pure benzil, as it is emphas‐
ised in Figure 15, and this peak could not be correlated with an exciton trapping mechanism
[34]. The peak at 2.37 eV could be generated by the radiative decay from the excited triplet
state (T1) to the ground state (S0), which is a transition forbidden for separated molecules be‐
coming allowed through the vibrational interactions when the molecules are coupled in the
solid state, in a crystalline lattice [23; 35; 36].

In Figure 16 is presented the spectrum of benzil doped with m-DNB. The benzene deriva‐
tive, m-DNB, is active itself and has a direct action on the benzil matrix. The peak assigned
to m-DNB is situated at 2.97 eV in the high-energy range of the emission spectrum. The pref‐
erential excitation of m-DNB molecule can be explained by the lower position of the excited
singlet state (2.9 eV) in m-DNB compared to benzil (3.25 eV). At the contrary, naphthalene
has not any significant influence on the emission spectrum of benzil presented in Figure 17,
because the first singlet excited state in naphthalene is situated at ~ 3.84 eV and the triplet
state at ~ 2.64 eV higher than the corresponding energetic levels in benzil (3.25 eV and 2.3 eV
respectively). Therefore the peak observed in the emission spectrum of naphthalene doped
benzil is obtained by the radiative deexcitation of benzil matrix.

Figure 16. Luminescence spectra of benzil crystals: (1) pure benzil; (2) m-DNB doped benzil (3 wt %) [34].

As can be seen from Figure 17, the simultaneous doping with naphthalene and iodine has
no significant effect on shape of the emission spectrum of benzil.
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Figure 17. Luminescence spectra of benzil crystals: (1) pure benzil; (2) benzil doped with naphthalene (1.5 wt %); (3)
benzil doped with naphthalene (1 wt %) and iodine (1 wt %) [34].

3. Aromatic derivatives thin films for optoelectronic applications

The major problems for large-scale application of crystalline matrices from these aromatic
derivatives materials are associated with the difficulties to grow (low melting point, super‐
cooling, and low thermal conductivity), process (weak mechanical properties determined by
weak bonding forces between molecules) and doping organic crystals to assure an homoge‐
neous distribution of the guest atoms.

Crystalline organic films are preferred in a variety of applications because of the complexity
of the processes involved and long time necessary to grow bulk organic crystals. The use of
thin films is more promising because represents an optimum between the cost of manufac‐
turing and properties of interest for special and oriented applications.

Investigation of the properties of organic thin films is a very important aim because these
films are components of the organic heterostructures as fundamental elements of any organ‐
ic devices. It is also necessary to investigate the properties of heterostructures because the
junction between two different semiconductors (organic/organic; organic/inorganic) or be‐
tween a metal and a semiconductor (metal/organic) is the key building block of any modern
electronic, photovoltaic and optoelectronic devices. Heterojunction technology has known a
continuous development from the first heterojunction transistor, realized by Bardeen in 1948
at Bell Laboratory [37], to p-n junction transistor, realized by Schockley in 1949 [38], and to
nowadays devices based on multilayer heterostructures.

The organic compounds which have been investigated as components of organic compound
based heterostructures are:
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a. 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA);

b. Zinc phthalocyanine (ZnPc);

c. tris(8-hydroxyquinoline) aluminium (Alq3) and

d. 5, 10, 15,20-yetra(4-pyrydil)21H, 23H-porphyne (TPyP).

PTCDA is known as having p type conduction while Alq3 and TPyP are characterized by n
type conduction. They molecular structure is given in Figure 18.

ZnPc is an electron donor forming highly ordered layer, with a broad transmission window
in visible region of the spectrum [39].

In PTCDA, an electron acceptor, the interaction between the π-electrons systems is favored
by the planar molecule and the perpendicular stacks of molecular planes [40], which deter‐
mine a quasi-one-dimensional molecular crystal structure [41].

Alq3 shows different stereoisomers (median, facial) determined by the mutual orientation of
the ligands of hydroxyquinoline, which show different symmetries and as consequence dif‐
ferent properties [42; 43].

Figure 18. PTCDA (a), ZnPc (b), Alq3 (c) and TPyP (d) molecular structure.

TPyP is a non-metallic porphyrin with an increased electron affinity obtained by the substi‐
tution of phenyl group by pyridyl group determining the n type conduction. The basic
structure of porphyrin consists in four pyrrolic entities linked by four unsaturated methane
bridges with a skeleton showing an extended π-electrons system assuring a large spectral
range for light absorption [44].
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Figure 17. Luminescence spectra of benzil crystals: (1) pure benzil; (2) benzil doped with naphthalene (1.5 wt %); (3)
benzil doped with naphthalene (1 wt %) and iodine (1 wt %) [34].
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weak bonding forces between molecules) and doping organic crystals to assure an homoge‐
neous distribution of the guest atoms.

Crystalline organic films are preferred in a variety of applications because of the complexity
of the processes involved and long time necessary to grow bulk organic crystals. The use of
thin films is more promising because represents an optimum between the cost of manufac‐
turing and properties of interest for special and oriented applications.

Investigation of the properties of organic thin films is a very important aim because these
films are components of the organic heterostructures as fundamental elements of any organ‐
ic devices. It is also necessary to investigate the properties of heterostructures because the
junction between two different semiconductors (organic/organic; organic/inorganic) or be‐
tween a metal and a semiconductor (metal/organic) is the key building block of any modern
electronic, photovoltaic and optoelectronic devices. Heterojunction technology has known a
continuous development from the first heterojunction transistor, realized by Bardeen in 1948
at Bell Laboratory [37], to p-n junction transistor, realized by Schockley in 1949 [38], and to
nowadays devices based on multilayer heterostructures.

The organic compounds which have been investigated as components of organic compound
based heterostructures are:
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a. 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA);

b. Zinc phthalocyanine (ZnPc);

c. tris(8-hydroxyquinoline) aluminium (Alq3) and

d. 5, 10, 15,20-yetra(4-pyrydil)21H, 23H-porphyne (TPyP).

PTCDA is known as having p type conduction while Alq3 and TPyP are characterized by n
type conduction. They molecular structure is given in Figure 18.

ZnPc is an electron donor forming highly ordered layer, with a broad transmission window
in visible region of the spectrum [39].

In PTCDA, an electron acceptor, the interaction between the π-electrons systems is favored
by the planar molecule and the perpendicular stacks of molecular planes [40], which deter‐
mine a quasi-one-dimensional molecular crystal structure [41].

Alq3 shows different stereoisomers (median, facial) determined by the mutual orientation of
the ligands of hydroxyquinoline, which show different symmetries and as consequence dif‐
ferent properties [42; 43].

Figure 18. PTCDA (a), ZnPc (b), Alq3 (c) and TPyP (d) molecular structure.

TPyP is a non-metallic porphyrin with an increased electron affinity obtained by the substi‐
tution of phenyl group by pyridyl group determining the n type conduction. The basic
structure of porphyrin consists in four pyrrolic entities linked by four unsaturated methane
bridges with a skeleton showing an extended π-electrons system assuring a large spectral
range for light absorption [44].
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3.1. Preparation of the aromatic derivatives thin films

3.1.1. Aromatic derivatives thin films preparation by directional solidification process

It is not very easy to obtain organic thin films because of the same difficulties which affect
the preparation of organic crystals and the quality of the organic layer is strongly influenced
by the method, which have been selected to grow the film. For example there is a high con‐
centration of structural defects in the benzil thin films which have been grown by a rapid
directional solidification process, characterised by a non rigourous control of the thermal re‐
gime compared to the crystal growth process and these defects have caused the red shift of
the emission peak. It is very difficult to grow, by vacuum evaporation, thin films of organic
compounds characterized by a melting point Tm<100 °C (including benzil and m-DNB) be‐
cause the heating of the substrate during the evaporation process can favor a strong desorp‐
tion of the organic molecules from the substrate. By the directional solidification process
could be prepared organic thin films between two substrates, like quartz or glass substrates,
during a rapid thermal solidification characterized by a temperature gradient for solidifica‐
tion, ΔT>50 °C, necessary to counteract the supercooling phenomenon [45]. Crystalline frag‐
ments from organic ingots of pure and doped m-DNB (Tm=89.9 oC) or benzil (Tm=95 oC),
grown by Bridgman-Stockbarger method presented in paragraph 2.1, have been melted be‐
tween the substrates by the hot plate technique and after that rapidly frozen by the cold
plate technique obtaining films with a columnar structure with large dendrites branches in
the plane of the film determined by the low thermal conductivity and anisotropy of these
organic compounds. The thickness of the films has been evaluated (using the density in sol‐
id state) from geometrical considerations presuming that the total volume of the substance
didn’t change during the melting-solidification cycles.

3.1.2. Aromatic derivatives thin films and heterostructures preparation by vacuum evaporation

Thin films of PTCDA, Alq3 and TPyP have been prepared by vacuum evaporation and dep‐
osition on different substrates (glass/ITO, quartz, Si), which have been cleaned in acetone
(glass/ITO, quartz) and with acetone, hydrofluoric acid and distillate water (Si).

Stable, homogeneous organic films, with good adhesion to the substrates have been pre‐
pared, by the evaporation of the organic powder contained in the quartz crucible heated by
a self-sustaining kanthal winding, in an Alcatel system with turbo molecular pump [40; 46].
During the deposition with a duration between 10-15 min, the temperature was measured
by a thermocouple situated at the bottom of the crucible and varied between 220-240 oC for
PTCDA [40], 150-160 oC for Alq3 [40] and 175-185 oC for TPyP [46].

3.1.3. Aromatic derivatives thin films an heterostructures preparation by MAPLE

A special type of Pulsed laser Deposition (PLD) technique, Matrix Assisted Pulsed Laser
Evaporation (MAPLE), has been used for the deposition of small molecule organic films
(PTCDA, ZnPc, Alq3). This technique involves the ablation of a target formed by the frozen
solution of the organic compound in a high molecular weight and strong laser wavelength
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absorbing solvent, like dimethylsulphoxide (DMSO) or chloroform. Deposition was realized
with a KrF* laser, Coherent ComplexPro 205 characterised by λ=248 nm, τFWHM~25 ns, repeti‐
tion rate=10 Hz [47]. The incident laser energy absorbed by the solvent molecules is convert‐
ed into thermal energy determining the heating and simultaneous evaporation of the two
components. The solvent molecules are pumped away by the vacuum pump that maintains
a pressure of 10-2-10-1 mbar in the deposition chamber, while the less volatile molecules of
the organic compound deposit on the substrate maintained at room temperature. The low
value fluence varied between 160 mJ/cm2 and 430 mJ/cm2 to avoid the deterioration of the
organic molecule and the number of pulses between 10000 and 120000, with effect on the
films’ thickness (40 nm-150 nm), which has been evaluated by ellipsometry.

3.2. Optical properties of aromatic derivatives thin films

The absorption spectrum of m-DNB, presented in Figure 20, which is similar to a classical
semiconductor, could be correlated with the strong interactions between the polar molecules
and with the partial superposition of the π-electrons clouds from neighbour molecules gen‐
erating narrower valence and conduction bands. This spectrum is different from that of ben‐
zil presented in Figure 19, which is characterized by a two edges of the fundamental
absorption, with a subband light absorption peak situated at 380 nm, attributed to absorp‐
tion by dicarbonyl groups, strongly interacting in the solid state and producing the split of
the energetic level (n, π*).

Figure 19. Absorption spectra of benzil film grown between two quartz plates [45].
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absorbing solvent, like dimethylsulphoxide (DMSO) or chloroform. Deposition was realized
with a KrF* laser, Coherent ComplexPro 205 characterised by λ=248 nm, τFWHM~25 ns, repeti‐
tion rate=10 Hz [47]. The incident laser energy absorbed by the solvent molecules is convert‐
ed into thermal energy determining the heating and simultaneous evaporation of the two
components. The solvent molecules are pumped away by the vacuum pump that maintains
a pressure of 10-2-10-1 mbar in the deposition chamber, while the less volatile molecules of
the organic compound deposit on the substrate maintained at room temperature. The low
value fluence varied between 160 mJ/cm2 and 430 mJ/cm2 to avoid the deterioration of the
organic molecule and the number of pulses between 10000 and 120000, with effect on the
films’ thickness (40 nm-150 nm), which has been evaluated by ellipsometry.

3.2. Optical properties of aromatic derivatives thin films

The absorption spectrum of m-DNB, presented in Figure 20, which is similar to a classical
semiconductor, could be correlated with the strong interactions between the polar molecules
and with the partial superposition of the π-electrons clouds from neighbour molecules gen‐
erating narrower valence and conduction bands. This spectrum is different from that of ben‐
zil presented in Figure 19, which is characterized by a two edges of the fundamental
absorption, with a subband light absorption peak situated at 380 nm, attributed to absorp‐
tion by dicarbonyl groups, strongly interacting in the solid state and producing the split of
the energetic level (n, π*).

Figure 19. Absorption spectra of benzil film grown between two quartz plates [45].
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Figure 20. Absorption spectra of m-DNB film grown between two quartz plates [45].

From Figure 21 it can be emphasized that the shape of the fundamental absorption edge is
not affected by the presence of impurities. No important changes have been evidenced at the
absorption edge characterized by a lower energetic threshold. But the absorption at the edge
characterized by the higher energetic threshold is attenuated in benzil doped with m-DNB
or sodium compare to pure benzil because of the light scattering process on the nonhomoge‐
neities of the films. This effect is stronger in benzil doped with Na because it is not com‐
pletely dissolved, segregates and generates microinclusions as a distinct phase.

Figure 21. Comparative absorption spectra of: pure benzil (a); benzil doped with m-DNB (3 wt %) (b); benzil doped
with Na (6 wt %) (c): grown between two quartz plates [45].
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The effect of the impurities on the shape and position of the absorption peak in benzil situat‐

ed at 3.25 eV and assigned to dicarbonyl group absorption is not important and no other ab‐

sorption peaks have been evidenced in the longer wavelength range to sustain the trapping

of the excitation energy by theses impurities. Therefore we can conclude that the energetic

levels of these impurities are not significantly lower than the lowest energetic level which

characterizes the crystalline assembly [21].

Figure 22. Fitting of the experimental data for pure m-DNB film [45].

Figure 23. Fitting of the experimental data for pure benzil film in the range 2.6 eV-3.1 eV [45].
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Figure 22. Fitting of the experimental data for pure m-DNB film [45].
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Figure 24. Fitting of the experimental data for pure benzil film in the range 3.49 eV-3.65 eV [45].

Figure 25. Emission spectra of pure m-DNB films of different thickness for λexcitation=300 nm [21].

The band gap energy has been evaluated from the experimental data fitting, near the funda‐

mental absorption edge, shown in Figure 22 for m-DNB and, Figure 23 and Figure 24 for
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benzil, using the formula (4) and we have obtained Eg=2.90 eV for m-DNB and Eg1=2.79 eV
and Eg2=3.54 eV for the two absorption edges in benzil.

Supplementary information about the optical properties of theses aromatic derivatives in
solid state have been obtained from the luminescence measurements. At excitation with
λ=300 nm, the emission spectra of pure m-DNB present a peak situated at 2.92 eV with a
shoulder at 2.63 eV, as it is shown in Figure 25. The apparent red shift of the emission peak
situated at 2.92 eV to 2.78 eV in thicker film is due to a self-absorption process of the emitted
radiation and not to a recombination on the energetic levels associated with physical defects
or impurities.

Luminescence spectra of benzil films presented in Figure 26 show a peak at 2.30 eV attribut‐
ed also to the radiative decay from the excited triplet state (T1) to the ground state (S0), tran‐
sition possible because of the vibrational interactions as was mentioned for bulk samples in
paragraph 2.2.

Figure 26. Emission spectra of pure and doped benzil films: (1) benzil doped with Na (1 wt %); (2) benzil doped with
m-DNB (3 wt %); (3) benzil doped with Ag (2.4 wt %); (4) benzil pure; (5) benzil doped with Na (6 wt %) [21].

The excited molecules of benzil are more sensitive to a radiationless process and the con‐
version from the first singlet excited state to the lowest triplet excited state becomes pos‐
sible by „intersystem crossing”, transition between states with different multiplicity, very
efficient in systems containing carbonyl groups,  like benzil.  This radiationless process is
followed by  a  radiative  decay  through phosphorescence  from (T1)  to  (S0).  The  intersys‐
tem crossing appears in benzil  as a transition between (n,  π*) states of singlet  and trip‐
let  levels  rather  than  between  (π,  π*)  states.  Both  absorption  and  emission  transitions
involve states localized on carbonyl groups,  which emit only from planar configuration.
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sition possible because of the vibrational interactions as was mentioned for bulk samples in
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The excited molecules of benzil are more sensitive to a radiationless process and the con‐
version from the first singlet excited state to the lowest triplet excited state becomes pos‐
sible by „intersystem crossing”, transition between states with different multiplicity, very
efficient in systems containing carbonyl groups,  like benzil.  This radiationless process is
followed by  a  radiative  decay  through phosphorescence  from (T1)  to  (S0).  The  intersys‐
tem crossing appears in benzil  as a transition between (n,  π*) states of singlet  and trip‐
let  levels  rather  than  between  (π,  π*)  states.  Both  absorption  and  emission  transitions
involve states localized on carbonyl groups,  which emit only from planar configuration.
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The behaviour of benzil molecule depends on the flexible conformation [48] because the
torsion  angle  around the  central  bond  C-C can  change  and  the  geometry  of  the  mole‐
cule can change after excitation with light. In the ground state the benzil molecule has a
skew configuration and can twist around the carbonyl-carbonyl bound with little interac‐
tion between the two benzyl  halves of  the molecule.  This  interaction becomes strong in
excited molecule, which rearranges in a new configuration with a trans-planar dicarbon‐
yl system characterized by a redistribution of the energy followed by the process of „in‐
tersystem crossing”.  By phosphorescent  emission the  system passes  from a  trans-planar
configuration to the ground state  with also a  trans-planar configuration considering the
Frank-Condon principle [49]. In the next step the molecule relax from the emissive trans-
planar configuration to a skew configuration and the differences in the emission spectra
of benzil can be determined by changes in the molecular conformation of the ground state
[50].  For most of the dopants we have not remarked any modification in the shape and
position of  the  emission peak that  sustains  no modification in  the  molecular  conforma‐
tion of the (n,  π*) state with effect on the angle between the carbonyl groups. The only
changes,  a  slightly  blue  shift  and  significant  attenuation  in  intensity,  have  been  re‐
marked in Figure 26 for benzil highly doped with Na (6 wt %). A possible charge trans‐
fer  from  Na  atoms  to  oxygen  atoms  in  carbonyl  groups  can  generate  conformational
changes, and the shift could be explained by the decrease in the dihedral angle between
the  two  carbonyl  groups  [21].  The  only  impurity  active  in  emission  is  sodium  at  high
concentration  because  of  the  conformational  changes  in  the  emitting  triplet  state,  while
m-DNB, Ag, Na are not active in absorption.

In Figure 27 and Figure 28, we have emphasized the band structure of the absorption spec‐
tra in PTCDA and Alq3 with peaks situated at 358 nm, 374 nm, 475 nm, 552 nm and 232 nm,
261 nm, 380 nm respectively. This confirms the presence of median isomer in Alq3 film. The
position of the two important peaks situated at 2.25 eV and 2.61 eV remain unchanged in the
absorption spectrum of PTCDA deposited on glass covered by ITO while the absorption
spectrum of the heterostructure with double organic layer, glass/ITO/PTCDA/Alq3, pre‐
serves the pattern of the absorption spectrum of PTCDA between 400 nm and 600 nm,
which is very important in the stage of the charge carrier’s generation.

In Figure 29 have been evidenced the presence of π-π* absorption bands characteristic for
free-base ethio type porphyrin. These bands are associated with π-π* transition between
bonding and anti-bonding molecular orbitals. Other bands which have been also evidenced
are: an intense Soret band (B) with a peak centred at 430 nm and 4 Q bands situated at 520
nm, 555 nm, 590 nm and 645 nm.
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Figure 27. Absorption spectra of PTCDA thin films deposited by vacuum evaporation [40].
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Figure 27. Absorption spectra of PTCDA thin films deposited by vacuum evaporation [40].
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Figure 28. Absorption spectra of Alq3 thin films deposited by vacuum evaporation [40].
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Figure 29. Absorption spectra of TPyP thin films deposited by vacuum evaporation [46].

The shape of the absorption spectra of TPyP thin films deposited on different substrates is
preserved at λ> 430 nm. The slight red shift of the Soret band can be determined by the or‐
der induced by the interaction between the molecules in solid state influenced by the inter‐
action with the substrate [51]. A possible bonding mechanism can be based on the pyridyl-
surface interaction mediating the deformation of the molecule after adsorption on the
substrate’s surface. Subsequent packing of the molecules can be determined by the non-co‐
valent interactions mediated by the terminal pyridyl groups and these interactions seem to
prevail over the site-specific adsorption [52]. During these intermolecular interactions the
porphyrin core can be deformed and the symmetry of the TPyP molecule modified because
the conformation of this molecule is defined by several degree of freedom (dihedral angle in
correlation with the rotation of the pyridyl group about C-C bond, inclination angle of the
same bond and distortion angle determined by the steric repulsion between hydrogen atoms
of the pyridyl group and the pyrrole moieties [53]).

The spectra in Figure 30 have revealed a wide absorption band situated between 400 nm
and 600 nm in PTCDA with a maximum at 480 nm and a shoulder at 550 nm, this shape
being determined by the interactions of the π-electrons system of the neighbour planar mol‐
ecules very closed packed in solid state [21; 54]. The excited states can be the result of the
superposition of the intramolecular Frenkel excitons and intermolecular charge transfer ex‐
citons existing near the excitation threshold [55]. The UV-VIS spectra of Alq3 confirm that
the low temperature isomer (median) correlated with the presence of the weak absorption
band situated at 380 nm, dominates in the films deposited at room temperature [56]. For
ZnPc we have evidenced two absorption peaks situated at 690 nm, a strong band corre‐
sponding to Q band and a weak band situated at 330 nm corresponding to B band [57].
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Figure 28. Absorption spectra of Alq3 thin films deposited by vacuum evaporation [40].
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Figure 29. Absorption spectra of TPyP thin films deposited by vacuum evaporation [46].

The shape of the absorption spectra of TPyP thin films deposited on different substrates is
preserved at λ> 430 nm. The slight red shift of the Soret band can be determined by the or‐
der induced by the interaction between the molecules in solid state influenced by the inter‐
action with the substrate [51]. A possible bonding mechanism can be based on the pyridyl-
surface interaction mediating the deformation of the molecule after adsorption on the
substrate’s surface. Subsequent packing of the molecules can be determined by the non-co‐
valent interactions mediated by the terminal pyridyl groups and these interactions seem to
prevail over the site-specific adsorption [52]. During these intermolecular interactions the
porphyrin core can be deformed and the symmetry of the TPyP molecule modified because
the conformation of this molecule is defined by several degree of freedom (dihedral angle in
correlation with the rotation of the pyridyl group about C-C bond, inclination angle of the
same bond and distortion angle determined by the steric repulsion between hydrogen atoms
of the pyridyl group and the pyrrole moieties [53]).

The spectra in Figure 30 have revealed a wide absorption band situated between 400 nm
and 600 nm in PTCDA with a maximum at 480 nm and a shoulder at 550 nm, this shape
being determined by the interactions of the π-electrons system of the neighbour planar mol‐
ecules very closed packed in solid state [21; 54]. The excited states can be the result of the
superposition of the intramolecular Frenkel excitons and intermolecular charge transfer ex‐
citons existing near the excitation threshold [55]. The UV-VIS spectra of Alq3 confirm that
the low temperature isomer (median) correlated with the presence of the weak absorption
band situated at 380 nm, dominates in the films deposited at room temperature [56]. For
ZnPc we have evidenced two absorption peaks situated at 690 nm, a strong band corre‐
sponding to Q band and a weak band situated at 330 nm corresponding to B band [57].
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Modifications in the deposition parameters (target concentration, fluence and number of

pulses) are reflected in the thickness of the layer and not in the shape of the transmission.

Figure 30. UV-VIS spectra of organic thin films deposited by MAPLE: PTCDA on quartz (1 and 2); PTCDA on ITO (7);
Alq3 on quartz (3 and 4); ZnPc on quartz (5 and 6) [54].

Figure 31.  Emission spectra  of  PTCDA film deposited by  vacuum evaporation on glass  for  two excitation wave‐

lengths [40].
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Figure 32. Emission spectra of Alq3 film deposited by vacuum evaporation on glass for two excitation wavelength
[40].

The fluorescence emission spectrum of PTCDA film presented in Figure 31 shows a broad
structureless band shifted significantly to the red compared to the PTCDA fluorescence
spectrum in solution as a consequence of a strong interaction between the organic molecules
in the solid state favoured by the close spacing and important overlap of the molecular
planes. The emission takes place in PTCDA from the lowest excited singlet state (S1) by the
relaxation of the electron transferred by the light absorption on an antibonding π orbital
[40]. The preservation of the emission peak situated at λ=680 nm for two different excitation
wavelengths sustains the compositional homogeneity of the film. The luminescence in Alq3,
presented in Figure 32, is generated by excitations localized on individual molecule with op‐
tical properties independent of molecular environment [58]. The presence of two isomers
with different spatial configurations is sustained by the generation of different emission
peaks for different excitation wavelengths. The significant Stocks shift in the both spectra of
PTCDA (ΔE=0.40 eV) and Alq3 (ΔE=0.9 eV) between the peaks of the lowest level absorption
and highest fluorescence emission level, and large Frank-Condon shift (0.40-2.3 eV) meas‐
ured peak to peak between the absorption and emission spectra, can be correlated with ef‐
fects determined by the solid state structure and with important conformational differences
between the ground state and the excited state [40].
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Figure 32. Emission spectra of Alq3 film deposited by vacuum evaporation on glass for two excitation wavelength
[40].
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structureless band shifted significantly to the red compared to the PTCDA fluorescence
spectrum in solution as a consequence of a strong interaction between the organic molecules
in the solid state favoured by the close spacing and important overlap of the molecular
planes. The emission takes place in PTCDA from the lowest excited singlet state (S1) by the
relaxation of the electron transferred by the light absorption on an antibonding π orbital
[40]. The preservation of the emission peak situated at λ=680 nm for two different excitation
wavelengths sustains the compositional homogeneity of the film. The luminescence in Alq3,
presented in Figure 32, is generated by excitations localized on individual molecule with op‐
tical properties independent of molecular environment [58]. The presence of two isomers
with different spatial configurations is sustained by the generation of different emission
peaks for different excitation wavelengths. The significant Stocks shift in the both spectra of
PTCDA (ΔE=0.40 eV) and Alq3 (ΔE=0.9 eV) between the peaks of the lowest level absorption
and highest fluorescence emission level, and large Frank-Condon shift (0.40-2.3 eV) meas‐
ured peak to peak between the absorption and emission spectra, can be correlated with ef‐
fects determined by the solid state structure and with important conformational differences
between the ground state and the excited state [40].
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Figure 33. Photoluminescence spectra of TPyP films deposited by vacuum evaporation on different types of Si sub‐
strates [46].

Figure 34. Photoluminescence spectra of organic thin films deposited by MAPLE for two excitation wavelengths: (a)
PTCDA on Si (1 and 2), PTCDA on ITO/ZnPc (4); (b) Alq3 on Si (1 and 3), Alq3 on ITO/ZnPc (5); (c) ZnPc on Si (1) [54].

The photoluminescence spectra of TPyP films deposited on Si by vacuum evaporation have

revealed in Figure 33 two emission bands situated at 660 nm and 700 nm associated to Q

bands and corresponding to free-base ethio type porphyrin [46].
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The photoluminescence investigations have evidenced the preservation of the chemical
structure of the compounds (PTCDA, Alq3, ZnPc) during the deposition by MAPLE, be‐
cause we have identified the characteristic emission peaks corresponding to each com‐
pound, as can be seen in Figure 34. The emission peak situated at 500 nm, in PTCDA
deposited on Si, is associated with monomer-like species and that situated at 650 nm can be
associated with two excimeric states [54]. The emission peak in Alq3 film deposited on Si is
situated at 520 nm being associated with the excitation of median isomer dominant at the
deposition temperature. The emission peak in ZnPc film deposited on Si is situated between
650 nm and 750 nm and can be associated with the deexcitation from the first excited singlet
state with an energy of 1.8 eV [54]. In the heterostructures with double organic layer the
weak emission of ZnPc is masked by the stronger emission of PTCDA and Alq3.

3.3. Electrical properties of aromatic derivatives thin films

A material could become interesting for optoelectronic application if it is adequate from the
point of view of both optical and electrical properties (such as good contact inject and trans‐
port the charge carriers). A good injection of the charge carrier was evidenced at the ITO/m-
DNB contact compared to ITO/benzil contact as can be shown in Figure 35. This can be
explain by the difference in the energetic contact barrier, which is higher between ITO and
benzil than ITO and m-DNB, as a consequence of the position of the highest occupied mo‐
lecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) in these aromatic
derivative compounds.

Figure 35. I-V characteristics of the benzil and m-DNB based heterostructures with Si(p) anode and different cathode
(Cu, ITO, Al): (a) Cu for benzil ; (b) ITO for benzil; (c) Cu for m-DNB; (d) ITO for m-DNB, (e) Al for m-DNB [61]. For con‐
tacting we have used very high purity In.
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Figure 33. Photoluminescence spectra of TPyP films deposited by vacuum evaporation on different types of Si sub‐
strates [46].

Figure 34. Photoluminescence spectra of organic thin films deposited by MAPLE for two excitation wavelengths: (a)
PTCDA on Si (1 and 2), PTCDA on ITO/ZnPc (4); (b) Alq3 on Si (1 and 3), Alq3 on ITO/ZnPc (5); (c) ZnPc on Si (1) [54].

The photoluminescence spectra of TPyP films deposited on Si by vacuum evaporation have

revealed in Figure 33 two emission bands situated at 660 nm and 700 nm associated to Q

bands and corresponding to free-base ethio type porphyrin [46].

Optoelectronics - Advanced Materials and Devices322

The photoluminescence investigations have evidenced the preservation of the chemical
structure of the compounds (PTCDA, Alq3, ZnPc) during the deposition by MAPLE, be‐
cause we have identified the characteristic emission peaks corresponding to each com‐
pound, as can be seen in Figure 34. The emission peak situated at 500 nm, in PTCDA
deposited on Si, is associated with monomer-like species and that situated at 650 nm can be
associated with two excimeric states [54]. The emission peak in Alq3 film deposited on Si is
situated at 520 nm being associated with the excitation of median isomer dominant at the
deposition temperature. The emission peak in ZnPc film deposited on Si is situated between
650 nm and 750 nm and can be associated with the deexcitation from the first excited singlet
state with an energy of 1.8 eV [54]. In the heterostructures with double organic layer the
weak emission of ZnPc is masked by the stronger emission of PTCDA and Alq3.

3.3. Electrical properties of aromatic derivatives thin films

A material could become interesting for optoelectronic application if it is adequate from the
point of view of both optical and electrical properties (such as good contact inject and trans‐
port the charge carriers). A good injection of the charge carrier was evidenced at the ITO/m-
DNB contact compared to ITO/benzil contact as can be shown in Figure 35. This can be
explain by the difference in the energetic contact barrier, which is higher between ITO and
benzil than ITO and m-DNB, as a consequence of the position of the highest occupied mo‐
lecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) in these aromatic
derivative compounds.

Figure 35. I-V characteristics of the benzil and m-DNB based heterostructures with Si(p) anode and different cathode
(Cu, ITO, Al): (a) Cu for benzil ; (b) ITO for benzil; (c) Cu for m-DNB; (d) ITO for m-DNB, (e) Al for m-DNB [61]. For con‐
tacting we have used very high purity In.
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For the sample based on m-DNB two different regions were identified on the I-V character‐
istic: the ohmic behaviour region at low voltages and a region with a behaviour associated
to the space charge limited effect at voltages > 5 V. Both in Figure 35 and Figure 36 can be
seen that at voltages > 5 V the effect of the space charge limitation of the current becomes
important in the heterostructure ITO/m-DNB/Si(p). The steep increase in the current at volt‐
age ~ 10 V for Al/m-DNB/Si(p) and ITO/m-DNB/Si(p) can be associated with an avalanche
generation mechanism involving energetic states situated in the band gap, in the interface
region, state generated by the easy diffusion of Al in organic layer favoured by the first ioni‐
zation potential of Al (5.98 eV).

Figure 36. I-V characteristics for ITO/m-DNB/Si(p) heterostructures for different type ITO contacts. For contacting we
have used very high purity In [61].

The different ITO/m-DNB/Si heterostructures have shown significantly different shapes of
the I-V characteristics as a consequence of the crystalline quality of the organic layer, in cor‐
relation with the preparation method (rapid thermal directional solidification).

A blocking diode behaviour, both at direct and reverse bias, has been emphasized in Figure
37 at low applied voltages in ITO/TPyP/Si heterostructures, independent of the type of con‐
duction of the Si electrode. For these heterostructures no photoelectric effect has been evi‐
denced. These I-V characteristics are quasi-linear at low voltages and at higher voltages the
limitation of the current determined by the space charge and/or by trap-charge became very
important as can be seen in Figure 37.
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Figure 37. I-V characteristics for ITO/TPyP/Si heterostructures [46].

The heterostructure Au/TPyP/Si, at an illumination through the metallic electrode and direct

polarization, shows a rectifier behaviour presented in Figure 38, determined by the energetic

barrier at the contact Au/TPyP, which can be lowered applying a voltage > 0.30 eV. The line‐

ar behaviour at low applied voltages became a power dependence with n>2 at voltages >0.1

V and corresponds to trap charge limited current. At reverse bias, the same heterostructure

shows a blocking behaviour independent of the applied voltage, because the energetic barri‐

er is too high and can’t be surpass by the charge carriers [46].

Figure 38. I-V characteristic of the Au/TPyP/Si heterostructure [46].
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Figure 39. I-V characteristics of Si or ITO/organic layer(s)/Au or Cu heterostructures prepared by MAPLE: based on
PTCDA (a) curves 2 and 3 under illumination; based on Alq3 (b) curve 3 under illumination; based on ZnPc (c) all in
dark [54].

In Figure 39 a, b, c are presented the I-V characteristics in dark and under illumination, the
highest current (~10-4-10-3 A) being obtained in dark with the structure prepared with
PTCDA, Alq3 or ZnPc on ITO substrate, at low applied voltage of 0.5 V [54]. This current is
with three orders higher than the current for the same structure realized on Si. This behav‐
iour is correlated, in the first case, with the height of the energetic barriers at the interfaces
that favour the injection of holes from ITO positively biased in organic. The I-V characteris‐
tics obtained under continuous illumination at an applied voltage of 1 V, indicate a higher
current in the heterostructures realized with PTCDA and, Si and Cu electrodes, explained
by the higher energetic barrier for electron injection at the contact Alq3/Cu (ΔE=1.5 eV) com‐
pared to PTCDA/Cu (ΔE=0.7 eV). The current is one order higher than the dark current con‐
firming the photo generation process [54]. In the heterostructures with double organic layer
and, ITO and Cu electrodes, we have obtained a current of 2x10-3 A at 0.5 V, explained by
the energetic barrier in ITO/ZnPc/Alq3/Cu heterostructure and by the presence of the inter‐
face dipoles reducing the energetic barrier and improving the conduction in ITO/ZnPc/
PTCDA/Cu heterostructure.

4. Organic/organic composite films based on aromatic derivative
inclusions for optoelectronic applications

Lately, a special attention has been paid to composite materials based on different organic
polymeric matrix and organic inclusions to obtain materials combining the properties of the
both components [25; 34; 45; 62; 63]. This field of research has developed from fundamental
investigations to the synthesis of new monomers to be introduced in polymeric matrix. The
most important advantage of the polymeric matrix is the possibility to deposit thin films us‐
ing inexpensive methods, such as the deposition from solution by spin-coating. The limiting
parameter is the quality of the layer and can be controlled by the control of the experimental
conditions. A special attention is focused to the identification and development of π-conju‐
gated systems with functional groups that assure an improvement in the emission proper‐
ties and charge carrier mobility necessary for optoelectronic applications.
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We have emphasised the effect of the polycarbonate of bisphenol A matrix on the properties
of the synthesised amidic monomers with –CN and –NO2 substituent groups with the pur‐
pose to manipulate the local molecular environment of the monomer for changing the physi‐
cal properties of the films (transmission, luminescence, electrical transport) in correlation
with the quality of the spin-coated layers.

The polycarbonate of bisphenol A, utilized as matrix, is characterised by a large domain of
transparency, high transmission in visible, high refraction index, solubility in common sol‐
vents. As inclusions, to be embedded in the matrix, we have selected monomers character‐
ised by a maleamic acid structure with different functional groups:

where R=-NH, R1=-CN for (MM3); R=-NH, R1=-NO2; R2=-NO2 for (MM5) [64].

After testing the process of layer formation in correlation with the surface energy by contact
angle measurements using two different solvents, we have selected dimethylformamide
(DMF) for the preparation of the “mother solution” that contain the both components, ma‐
trix and inclusion. We have varied the weight ratio between the components 1/3;1/2; 1/1, us‐
ing the pre-wetting of the surface and different duration and rotation speeds for the
spreading stage (t1=3s; 6s; 9s; 12s; v1=0.5 krpm; 0.7 krpm; 0.9 krpm; 1.13 krpm) and homoge‐
nisation stages (t2= 10s; 20s; v2=1.6 krpm; 1.9 krpm; 2.2 krpm; 2.7 krpm; 3 krpm), with the
purpose to identify the most adequate conditions for the deposition of layers [64].

UV-Vis transmission spectra presented in Figure 40 have evidenced differences in the be‐
haviour of the composite material prepared with (MM3) and (MM5), determined by differ‐
ences in the chemical structure of these components. The shape of the transmission curve is
determined by the substituent to the aromatic nucleus and depends on the lone electron
pairs of the oxygen atoms in the carbonyl and nitrous groups involving (n, π*) state, which
are splitted because of the interaction in the solid state between the polycarbonate matrix
and (MM5) monomer. No significant difference has been emphasised, in the UV-VIS spec‐
tra, between the monomer deposited by vacuum evaporation and the same monomer em‐
bedded in a polymeric matrix and deposited by spin-coating. Although (MM3) shows also
lone electron pairs the interaction between the cyan groups and the carbonyl groups is not
so intense in the solid state to favour the splitting of the (n, π*) energetic level.
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face dipoles reducing the energetic barrier and improving the conduction in ITO/ZnPc/
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vents. As inclusions, to be embedded in the matrix, we have selected monomers character‐
ised by a maleamic acid structure with different functional groups:
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After testing the process of layer formation in correlation with the surface energy by contact
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(DMF) for the preparation of the “mother solution” that contain the both components, ma‐
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nisation stages (t2= 10s; 20s; v2=1.6 krpm; 1.9 krpm; 2.2 krpm; 2.7 krpm; 3 krpm), with the
purpose to identify the most adequate conditions for the deposition of layers [64].
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haviour of the composite material prepared with (MM3) and (MM5), determined by differ‐
ences in the chemical structure of these components. The shape of the transmission curve is
determined by the substituent to the aromatic nucleus and depends on the lone electron
pairs of the oxygen atoms in the carbonyl and nitrous groups involving (n, π*) state, which
are splitted because of the interaction in the solid state between the polycarbonate matrix
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tra, between the monomer deposited by vacuum evaporation and the same monomer em‐
bedded in a polymeric matrix and deposited by spin-coating. Although (MM3) shows also
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Figure 40. Comparative UV-VIS spectra of MM3 and MM5 monomers deposited by vacuum evaporation and polycar‐
bonate /MM3 and polycarbonate /MM5 deposited by spin coating, on glass substrate [64].

Figure 41. Photoluminescence spectra of monomers (MM3) and (MM5) deposited by vacuum evaporation and poly‐
carbonate/MM3 and polycarbonate/MM5 deposited by spin coating on glass substrates [64].

Optoelectronics - Advanced Materials and Devices328

The emission of the polymer/monomer composite material is determined by the interaction
between the chromophoric groups in monomer with the polymeric matrix. This interaction
can generate the shift, broadening or strengthening of the emission peak [64].

The Figure 41 shows that the polymeric matrix significantly affects the emission spectra of
the monomers characterised by a peak situated at 430 nm in (MM5) and 450 nm in (MM3).
These shapes of the spectra can be correlated with the emission properties of the substituted
benzene nucleus [65] and with the involvement of the (n, π*) states lower than the usual sin‐
glet excited states. The strongest emission was obtained for monomer (MM5) in polycarbon‐
ate of bisphenol A matrix probably due to the strong absorption of the excitation radiation
(λ=335 nm) assuring a higher efficiency of the emission process.

In composite material based on (MM5) the emission spectra show a maximum around 510
nm and in composite material based on (MM3) a slightly weaker and broader maximum
around 480 nm. Figure 41 has not evidenced a strong broadening effect of the matrix on the
emission spectrum of monomers. The emission of polycarbonate:MM5 is not blue shifted
and therefore we suppose that the monomer is not highly stressed in the polycarbonate ma‐
trix.

In Figure 42 are presented some results on the investigation of the effect of the polymeric
matrix on the electrical transport properties of Si/monomer/Si and Si/polycarbonate:mono‐
mer/Si heterostructures.

Figure 42. I-V characteristics of Si/MM3/Si and Si/polycarbonate:MM3/Si heterostructures (a) and Si/MM5/Si and Si/
polycarbonate/MM5/Si heterostructures (b) [64].

We have analysed the electrical properties of the heterostructure Si/monomer/Si and Si/
polycarbonate:monomer/Si at room temperature, testing the reproducibility of the measure‐
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Figure 40. Comparative UV-VIS spectra of MM3 and MM5 monomers deposited by vacuum evaporation and polycar‐
bonate /MM3 and polycarbonate /MM5 deposited by spin coating, on glass substrate [64].

Figure 41. Photoluminescence spectra of monomers (MM3) and (MM5) deposited by vacuum evaporation and poly‐
carbonate/MM3 and polycarbonate/MM5 deposited by spin coating on glass substrates [64].
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The emission of the polymer/monomer composite material is determined by the interaction
between the chromophoric groups in monomer with the polymeric matrix. This interaction
can generate the shift, broadening or strengthening of the emission peak [64].

The Figure 41 shows that the polymeric matrix significantly affects the emission spectra of
the monomers characterised by a peak situated at 430 nm in (MM5) and 450 nm in (MM3).
These shapes of the spectra can be correlated with the emission properties of the substituted
benzene nucleus [65] and with the involvement of the (n, π*) states lower than the usual sin‐
glet excited states. The strongest emission was obtained for monomer (MM5) in polycarbon‐
ate of bisphenol A matrix probably due to the strong absorption of the excitation radiation
(λ=335 nm) assuring a higher efficiency of the emission process.

In composite material based on (MM5) the emission spectra show a maximum around 510
nm and in composite material based on (MM3) a slightly weaker and broader maximum
around 480 nm. Figure 41 has not evidenced a strong broadening effect of the matrix on the
emission spectrum of monomers. The emission of polycarbonate:MM5 is not blue shifted
and therefore we suppose that the monomer is not highly stressed in the polycarbonate ma‐
trix.

In Figure 42 are presented some results on the investigation of the effect of the polymeric
matrix on the electrical transport properties of Si/monomer/Si and Si/polycarbonate:mono‐
mer/Si heterostructures.

Figure 42. I-V characteristics of Si/MM3/Si and Si/polycarbonate:MM3/Si heterostructures (a) and Si/MM5/Si and Si/
polycarbonate/MM5/Si heterostructures (b) [64].

We have analysed the electrical properties of the heterostructure Si/monomer/Si and Si/
polycarbonate:monomer/Si at room temperature, testing the reproducibility of the measure‐
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ments and considering only the typical behaviour. The heterostructures realized with com‐
posite materials show a current with 3 orders lower than the heterostructures realized only
with monomers. The charge carrier transport is mainly affected by the insulating character
of the polymeric matrix. The highest current (3x10-8 A) has been obtained in heterostructure
Si/polycarbonate:MM5/Si for an applied voltage of 1 V and for voltages between 0.1 V and 1
V the characteristic is weakly superlinear [61]. For the heterostructures realized only with
monomers the I-V characteristics are linear at low voltages and become strongly superlinear
for voltages >0.2 V.

The films obtained from the polycarbonate containing the monomer with two nitrous sub‐
stituents (MM5) to the aromatic nucleus have shown good transparency, and photolumines‐
cence in the green region and promising electrical properties at voltages >0.6 V (I=10-8 A)
with a close to linear characteristic at voltages between 1 V and 10 V [64].

Also this organic/organic composite material seems to be promising for optoelectronic appli‐
cations, the spin coated composite layers are characterised by a specific morphology and a
high degree of disorder which affect the optical and electrical properties and make difficult
their control.

5. Conclusions

In this chapter we summarize some of the most important results of our work in the field of
new materials for applications in the field of optoelectronics. Our interest was focused on
organic molecules containing electrons, occupying non-localised molecular orbitals in
strongly conjugated systems, such as aromatic derivatives compounds (benzil, m-DNB,
PTCDA, ZnPc, Alq3, TPyP) for which we have evidenced large transparency domain and
good fluorescence emission.

We have realised a comparative investigation on the properties of the same aromatic deriva‐
tive compound as bulk and thin film material showing both good optical, including lumi‐
nescent, properties. The interest in studying bulk organic crystals is justified by the
perspective to use these materials as a crystalline host matrix both for organic and inorganic
guests/inclusions. The organic matrix assures an efficient fluorescence mechanism and from
the guest component it is expected an improvement in stability, emission properties of the
matrix and electrical mobility. A special attention was paid to the preparation methods both
for bulk crystals (emphasising the correlation between the growth interface stability and
quality of the organic crystal) and thin films (emphasising the effect of the thin film deposi‐
tion method -directional solidification, vacuum evaporation, MAPLE- on the properties of
the organic film and heterostructures).

Thin films from the above mentioned aromatic derivatives are preferred as organic matrix
for host/guest systems because of the major problems associated with bulk crystalline matri‐
ces determined by the difficulties of their growing, processing and doping to assure homo‐
geneous distribution of the guest atoms.
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DNB, naphthalene, bulk) composite systems and in the field of composite films prepared
from polymeric matrix and active monomeric inclusions based on π-conjugated systems
containing functional groups with special properties, to improve the properties of film form‐
ing, emission properties of the matrix and the charge carrier mobility in the matrix, with the
purpose to obtain materials for potential optoelectronic applications.

We have emphasised the effect of the polycarbonate of bisphenol A matrix on the properties
of the synthesised amidic monomers with –CN and –NO2 substituent groups with the pur‐
pose to modify the local molecular environment of the monomer and change the optical and
electrical properties of the films.
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1. Introduction

A classical method to characterize the spectral density of phase noise of microwave oscilla‐
tors is to compare the device under test (DUT) to another one, we call it the reference, with
the same frequency if noise is expected to be better for the reference. In most of case it is
possible to then characterize oscillators or synthesizers. But it is only possible if we can as‐
sign the same frequency to the DUT and the reference signal. However for some applica‐
tions, we see that the DUT delivers a frequency hard to predict during the fabrication. We
here focus on characterizing a special class of oscillators, called optoelectronic oscillators
(OEO) [1]. An OEO is generally an oscillator based on an optical delay line and delivering a
microwave signal [2]. Purity of microwave signal is achieved thanks to a delay line inserted
into the loop. For example, a 4 km delay corresponds to a 20 μs-long storage of the optical
energy in the line. The continuous optical energy coming from a laser is converted to the mi‐
crowave signal. This kind of oscillators were investigated [3]. By the way, such OEO based
on delay line are still sensitive to the temperature due to the use of optical fiber. Recently,
progress were made to set compact OEO thanks to optical mini-resonators or spheres [4 - 7].
Replacing the optical delay line with an ultra-high Q whispering gallery-mode optical reso‐
nator allows for a more compact setup and an easier temperature stabilization. In order to
introduce into the loop the fabricated resonator in MgF2 [8], CaF2 or fused silica, it has to be
coupled to the optical light coming from a fiber. Best way to couple is certainly to use a cut
optical fiber through a prism. But a good reproducible way in a laboratory is to use a ta‐
pered fibber glued on a holder. Then appears a problem for determining the phase noise of
such compact OEO, because the frequency is rarely predictable. It is impossible to choose
the frequency of the modulation (for instance exactly 10 GHz) and that's why it is necessary
to develop new instruments and systems to determine phase noise for any delivered signal
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in X-band (8.2-12.4 GHz) for instance. Here we come to our goal. The aim of this chapter is
to provide a tool for a better knowledge of the phase noise characterization of OEO's using
an optoelectronic phase noise system. We logically start by giving the main principle of how
work such a system. We see that the main idea is to use delay lines to perform phase noise
measurements. We also consderably increase the performances of such a system by cross
correlation measurement, thanks to the two quasi-identical arms developed instrument.
Then we present a realized system and the evaluation of its uncertainty based on interna‐
tional standard for determination of uncertainties when characterizing an OEO in X-band.

2. Principle of the phase noise measurement system

A quasi-perfect RF-microwave sinusoidal signal can be written as :

υ(t)=V0 1 + α(t) cos(2πν0t + φ(t)) (1)

where V0 is the amplitude, ν0 is the frequency, α(t) is the fractional amplitude fluctuation,
and φ(t) is the phase fluctuation. Equation (1) defines α(t) and φ(t) in low noise conditions: |
α(t)| <<1 and |φ(t)| <<1. Short-term instabilities of signal are usually characterized in terms
of the single sideband noise spectral density PSD S(f). Phase noise £(f) is typically expressed
in units of dBc/Hz, representing the noise power relative to the carrier contained in a 1 Hz
bandwidth centered at a certain offsets from the carrier. So, S is typically expressed in units
of decibels below the carrier per hertz (dBc/Hz) and is defined as the ratio between the one-
side-band noise power in 1 Hz bandwidth and the carrier power:

£ ( f ) =  ½⋅  Sφ( f ) (2)

This definition given in equation (2) includes the effect of both amplitude and phase fluctua‐
tions. Phase noise is the frequency domain representation of rapid, short-term, random fluc‐
tuations in the phase of a waveform, caused by time domain instabilities. However we must
know the amplitude and phase noise separately because they act differently in the circuit.
For example, the effect of amplitude noise can be reduced by amplitude limiting mechanism
and mainly suppressed by using a saturated amplifier. Phase noise of microwave oscillators
can usually be characterized by heterodyne measurement. Whereas, for such a system, we
need a reference oscillator operating exactly at the frequency of the DUT with lower phase
noise. Phase noise can be measured using a spectrum analyzer if the phase noise of the de‐
vice under test (DUT) is large with respect to the spectrum analyzer's local oscillator. Care
should be taken that observed values are due to the measured signal and not the Shape Fac‐
tor of the spectrum analyzer's filters. Spectrum analyzer based measurement can show the
phase-noise power over many decades of frequency. The slope with offset frequency in vari‐
ous offset frequency regions can provide clues as to the source of the noise, e.g. low frequen‐
cy flicker noise decreasing at 30 dB per decade.
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Reference is no more required for homodyne measurement with a delay line discriminator.
At microwave frequencies, electrical delay is not suitable because of its high losses. Howev‐
er photonic delay line offers high delay and low attenuation equal to 0.2 dB/km at the wave‐
length λ=1.55 μm. Optoelectronic phase noise measurement system is schematically
represented on Figure 1.

Figure 1. Phase noise bench.

It consists on two equal and fully independent channels. The phase noise of the oscillator is
determined by comparing phase of the transmitted signal to a delayed replica through opti‐
cal delay using a mixer. It converts the phase fluctuations into voltage fluctuations. An elec‐
tro-optic modulator allows modulation of the optical carrier at microwave frequency. The
length of the short branch where microwave signal is propagating is negligible compared to
the optical delay line. Mixers are used as phase detectors with both saturate inputs in order
to reduce the amplitude noise contribution. The low pass filters are used to eliminate high
frequency contribution of the mixer output signal. DC amplifiers are low flicker noise.

The oscillator frequency fluctuation is converted to phase frequency fluctuation through the
delay line. If the mixer voltage gain coefficient is Kφ (volts/radian), then mixer output rms
voltage can be expressed as :

V ²out ( f ) =  K ²φ │Hφ( jf )│ ²Sφ( f ) (3)

Where │Hφ(jf)│² = 4.sin²(πfτ) is the transfer function of optical delay line, and f is the offset
frequency from the microwave carrier. Equation (3) shows that the sensitivity of the bench
depends directly on K²φ and │Hφ(jf)│. The first is related to the mixer and the second es‐
sentially depends on the delay τ. In practice, we need an FFT analyzer to measure the spec‐
tral density of noise amplitude V²out(f)/B, where B is the bandwidth used to calculate
Vout(f)/B. The phase noise of the DUT is finally defined by Eq. (4) and taking into account the
gain of DC amplifier GDC as :
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£( f )= V ²out ( f )  ⋅ /  ⋅ 2K ²φ .│Hφ( jf )│ ²G²DC ⋅ B (4)

Such instruments has been recently introduced [3,9,10]. In section 3, we present concretely a
realized optoelectronic phase noise measurement system.

3. Description of the realized system

In this section we concretely present a realization. We apply the principle detailed in the
previous section to settle a phase noise optoelectronic system. For the demonstration, we
characterize a frequency synthesizer as a DUT. It presents advantage to check different fre‐
quencies in X-band. System is shown on Figure 2.

Figure 2. Picture of the phase noise measurement system.

The system is composed from different parts. We see on Figure 2, that we use a frequency
synthesizer to check if the system works properly in X-band. On the picture we see the results
of the phase noise characterization (inserted on the left of the picture) for a +3 dBm, 10 GHz
signal. On the top of the picture we see the double channels Fast Fourier Transform ana‐
lyzer used for this purpose (Hewlett-Packard HP3561A). £(f) expressed in dBc/Hz is deduced
from the data provided by the FFT analyzer are given in V²/Hz.

Figure 3 shows the picture of the Hewlett-Packard HP3561A FFT analyzer. Note that the data
are expressed in V²/Hz. It is necessary to use a program to get the expected quantity £(f) in
dBc/Hz. It is developed in the next section of this chapter.
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Figure 3. Picture of the double channels Hewlett-Packard HP3561A FFT analyzer.

4. Validation of the performances

The measured phase noise includes the DUT noise and the instrument background. The cross
correlation method allows to decrease the cross spectrum terms of uncommon phase noise
as √(1/m),  where m is  the average number.  Thereby uncorrelated noise is  removed and
sensitivity of measure is improved. To validate the measure of our phase noise bench, we
need to compare data sheet of the commercial frequency synthesizer Anritsu/Wiltron 69000B
[11] with the phase noise we measure using our system.

Figure 4. Phase noise (dBc/Hz) of the synthesizer measured at 10 GHz with Kφ=425 mV/rad and GDC= 40dB versus
Fourier Frequency between 10 Hz and 100 kHz.
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from the data provided by the FFT analyzer are given in V²/Hz.

Figure 3 shows the picture of the Hewlett-Packard HP3561A FFT analyzer. Note that the data
are expressed in V²/Hz. It is necessary to use a program to get the expected quantity £(f) in
dBc/Hz. It is developed in the next section of this chapter.
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Figure 3. Picture of the double channels Hewlett-Packard HP3561A FFT analyzer.

4. Validation of the performances

The measured phase noise includes the DUT noise and the instrument background. The cross
correlation method allows to decrease the cross spectrum terms of uncommon phase noise
as √(1/m),  where m is  the average number.  Thereby uncorrelated noise is  removed and
sensitivity of measure is improved. To validate the measure of our phase noise bench, we
need to compare data sheet of the commercial frequency synthesizer Anritsu/Wiltron 69000B
[11] with the phase noise we measure using our system.

Figure 4. Phase noise (dBc/Hz) of the synthesizer measured at 10 GHz with Kφ=425 mV/rad and GDC= 40dB versus
Fourier Frequency between 10 Hz and 100 kHz.

Optoelectronic Oscillators Phase Noise and Stability Measurements
http://dx.doi.org/10.5772/3463

341



Figure 4 shows the result of this measure. We can see that our bandwidth is limited to 100
kHz (τ = 10 μs) and the measured phase noise corresponds to the data sheet.

Figure 5. Phase noise floor (dBc/Hz) of the bench measured at 10 GHz with Anritsu synthesizer (500 averages) versus
Fourier Frequency between 10 Hz and 100 kHz.

Figure 5 represents the background phase noise of the bench after performing 500 aver‐
aged with cross-correlation method, when removing the 2 km optical delay line. In this case,
phase noise of the 10 GHz synthesizer is rejected. The solid curve shows noise floor (with‐
out optical transfer function) respectively better than -150 and -170 dBc/Hz at 101 and 104 Hz
from the 10 GHz carrier. Dotted curve is the noise floor when optical fiber is introduced.

Figure 6. Spectral density of phase noise floor £(f) expressed in dBc/Hz versus Fourier frequencies (in Hz) between 10
Hz and 100 kHz for a commercial synthesizer measured with our bench with Kφ = 425 mV/rad and GDC = 40 dB for
two different FFT analyzing system : Hewlett-Packard 3562A and Agilent 89600.
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One can note that the use of a shorter delay line in a optoelectronic phase noise measure‐
ment system working in X-band, allow a characterization of the phase noise far from the car‐
rier. Fourier frequency analysis can be extended from 105 to 2x106 Hz by introducing a 100 m
delay line in addition of a 2 km optical fiber [12]. As the Fast Fourier Transform (FFT) ana‐
lyzer (Hewlett-Packard 3562A) used for characterizing the noise up to 100 kHz from the carri‐
er is not operating for higher frequencies, it is necessary to use another FFT such as an
Agilent 89600 for instance.

On Figure 6, we check that the two different FFT systems provide the same results for Fouri‐
er frequencies between 10 Hz and 100 kHz.

Note that our results are as expected with the data sheet of a 10 GHz phase noise spectrum
for an Wiltron 69000B series. Our bandwidth is limited to 100 kHz (τ = 10 μs) and the meas‐
ured phase noise corresponds to the data sheet. Figure 6 then gives the noise floor of the in‐
strument versus Fourier frequencies. The noise floor is respectively better than – 90 and –
170 dBc/Hz at 103 and 5x106 Hz from the carrier.

The introduction of a 100 m short fiber in addition to the 2 km fiber allows to characterize
phase noise of oscillators with an optoelectronic phase noise measurement system.

Figure 7. Spectral density of phase noise floor £(f) expressed in dBc/Hz versus Fourier frequencies (in Hz) for the devel‐
oped system when using the 100 meters delay lines.

100 m fiber corresponds to a 500 ns delay. So the 105 Hz limit due to the 2 km fiber can be
extended from 105 to 2x106 Hz from the carrier. This system works for any microwave signal
in X-band (8.2 – 12.4 GHz) especially for those delivered by optoelectronic oscillators. We
see on Figure 7 that the noise floor of the system is in the range of –165 dBc/Hz at 5. 106 Hz
from the X-band microwave signal.
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5. Evaluation of the uncertainty of such a measurement system

This evaluation is based on a previous work [13]. For the evaluation of the uncertainty, we
use the main guideline delivered by the institution in charge of international metrology
rules, Bureau International des Poids et Mesures (BIPM) in the guide "Evaluation of measure‐
ment data — Guide to the expression of uncertainty in measurement" [14]. According to this
guideline, the uncertainty in the result of a measurement generally consists of several com‐
ponents which may be grouped into two categories according to the way in which their nu‐
merical value is estimated. The first category is called "type A". It is evaluated by statistical
methods such as reproducibility, repeatability, special consideration about Fast Fourier
Transform analysis, and the experimental standard deviation. The components in category
A are characterized by the estimated variances. Second family of uncertainties contributions
is for those which are evaluated by other mean. They are called "type B" and due to various
components and temperature control. Experience with or general knowledge of the behav‐
ior and properties of relevant materials and instruments, manufacturer’s specifications, data
provided in calibration and other certificates (noted BR), uncertainties assigned to reference
data taken from handbooks. The components in category B should be characterized by
quantities which may be considered as approximations to the corresponding variances, the
existence of which is assumed.

5.1. “Type A”. Statistical contributions

Uncertainty on £(f) strongly depends on propagation of uncertainties through the transfer
function as deduced from equation (3). We see here that "type A" is the main contribution.
For statistical contributions aspects, the global uncertainty is strongly related to repeatability
of the measurements. Repeatability (noted A1) is the variation in measurements obtained by
one person on the same item and under the same conditions. Repeatability conditions in‐
clude: the same measurement procedure, the same observer, the same measuring instru‐
ment, used under the same conditions, repetition over a short period of time, the same
location. We switch on all the components of the instrument and perform a measurement
keeping the data of the curve. Then we need to switch them off and switch them on again to
obtain another curve. We must repeat this action several times until we have ten curves. Ele‐
mentary term of uncertainty for repeatability is experimentally found to be equal to 0.68 dB.

Other elementary terms of statistical contributions still have lower contributions.

Reproducibility, noted A2, is the variability of the measurement system caused by differen‐
ces in operator behavior. Mathematically, it is the variability of the average values obtained
by several operators while measuring the same item. The variability of the individual opera‐
tors are the same, but because each operator has a different bias, the total variability of the
measurement system is higher when three operators are used than when one operator is
used. When the instrument is connected, there is no change of each component or device in‐
side. That makes this term negligible because, for example, the amplifier is never replaced
by another one. We remark that, if one or more of the components would be replaced, it will
be necessary to evaluate the influence of the new component on the results of measure‐
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ments. Main aspect is that operators are the same. In our case, operator don't change. It
means a first approximation we can take 0 dB for this uncertainty.

Uncertainty term due to the number of samples is noted A3. It depend on how many points
are chosen for each decades. For this term, we check how works the Fast Fourier Transform
(FFT) analyzer, it leads to an elementary term of uncertainty less than 0.1 dB.

Finally, statistical contribution can be considered as:

A =  √ (∑ Ai ² ) (5)

According to equation (5), it can then be considered that the whole statistical contribution is
better than 0.69 dB.

5.2. “Type B”. Other means

Our system is not yet formally traceable to any standard, according to how the phase noise
is determined. Phase noise measurement generally don't need to be referenced to a standard
as the method is intrinsic. So the data provided in calibration and other certificates, noted
BR, are not applicable. It results that we can take 0 dB as a good approximation of BR.

Influence of the gain of the DC amplifier, noted BL1, is determined to be less than 0.04 dB.

Temperature effects, noted BL2, are less than 0.1 dB as optical fiber regulation system of
temperature in turned on.

Resolution of instruments, noted BL3, is determined by the value read on each voltmeter
when we need to search minimum and maximum for the modulator but also for wattmeter.
Resolution is then no worse than 0.1 dB.

During the measurement, what influence could bring the DUT, generally an oscillator to be
characterized? We call BL4 the influence of the variation of the DUT. It stays negligible
while the variation stay limited. It results that we can keep 0 dB as a reasonable value for
BL4 if the DUT is not too unstable.

Uncertainty on the determination of the coefficient Kφ (noted BL5) dependent for the slope
expressed in Volt/rad is found to be lower than 0.08dB.

For the contribution of the use of automatic/manual range, noted BL6, we can deduce from
experimental curves that this influence is no more than 0.02 dB. In our case, all these terms
were found lower than repeatability.

The influence of the chosen input power value of the DUT, noted BL7, is negligible as the
input power in normal range i. e. between -4 dBm and +6 dBm, has a very limited influence.
We experimentally observe an influence. It stay better than 0.02 dB.

Other elementary terms still have lower contributions. BL is the arithmetic sum of each ele‐
mentary contribution. It is determine to be 0.38 dB.
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tors are the same, but because each operator has a different bias, the total variability of the
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5.3. Estimation of the global uncertainty of this system

According to the Guide to the expression of uncertainty in measurement, uncertainty at 1
sigma interval of confidence is calculated as follows:

uc =  √ (A ²  +  BR ²  +  BL ² ) (6)

We deduce from equation (6) that uncertainty at 1 sigma, noted uc, is better than 0.79 dB.

Table 1 summarizes how is deduced the global uncertainty for the spectral density of phase
noise at 1 sigma.

Uncertainty Designation Value (in dB)

A1 Repeatability 0.68

A2 Reproductibility 0

A3 Uncertainty term due to the number of sample 0.1

A (ΣAi²)1/2 0.69

BR Not applicable 0

BL1 Gain of the DC amplifier 0.04

BL2 Influence of the temperature 0.1

BL3 Influence of the resolution of the instrument 0.1

BL4 Influence of the power of the DUT 0

BL5 Uncertainty on the determination of KΦ 0.08

BL6 Contribution of automatic/manual range 0.02

BL7 Influence of the variation of the input power 0.02

BL ΣBLi 0.38

uC Global uncertainty at 1 sigma: (A²+BR²+BL²)1/2 0.79

Table 1. Budget of uncertainties.

Its leads to a global uncertainty of U = 2xuc = 1.58 dB at 2 sigma.

For convenience and to have an operational uncertainty in case of degradation or drift of
any elementary term of uncertainty, it is wise to degrade the global uncertainty. That's why
we choose to keep U = 2 dB at 2 sigma for a common use of the optoelectronic system for
phase noise determination. According to this evaluation of the uncertainty at 1 sigma, it
leads to 1.58 at two sigma. It concretely means that it is possible to determine the phase
noise of a single oscillator in X-band with a global uncertainty set to be better than ±2 dB.
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6. Conclusion

The author wish that the phase noise optoelectronic system presented in this chapter is use‐
ful for those who want to understand how the phase noise can be experimentally deter‐
mined. We detailed performances and consideration about estimation of the uncertainty to
show the main advantage of such developed instrument for metrology or telecommunica‐
tion applications and characterizations of compact OEO's operating in X-band. With high
performance better than -170 dBc/Hz at 10 kHz from the 10 GHz carrier, it is interesting to
underline that it is possible to determine the phase noise of a single oscillator in X-band with
a global uncertainty set to be better than ±2 dB. This system is to be extended at lower and
higher microwave operating frequencies.
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1. Introduction

One of the problems in high speed computing is the limited capabilities of communication
links in digital high performance electronic systems. Too slow and too few interconnects be‐
tween VLSI circuits cause a bottleneck in the communication between processor and memo‐
ry or, especially in multiprocessor systems, among the processors. Moreover, the problem is
getting worse since the increasing integration density of devices like transistors leads to a
higher requirement in the number of necessary channels for the off-chip communication.
Hence, we are currently in a situation, which is characterized by too few off-chip links and
too slow long on-chip lines, what is described as the interconnect crisis in VLSI technology
[1]. More than ten years the use of optical interconnects is discussed as an alternative to
solve the mentioned problems on interconnect in VLSI technology [2]. A lot of prototypes
and demonstrator systems were built to prove the use of optics or optoelectronics for off-
chip and on-chip interconnects [3]. The possibilities of current VLSI technology would allow
integrating a massively-parallel array processor consisting of a few hundred thousand sim‐
ple processor elements (PEs) on a chip. Unfortunately it would be a huge problem to ar‐
range several of such PE arrays one after the other in order to realize a highly–parallel
superscalar and super-pipelined architecture as well as an efficient coupling to a memory
chip. The reason for these difficulties is the not sufficient number of external interconnects to
move high data volumes from and to the circuits. In optoelectronic VLSI one tries to solve
limitation problem by realizing external interconnects not at the edge of a chip but with ar‐
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rays of optical detectors and light emitters which send and receive data directly out from the
chip area. Honeywell has developed such devices with VCSEL diodes (vertical surface emit‐
ting laser diodes) and metal – semiconductor – metal photo-detectors in research project [4].

This allows the realization of stacked 3-D chip architecture in principle. The main problems
are not the manufacturing and operating of single devices but the combination of different
passive optical elements with active optoelectronic and electronic circuits in one system.
This requires sophisticated mounting and alignment techniques which allow low mechani‐
cal tolerances and the handling of thermal problems. At present the situation for smart de‐
tector circuits is much easier. They can be regarded as a subset of OE-VLSI circuits because
they consist only of arrays of photo-detectors with corresponding evaluation circuit for ana‐
logue to digital converting. Optical detectors based on PN or PIN photodiodes can be mono‐
lithically integrated with digital electronics in silicon what simplifies the design enormously
compared with OE-VLSI circuits that in addition contain sender devices realized in GaAs
technologies. Furthermore smart detector circuits can be manufactured in nearly every semi‐
conductor fabric. Smart detectors or smart optical sensors show a great application field and
market potential. Therefore our approach favors a smart pixel like architecture combining
parallel signal detection with parallel signal processing in one circuit. Each pixel has its own
PE what guarantees the fastest processing.

The strategic direction of solution of various scientific problems, including the problem of
creation of artificial intelligence (AI) systems, human brain simulators, robotics systems,
monitoring and control systems, decision-making systems, as well as systems based on arti‐
ficial neural networks, etc., becomes fast-acting and parallel processing of large2-D arrays of
data (up to 1024x1024 and higher) using non-conventional computational systems, corre‐
sponding matrix logics (multi-valued, signed-digit, fuzzy logics, continuous, neural-fuzzy
and others) and corresponding mathematical apparatus [5-11]. For numerous perspective re‐
alizations of optical learning neural networks (NN) with two dimensional structure [5], of
recurrent optical NN [6], of the continuous logic equivalency models (CLEM) NN [7-10], the
elements of matrix logic are required, and not only of two-valued property, threshold, hy‐
brid but also continuous, neural-fuzzy logics and adequate structure of vector-matrix com‐
putational procedures with basic operations of above-mentioned logics. Optic and
optoelectronic technologies, methods and principles as well as corresponding element base
provide attractive alternative for 2D data processing. These technologies and methods suc‐
cessfully decide problems of parallelism, input-output and interconnections. Advanced non-
traditional parallel computing structures and systems, including neural networks, require
both parallel processing and parallel information input/output. At the same time there are
many new approaches that are based on new logics (neural-fuzzy, multi-valued, continuous
etc.). The using of the standard sequential algorithms based on a few operations makes the
approaches long-running. But only a few of them [12] can be used for processing of 2D data
and perform wide range of needed arithmetic and logic operations). Generalization of scalar
two-valued logic on matrix case has led to intensive development of binary images algebra
(BIA) [13] and 2D Boolean elements for optic and optoelectronic processors [12-17].
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Taking into consideration the above-described approach, consisting in universality, let us
recollect some known facts regarding the number of functions. The number of Boolean func‐
tions of n variables in algebra of two-valued logic (TVL), which is also Boolean algebra,
equals22n

. In this TVL there are N2 =2n atoms, which are minterms. Functions of n variables

k–valued logic (k>2) are reflectionsA n → A, where A={0, 1,... k-1}, and the number of func‐
tions equalsNk =k k n

. Algebra, formed by set C∧
u

= 0, 1  or C∧
b
= −1, 1  is called continuous

logic (CL) algebra, and the number of CL functions, as reflections Cu
n →Cu depending on the

CL algebra can be infinite or finite (the set of reflections is always infinite). CL functions are
called only those functions of the setN∧, which are realized by formulas. The number N∧ of
CL functions in the most developed CL algebra – quasi-Boolean Cleenee algebra
(Δ =(Cu,∧ ,∨ ,-)), in which any function on any set of arguments takes the value of one of the
arguments or its negation, is finite. In this case the number N∧(n) of functions of n argu‐
ments increases with increase of n very rapidly [4]:N∧(0)=2 ;N∧(1)=6;N∧(2)=84;N∧(3)=43918.

We would like to draw the attention to the fact, that both natural neurons and their more
complex physical and mathematical models suggest discrete-analog and purely analog
means for information processing with different level of accuracy, with the possibility of re‐
arrangement of chosen coding system. This, in its turn, requires corresponding image neu‐
ron circuit engineering with programmable logic operations, with transition from analog to
discrete processing, to storing etc.

Thus, the search of means aimed at construction of elements, especially universal (at least
quasi-universal or multifunctional) with programmable tuning, able to perform not only op‐
erations of two-valued logic, but other matrix (multi-valued, continuous, neural-fuzzy, etc.)
logic operations is very actual problem [15]. One of promising directions of research in this
sphere is the application of time-pulse-coded architectures (TPCA) that were considered in
works [18-20]. These architectures were generalized in [11], taking into account basic possi‐
ble approaches as well as system and mathematical requirements. The time-pulse represen‐
tation of matrix continuous-logic variables by two-level optic signals not only permits to
increase functional possibilities (up to universality), stability to noise, stability and decrease
requirements regarding alignment and optical system, but also simplify control circuits and
adjustment circuits to required function, operation, and keep untouched the whole meth‐
odological basis of such universal elements construction, irrespective of valuedness of a log‐
ic and type of a logic.

But there is another approach based on the use of universal logic elements with the structure
of multiple-input multiple-output (MIMO) and time-pulse coding. We call such elements -
the elements of picture type (PT). At increase of number of input operands and valuedness
of logic (up to continuous) the number of executable functions also increases by the expo‐
nential law. This property allows simplifying operation algorithms of such universal optoe‐
lectronic logical elements and hence to raise information processing speed. Most general
conceptual approaches to construction of universal picture neural elements and their mathe‐
matical rationales were presented in paper [11]. But those were only system and structural
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solutions that is why they require further development and perfection. Mathematical and
other theoretical fundamentals of design of matrix multi-functional logical devices with fast
acting programmable tuning were considered in paper[19], where expediency of functional
basis unification, that is promising for optoelectronic parallel-pipeline systems (OEPS) with
command-flow 2D-page (picture) organization [20], necessity in arrays of optic or optoelec‐
tronic triggers (memory elements) of picture type for storage of information and controlling
adjusting operands as well as perspective principles of presentation and coding of multi-val‐
ued matrix data (spatial, time-pulse and spectral) were shown. Besides, the analysis of vari‐
ous algebra logics [11, 19, 21-24] for functional systems of switching functions, in spite of
their diversity allows us to suggest a very useful idea, in our opinion, that lies in following.

It is possible to create more sophisticated problem-oriented processors, in which the specific
time-pulse operands encoding and only elements of two-valued logic are used, which will
realize functions of different logics, continuous etc. Taking into account the universality,
parallel information processing of the universal elements and the use of only two-valued
logic elements for implementation of all other operations the approach is a very promising.

That is why the aim of the given work is to consider the results of design and investigation
of optoelectronic smart time-pulse coded photocurrent reconfigurable MFLD as basic com‐
ponents for 2D-array logic devices for advanced neural networks and optical computers.

2. Design and simulation of two variants of the OPR MFLD base cell

2.1. Picture continuous logic elements (PCLE)

Figure 1 shows the structural diagram of picture neural element (PNE) for computation of
all basic matrix-continuous-logic (MCL) operations in matrix quasiBoolean algebra
C=((А,В),^, ˇ,-) [11] for which in any set of MCL arguments matrix continuous logic function
(MCLF) F takes the value of a subregion of one of the arguments or its supplement. The PE
of matrix two-valued logic (MTVL), performing MTVL operations over matrix temporal
functions Oi t(t) (in point of fact two-valued 2D-operands) realize MCLF over continuous
logic variables (CLV) Oi t. The time-pulse coding of a grayscale picture is shown in Figure 1.
As it is seen in Figure 2 at each point of picture output of PNE, MCL can be performed over
continuous logic variables (CLV) O1 ijT,…On=2 ijT, presented by t1 ij,...tn ij durations of time
pulse signals, during each interval T one of the following operations of CL: min(a,b),
max(a,b), mod(a-b), mod(a −b)̄, complementaryā =1−a, equivalence, etc [10, 11, 23]. The du‐
ration of MTVL formed at the output and as a result of PNE, signal
f ij

NE (t)= f ij
NE (Oij

1(t), Oij
2(t)), is CL function of input binary temporal variables durations.

Thus, as it is seen from Figure 3, almost all basic operations of continuous logic, neural-fuz‐
zy logic, that are shown in work [21], can be realized with the help of the time-pulse coding
of variablesX1,…,Xn and universal (or multifunctional)picture element (UPE) of two-valued
logic (TVL). But for that pulse width modulator (PWM) of PT is needed. It is not needed to
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form contrast-conversion (complementary operand) image for analog picture optic inputs if
PWMs PT have complementary outputs.

Figure 1. The PNE of matrix-continuous-logic (MCL) with programmable tuning

Thus, becomes obvious that for time – pulse coding realization of PNE of matrix-continuous
-logic (MCL) with programmable tuning is necessary UPE of TVL or picture MFLD, by
means of which continuously – logic operations over time – pulse signals can be realized. In
Figure 1 selection of picture logic functions is carried out by electric adjusting signals and all
array cells will realize the same function at the same time. For many appendices it is expedi‐
ent to choose a logic function at each point of the matrix processor, and therefore there is a
desire to make management and tuning also in the form of optical matrix operands. It essen‐
tially expands functionality of such processors and MFLD on which basis they are realized.

In work [25] MFLD of two-valued logic (TVL) on current mirrors, photodiodes and LEDs
with schemes of their drivers are described and simulated. They are relatively difficult as
contain four current mirrors (CM), four schemes ХОR, four elements АND and one logic ele‐
ment OR. In the same work different optoelectronic circuitry were offered on base of 2-4 CM
and one photo diode, realizing the Boolean operations AND, NOT, OR, NOR, et al with po‐
tential and current outputs. They are based on threshold elements, comparators of currents
(photocurrents) on current mirrors and circuitry of limited subtraction (CLS). Such base ele‐
ments also were used for realization of other elements of continuous logic, including opera‐
tions equivalence (nonequivalence) and etc. [21, 26, 27]. Therefore developing further this
approach we use for design of the OPR MFLD.
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Figure 2. Time diagrams of CL operation fulfillment by means of time-pulse CL variables

2.2. Designing of the base cell for the first version of OPR MFLD-1

The function circuit of the OPR MFLD-1 (the first version) is shown in figure. 3, and the cir‐
cuit diagram of the OPR MFLD-1 on 1.5μm CMOS transistors is shown in figure. 4. It con‐
tains 4 optical inputs (the aperture of photodiodes PD) four cells (PD-CM)1 ÷ (PD-CM)4

executing a role of threshold elements (a threshold -i0) and realizing operation of the limited

subtraction(LS):iCM i
= ipd−

.
i0; current mirror СМ5 (or instead of its CM’5 with the optical ad‐

justed threshold) for the reproduction of thresholdsi0 =2I0 ; current mirrors СМ6-M and

СМ7-M (M denotes the multiplication currents) for formation together with drivers signals
(currents) for four LEDs (2 direct outputs) and LED ’ (2 additional inverse outputs).

The cell for the first version of OPR MFLD-1 has a different sub-options, which correspond
to different patterns of formation of the thresholdsi0, namely: 1) sub-option with the forma‐

tion of all four thresholds using individual current sources, 2) sub-option - with the help of a
current mirror - multiplier CM5 and a single current source2I0, 3) sub-option - using the cur‐

rent mirror-multiplier CM'5 with a photodiode for input of the threshold currenti0 =2I0.

In Figures 5a, 5b it is shown constructive (a matrix fragment – one OPR MFLD-1) the scheme
of base nodes and the most simple optical  imaging system for connections.  The scheme
contains 4 photo diodes, 5+8+5=18 transistors (without transistors of drivers) and the scheme
is enough simple. By changing optical (or electrical) signals of tuning vector у1÷у4 at in‐
put 4 photodiodes signals from light emitter diodes LED and LED̄  of  the OPR MFLD-1
scheme are moved.
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Figure 4. The circuit diagram of the OPR MFLD-1 on 1.5µm CMOS transistors for modeling with OrCAD 16.3 PSpice

Signals from the first input A and from the second input B (a variant of output II) together
with tuning vector у1÷у4 will be transformed to a total photocurrent. Base elements of limit‐
ed subtraction (LS) based on (PD-CM)i separate out corresponding logic minterms by sub‐
traction of threshold currents i0from currents of PDs. We researched various updating of

such base circuits. For the task of thresholds it is possible to use the various optical and elec‐
tric approaches, besides operating generators of currents and various schemes of drivers are
possible. A basic accent we nevertheless do on input part of conversion and processing, be‐
cause forming of matrix of emitters is simpler task, if not to take into account the technologi‐
cal aspects of their integration on a chip.
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Figure 5. а) Optical plane-to-plane imaging system (b) The constructive scheme of a base cell (fragment) for the OPR
MFLD-1

2.3. Simulation of the base cell for the first version of OPR MFLD-1

Results of modeling by means of package OrCAD 16.3 of the offered OPR MFLD-1 are
shown in Figure 6 for different tuning signals у1у4 which set necessary functions, for differ‐
ent supply voltage and different amplitudes of currents I0 (3μА, 10μА and 30μА) according‐
ly. In Figure 6a, the first diagram above shows the pulses of currents I30, I29, which
correspond to the inputs of BN, AN, and current ID (Q40) at the output node (PD-CM)1. On
the same Figure, the second, third and fourth diagrams show, respectively, the input and
output pulse currents of nodes (PD-CM)2÷ (PD-CM)4. Current pulse I35 duration (see the
third diagram in Figure 6a), which is at the input A, equals 2μs. Current pulse I39 duration
(see the fourth diagram in Figure 6a) equals 7μs at the input B. The output pulse current ID
(Q44) of the circuit is shown in the bottom diagram in Figure 6a and its duration equals 8μS
(8=10-2). This confirms the correctness work of the circuit.
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Figure 6. а) Simulation results of cell of OPR MFLD-1 for functions of NAND two-valued logic(TVL) and NMIN continu‐
ous logic (CL) at a supply voltage5 V; (b) Simulation results of cell of OPR MFLD-1 for functions of OR TVL and MAX CL
logic (3 V, t(A)=t(I35)=200nS, t(B)=t(I39)=700nS, t=100nS, T=1,1µs); (с) Simulation results of cell of OPR MFLD-1 for
functions XOR TVL and NEQ CL (3V, 0.1mW, 3µA, t(A)=t(I35)=200nS, t(B)=t(I39)=700nS,T=1.1µs); (d) Simulation results
of cell of OPR MFLD-1 for functions NXOR TVL and EQ CL (3V, 10µA, photo-configurable, t(A)=t(I35)=2µS,
t(B)=t(I39)=7µS, tout = t(ID(Q44))=2+3=5 µS)

The diagrams in Figures 6b, 6c, 6d, similar to Figure 6a shows the corresponding input and
output currents of the circuit. The difference lies in the different modes for different input
pulse durations and the presence of additional power consumption graphics. In Figure 7а
dependence of power consumption of OPR MFLD-1 from I0and supply voltage is shown,
and in Figure 7b dependence of tpreset and tfrontsfrom I0 = Imax is shown. From them it is visi‐
ble, that the power consumption of OPR MFLD-1 Pdrain (without drivers and output part) is
about 0.1-2.5mW. If to take into account that the currents of LEDs must (taking into account
the coefficient of transformation and sensitiveness of photo-detectors PD) to be at least in
5÷10 times more, the Pdrain will increase in 2÷4 times. But, for example, atI0 =10μА, the power
consumption will be Pdrain ≤4÷5mW. At currents 1÷3μA it decreases to 1mW. Delay time is
no more than 50÷100 ns, and the period T of time pulse processed signals go into in a micro‐
second range 1÷16 μs. If to use not 1.5μm technologies CMOS transistors, but more ad‐
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vanced, that is possibility to receive processing time T at level 1÷10ns, i.e. to raise
productivity of one channel OPR MFLD-1 to 108-109 CL-logic operations/sec.

We tested experimentally the circuit for all functions that it can implement. The experiments
confirm the implementation of all theoretically possible functions in a wide range of voltag‐
es, currents and operating periods of treatment. But given the size limitations of article, here
we do not present all results and charts.

Figure 7. а) Dependence of the power consumption from supply voltage and input current range; (b) dependence of
time delay and fronts from supply voltage and input current values

If cells of the MFLD-1 with Pdrain= 1÷5mW are integrated into array of 32x32 elements or

more, the general productivity of such array OPR MFLD-1 will reach 1012 CL-logic opera‐
tions/sec. A modified variant of OPR MFLD-1 in which signals у1¸у4 are realized on current
generators with possibility of their programming is also offered. Besides, if the array of cells
MFLD-1 realizes the same function it is possible to choose signals with sample correspond‐
ing nodes (PD-CM)i. The problem of simplification of the optical system is decided in this
case. Because it is necessary to give signals not from three optical apertures, but only from
two apertures on the OPR MFLD-1 chip.

2.4. Modeling of array of the OPR MFLD-1 with MathCAD

Modeling results of the OPR MFLD-1 with MathCAD which confirm normal functioning of
OPR MFLD-1 for all 16 possible functions of binary logic and corresponding functions of
continuous logic are shown in figure 8-11. Two inputs 2D operands XA and XB (Figure 8)
with dimensional of 32x32 pixels are transformed to XAR and XBR by multiplication of one
pixel to 2x2 pixels. Matrixes XAR, XBR have dimensional of 64x64 pixels.
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Figure 8. Simulation results of forming and processing processes using OPR MFLD-1

Four matrixes M1÷M4 are formed with formulas shown in Figure 9. These matrixes are used
for selection of one subpixel of four pixels of XAR and XBR. Matrixes AXR and BXR are
formed after XAR and XBR by elementwise non-equivalence (⊕) operation on matrixes MA
and MB. Tuning 2D operand OP is formed by matrixes M1÷M4 and scalar tuning signals
oy1÷oy4 or by signals y1÷y4.

Figure 9. Transformations formulas for matrixes, tuning operand OP formation and additions

Matrix SAB is formed as sum of AXR, BXR and OP. Threshold processing is done over ele‐
ments of SAB matrix and matrix QSAB is formed:

( )( ) ( )( )i,j i,j i,j i,j i,jQSAB 1 3 SAB 3 SAB 1 3 SAB 3 SABé ù é ù= F -F - - -F - -
ë û ë û (1)

The threshold value tr =3. Four subpixels are united to one pixel with formula

k,l 2k,2l 2k,2l+1 2k+1,2l 2k+1,2l+1UQSAB =QSAB +QSAB +QSAB +QSAB (2)

and output matrix UQSAB dimension is 32x32. Another final threshold processing (t0=1) is
done with formula
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( )( ) ( )( )k,l k,l k,l k,l k,lESAB 1 1 UQSAB 1 UQSAB 1 UQSAB 1 UQSABé ù é ù= F -F - - -F -ë û ë û (3)

and output matrix ESAB is formed.

For more detailed consideration fragments AP, BP, OPP, OSP, OQP, QSP with dimensional
of 2x2 subpixels or 4x4 pixels from matrixes AXR, BXR, OP, SAB, UQSAB, ESAB are shown
in Figure 10. The fragments are shown as matrixes and images. For conventional presenta‐
tion of the images in MathCAD the matrixes are multiplied by 80. Output of equivalence op‐
eration is QSP with dimensional of 2x2, but for OPR MFLD correct operation matrixes QSAP
and QABP with dimensional of 4x4 are used.

Figure 10. Simulation results of four base cells (2х2 subpixel) of matrix OPR MFLD-1 (function NXOR - EQ)

Examples of other functions realizations with the OPR MFLD-1 as fragments of images are
shown in Figures 11

Figure 11. Simulation results for other functions realizations with the OPR MFLD-1

2.5. Investigation of the base cell for the second version of OPR MFLD-2

2.5.1. Simulation of OPR MFLD-2 with OrCAD 16.3

The second circuit variant is shown in Figure 12. It differs from the previously discussed
first variant that the input optical signals from each of the i,j-th base cell of two picture oper‐
ands are fed to a photo-detector. One of the picture input using the appropriate shadow
mask weakens the signals of one of the operands is a factor of 2. Therefore, the first unit of
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the circuit consists of current comparators, which convert the output voltages into a digital
form that is uniquely appropriate input situation.

Figure 12. Circuit diagram of the base cell for the OPR MFLD-2 (the second version)

With the help of nodes in the current voltage conversion and control signals Y0-Y3 at the
output node is formed by the resulting signal as a current, which corresponds to the selected
desired logic function. The set of possible logical set of vector signals Y0-Y3 has 16 possible
combinations. Selecting one of them allows you to implement any 16 of possible two-valued
logic of binary operations. If the input signals are continuous in the time-pulse coded form,
selecting the desired operation as a two-valued logic, such as AND, the operation MIN is
implemented from time-pulse encoded signals. For the first model experiments in the
scheme of an input photo-sensor used two of the current source to set the time of the input
time-pulse signals (TPS).Instead of photo detectors are used to control the function of the
sources of Y0 ÷ Y3 current. The reference currents are shown as current sources for simplici‐
ty. The current sources can be implemented on the same transistors or may be given by
means of optical signals with fixed intensity. For the formation of the amplified output cur‐

Optoelectronics - Advanced Materials and Devices362

rent which is required for light emitters, or for driver circuit, you can use the multiplier cur‐
rent at the current mirror.

The simulation results of this scheme on 65nm CMOS transistors with OrCAD 16.3 PSpice,
at different voltages and power levels of input signals are shown in fig. 13 -20.

Figure 13. The results of modeling of the base cell for second version of OPR MFLD-2 for implementation of function
non-equivalence of continuous logic (CL) based on XOR TVL

Experiments have shown that the power consumption of a cell does not exceed 200÷300μW,
delay times and pulse fronts are less than 1 nanosecond, and the basic cell is realized on 44
(or 36) transistors and 11 current sources on 11÷15 transistors. The duration time of pulse-
coded signal is in the range of processing cycles, and the pulse period is 100 nanoseconds.
This shows that it is possible to increase the frame processing rate to 10 MHz but at the ex‐
pense of accuracy and complexity of matching photodetectors with current mirrors. Simula‐
tion results with OrCAD16.3 of the same basic cell circuit of the OPR MFLD-2 in the mode of
implementation of the functions of the nonequivalence CL or XOR TVL are shown in Fig. 13.
Diagrams that explain the work of OPR MFLD-2 in the implementation of functions of the
nonequivalence CL or XOR TVL: Id = 5μA, 3V supply voltage, signal durations ta

pulse = 50ns,
tb

pulse = 80ns. In the first diagram above - the output current signal, the second - two input
signals and their weighted sum, the down three: the third, fourth and fifth - currents at the
output of the threshold units (green solid) and their complements (blue dashed). It uses vec‐
tor tuning signals Y= {Y0, Y1, Y2, Y3} = {0, 1, 1, 0}, and the current level is 5 μA. At the out‐
put the correct signal is formed ≈ 30 ns duration. The change of the vector set to {0, 1, 0, 0}
allows for the output function I22 * NI23 (where NI23 – the complement of the signal I23), as
shown in Figure 14. For credibility, that the function is implemented correctly, we did a
change in the duration of signals, such that the first signal tpulse(I22) = 80ns and tpulse (I23) =
50ns (the signals changed their duration). The results showed that there was a signal at the
output, which has a duration ≈30 ns.
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nonequivalence CL or XOR TVL: Id = 5μA, 3V supply voltage, signal durations ta

pulse = 50ns,
tb

pulse = 80ns. In the first diagram above - the output current signal, the second - two input
signals and their weighted sum, the down three: the third, fourth and fifth - currents at the
output of the threshold units (green solid) and their complements (blue dashed). It uses vec‐
tor tuning signals Y= {Y0, Y1, Y2, Y3} = {0, 1, 1, 0}, and the current level is 5 μA. At the out‐
put the correct signal is formed ≈ 30 ns duration. The change of the vector set to {0, 1, 0, 0}
allows for the output function I22 * NI23 (where NI23 – the complement of the signal I23), as
shown in Figure 14. For credibility, that the function is implemented correctly, we did a
change in the duration of signals, such that the first signal tpulse(I22) = 80ns and tpulse (I23) =
50ns (the signals changed their duration). The results showed that there was a signal at the
output, which has a duration ≈30 ns.
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Figure 14. The diagrams of signals in the circuit with a vector set {0, 1, 0, 0} for the implementation of the function
AND(a, b̄), where a=I22, b=I23

If change of the vector set to {0, 0, 1, 0} than there is a signal at the output which differs only
in the short false pulses. Change of durations of the input signals at the same vector set pro‐
vides the desired signal at the output (see Figure 15). This confirms the correct operation of
the scheme.

Figure 15. The diagrams of signals in the implementation of the function AND (a,   
¯

b)defined by the vector set {0, 0, 1,
0}, where a=I22, b=I23, tp (I22) = 50ns, t p(I23) = 80ns.

In Figure 16 (left) the implementation of the equivalence CL (based on NXOR TVL) is
shown. The output signal (the first graph above) has the total duration of 70ns. The opera‐
tion NOR TVL and on its basis the operation max̄(a, b) CL, or the same operation min(ā, b̄)
CL is shown in Figure 16 (right). Duration of the output signal is 20ns. Signal diagrams for
mode of formation of min CL-function (based on AND) are shown in Figure 17. Left on the
diagrams shows the control signals of the vector Y= {Y0, Y1, Y2, Y3} = {0, 0, 0, 1}, and the
right - signals: output, input and intermediate. As can be seen from the simulations, device
successfully implements the desired function when changing the supply voltage from 1,5V
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to 3.3V and in accordance with the results: power consumption Pdrain ≤150μW  by 1.5V, cur‐
rent pulses amplitudes are 5μA and 10μA; power consumption Pdrain ≤350μW  by 3.3V, cur‐
rent pulse amplitudes 5μA and 10μA.

Figure 16. Simulation results of the base cell for second version of OPR MFLD-2 for implementation of function: left -
equivalence operation CL (NXOR TVL), right - operation max̄(a, b) CL (NOR TVL)

Figure 17. Signal diagrams for mode of AND (min CL) operation implementation

Circuit diagram (Figure 18) of the OPR MFLD-2 with photodiodes is used for simulations
with OrCAD16.3 PSpice. The model of the photodiode is the same as in Figure 4. The simu‐
lation results are shown in Figure 19. Displaying 4 periods, at each different tuning vector
set is applied and different functions is performed: the first period - vector {1,0,0,1} (equiva‐
lence), the second period - vector {1,0, 1,0} (inversion of the first variable), the third period -
vector {0,1,1,0} (non-equivalence), the fourth period - vector {0,1,0,0} (AND (ā, b).

The signals of these vectors are displayed on the lower four graphs yellow lines. The blue
lines show the output currents generated configuration signals and the corresponding no‐
des. The sum of output currents of these nodes represents the output signal. It was featured
on the second chart above the green line and the input photocurrent from the two argu‐
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ments shows a blue line. At the top graph shows the power consumption of the base cell.
The main problem in these cells is a significant deterioration in fronts (an increase of up to
200 ns). Moreover, no change in the operating voltage from 3V to 5V, no change in ampli‐
tude of photocurrents (in the experiments, Io = 5μA, 10μA, 15μA, but at 20μA did not
work!), including at different levels of reference current generators, practice does not signifi‐
cantly affect the duration of the fronts. It is therefore necessary to look for other circuit solu‐
tions, for example, use the cascode circuit of current mirrors, more complex, but high-speed,
current or voltage comparators. But at the same time significantly increase the hardware
cost of a basic cell, and it does not allow for a high level of integration on a chip. So here we
are showing the circuit with extended processing period up to 10μS, which with Io = 5μA
circuit will provide the required characteristics. Power consumption does not exceed
300÷350μW at a supply voltage of 2.4V and the 3.0V on photodiodes. Results of experiments
are shown in Figure 20. By dynamic reconfiguration of optical signals (vector Y) the desired
function of the basic cell is provided and duration of the reconfiguration process is equal to
the period T = 10÷100μs. In addition, if use other technologies, the vectors set can be repre‐
sented using electrical signals.

Figure 18. The base cell for OPR MFLD-2 with one input and four control photodiodes
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Figure 19. Diagrams of signals at modeling cell with an optical configuration for the desired function and the input
photodiode

Figure 20. Diagrams showing the ability to dynamically reconfigurable the cells on the implementation of all 16 possi‐
ble functions of TVL with period of 100µs (total duration 16 periods). The first graph shows the output signal and the
second - the input signals. At the bottom four graphs in yellow show signals at photodiodes, and green - generated
current logical components

2.5.2. Simulation of the OPR MFLD-2 with MathCAD

Simulation results of the offered OPR MFLD-2 with MathCAD and it usage for image proc‐
essing and fuzzy logic operations are shown in fig. 21-24.
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Formulas for simulation processing with MathCAD are shown in Figure 21. At first, input
two 2D operands A1 and B1 and its weighted sum SIAB are formed. The coefficient and
threshold t0= 10 because the current in the OPR MFLD-2 circuit is 10μA. Contrast comple‐
mentary images are matrixes AN1 and BN1. After threshold processing by current compara‐
tors the direct matrixes T1SIAB, T2SIAB, T3SIAB and matrixes TN1SIAB, TN2SIAB,
TN3SIAB of complementary images are formed. Four picture tuning operand NY0 ÷NY3
are formed with tuning vector signals ny0÷ny3. Four logical members SY0÷SY3 are formed
using simultaneous threshold and state decoding operations. The sum of those members is
the output matrix function NF. All operands dimension is 64x64 elements. All images of
above mentioned matrixes and some output functions are shown in Figure 22.

Figure 21. Formulas for simulation of OPR MFLD-2 with MathCAD
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Figure 22. The simulation results of the OPR MFLD-2 with MathCAD for single-cycle high-speed computation of con‐
tinuous logic operations and / or fuzzy logic for membership functions. In the bottom row the functions realization
MAX/OR, MIN/AND, EQ/NXOR, (Ā ⋅ B) over the two graphs presented in the form of membership functions of oper‐
ands A1 and B1

Simulation results for different functions (AND, EQ, NEQ, OR) implementation in four dif‐
ferent sub-regions is shown in Figure 23. XD and YD are the input matrixes. Tuning matrix‐
es VY0÷VY3 have different values in sub-regions. Output matrix VF is concatenation of sub-
region functions.
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Figure 23. The simulation results for sub-region function AND, EQ, NEQ, OR implementation

Let’s demonstrate the possibilities for image processing with such devices. An example of

contour extraction (NF) when processing the first input operand image A1 and its shifted

copy AES1 as the second operand is shown in figure 24. In figure 24: NY0, NY1, NY2, NY3 –

tuning matrixes for that operation; NF – the output image.

Figure 24. Simulation results of the OPR MFLD-2 with MathCAD for contour extraction
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3. Conclusions

We have developed two version of OPR MFLD which realizes the universal binary logic on
optical signals. They have subpixel configuration of 2x2 elements, consist of a small amount
of photodiodes (4) and transistors (18), have low power consumption <1-5mW, high produc‐
tivity and realize the basic set of operations of continuous logic with time pulse representa‐
tion of processed signals. Modeling of such cells with OrCad is made. It is confirmed that all
set of possible functions will be realized with such MFLD by a simple photo tuning. Such
cells for OPR MFLD are integrated into array of 32х32 allow reaching productivity 1012 CL-
logic operations/sec.
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1. Introduction

Along with rapid progress of optical fiber links in the physical layer of networks, optical
processing in the control layer such as data links and internet layers is expected to realize
photonic networks. Various kinds of architectures of optical routers and switches have been
exploited. Optical buffering is one of the indispensable key technologies for avoiding packet
collision in these network nodes.

Various optical buffering systems have been reported [1,2]. Most of them consist of optical
fiber delay lines (FDLs). Although optical slow light can be a potential candidate to adjust
short delay timing [3,4,5], FDLs are regarded to be most useful elements for packet buffer‐
ing. Basically, two kinds of architectures of buffers with FDLs have been considered. One is
a feedforward architecture, consisting of parallel FDLs that have different lengths corre‐
sponding to desired delay times. A combination of input and output buffered switch [6] and
multistage FDL buffer [7] were reported as feedforward architectures. The other is an archi‐
tecture consisting of feedback-looped FDLs. It potentially provides infinite delay time if
waveform distortion caused by loss, noise, dispersion etc., is managed to be compensated.
However, the FDLs can provide only a restricted function of a finite delay time as buffers
because the optical packet cannot be read out during the propagation in the FDLs.

In most of the proposed architectures, electrical processing for scheduling and management
has been employed [8-12]. Although flexible control including quality of service (QoS) can
be realized using such a control method, simple autonomous control is preferable for simple
and low-power consumption buffering.

© 2013 Kishikawa et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Kishikawa et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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We have proposed an autonomous first-in-first-out (FIFO) buffer management system us‐
ing all-optical sensing of packets [13]. Each of FDLs in the reported system stores a single
packet.  In  this  chapter,  we describe  architecture  and operation of  the  buffering system.
The buffering performances such as packet loss rate (PLR) and delay time are evaluated
by numerical simulation.

2. Proposed Buffering System

2.1. Architecture of the Buffering System

The proposed buffering system consists of N  parallel buffering modules and a combiner
as shown in Fig.1. Each module can manage the buffering in autonomous fashion by ex‐
changing the  information signals  that  include utilization of  output  port  as  indicated by
dashed lines. Packets forwarded by the buffering modules are transmitted to output port
through an N×1 combiner.
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combiner
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Figure 1. Schematic diagram of proposed buffering system.

The structure of a buffering module is also shown in inset of Fig. 1. It consists of a bit ex‐
tractor, a controller, and an FDL buffer. The bit extractor creates trigger signal by detect‐
ing  the  first  bit  and  the  last  bit  of  incoming  packets.  The  first  and  last  bits  can  be
composed of specific coded bit patterns. Optical code-correlation processing can find the
start and the end of the packet as the first  and the last bits,  respectively.  The controller
generates control signal autonomously by using the trigger signal. The FDL buffer stores
and forwards packets by using the control signal.
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2.2. Configuration of the Controller

Figure 2 shows the schematic diagram of the controller composed of four components. Con‐
troller A creates timing clock C1 to be used to open the buffer for storing packets. Controller
B creates ‘store’ signal which indicates the actually storing FDL in the buffer. Controller C
creates another timing clock C2 to be used to forward the already stored packets. Controller
D creates ‘forward’ signal and the buffering information to other modules which indicates
whether the buffer is now forwarding packets or not.

Figure 3 shows the configuration of controller A. Timing clock C1 corresponds to the extract‐
ed first bit of incoming packets. The extracted last bit is not used in this case. However, it is
reserved for future enhancement of the buffering system.
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Figure 2. Schematic diagram of the controller.
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Figure 3. Configuration of controller A.

Figure 4 shows the configuration of controller B. It autonomously generates ‘store’ signals
by processing C1 and C2. The number of ‘store’ signals is M+1 where M corresponds to the
number of FDLs in the buffer. In order to indicate actual storing position, none or only one
of the ‘store’ signals becomes on-state. When C1 comes, position of on-state moves up from
#1 to #(M+1), namely, initially all off-state turns to #1-on, then moves to #2-on, #3-on, and so
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on. On the contrary, when C2 comes, position of on-state moves down from #(M+1) to #1.
There are some delay lines with delay time of T FIFO-T 1 and T 1, where T FIFO and T 1 are delay
of single FDL in the buffer and 1-bit, respectively. Note that these components are expressed
by some sort of logic circuits. Although it depends on the function and the performance
such as operating speed, power consumption, and footprint, both electrical and optical logic
circuits might be candidates to be employed.

Figure 5 shows the configuration of controller C. It autonomously generates C2 by process‐
ing C1, ‘store’ signal, buffering information signals from other modules, and ‘forward’ signal
mentioned below. The operation of controller C is similar to the FDL buffer for packets.
Therefore, we describe the detailed operation in the latter section about FDL buffer.

Figure 6 shows the configuration of controller D. It autonomously generates ‘forward’ signal
by processing C2. The ‘forward’ signal keeps on-state for a period of T FIFO by using the flip-
flop triggered by C2.
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2.3. Configuration of the FDL Buffer

The FIFO buffer consists of M parallel FDLs that have delay time of T FIFO, a 1×(M+1) input
switch, M1×2 output switches and couplers as shown in Fig. 7. The buffer stores and for‐
wards packets by using ‘store’ and ‘forward’ signals, respectively. The stored position is de‐
termined by the state of ‘store’ signal. Namely, when k-th signal is on-state (k=1,..,M),
incoming packets are switched to k-th FDL by the input switch. In case that (M+1)-th signal
is on-state, then incoming packets will be discarded because all of the FDLs have already
been occupied with other packets. The stored packets are forwarded to output by control‐
ling the output switches. When the ‘forward’ signal is incident, all of the output switches
move the stored packets to next neighbor FDLs. Note that T FIFO is designed to be greater
than or equal to the maximum packet length.
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2.4. Operation Overview of Buffering

An example of timing chart for buffering process of a module is shown in Fig. 8.
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We assume that there are initially no packets stored in the FDLs, and then five packets are
arriving sequentially with random timing and variable lengths. The number of FDLs M is
assumed to be M=2.

When packet no.1 is incident, ‘store’ signal #1 turns on triggered by the first bit and C1. The
state of the ‘store’ signal is kept for a period of T FIFO. When T FIFO is expired, ‘forward’ signal
turns on triggered by the C2. Then, stored packets no.1 is forwarded to output. If another
module has already been open for forwarding, the ‘forward’ signal of this module does not
turn on in order to avoid collision between this module and the forwarding module. When
packet no.3 is incident before the expiration period T FIFO of packet no.2, it is stored into an‐
other FDL because each FDL is designed for storing only a single packet.

Although similar operation can be seen for following packets, packet no.5 is slightly differ‐
ent. The front part of it is discarded because all FDLs have already been occupied by other
packets. When packet no.3 is forwarded, FDL #2 is open for storing. At the moment, the rear
part of packet no.5 is stored into there. Note that the packet no.5 is therefore treated as a
broken packet when it gets out from the buffer.

3. Computer Simulation

Two kinds of characteristics such as packet loss rate (PLR) and average delay time are inves‐
tigated by computer simulation. We assume in the simulation that packets arrive randomly
and have variable lengths from L min=10 to L max=150 bytes. We define load at input port by
the ratio of the packet existence length to a unit length. For simplicity, operation speed of
the composed devices, such as switching speed of some spatial switches and flip-flops, rise
time of logic gates, are assumed to be much faster than bit-rate of arriving packets. There‐
fore, bit-rate is not specified in our simulation.

3.1. Packet Loss Rate

The PLR is verified with changing the number of FDLs M, length of each FDL L, number of
input N, and the load. Because of a finite number of FDLs in the buffer system, overflow
may occur when the load exceeds the capacity of the buffer, resulting in rejection of the
overflowed packets. Even if the load is less than the capacity, collision of packets may occur
when packets forwarded by some modules are simultaneously coming into the following
combiner as shown in Fig.1. Therefore in the simulation, the overflow and the collision are
both treated as loss of packet.

Figure 9 shows the PLR as a function of the load at module #1 with the number of FDLs M
as a parameter. The number of modules is N=2. The load of the module #2 is set to 0.5. The
length of each FDL is L=L max. It is found that the PLR increases with load at module #1.
Moreover, the PLR decreases when M increases.

Figure 10 shows the PLR as a function of the load at module #1 with the length of FDLs L as
a parameter. The number of modules is N=2. The load of the module #2 is set to 0.5. The
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the composed devices, such as switching speed of some spatial switches and flip-flops, rise
time of logic gates, are assumed to be much faster than bit-rate of arriving packets. There‐
fore, bit-rate is not specified in our simulation.

3.1. Packet Loss Rate

The PLR is verified with changing the number of FDLs M, length of each FDL L, number of
input N, and the load. Because of a finite number of FDLs in the buffer system, overflow
may occur when the load exceeds the capacity of the buffer, resulting in rejection of the
overflowed packets. Even if the load is less than the capacity, collision of packets may occur
when packets forwarded by some modules are simultaneously coming into the following
combiner as shown in Fig.1. Therefore in the simulation, the overflow and the collision are
both treated as loss of packet.

Figure 9 shows the PLR as a function of the load at module #1 with the number of FDLs M
as a parameter. The number of modules is N=2. The load of the module #2 is set to 0.5. The
length of each FDL is L=L max. It is found that the PLR increases with load at module #1.
Moreover, the PLR decreases when M increases.

Figure 10 shows the PLR as a function of the load at module #1 with the length of FDLs L as
a parameter. The number of modules is N=2. The load of the module #2 is set to 0.5. The
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number of FDLs is M=10. It is found that the PLR increases both with load at module #1 and
L. This is because incoming packets are separately stored in different FDLs, resulting in
many FDLs are occupied with unused space remained. When L becomes long, the duration
of occupation becomes long, and then it takes longer time to get out from the buffer. There‐
fore, it may cause the increase of packet loss because of the occupied FDLs.
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Figure 9. PLR with parameter M.
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Figure 10. PLR with parameter L.

Figure 11 shows the PLR as a function of the load at module #1 with the load at module #2
as a parameter. The number of modules is N=2. The number of FDLs is M=30. The length of
each FDL is L=L max. It is found that the PLR increases with load at module #1 and #2.

Figure 12 shows the PLR as a function of the load at module #1 with the number of mod‐
ule N  as a parameter.  The number of FDLs is M=30. The length of each FDL is L=L  max.
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Loads of modules other than #1 are all set to 0.3. It is found that the PLR increases with
load at module #1 and N.
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Figure 13 shows the breakdown of such numbers as input, output, discarded and broken
packet in (a) module #1 and (b) module #2. Parameters are set to as follows; the number of
modules is N=2, the number of FDLs is M=30, the length of each FDL is L=L max, the load of
module #1 is changed, and that of module #2 is 0.5 fixed. It is found from Fig. 13(a) that the
number of output packets saturates up to 70 when the load at module #1 exceeds 0.3. This is
because it starts overflow at that point, namely the number of discarded packets increases in
proportion to the input. As a result, the PLR also increases. In case of module #2 shown in
Fig. 13(b) that the fixed number of input initially exceeds its overflow limit, and so the num‐
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packet in (a) module #1 and (b) module #2. Parameters are set to as follows; the number of
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ber of discarded packets increases up to a certain value. Then, the number of output de‐
creases to the same level as that of module #1. Therefore, this 2×1 buffer puts the identical
output priority to the two modules.

Figure 13. Breakdown of such numbers as input, output, discarded, and broken packet in each module.

3.2. Average Delay

Packets stored and forwarded through the buffer have been experienced a certain amount of
delay determined mainly by the load and parameters M and L. We examine the average de‐
lay time by computer simulation.

Figure 14 shows the average delay as a function of the load at module #1 with the number of
FDLs M as a parameter. The number of modules is N=2. The load of the module #2 is set to
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0.5. The length of each FDL is L=L max. It is found that the average delay increases with load
at module #1 and M.

Figure 15 shows the average delay as a function of the load at module #1 with the length
of each FDL L as a parameter. The number of modules is N=2. The load of the module #2
is  set  to 0.5.  The number of  FDLs is  M=10.  It  is  found that  the average delay increases
with load at module #1 and L.
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Figure 14. Average delay with parameter M.

0
1,000
2,000
3,000
4,000
5,000
6,000
7,000
8,000
9,000

10,000
11,000
12,000

0 0.1 0.2 0.3 0.4 0.5
Load at module #1

Av
er

ag
e 

de
lay

 [b
yt

e] L=5Lmax

L=3Lmax

L=Lmax

Figure 15. Average delay with parameter L.

Figure 16 shows distribution and moving average indicated by dots and solid curves, re‐
spectively, of delay time as a function of packet arrival time to each module with loads as
parameters. The load of the module #1 is changed between 0.3, 0.5, and 0.7. The load of the
module #2 is set to 0.5. The number of modules is N=2. The number of FDLs is M=30.
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ber of discarded packets increases up to a certain value. Then, the number of output de‐
creases to the same level as that of module #1. Therefore, this 2×1 buffer puts the identical
output priority to the two modules.
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Figure 16 shows distribution and moving average indicated by dots and solid curves, re‐
spectively, of delay time as a function of packet arrival time to each module with loads as
parameters. The load of the module #1 is changed between 0.3, 0.5, and 0.7. The load of the
module #2 is set to 0.5. The number of modules is N=2. The number of FDLs is M=30.
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Figure 16. Distribution of delay time at each module.
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The length of each FDL is L=L max. It is found that the delay time shows linear increase with
packet arrival time because of the growth of buffer occupation. Moreover, the delay time
shows saturation where the buffer occupation comes up to a maximum capacity. In addi‐
tion, the heavily-loaded module, which corresponds to module #2 at Fig. 16(a) whereas
module #1 at (c), shows faster increase and saturation than another module.

4. Conclusion

We have proposed an autonomous first-in-first-out buffer with capability of storing a single
packet in each of FDLs. Characteristics of PLR and average delay have been investigated by
numerical simulation. As a result, the PLR and the average delay have a trade-off relation at
such parameters as number of FDL M and length of each FDL L. Therefore they should be
determined by system demand. Smaller M and larger L can be options for implementing the
system from viewpoints of footprint, power consumption, and avoid complicated control.
Our future works include detailed investigation of buffering performance considering re‐
sponse time in switching and other constituent devices, and experimental verification.
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1. Introduction

In optoelectronic scanning, it has been found that in order to find the position of a light
source, the signal obtained looks like a Gaussian signal shape. This is mainly observed when
the light source searched by the optoelectronic scanning is punctual, due to the fact that
when the punctual light source expands its radius a cone-like or an even more complex
shape is formed depending on the properties of the medium through which the light is trav‐
elling. To reduce errors in position measurements, the best solution is taking the measure‐
ment in the energy centre of the signal generated by the scanner, see [1].

The Energy Centre of the signal concept considers the points listed below, see [2], in order to
search which one of them represents the most precise measurement results:

• The Signal Energy Centre could be found in the peak of the signal.

• The Signal Energy Centre could be found in the centroid of the area under the curve
Gaussian-like shape signal.

• The Signal Energy Centre could be found in the Power Spectrum Centroid.

The Energy Centre of the signal could be found by means of the optoelectronic scanner sen‐
sor output processing, through a computer programming algorithm, taking into account the
points mentioned above, in a high level technical computing software for engineering and
science like MATLAB. However, our contribution is a method and an electronic hardware to
produce an output signal related to the Energy Centre in the optoelectronic scanning sensor,
for applications in position measurements.
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This method is based on the assumption that the signal generated by optical scanners for
position measurements is a Gaussian-like shape signal. However, during experimentation it
has been seen that the optoelectronic scanning sensor output is a Gaussian-like shape signal
with some noise and deformation. This is due to some internal and external error sources
like the motor eccentricity at low speed scanning, noise and deformation that could interfere
with the wavelength of the light sources. Other phenomena could also affect such as of re‐
flection, diffraction, absorption and refraction, producing a trouble that can be minimized
by taking measurement in the energy centre of the signal.

The main interest of this chapter is to describe and explain a method to find the energy cen‐
tre of the signal generated by optical scanners based on a dynamic triangulation, see [3], to
reduce errors in position measurements.

2. Optoelectronic scanners for position measurements

Nowadays optoelectronic scanners are widely used for multiple applications; most of the
position or geometry measuring scanners use the triangulation principle or a variant of this
measurement method. There are two kinds of scanners for position measuring tasks: scan‐
ners with static sensors and scanners with rotating mirrors. Optical triangulation sensors
with CCD or PSD are typically used to measure manufactured goods, such as tire treads,
coins, printed circuit boards and ships, principally for monitoring the target distance of
small, fragile parts or soft surfaces likely to be deformed if touched by a contact probe.

2.1. Scanners with position triangulation sensors using CCD or PSD

A triangulation scanner sensor can be formed by three subsystems: emitter, receiver, and
electronic processor as shown in figure 1. A spot light is projected onto the work target; a
portion of the light reflected by the target is collected through the lens by the detector which
can be a CCD,CMOS or PSD array. The angle(α) is calculated, depending on the position of
the beam on the detectors CCD or PSD array, hence the distance from the sensor to the tar‐
get is computed by the electronic processor. As stated by Kennedy William P. in [4], the size
of the spot is determined by the optical design, and influences the overall system design by
setting a target feature size detection limit. For instance, if the spot diameter is 30 μm, it will
be difficult to resolve a lateral feature <30 μm.

Many devices are commonly utilized in different types of optical triangulation position
scanners and have been built or considered in the past for measuring the position of light
spot more efficiently. One method of position detection uses a video camera to electronically
capture an image of an object. Image processing techniques are then used to determine the
location of the object. For situations requiring the location of a light source on a plane, a po‐
sition sensitive detector (PSD) offers the potential for better resolution at a lower system
cost[5]. However, there are other kinds of scanners used commonly in large distances meas‐
urement or in structural health monitoring tasks, these scanners will be explained in the
next section.
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2.2. Scanners with rotating mirrors and remote sensing

In the previous section, we described the operational principle of scanners for monitoring
the distance of small objects, now we will describe the operational principle of scanners with
rotating mirrors for large distances measurement or in structural health monitoring tasks.

There are two main classification of optical scanning: remote sensing and input/output scan‐
ning. Remote sensing detects objects from a distance, as by a space-borne observation plat‐
form. For example an infrared imaging of terrain. Sensing is usually passive and the
radiation incoherent and often multispectral. Input / output scanning, on the other hand, is
local. A familiar example is the document reading (input) or writing (output).The intensive
use of the laser makes the scanning active and the radiation coherent. The scanned point is
focused via finite-conjugate optics from a local fixed source, see [6].

In remote sensing there is a variety of scanning methods for capturing the data needed for
image formation. These methods may be classified into framing, push broom, and mechani‐
cal. In the first one, there is no need for physical scan motion since it uses electronic scan‐
ning and implies that the sensor has a two-dimensional array of detectors. At present the
most used sensor is the CCD and such array requires an optical system with 2-D wide-angle
capability. In push broom methods a linear array of detectors are moved along the area to be
imaged, e. g. airborne and satellite scanners. A mechanical method includes one and two di‐
mensional scanning techniques incorporating one or multiple detectors and the image for‐
mation by one dimensional mechanical scanning requires the platform with the sensor or
the object to be moved in order to create the second dimension of the image.

In these days there is a technique that is being used in many research fields named Hyper‐
spectral imaging (also known as imaging spectroscopy). It is used in remotely sensed satel‐
lite imaging and aerial reconnaissance like the NASA’s premier instruments for Earth
exploration, the Jet Propulsion Laboratory’s Airborne Visible-Infrared Imaging Spectrome‐
ter (AVIRIS) system. With this technique the instruments are capable of collecting high-di‐
mensional image data, using hundreds of contiguous spectral channels, over the same area
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on the surface of the Earth, as shown in figure 2. where the image measures the reflected
radiation in the wavelength region from 0.4 to 2.5 μm using 224 spectral channels, at nomi‐
nal spectral resolution of 10 nm. The wealth of spectral information provided by the latest
generation hyperspectral sensors has opened ground breaking perspectives in many appli‐
cations, including environmental modelling and assessment; target detection for military
and defence/security deployment; urban planning and management studies, risk/hazard
prevention and response including wild-land fire tracking; biological threat detection, moni‐
toring of oil spills and other types of chemical contamination [7].

Figure 2. The concept of hyperspectral imaging illustrated using NASA’s AVIRIS sensor [7].

While remote sensing requires capturing passive radiation for image formation, active in‐
put/output scanning needs to illuminate an object or medium with a ‘‘flying spot, ’’ derived
typically from a laser source. In Table 1, we listed some examples divided into two principal
functions: input (when the scattered radiation from the scanning spot is detected) and out‐
put (when the radiation is used for recording or displaying). Therefore, we can say that in
input scanning the radiation is modulated by the target to form a signal and in the output
scanning it is modulated by a signal.
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Input / Output Scanning

Input Output

Image scanning / digitising Image recording / printing

Bar-code reading Colour image reproduction

Optical inspection Medical image outputs

Optical character recognition Data marking and engraving

Optical data readout Micro image recording

Graphic arts camera Reconnaissance recording

Scanning confocal microscopy Optical data storage

Colour separation Phototypesetting

Robot vision Graphic arts platemaking

Laser radar Earth resources imaging

Mensuration (Measurement) Data / Image display

Table 1. Examples of Input / Output Scanning.

2.2.1. Polygonal scanners

These scanners have a polygonal mirror rotating at constant speed by way of an electric mo‐
tor and the radiation received by the lens is reflected on a detector. The primary advantages
of polygonal scanners are speed, the availability of wide scan angles, and velocity stability.
They are usually rotated continuously in one direction at a fixed speed to provide repetitive
unidirectional scans which are superimposed in the scan field, or plane, as the case may be.
When the number of facets reduces to one, it is identified as a monogon scanner, figure 3
illustrates an hexagonal rotating mirror scanner.

Figure 3. Polygon scanner.
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2.2.2. Pyramidal and prismatic facets

In these types of scanners, the incoming radiation is focused on a regular pyramidal poly‐
gon with a number of plane mirrors facets at an angle, rather than parallel, to the rotational
axis. This configuration permits smaller scan angles with fewer facets than those with polyg‐
onal mirrors. Principal arrangements of facets are termed prismatic or pyramidal. The pyra‐
midal arrangement allows the lens to be oriented close to the polygon, while the prismatic
configuration requires space for a clear passage of the input beam.

2.2.3. Holographic scanners

Almost all holographic scanners comprise a substrate which is rotated about an axis, and
utilize many of the characterising concepts of polygons. An array of holographic elements
disposed about the substrate serves as facets, to transfer a fixed incident beam to one which
scans. As with polygons, the number of facets is determined by the optical scan angle and
duty cycle, and the elemental resolution is determined by the incident beam width and the
scan angle. In radially symmetric systems, scan functions can be identical to those of the
pyramidal polygon. Meanwhile there are many similarities to polygons, there are significant
advantages and limitations.

Figure 4. Polygonal scanner (From http://beta.globalspec.com/reference/34369/160210/chapter-4-3-5-4-scanner-
devices-and-techniques-postobjective-configurations).
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2.2.4. Galvanometer and resonant scanners

To avoid the scan non uniformities which can arise from facet variations of polygons or
holographic deflectors, one might avoid multifacets. Reducing the number to one, the poly‐
gon becomes a monogon. This adapts well to the internal drum scanner, which achieves a
high duty cycle, executing a very large angular scan within a cylindrical image surface. Flat-
field scanning, however, as projected through a flat-field lens, allows limited optical scan
angle, resulting in a limited duty cycle from a rotating monogon. If the mirror is vibrated
rather than rotated completely, the wasted scan interval may be reduced. Such components
must, however, satisfy system speed, resolution, and linearity. Vibrational scanners include
the familiar galvanometer and resonant devices and the least commonly encountered piezo‐
electrically driven mirror transducer as shown in figure 5.

Figure 5. Galvanometer scanner (From http://www.yedata.com).

2.2.5. 45° cylindrical mirror scanner

Optical scanning systems can use coherent light emitting sources, such as laser or incoherent
light sources like the lights of a vehicle. In the use of laser as light emitting source, the meas‐
urements are independent of environment lighting, so it is possible to explore during day
and night, however, there are some disadvantages such as the initial cost, the hazard due to
its high energy output, and that they cannot penetrate dense fog, rain, and warm air cur‐
rents that rise to the structures, interfering the laser beam, besides, it is difficult to properly
align the emitter and receiver. A passive optical scanning system for SHM can use conven‐
tional light emitting sources placed in a structure to determine if its position changes due to
deteriorating. Figure 6 illustrates a general schematic diagram with the main elements of the
optical scanning aperture used to generate the signals to test the proposed method.
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Figure 6. Cylindrical Mirror Scanner.

The optical system is integrated by the light emitter source set at a distance from the receiv‐
er; the receiver is compound by the mirror E, which spins with an angular velocity ω. The
beam emitted arrives with an incident angle β with respect to the perpendicular mirror, and
is reflected with the same angle β, according to the reflecting principle (C L. Wyatt, 1991) to
pass through a lens that concentrates the beam to be captured by the photodiode, which
generates a signal “f” with a shape similar to the Gaussian function. When the mirror starts
to spin, the sensor “s” is synchronized with the origin generating a pulse that indicates the
starting of measurement that finishes when the photodiode releases the stop signal. This sig‐
nal is released when the Gaussian signal energetic centre has been detected.

Figure 7 shows that light intensity increments in the centre of the signal generated by the
scanner. The sensor “s“ generates a starting signal when tα =0, then the stop signal is acti‐
vated when the Gaussian function geometric centre has been detected.

Figure 7. Signal generated by a 45° cylindrical mirror scanner.

Optoelectronics - Advanced Materials and Devices396

The distance T2π is equal to the time between m1 and m1, that are expressed by the code
N2π as defined in equation 1.

2 02N T fp p= × (1)

On the other hand, the time tα is equal to the distance between m1 andm2, could be ex‐
pressed by the code defined in equation 2.

0N t faa = × (2)

Where f0 is a standard frequency reference. With this consideration the time variable could
be eliminated from equation 2obtaining equation 3,see [8].

22 a pa p= ×N N (3)

3. Scanner sensors

All detectors (sensors) act as transducer that receive photons and produce an electrical re‐
sponse that can be amplified and converted into a form of relevant parameters to handle the
input data for results interpretation. Among relevant parameters we can find spectral re‐
sponse, spectral bandwidth, linearity, dynamic range, quantum efficiency, noise, imaging
properties and time response. Photon detectors respond directly to individual photons. Ab‐
sorbed photons release one or more bound charge carriers in the detector that modulates the
electric current in the material and moves it directly to an output amplifier. Photon detectors
can be used ina spectral band width from X-ray and ultraviolet to visible and infrared spec‐
tral regions. We can classify them as analogue waveform output and image detectors, how‐
ever, another type of classification is also possible but we will only describe this type of
sensors in this section.

Analogue waveform output detectors

Analogue waveform output detectors are used as an optical receiver to convert light into
electricity. This principle applies to photo detectors, phototransistors and other detectors as
photovoltaic cells, and photo resistance, but the most widely used today in position measur‐
ing process are the photodiode andthe phototransistors.

3.1.1. Photodiode

The photodiode could convert light in either current or voltage, depending upon the mode
of operation. A photodiode is based on a junction of oppositely doped regions (pn junction)
in a sample of a semiconductor. This creates a region depleted of charge carriers that results
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in high impedance. The high impedance allows the construction of detectors using silicon
and germanium to operate with high sensitivity at room temperatures.

Figure 8. Cross section of a typical silicon photodiode.

A cross section of a typical silicon photodiode is shown in the figure. 8. N type silicon is the
starting material. A thin "p" layer is formed on the front surface of the device by thermal
diffusion or ion implantation of the appropriate doping material (usually boron). The inter‐
face between the "p" layer and the "n" silicon is known as a pn junction. Small metal contacts
are applied to the front surface of the device and the entire back is coated with a contact
metal. The back contact is the cathode; the front contact is the anode. The active area is coat‐
ed with silicon nitride, silicon monoxide or silicon dioxide for protection and to serve as an
anti-reflection coating. The thickness of this coating is optimized for particular irradiation
wavelengths.

In semiconductors whose bandgaps permit intrinsic operation in the 1-15μm, a junction is
often necessary to achieve good performance at any temperature. Because these detectors
operate through intrinsic rather than extrinsic absorption, they can achieve high quantum
efficiency in small volumes. However, high performance photodiodes are not available at
wavelengths longer than about 1.5μm because of the lack of high-quality intrinsic semicon‐
ductors with extremely small bandgaps. Standard techniques of semiconductor device fabri‐
cation allow photodiodes to be constructed in arrays with many thousands, even millions, of
pixels. Photodiodes are usually the detectors of choice for 1-6μm and are often useful not
only at longer infrared wavelengths but also in the visible and near ultraviolet.

The photodiode operates by using an illumination window, which allows the use of light as
an external input. Since light is used as an input, the diode is operated under reverse bias
conditions. Under the reverse bias condition the current through the junction is zero when
no light is present, this allows the diode to be used as a switch or relay when sufficient light
is present.

Photodiodes are mainly made from gallium arsenide instead of silicon because silicon cre‐
ates crystal lattice vibrations called phonons when photons are absorbed in order to create
electron-hole pairs. Gallium arsenide can produce electron-hole pairs without the slowly
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moving phonons; this allows faster switching between on and off states and Ga As also is
more sensitive to the light intensity. Once charge carriers are produced in the diode materi‐
al, the carriers reach the junction by diffusion.

Photodiodes are similar to regular semiconductor diodes except that they may be either ex‐
posed to detect vacuum UV or X-ray or packaged with a windows or optical fibre connec‐
tion to allow light to reach the sensitive part of the device. Many diodes designed to use
specifically as a photodiode use a PIN junction rather than a p-n junction, to increase the
speed of response [9].

Spectral response: The wavelength of the radiation to be detected is an important parameter.
As shown in figure 9, silicon becomes transparent to radiation of a wavelength longer than
1100 nm.

Linearity: Current output of the photodiode is very linear with radiant power throughout a
wide range. Nonlinearity remains below approximately 0.02% up to 100mA photodiode cur‐
rent. The photodiode can produce output currents of 1mA or greater with high radiant pow‐
er, but nonlinearity increases to a certain percent in this region. This excellent linearity at
high radiant power assumes that the full photodiode area is uniformly illuminated. If the
light source is focused on a small area of the photodiode, nonlinearity will occur at lower
radiant power.

Figure 9. Spectral responsivity and response vs. incident angle of a photodiode.

Dynamic Range:  Dynamic response varies with feedback resistor,  using 1M resistor,  the
dynamic  response  of  the  photodiode can be  modelled as  a  simple  R/C circuit  with  a  –
3dB  cut  off  frequency  of  4kHz.  This  yields  a  rise  time  of  approximately  90μs  (10%  to
90%). See figure 10.

Noise: The noise performance of a photo detector is sometimes characterized by Noise Effec‐
tive Power (NEP). This is the radiant power which would produce an output signal equal to
the noise level. NEP has the units of radiant power (watts). The typical performance curve
“Noise Effective Power vs. Measurement Bandwidth” shows how NEP varies with RF and
measurement bandwidth.
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an external input. Since light is used as an input, the diode is operated under reverse bias
conditions. Under the reverse bias condition the current through the junction is zero when
no light is present, this allows the diode to be used as a switch or relay when sufficient light
is present.

Photodiodes are mainly made from gallium arsenide instead of silicon because silicon cre‐
ates crystal lattice vibrations called phonons when photons are absorbed in order to create
electron-hole pairs. Gallium arsenide can produce electron-hole pairs without the slowly
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moving phonons; this allows faster switching between on and off states and Ga As also is
more sensitive to the light intensity. Once charge carriers are produced in the diode materi‐
al, the carriers reach the junction by diffusion.

Photodiodes are similar to regular semiconductor diodes except that they may be either ex‐
posed to detect vacuum UV or X-ray or packaged with a windows or optical fibre connec‐
tion to allow light to reach the sensitive part of the device. Many diodes designed to use
specifically as a photodiode use a PIN junction rather than a p-n junction, to increase the
speed of response [9].

Spectral response: The wavelength of the radiation to be detected is an important parameter.
As shown in figure 9, silicon becomes transparent to radiation of a wavelength longer than
1100 nm.

Linearity: Current output of the photodiode is very linear with radiant power throughout a
wide range. Nonlinearity remains below approximately 0.02% up to 100mA photodiode cur‐
rent. The photodiode can produce output currents of 1mA or greater with high radiant pow‐
er, but nonlinearity increases to a certain percent in this region. This excellent linearity at
high radiant power assumes that the full photodiode area is uniformly illuminated. If the
light source is focused on a small area of the photodiode, nonlinearity will occur at lower
radiant power.

Figure 9. Spectral responsivity and response vs. incident angle of a photodiode.

Dynamic Range:  Dynamic response varies with feedback resistor,  using 1M resistor,  the
dynamic  response  of  the  photodiode can be  modelled as  a  simple  R/C circuit  with  a  –
3dB  cut  off  frequency  of  4kHz.  This  yields  a  rise  time  of  approximately  90μs  (10%  to
90%). See figure 10.

Noise: The noise performance of a photo detector is sometimes characterized by Noise Effec‐
tive Power (NEP). This is the radiant power which would produce an output signal equal to
the noise level. NEP has the units of radiant power (watts). The typical performance curve
“Noise Effective Power vs. Measurement Bandwidth” shows how NEP varies with RF and
measurement bandwidth.
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Imagining Properties: The output is measured in voltage thru time, imaging like a Gaussian-
like signal shape [10].

Figure 10. Small and large signal dynamic response of a photodiode.

3.1.2. Phototransistors

The Phototransistor is similar to the photodiode except for an n-type region added to the
photodiode configuration. The phototransistor includes a photodiode with an internal gain.
A phototransistor can be represented as a bipolar transistor that is enclosed in a transparent
case so that photons can reach the base-collector junction. The electrons that are generated
by photons in the base-collector junction are injected into the base, and the photodiode cur‐
rent is then amplified by the transistor’s current gain β (or hfe). Unlike photodiode photo‐
transistor cannot detect light any better, it means that they are unable to detect low levels of
light. The drawback of a phototransistor is the slower response time in comparison to a pho‐
to diode. If the emitter is left unconnected, the phototransistor becomes a photodiode [11].

Figure 11. Relative spectral sensitivity and collector current vs. angular displacement of a phototransistor.
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3.2. Image sensors

Nowadays image sensors are recognized as the most advanced technology to record elec‐
tronic images.

These sensors are based on the photoelectric effect in silicon. When a photon of an appropri‐
ate wavelength (in general between 200 and 1000 nm) hits silicon, it generates an electron-
hole pair. If an electric field is present, the electron and the hole are separated and charge
can accumulate, proportional to the number of incident photons, and therefore the scene im‐
aged onto the detector will be reproduced if a proper X-Y structure is present. Each basic
element, defining the granularity of the sensor, is called a pixel (picture element) [12].

3.2.1. CCD sensor (charge coupled device)

This sensor is used in scanners to capture digital Images. Typically, it is an array to perform
the scanning row by row, scanning one horizontal row pixel at a time, moving the scan line
down with a carriage motor. The scanners that use this CCD sensor cell use an optical lens,
often like a fine camera lens, and a system of mirrors to focus the image onto the CCD sen‐
sor cells.

The CCD sensor cell is an analogue device, when light strikes the chip, it is held as a small
electrical charge in each photo sensor. The charges are converted to voltage, one pixel at a
time, as they are read from the chip. An additional circuitry is also required to convert ana‐
logue to digital signal to produce an image as shown in figure 12.

Figure 12. CCD operating principle.
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The basic concept o CCDs is a simple series connection of Metal-Oxide-Semiconductor ca‐
pacitors (MOS capacitors). The individual capacitors are physically located very close to
each other. The CCD is a type of charge storage and transport device: charge carriers are
stored on the MOS capacitors and transported. To operate the CCDs, digital pulses are ap‐
plied to the top plates of the MOS structures. The charge packets can be transported from
one capacitor to its neighbour capacitor. If the chain of MOS capacitors is closed with an out‐
put node and an appropriate output amplifier, the charges forming part of a moving charge
packet can be translated into a voltage and measured at the outside of the device. The way
the charges are loaded into the CCDs is application dependent.

The advantages of CCDs are size, weight, cost, power consumption, stability and image
quality (low noise, good dynamic range, and colour uniformity). A disadvantage is that it is
susceptible to vertical smear from bright light sources when the sensor is overloaded [13].

Figure 13. Responsivity and quantum efficiency vs. wavelength of a CCD.

As light enters the active photo sites in the image area, electron hole pairs are generated and
the electrons are collected in the potential wells of the pixels. The wells have a finite charge
storage capacity determined by the pixel design [14].

3.2.2. CMOS sensor (complementary metal oxide semiconductor)

This  is  an active pixel  sensor  or  image sensor  fabricated with an integrated circuit  that
has an array of pixel sensors, each pixel containing both a CMOS component and an ac‐
tive  amplifier.  Extra  circuitry  next  to  each  photo  sensor  converts  the  light  energy  to  a
voltage and additional circuitry is also required to convert analogue to digital signal.  In
CMOS sensor the incoming photons go through colour filters,  then through glass layers
supporting the metal interconnect layers, and then into silicon, where they are absorbed,
exciting electrons that then travel to photodiode structures to be stored as signal.  These
are  commonly  used  in  cell  phone  cameras  and  web  cameras.  They  can  potentially  be
implemented  with  fewer  components,  use  less  power,  and/or  provide  faster  readout
than  CCDs,  scaling  to  high  resolution  formats.  CMOS sensors  are  cheaper  to  manufac‐
ture  than  CCD sensors.  However,  a  disadvantage  is  that  they  are  susceptible  to  unde‐
sired effects that come as a result of rolling shutter [15].
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Figure 14. CMOS sensor.

Typically the sensitivity of the sensor is evaluated based on the quantum efficiency, QE, or
the chance that one photon generates one electron in the sensor at a given wavelength. This
is a good indicator. This gives the minimum amount of light you can see.In general, CMOS
sensors have a higher QE in the sensitivity due to their design structure, and this can be fur‐
ther optimized by producing the sensor using a thicker epitaxial layer (shown as CMOS 1-b
in Figure 15 below).Hence, at 800nm, the CMOS sensor with the thicker epitaxial layer has
the best QE.

Figure 15. Relative radiant sensitivity vs. angular displacement and CCD vs. CMOS sensitivity.

3.2.3. Position sensing detector

Other device widely used as triangulation position sensor is the PSD (Position Sensing De‐
tector), which converts an incident light spot into continuous position data(figure 16)and is
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3.2.3. Position sensing detector

Other device widely used as triangulation position sensor is the PSD (Position Sensing De‐
tector), which converts an incident light spot into continuous position data(figure 16)and is

A Method and Electronic Device to Detect the Optoelectronic Scanning Signal Energy Centre
http://dx.doi.org/10.5772/51993

403



more accurate and faster than CCD because the PSD is a continuous sensor, while CCD is a
matrix of dots switched on and off and its resolution depends on how many dots are located
on the sensor. Typically a linear CCD has 1024 or 2048 dots.

Figure 16. PSD Operating principle.

PSD has an infinite resolution because it is a continuous sensor, therefore the digital resolu‐
tion of a PSD depends not on the PSD itself. Alignment sensors using CCDs have to be pro‐
grammed to do multiple measurements at every step to improve accuracy and to lower
noise because linear CCDs have a low resolution. To have the same accuracy of a PSD, CCD
should perform no less than 32 measurements and hence calculate the average measure‐
ment. However, CCD is generally preferred to PSD because PSD needs an expensive circuit
design including Analogue-to-Digital conversion [17].

4. Typical optoelectronic scanners signals

Different shapes of signals are generated during an optical scanning process, depending on
the kind of light source and the sensor of the scanner. Some precision semiconductor optical
sensors like CCD or PSD produce output currents related to the “centre of mass” of light
incident on the surface of the device See [18]. All light registered by the CCD or PSD origi‐
nates an ideal signal shape as shown in figure 17(Image credit: Measurecentral.com).

A typical position measuring process includes an emitter source of light, as a laser diode or
an incoherent light lamp and the position sensitive detector like CCD or PSD as a receiving
device, which collects a portion of the back-reflected light from the target. The position of
the spot on the PSD is related to the target position and the distance from the source,
see[19].However, the real photon distribution on the sensor depends on the characteristic di‐
mensions related to the diffraction pattern of the light in the space. Common examples of
signals generated by the light registered on a CCD camera appear in a study about super-
resolution by spectrally selective imaging, shown in figure 18 (Image credit: A.M. van Oijen
and J.Köhler).
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Figure 17. Ideal photon distribution on CCD and PSD sensors.

Figure 18. Real photon distributions as a function of the detector for different diffraction patterns.

Based on A.M. van Oijen and J.Köhler study, we can observe that the spatial distribution
function of light has an Airy-function-like shape, see [20]. It is well known that CCD, CMOS
and SPD use the light quantity distribution of the entire beam spot entering the light receiv‐
ing element to determine the beam spot centre or centroid and identifies this as the target
position. However, they are not the only sensors that generate a similar Gaussian-like shape,
there are still a lot of sensors to be further investigated. For example, a simple photodiode
can also originate a similar Gaussian-like shape, when it is used as a sensor on a scanner
with a rotating mirror, [21]. Figure 19 below illustrates a hypothetical spot model, and at‐
tempts to explain how the signal is created by the photodiode on a scanner with a rotating
mirror.
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Figure 19. Principle of electrical signal formation during rotational scanning.

In this case, the signal created, as a similar Gaussian-like shape, goes up(Fig. 19, a) and falls
down (Fig. 19, e), and a fluctuating activity takes place around its maximum area in figs. 19
(b-d). As we mentioned before, in a real practice the signal becomes noisy, see [22]. The ex‐
periment recently developed by Rivas M. and Flores W., with the scanner shown in Figure 6,
for angular position measuring and using an incoherent light source and a simple photo‐
diode, validated the model shown in Figure 20. During experimentation, it has been ob‐
served that the optoelectronic scanning sensor (photodiode) output is a Gaussian-like shape
signal with some noise and deformation. This is due to some internal and external error
sources like the motor eccentricity at low speed scanning, noise and deformation that could
interfere with the wavelength of the light sources. Other phenomena could also affect,
though, such as reflection, diffraction, absorption and refraction, producing a as seen in Fig‐
ure 20.

As we can see, the photodiode signal originates a similar function to a CCD, consequently, it
is possible to enhance the accuracy measurements in optical scanners with a rotating mirror,
using a method for improving centroid accuracy by taking measurement in the energy cen‐

Optoelectronics - Advanced Materials and Devices406

tre of the signal. In the following section, we propose a new method and its respective cir‐
cuit to find the centre of the signal by an optical scanner.

Figure 20. Scanning sensor Gaussian like shape, measurements at different angular positions of the light source.

5. Signal processing methods to locate signal energy centre

In the previous sections, we described different sensors and scanners that produce output
currents related to the "the centre of mass" of the light incident in the surface of the device.
In this section we will compare some techniques to find the energy centre of the signal and
eventually discuss their advantages.

5.1. Time-series simple statistics algorithms for peak detection

Peak Signal Algorithms are simple statistic algorithms for non-normally distributed data
series [23] to find the peak signal through threshold criteria statically calculated [23]. The al‐
gorithms which identify peaks in a given normally distributed time-series were selected to
be applied in a power distribution data, whose peaks indicate high demands, and the high‐
est corresponds to the energy centre. Each different algorithm is based on specific formaliza‐
tion of the notion of a peak according to the characteristics of the optical signal. These
algorithms are classified as simple since the signal does not require to be pre-processed to
smooth it, neither to be fit to a known function. However, the used algorithm detects all
peaks whether strong or not, and to reduce the effects of noise it is required that the signal-
to-noise ratio (SNR) should be over a certain threshold [23]:
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S4(k ,  i,  xi, T )= Hw(N (k ,  i,  T )) - Hw(N '(k ,  i,  T )) (8)

This method consists in define the variables: T = x1, x2, …,x Nbe a given univariate uniform‐
ly sampled time-series containing N values (1,2, …,N). xi be a given it h point in T. k> 0 is a
given integer. N+(k,i,T) = <xi+1, xi+2,…,xi+k> the sequence of k right temporal neighbours of
xi. N-(k,i,T) = <xi-1, xi-2,…,xi-k> the sequence of k left temporal neighbours of xi.N(k,i,T) = N
+(k,i,T) • N-(k,i,T) denote the sequence of 2k points around the it h point (without the ith
point itself) in T (• denotes concatenation). N’(k,i,T) = N+(k,i,T) • {xi} • N-(k,i,T). And S be a
given peak function, (which is a non-negative real number).S(i, xi, T) with it h element xi of
the given time-series T.

A given point xi in T is a peak if S(i, xi, T) >θ, where θ is a user-specified (or suitably calcu‐
lated) threshold value.

5.2. Calculation of the centroid of the light distribution

This method has been widely used in digital imaging for the location of different image fea‐
tures with subpixel accuracy. By definition, the centroid of a continuous 1-D light intensity
distribution is given by:

x =
∫-∞
∞xf (x)dx

∫-∞
∞ f (x)dx

(9)

where f (x) is the irradiance distribution at the position x on the image, see [24].

In our case the signal geometric centroid is a function of the voltage signal shape generated
by the scanner (a plane figure of two dimensional shape X) and is the intersection of all
straight lines that divide X into two parts of equal moment about the line [25].

For the geometric centroid computation the “integral plane figures method” will be used to
provide two coordinates: Ẋ which we will assign to the time axis, thus Ẋ=T and Ẏ that we
will assign to the voltage axis, thus Ẏ=V, where we will only take the t coordinate to corre‐
late the geometric centroid with the position on time (sample number) where the energy
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centre is located. The signal generated by the optical aperture should be represented by a
function:

( ) ( ) y f t v t= = (10)

In Figure 21 the area under the curve delimited by the function y=v(t) and the lines Aa and
Bb define the function integral limits of the plane figure. Selecting the differential area

( )  dA v t dt= (11)

The integral limits are on t (a, b). As the differential dt is a rectangle, the geometric centroid
is in the half base and half height. As dt tends to zero and the half of it is a very small value,
we could consider that half of dt is dt, therefore the next equations are used to calculate the
geometric centroid [5]:

  / 2T tV v= = (12)

First Integral, to calculate the complete area under the signal curve.

( )   A dA v t dt= ò = ò (13)

Second Integral, to find the T coordinate that corresponds to the energetic signal centre.

( )TA TdA tv t dt= ò = ò (14)

Solving for T

T = ∫TdA
A =  ∫tvdt

A (15)

Third Integral, to find the V coordinate to know which voltage value was present in the en‐
ergetic signal centre coordinate, if required for future experimentation.

2( / 2) 1 / 2VA VdA v vdt v dt= = =ò ò ò (16)

Where
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h = max + abs _ avg )
2 + K*abs _dev (4)
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max{xi - xi -1,   x i - xi -2,  x i - xi -k } + max{xi - xi+1,   x i - xi+2,  x i - xi+k }

2 (5)

S2(k ,  i,  xi, T )=
xi - xi -1 +   x i - xi -2 + … + xi - xi -k

k +
xi - xi +1 +   x i - xi +2 + … + xi - xi +k

k

2
(6)

S3(k ,  i,  xi, T )=
(xi -

xi - xi -1 +   x i - xi -2 + … + xi - xi -k
k

) + (xi -
xi - xi +1 +   x i - xi +2 + … + xi - xi +k

k
)

2
(7)

S4(k ,  i,  xi, T )= Hw(N (k ,  i,  T )) - Hw(N '(k ,  i,  T )) (8)

This method consists in define the variables: T = x1, x2, …,x Nbe a given univariate uniform‐
ly sampled time-series containing N values (1,2, …,N). xi be a given it h point in T. k> 0 is a
given integer. N+(k,i,T) = <xi+1, xi+2,…,xi+k> the sequence of k right temporal neighbours of
xi. N-(k,i,T) = <xi-1, xi-2,…,xi-k> the sequence of k left temporal neighbours of xi.N(k,i,T) = N
+(k,i,T) • N-(k,i,T) denote the sequence of 2k points around the it h point (without the ith
point itself) in T (• denotes concatenation). N’(k,i,T) = N+(k,i,T) • {xi} • N-(k,i,T). And S be a
given peak function, (which is a non-negative real number).S(i, xi, T) with it h element xi of
the given time-series T.

A given point xi in T is a peak if S(i, xi, T) >θ, where θ is a user-specified (or suitably calcu‐
lated) threshold value.

5.2. Calculation of the centroid of the light distribution

This method has been widely used in digital imaging for the location of different image fea‐
tures with subpixel accuracy. By definition, the centroid of a continuous 1-D light intensity
distribution is given by:

x =
∫-∞
∞xf (x)dx

∫-∞
∞ f (x)dx

(9)

where f (x) is the irradiance distribution at the position x on the image, see [24].

In our case the signal geometric centroid is a function of the voltage signal shape generated
by the scanner (a plane figure of two dimensional shape X) and is the intersection of all
straight lines that divide X into two parts of equal moment about the line [25].

For the geometric centroid computation the “integral plane figures method” will be used to
provide two coordinates: Ẋ which we will assign to the time axis, thus Ẋ=T and Ẏ that we
will assign to the voltage axis, thus Ẏ=V, where we will only take the t coordinate to corre‐
late the geometric centroid with the position on time (sample number) where the energy
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centre is located. The signal generated by the optical aperture should be represented by a
function:

( ) ( ) y f t v t= = (10)

In Figure 21 the area under the curve delimited by the function y=v(t) and the lines Aa and
Bb define the function integral limits of the plane figure. Selecting the differential area

( )  dA v t dt= (11)

The integral limits are on t (a, b). As the differential dt is a rectangle, the geometric centroid
is in the half base and half height. As dt tends to zero and the half of it is a very small value,
we could consider that half of dt is dt, therefore the next equations are used to calculate the
geometric centroid [5]:

  / 2T tV v= = (12)

First Integral, to calculate the complete area under the signal curve.

( )   A dA v t dt= ò = ò (13)

Second Integral, to find the T coordinate that corresponds to the energetic signal centre.

( )TA TdA tv t dt= ò = ò (14)

Solving for T

T = ∫TdA
A =  ∫tvdt

A (15)

Third Integral, to find the V coordinate to know which voltage value was present in the en‐
ergetic signal centre coordinate, if required for future experimentation.
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V = ∫Vda
A = ∫(v / 2)vdt

A = 1
2A ∫v

2dt (17)

Figure 21. Optical Signal represented as a plane figure.

5.3. Power (energy) spectrum centroid

The Power Spectrum Centroid is a parameter from the spectrum characterization mainly
used until now for musical computing due to the spectral centroid corresponding to a tim‐
bral feature that describes the brightness of a sound. In this application we will correlate the
Power Spectrum Centroid with the Energy Centre of the Signal due to the fact that the Pow‐
er Spectrum Centroid can be thought as the centre of gravity for the frequency components
in a spectrum. The power spectrum is a positive real function of a frequency variable associ‐
ated with the function of time, which has dimensions of power per hertz (Hz) or energy per
hertz, that means the power carried by the wave (signal) per unit frequency.

Power Spectrum Method:

The first step to go from time-series domain to frequency-series domain is to apply the Four‐
ier series, which provides an alternate way of representing data. Instead of representing the
signal amplitude as a function of time, Fourier Series represent the signal by how much in‐
formation (power) is contained at different frequencies and also allow to isolate certain fre‐
quency ranges that could be from noise sources, if necessary. Whenever we have a vector of
data (finite series)with Matlab we can apply the FFT (Fast Fourier Transform) to convert
from time to frequency domain, computing the Discrete Fourier transform (DFT), which is
the Fourier application for discrete data and whose non-zero values are finite series.
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The second step is to compute the power spectrum, that is to compute the square of the ab‐
solute value of the FFT, which result is considered as the power of the signal at each fre‐
quency.

ᶲ()=| 1

2π
  ∑

n=-∞

∞
f ne -iωn|2 = F (ω)F*(ω)

2π (18)

Where F(ω) is the discrete-time Fourier Transform of fn.

The third step consists of applying the Power Spectrum Centroid:

SC Hz =
∑
k =1

N -1
k . X d k

∑
k =1

N -1
X d k

(19)

6. Method and electronic device to locate signal energy centre

The principal focus of this chapter is a method to find the energy centre of the signal gener‐
ated by optical scanners and to reduce errors in position measurements. The method is
based on the assumption that the signal generated by optical scanners for position measure‐
ment is a Gaussian-like shape signal, and this signal is processed by means of an electronic
circuit.

6.1. Electronic method operating theory

A signal V(t) is obtained from the optical scanning aperture, as shown in Figure 22.

Figure 22. a) Chanel 1 Original signal from apertureb) Original signal representation.

The signal V(t) is amplified through an operational amplifier until saturation to obtain a
square signal, this signal can be expressed as:

( )   s sV t V max= (20)
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Figure 21. Optical Signal represented as a plane figure.
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The principal focus of this chapter is a method to find the energy centre of the signal gener‐
ated by optical scanners and to reduce errors in position measurements. The method is
based on the assumption that the signal generated by optical scanners for position measure‐
ment is a Gaussian-like shape signal, and this signal is processed by means of an electronic
circuit.

6.1. Electronic method operating theory

A signal V(t) is obtained from the optical scanning aperture, as shown in Figure 22.
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which is a constant for a≤t ≤bas shown in Figure 23.

Figure 23. a) Channel 1 Original Signal from aperture. Channel 2 Square Signal. b) Square signal representation.

The signal Vs (t) is integrated with respect to dt in order to get the ramp Vr(t) as shown be‐
low in Figure 24.

 V r(t)= ∫Vs(t)dt (21)

then energetic signal centre is located in Vrmax/2= Vsmax /2 as shown in Figure 24.

Figure 24. a)Channel 1 original signal from aperture, Channel 2 ramp signal. b) Channel 1 ramp signal, Channel 2
Pulse indicating the energetic signal centre overlapped on ramp signal c) Energetic signal centre search process repre‐
sentation.

All this process is carried out by a circuit similar to the one shown in figure 25.
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Figure 25. Electronic control circuit representation.

The advantage of this method is that the mathematical processing is performed by using
electronic components in real time to get the data vector of the saturated signal which can be
handled in Matlab [8].

6.2. Electronic control circuit method experimentation

The first stage of the experimentation started with regular signals simulated by a function
generator, the signals utilized were: a rectified sin signal, a rectified square signal, rectified
triangle signal and an Airy function, as illustrated in figure 26.

Figure 26. Regular signals simulated by a function generator: a)Rectified Sin signal. b) Square ignal. c) Rectified trian‐
gle signal d)Airy function signal.

The second stage consisted of processing each signal by means of the electronic circuit to get
the energetic centre, as shown in figure 27.
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Figure 27. Detailed example. a)Channel 1: original signal from function generator; Channel 2: square signal obtained
from saturation. b) Channel 1: saturated signal Channel 2: ramp signal obtained from integration. c) Channel1: origi‐
nal signal from generator; Channel 2: impulse signal overlapped on original signal from generator to indicate the en‐
ergetic signal centre.

The circuit was tested with different signals obtaining satisfactory results. In figure 28, the

results are illustrated with a triangle signal and an airy function signal.

Figure 28. Impulse signal indicating the energetic signal centre overlapped on: a) triangle signal. b)Airy function signal.

Finally, to characterize and increase the accuracy and resolution of signal measurements

four methods were selected and compared to obtain the most applicable settingsin order to

find the energetic centre of the signal. The given results are shown in [2].
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7. Conclusion

A pertinent method to detect the energetic centre of signal generated by optical scanning
with a rotating mirror and a simple photodiode was presented. The results of a series of ex‐
periments and simulations were used to analyse the performance of the method and the cir‐
cuit considering regular signals. Consequently, further work is required to reduce problems
encountered in processing real signals. Besides, The method can also be used to detect geo‐
metrical centre of the light distribution on CCD and PSD, future experiments with this kind
of sensors should be considered. The results suggest that the circuit proposed can support
different patterns of light distributions. To conclude, it is strongly recommended that this
circuit and the photodiode be manufactured in the same integrated circuit.
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1. Introduction

Future optical communication systems will use the high bandwidth of optical fiber in the
optical frequency domain. Fast transmitter and receiver modules are basic elements of these
systems, which are able now to transmit terabits/s of information via the fiber. Experiments
with opto-electronic integrated circuits (OEICs) in laboratory test beds and field tests require
a special packaging that respects system requirements such as high environmental stability
and low optical insertion loss. Several concepts for fiber-chip coupling schemes had been
proposed in the past. One of these is laser micro welding shown by[1], [2], [3], [4], [5], [6],
[7]. This scheme is referring to the standard for high volume industrial manufacture. The in‐
vestment costs for this laser welding equipment are considerably high. There are numerous
proven techniques for aligning OEICs effectively. For laboratory use and rapid prototyping
a flexible design is needed which is able to adapt different OEICs with changing dimensions
to an existing module type.

In this chapter you will get general information what does opto-electronic packaging mean.
Here fiber-chip coupling with basic coupling concepts will be illustrated. The different types of
active adjusting and passive techniques are explained. Optical connectors play a very impor‐
tant role to interconnect different transmission systems. In passage 7 an overview of existing fi‐
ber connectors is shown. Afterwards, different optical module types for active and passive
opto-electronic devices are described in details. Finally, the long-term stability of the modules
must be tested and all reliability requirements for international test procedures are specified.

In its simplest arrangement, the packaging of OEICs involves the alignment and attachment
of the light guiding areas of the OEIC and the optical fiber. At the beginning of this section,
the basics of optical coupling theory with an introduction to optical mode fields and their
matching by lenses is presented. Afterwards, a description of active and passive waveguide
to waveguide coupling techniques will follow. Finally, optical connectors and the outline of
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distribution, and reproduction in any medium, provided the original work is properly cited.
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different kinds of start of the art optical modules will be depicted followed by a short over‐
view of long-term stability tests.

At this point I would like to define the opto-electronic packaging which was given by [8]:

„Opto-electronic packaging means working on the connection of opto-electronic integrated circuits to
optical and electrical transmission lines and bias supply combined in a environmental stable housing.“

Figure 1. Basic package design for opto-electronic modules.

In the following several different technologies are listed which are essential to develop a
new package:

1. RF-technique

2. Classical ray tracing optics & wave optics

3. Mechanical construction / CAD-design

4. Wire bond technique

5. Heat dissipating management / cooling

6. Communications engineering

7. Solid state physics

8. Micro systems design

9. Thick film circuits

10. Gluing, welding, soldering

2. Fiber-chip coupling

The behavior of the optical beam can normally be described by classical ray optical func‐
tions for lenses with focus length and focus point. If the dimensions of the optical beam
come close to 1.5μm, which is the wavelength used in optical networks, the behavior of the
beam must be described by wave optical functions.
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Here, the optical field within a wave-guide can be described nearly perfectly by a Gaussi‐
an  intensity  distribution,  called  p(r),  which  can  be  expressed  with  equation  (1).  If  the
wave travels within the waveguide, the mode field diameter is constant due to the com‐
bining function of the waveguide itself. At the end of the waveguide, the optical field is
not guided and the field expands with increasing distance to the output facet. The expan‐
sion of the field can be calculated by equation (2).  The point at  which the intensity has
fallen down to 1/e2 or 13.5% of the maximum intensity in radial direction, which is shown
in figure 2, defines the mode field diameter.

Figure 2. Intensity distribution of the optical mode field.

After leaving the waveguide, the optical mode field radius, which is half of the spot-size,
expands with increasing distance to the facet. For distances of less than 200 μm the field dis‐
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tribution is called ”near-field” and for larger distances ”far-field”. The angle where the in‐
tensity is fallen to 1/e2 or 13.5% of the maximum intensity is called ”far-field angle” which
corresponds to the near-field radius. These parameters are normally shown in the data
sheets of laser diodes or LEDs.

For an efficient transfer of optical energy from the SMF and a laser diode wave guide, the
mode profiles should ”overlap” as much as possible which is described by [9]and is depict‐
ed in equation (3). The coupling efficiency  between two Gaussian beams can be expressed
by means of the mode fields of laser diode w ld, and fiber w SMF and also as a function of later‐
al, angular and longitudinal misalignment between the two wave guides:
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With

λ- wavelength

Ngap – referactive index of medium between the waveguide and fiber

X0 – lateral misalignment

θ- angular misalignment

Z – longitudinal misalignment

To measure the loss in decibel, the efficiency  must be multiplied 10 times by the loga‐
rithm10 which is designated here as L:

[ ]( ) 10log( )  dBL h h= (5)

3. Basic coupling concepts

A comparison of the optical mode fields of the optical standard monomode fiber called SMF
with a typical laser diode is shown in figure 3, where also the mode field diameter of a
standard single mode fiber is depicted, respectively The properties of the SMF are standar‐
dized through the International Telecommunication Union [10].
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The far field angle of the fiber is defined to a small value of 11.5°. A typical laser diode
shows different values for lateral and vertical axis of 20° to 30° and 30° to 40°, respectively.

Figure 3. Far field of an optical fiber in comparison to the field of a laser diode.

If  one  compares  the  field  parameters  of  fiber  and laser  diode a  great  mismatch can be
found.  Consequently,  the  optical  coupling  efficiency  between these  two devices  is  very
low.  The  coupling  loss  between the  two fields  without  additional  mechanical  misalign‐
ments can be calculated in decibel with Saruwatari’s formula from equ. (3), which can be
simplified into the formula (7):

[ ]( ) 10log( )Loss R R dB» - (6)
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With this formula the mode field mismatches between the single mode components and the
corresponding mismatch loss can be calculated to equ. (6), all lateral and angular misalign‐
ments of the fiber axis relative to the incident beam of the laser waveguide are set to zero.

Figure 4. Mode field adaptation by an optical lens or lens system.

Different mode fields can be adapted by so called “mode field transformers”. These devices
are, for example, lenses or lens systems, which are shown in figure 4. With these devices, a

Opto-Electronic Packaging
http://dx.doi.org/10.5772/51626

423



tribution is called ”near-field” and for larger distances ”far-field”. The angle where the in‐
tensity is fallen to 1/e2 or 13.5% of the maximum intensity is called ”far-field angle” which
corresponds to the near-field radius. These parameters are normally shown in the data
sheets of laser diodes or LEDs.

For an efficient transfer of optical energy from the SMF and a laser diode wave guide, the
mode profiles should ”overlap” as much as possible which is described by [9]and is depict‐
ed in equation (3). The coupling efficiency  between two Gaussian beams can be expressed
by means of the mode fields of laser diode w ld, and fiber w SMF and also as a function of later‐
al, angular and longitudinal misalignment between the two wave guides:

0

2
2 2 2 2 2 2 2 2

0

x
 exp - (1/ 1/ ) ( ) / 2 /

2 LD SMF LD SMF AWGw w w z w x z wh k k p q l q
é ùì üï ïé ù= × + + + -ê úí ýë û
ê úï ïî þë û

(3)

Where

2 2 2 2 2 2 2 2 24 / ( ) /LD SMF LD SMF gapw w w w z nk l pé ù= + +ë û (4)

With

λ- wavelength

Ngap – referactive index of medium between the waveguide and fiber

X0 – lateral misalignment

θ- angular misalignment

Z – longitudinal misalignment

To measure the loss in decibel, the efficiency  must be multiplied 10 times by the loga‐
rithm10 which is designated here as L:

[ ]( ) 10log( )  dBL h h= (5)

3. Basic coupling concepts

A comparison of the optical mode fields of the optical standard monomode fiber called SMF
with a typical laser diode is shown in figure 3, where also the mode field diameter of a
standard single mode fiber is depicted, respectively The properties of the SMF are standar‐
dized through the International Telecommunication Union [10].

Optoelectronics - Advanced Materials and Devices422

The far field angle of the fiber is defined to a small value of 11.5°. A typical laser diode
shows different values for lateral and vertical axis of 20° to 30° and 30° to 40°, respectively.

Figure 3. Far field of an optical fiber in comparison to the field of a laser diode.

If  one  compares  the  field  parameters  of  fiber  and laser  diode a  great  mismatch can be
found.  Consequently,  the  optical  coupling  efficiency  between these  two devices  is  very
low.  The  coupling  loss  between the  two fields  without  additional  mechanical  misalign‐
ments can be calculated in decibel with Saruwatari’s formula from equ. (3), which can be
simplified into the formula (7):

[ ]( ) 10log( )Loss R R dB» - (6)

{ }2
1 2

2 1

4R
w w

w w

=
+

(7)

With this formula the mode field mismatches between the single mode components and the
corresponding mismatch loss can be calculated to equ. (6), all lateral and angular misalign‐
ments of the fiber axis relative to the incident beam of the laser waveguide are set to zero.

Figure 4. Mode field adaptation by an optical lens or lens system.

Different mode fields can be adapted by so called “mode field transformers”. These devices
are, for example, lenses or lens systems, which are shown in figure 4. With these devices, a

Opto-Electronic Packaging
http://dx.doi.org/10.5772/51626

423



nearly perfect coupling between the two wave-guides is possible. Due to limitations in costs,
several lens configurations have been proposed for the optical coupling of laser diodes to
single mode fibers. As shown in figure 5, simple ball lenses can be used to adapt the two
mode fields. Coupling efficiencies of up to 30% are possible. A better approach is the use of
graded index lenses or Selfoc-lenses. For a focusing lens, so-called half-pitch devices are
used. Whereas quarter-pitch lenses are used to form parallel beams. These can reach effi‐
ciencies of 70%. Another approach is to form a lens at the end of the fiber, which is called
fiber taper. With this device, efficiencies up to 90% have been achieved.

Figure 5. Mode field adaptation by several micro-optic solutions.

4. Adaptation of mode fields

As depicted in chapter 3, comparison of the optical fields of a butt ended standard single‐
mode fiber (SMF)and of edge emitting laser diodes shows a great mismatch. This mismatch
is the reason for the very low coupling efficiency of approx. 15% for a butt ended fiber

This low efficiency can be overcome by a better adoption of the two optical mode fields with
lenses. A coupling efficiency of more than 90% has been shown. Disadvantages occur at the

Optoelectronics - Advanced Materials and Devices424

handling of the parts because there are several parts including one ore two lenses, the fiber
and the chip, which must be handled for optical alignment. The consequence is a rather cost‐
ly of opto-electronic packaging.

Figure 6. left side: Sketch of a melted fiber taper in front of an OEIC, right side: photograph.

Figure 7. X and Y-axis: 2µm tolerance for 0.5 dB additional coupling loss.

As an example for integrated lens design, lenses can be made at the end of the fiber by
melting  the  glass  fiber  and  pulling  it.  This  kind  of  fiber  end  is  called  fiber  taper  and
works like a lens with typical diameters from 20 μm to 50 μm. In figure 6 you can see at
the left side the chip facet and its wave guide and at the right side the melted fiber taper
in front of the wave-guide. The fiber is additionally fixed into a metal cannula. With these
tapered fibers  a  coupling efficiency of  more than 50% can be realized.  Unfortunately,  a
high precision fixation of  better  than 0.5 μm is  necessary to mount the tapered fiber in
front  of  the OEIC without  additional  losses.  Therefore,  the mechanical  resolution of  the
coupling mechanism must be better than this value. The fixing procedure after coupling
should not introduce additional displacements and must be stable enough to fix the cou‐
pling mechanism, which is  important  for  a  good long-term stability.  The short  working
distance of 10 μm between fiber taper and laser which can be seen in the photograph is
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also dangerous for the life of the laser diode if it comes into contact with the with the fi‐
ber end. But there is only one low-priced device on the market, which makes this device
very comfortable for use in small and very reasonably priced modules.

The tolerances for lateral and longitudinal fixing of the fiber taper in front of the opto-elec‐
tronic circuit or OEIC are shown in figure 7 and figure 8. Both graphs show the distance in
micrometers at the x-axis and a relative intensity of the coupling efficiency between the ta‐
pered fiber and the OEIC. You can see in figure 7 that within 2 micrometers the intensity
will not be lower than 0.5 dB of the maximum intensity. For the longitudinal direction the
tolerance is much greater: in this case 8μm, which can be seen in figure 8.

Figure 8. Z-axis with higher tolerance of 8µm.

Please remember: it is easier by a factor of four to perform the optical coupling in longitudi‐
nal direction in comparison to the lateral direction.

5. Active adjusting techniques

In optical packaging laboratories, fiber-chip coupling is performed within sub-micrometer
precision in order to get a high coupling efficiency between the optical devices. Precision op‐
tical experiments depend upon reliable position stability. Vibration sources in and around
the work are depicted in figure 9. Floors carry vertical vibrations in the range of 10 Hz to 30
Hz caused by people, traffic, seismic activity, and construction work. Tall buildings sway up
to a meter in the wind, at frequencies from 1 Hz to 10 Hz. Machinery generates vibrations
up to 200 Hz. Optical benches and their associated vibration isolating support systems pro‐
vide a rigid and virtually vibration-free working surface that holds the components of an ex‐
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periment in a fixed relative position. The legs support the tabletop: Air suspension
mechanisms reduce practically all vibrations by two orders of magnitude.

Figure 9. Influence of vibrations for micro positioning.

In order to align a fiber optically to another component, one has to move either the fiber, the
component or both. Three linear and three angular motions are necessary to describe fully
the motion and position of a solid body in space. The figure below identifies the six degrees
of freedom using the common Cartesian frame of reference. When each of these degrees of
freedom is singularly constrained by a hardware device, the device is labelled kinematic.

The device used to move a component in the linear x, y, or z direction is a translation stage. The
device used to move a component in the angular θx, θy, or θz direction is a rotation stage.

Actuators are used to move the component on a translation stage to its desired position.
There are three basic types of actuators used with precision stages: manual drives, stepper
motor drives, and piezoelectric transducers. Manual drives and stepper-motor drives can
move components over long distances, constrained only by the size of the manual drive or,
in the case of stepper motors, the length of the lead screw. Piezoelectric transducers can
move components over very short distances with nanometre precision. The range and reso‐
lution of the various drives and stage technologies is shown in figure 10 below.

Figure 10. Translation ranges of available micro mechanical stages and screw systems.
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For fiber-chip-alignment mostly all six degrees of freedom must be moved. Several commer‐
cial six axes motion systems have been developed with translatoric resolution of better then
0.02μm and angular resolution of better then one arc second. As an example, a mechanical/
piezoelectric driven system with six degrees of freedom is shown in figure 11. Software tools
are also included for automated coupling for one fiber and fiber arrays. Most of the software
applications are available as a Labview virtual Instrument (VI).

Figure 11. Six axes Nano-positioning system.

6. Passive adjusting techniques

6.1. Flip-chip-technique

The flip-chip (FC) bond technology was developed in 1964 by IBM for high dense packages
for hybrid modules. At that time it was called C4-technology or Controlled Collapse Chip
Connection [11]. Its main goal was to replace the uneconomical wire bonds. The FC-techni‐
que allows the highest density of connections on the chip scale. For this reason this techni‐
que is a possible candidate for high volume production in the micro electronic industry.[1,
12] and [13] have shown that the FC-technique could meet the precision needed for optical
fiber-chip coupling (± 3μm). Figure 12 shows the working principle of the optical FC-con‐
nection. The OEIC is connected bottom up to the substrate. Bonding is performed by a ther‐
mal reflow process which isdepicted in figure 13. The surface forces of the melted solder
trek the OEIC into a preferred position, that differs very little from connection to connection.
This is called “self-alignment”. [14], [15]and [16] had developed a fluxless FC-bonding tech‐
nique which allows a self-alignment of better than 1μm. Additionally, the short bond-dis‐
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tances promise very good RF-features up to 100GHz bandwidth. Today this progress allows
the introduction of batch processing for the optical and electrical part of the optoelectronic
packaging of OEICs. This benefit opens the market for high volume production of devices
for optical communications systems that allows cost effective production of low budget
products for the consumer market.

Figure 12. Flip-chip set-up.

Figure 13. Flip-chip self-alignment.

6.2. Optical board technology

The progress in mechanical precision of the FC-bonds makes it possible to align one or mul‐
tiple optical fibers direct to OEICs. Firstly, the OEIC will be FC-bonded as shown in figure
14. In the next step the fibers are inserted into V-grooves, fabricated by an anisotropic wet
etching of the silica substrate. After insertion, the fiber must be fixed mostly by UV-hard‐
ened glue. Here more than 100 fibers can be arranged passively in one single fabrication step
to the OEIC. An example of the connection of four lasers to an array of single mode fibers is
shown in photograph 15.

In the next development step additional electrical amplifiers, multiplexers, modulators etc.
can also be located on the substrate. This kind of hybrid integration is called optical mother‐
board or photonic lightwave circuit (PLC) depicted in figure 16. This type of integration is
the most promising technique today for reaching an adequate price level of optical commu‐
nications products for the consumer market.
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Figure 14. Fiber-chip connection with flip-chip.

Figure 15. Photograph of flip-chip bonded laser array(Heinrich-Hertz-Institute, Berlin).

Figure 16. Concept for a complete optical motherboard [1], [17].

Optoelectronics - Advanced Materials and Devices430

7. Optical connectors

7.1. Single fiber connectors

This chapter will give a summary of the optical connectors used today. There are several dif‐
ferent types of connectors used for single mode and for multimode operation. Additionally,
there are straight polished types and slant polished ones, which are used in high speed opti‐
cal communication systems because of their high reflection loss characteristics. Further on,
connectors are used in various applications including:

11. Polarization maintaining fibers

12. Matching gel/coating

13. Physical contact

14. Air gap

15. Automated light shutter function

16. Duplex connectors

Name losses
Straight

cut
Slant cut

Single (SM)

Multi (MM) mode

Polarization

maintaining

Durability

(insertions)
Price

Mini BNC 0.21dB -20dB MM "/500 low

ST 0.28dB -20dB SM,MM "/500 med

FC/PC 0.35dB -30dB SM,MM "/500 low

FC/APC 0.4dB -55dB SM "/500 med

SMA 0.38dB -20dB MM "/500 low

Radiall VFO 0.4dB -30dB SM yes "/250 high

0.7dB -55dB SM "/250 high

Radiall EC 0.2dB -50dB MM "/250 med

0.5dB -60dB SM yes "/250 med

Diamond

E2000
0.18dB -30dB SM "/1000 low

0.18dB -55dB SM yes "/1000 low

SC 0.5dB -30dB SM "/1000 low

0.5dB -60dB SM yes "/1000 low

HRL-10 0.3dB -60dB SM "/1000 High

LC-Duplex 0.2dB -30dB SM/MM "/10.000 low

Table 1. Optical connectors summary.
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All loss failure mechanisms that can be acknowledged at the fiber to fiber coupling are also
detectable at connector-connector coupling. All possible losses are depicted in figure 17. On‐
ly highly precise mechanical feed and exact surface polishing can avoid high loss at the con‐
nection. Intrinsic losses can be avoided by using matching fibers, while extrinsic losses can
be overcome by strong mechanical feed. Today feeder elements with better than 2 μm lateral
deviation are commercially available. Polishing and cleaning the connector surface can
avoid absorption and the scattering of the optical power. With the help of anti reflection
coatings or angled surfaces, reflections can be (7°-8° degrees) overcome. All connectors are
very similar in their mechanical structure. The fiber is fed through a ferrule made of ceram‐
ics, which centers the fiber. Than the ferrule is filled with UV-curing glue. After hardening,
the end of the fiber is cut and polished. The outer diameter of the normally used ferrule is
2.5mm or 1.25mm. In figure 18 a cross section of a connector is depicted.

In the following, typical connectors used today are listed in table 1.

The most popular connector today is the FC/PC one direct followed by the Diamond E2000
and the very small SC connector. FC/PC-connectors (see figure 19) are mostly used in optical
equipment but have the disadvantage to be easily soiled with dust and dirt. The E2000 is
used by several Telecoms because of the integrated dust cover and beam shutter.

Figure 17. Loss mechanisms at connector end surface.

Figure 18. Cross section of an optical connector.
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Figure 19. Optical FC/PC connector.

7.2. Multi-fiber connectors

These types of connectors are often used for the connections of mainframes or servers and at
Fiber Distributed Data Interface (FDDI) links. Here the data were transmitted via several op‐
tical data links between the server stations with up to 10 Gbit/s per link. Also multi-sensor
systems are using these kinds of connectors. Commercial available types are listed in table 2.
The most commonly used connector is the MT one which is depicted in figure 20.

Figure 20. Multi-fiber MT-connector.
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Name Losses
Straight

polished

Single (SM)

Multi (MM) mode

durability

(insertions)
User Price

ESCON 0.5dB -20dB MM "/500
LAN,Comp.

Network
low

FDDI M 0.5dB 0,5dB -20dB -20dB MMSM "/500"/500 WDM med

MTConnect 0.3dB 0,5dB -25dB -25dB MMSM "/200"/200 WDM high

Table 2. Optical multi-fiber connectors.

8. Modules

This chapter will summarize several types of modules, which are used in commercial stand‐
ard opto-electronic packages. These can be divided into four basic categories:

1. Transmitter (laser) -modules w/o cooling

2. Receiver (photodiode) -modules

3. Transceiver modules (Transmitter/Receiver)

4. Passive devices (sensor) -modules

Each category will be demonstrated by an example, but first some words about the required
coupling method.

8.1. Fiber-chip coupling in modules

The performance of an optical coupling and the affordable operating expense are strongly
dependent on the coupling device and the fiber used. The performance is directly corre‐
lated to the coupling efficiency. All commercial implementations are a trade off between
cost and efficiency. To reach a very good efficiency you have to invest much manpower,
which must be reflected in the price of the product.  On the mass market only very low
cost modules are available. That’s the reason why here only modules with very low cou‐
pling efficiency can be found. The coupling of devices to multi mode fibers is less expen‐
sive  than  to  single  mode  fibers,  which  are  also  priced  lower  than  fiber-taper  couplers.
These are on the other hand are cheaper than lens-couplers, because of the time effort re‐
quired to adjust additional coupling devices.

8.2. Multimode fiber coupling

The multimode fiber has an diameter of 50μm and a numerical aperture of 0.25 (15° aper‐
ture). Usually this type of coupling is used in photodiode modules where the fiber is direct‐
ly connected to the photo-absorbing surface of the diode, which is depicted in figure 21.
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Figure 21. Direct attach of an optical fiber to a photo diode.

8.3. Singlemode-fiber coupling

In section 3 it has been demonstrated that a single mode butt fiber coupling to a Laser diode
can have only 10 % efficiency. But with a lens system, which adapts the different optical
mode fields, 50 % to 90 % coupling efficiency can be achieved (see figure 22). Table 4 gives a
view of the mechanical aspects for coupling efficiencies with several coupling designs.

Figure 22. Fiber-chip coupling by a two-lens system.

Coupling technique

(Laser-fiber)

Alignment precision (µm) for 1 dB add. loss at lateral/

longitudinaldisplacement

Coupling loss (dB)

Butt fiber (50µm) 15/50 7-10

Butt fiber (9µm) 2/20 7-10

System with one lens 0,5/5 3

Double lens system 0,5/5 1-3

Fiber taper 0,3/3 3-5

Table 3. Alignment precision for one dB additional coupling loss.

8.4. Transmitter and receiver modules

Transmitter modules for low cost applications are normally designed for simple butt fiber to
chip coupling without temperature control of the emitting OEIC. Today more lensed cou‐
pling arrangements fixed by laser welding are often introduced. In figure 23, a coaxial cou‐
pled receiver module for high data rates of 40Gbit/s is depicted. This set-up is also used in
low-priced transmitter modules for single mode operation.
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Figure 23. Receiver module.

Figure 24. Temperature controlled laser module with fiber-taper coupling.

For high bit rate optical communications systems, cooled laser devices are needed. These
modules are much more complicated in their mechanical set-up which is shown in figure 24.
Here a tapered fiber was adjusted in front of the OEIC which is temperature stabilized by a
Peltier cooler and a temperature sensor (thermistor) shown by [18].

8.5. Transceiver modules

These kind of modules are used in optical transmission systems where both terminals of the
communications line can talk at the same time, which is called bi-directional communica‐
tion. Transmitter and receiver functions must be integrated in these modules, which are
shown in figure 25.
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Figure 25. Monolithically integrated transceiver module.

8.6. Sensor and passive devices modules

These kind of modules are normally very easy to fabricate. Bragg sensors are used in a very
wide spectrum of applications such as temperature sensors and strain gauge. The grating is
centered into a metal or plastic tube and fixed with special glue.

Other passive devices use multiple fiber ports which can be combined in an array. Typical
array devices are arrayed waveguide gratings (AWG)for multi wavelength optical transmis‐
sion systems. These OEICs must be connected to up to 64 IO-ports at both chip sides as pre‐
sented by [2], which can be seen in figure 27.

Typical housings are shown in figure 26.

Figure 26. Fiber Bragg grating module.
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Figure 27. Arrayed waveguide grating module [19].

9. Reliability requirements

For application in optical networks, modules must be stable with respect to temperature
changes and mechanical stresses. At present, there are several definite environmental and
mechanical criteria for optical devices such as sensor and transmitter modules., which are
investigated with reference to the [20] requirements. In the tests, insertion losses were meas‐
ured online for each sample.

Figure 28. Temperature cycle test structure.

Temperature stress can be invoked into the modules by cycling the environmental tempera‐
ture between a high temperature called TA and a low temperature TB that is depicted in
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figure 28. Additionally, relative air humidity can be increased up to 80 % or 95. The follow‐
ing institutions have developed the commonly used testing standards:

5. DIN (Deutsche Industrie Norm, German Industrial Standard Organization) 40046

6. MIL-STD (Military Standard/USA) 810/202

7. IEC (International Engineering Committee) 60068-X

8. Telcordia 6R-78, -326, -357, -468

Stress parameters Tests

Climate Cold, dry heat, dust and sand

Low pressure

Wheat heat at constant temperature

Dry heat at cycling temperatures

Solar radiation

Mechanical Dropping, acceleration, vibrations

Chemical and biological Corrosive atmosphere, growths of mold

Packaging and manufacturing Welding, ultrasonic cleaning, mechanical strength of connector pins

div. Sealing

Table 4. Environmental test parameters.

Figure 29. Environmental test set-up.

A typical set-up used for temperature testing is depicted in figure 29. Further, the device un‐
der test (DUT) is placed into a humidity controlled environmental test chamber. The tem‐
perature behavior of the opto-electronic module is mostly characterized by measuring the
variation of optical output power. A plot of a typical temperature test between +15°C and
+40°C is shown in figure 30. The temperature behavior of a laser module shows a maximum
output variation of ±0.15 dB with temperature which is a real good result. Three cycles with‐
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in 4 hours of measuring time were performed with temperature controlling of the OEIC
shown in figure 30.

After thermal cycling, the test for mechanical shock and vibration stress was completed. Me‐
chanical shock tests must be performed in all three Cartesian directions. The measured ac‐
celerations amounted to more than 200 g within 3 ms. The vibration tests where performed
by a so called “shaker machine”. The excitation of the module was measured with an accel‐
eration sensor and a digital oscilloscope. The acceleration was controlled to be stronger than
16 g within a broad spectral bandwidth of 50-5000 Hz. Several tests figures can be run with
the so called “shaker machine”:

5. Sinusoidal acceleration1-1.000g

6. Noisy acceleration 1-10.000 Hz

7. Resonance test and -strain

8. Shock excitation 10 – 10.000g

To reach a certified test label for opto-electronic modules according to the Telcordia specifi‐
cations, eleven modules must undergo the environmental and mechanical stress test. None
of the tested specimens is allowed to show a failure. The strong requirements for the test
procedures are only achieved by substantial preliminary testing of the modules.

Figure 30. Temperature test of the laser module between -15°C and 50°C.

Sources of supply for environmental standard tests-

VDE-Verlag http://www.vde-verlag.de

DIN http://www.din.de
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IEC-standards-shop http://www.iec-normen.de

Telcordiahttp://www.telecom-info.telcordia.com

10. Conclusion

We designed and fabricated a series of modules for one-sided and double-sided fiber-chip
coupling for single mode and multimode fibers with simultaneous coupling of both chip
sides by a new-patented set-up. Additional, we created passive and active modules with
temperature control and multi fiber connections up to 16 fibers via fiber arrays. The mod‐
ules have been tested in a reliability stress program between -40° C and +80°C and by a vi‐
bration shaker. Electrical modulation signals up to 50 GHz can be fed via RF connectors to
the OEIC. The packages show good long-term stability and are well suited for rapid proto‐
typing in laboratory environmentand high volume production.

Author details

Ulrich H. P. Fischer*

Address all correspondence to: ufischerhirchert@hs-harz.de

Harz University of Applied Sciences Friedrichstraße, Wernigerode

References

[1] Fischer, U. (2002). Optoelectronic Packaging, Berlin, VDE Verlag.

[2] Wild, T., & Stremitzer, S. (2007). Digitale Wundanalyse mit W.H.A.T. (Wound Healing
Analyzing Tool).

[3] http://www.mostnet.de, Available, http://www.mostnet.de/home/index.html.

[4] Homepage Aufbau- und Verbindungstechnik im HHI. Available, http://www.hhi.de/
avt.

[5] Siegmund, S., Fischer-Hirchert, U. H. P., & Bauer, A. (2012). Technikgestützte Pflege-
Assistenzsysteme und rehabilitativ-soziale Integration unter dem starken demografi‐
schen Wandel in Sachsen-Anhalt. Berlin. in 5. Deutscher AAL-Kongress.

[6] Reinboth, C., Fischer-Hirchert, U. H. P., & Witczak, U. (2012). Berlin. Technische As‐
sistenzsysteme zur Unterstützung von Pflege und selbst-bestimmtem Leben im Al‐
ter- das ZIM-NEMO-Netzwerk TECLA, in 5. Deutscher AAL-Kongress.

Opto-Electronic Packaging
http://dx.doi.org/10.5772/51626

441



in 4 hours of measuring time were performed with temperature controlling of the OEIC
shown in figure 30.
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eration sensor and a digital oscilloscope. The acceleration was controlled to be stronger than
16 g within a broad spectral bandwidth of 50-5000 Hz. Several tests figures can be run with
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cations, eleven modules must undergo the environmental and mechanical stress test. None
of the tested specimens is allowed to show a failure. The strong requirements for the test
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Figure 30. Temperature test of the laser module between -15°C and 50°C.

Sources of supply for environmental standard tests-

VDE-Verlag http://www.vde-verlag.de

DIN http://www.din.de
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IEC-standards-shop http://www.iec-normen.de

Telcordiahttp://www.telecom-info.telcordia.com

10. Conclusion

We designed and fabricated a series of modules for one-sided and double-sided fiber-chip
coupling for single mode and multimode fibers with simultaneous coupling of both chip
sides by a new-patented set-up. Additional, we created passive and active modules with
temperature control and multi fiber connections up to 16 fibers via fiber arrays. The mod‐
ules have been tested in a reliability stress program between -40° C and +80°C and by a vi‐
bration shaker. Electrical modulation signals up to 50 GHz can be fed via RF connectors to
the OEIC. The packages show good long-term stability and are well suited for rapid proto‐
typing in laboratory environmentand high volume production.
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1. Introduction

Photovoltaic is accepted as a promising technology that directly takes advantage of our
planet’s ultimate source of power, the sun. When exposed to light, solar cells are capable of
producing electricity without any harmful effect to the environment or devices. Therefore,
they can generate power for many years (at least 20 years) while requiring only minimal
maintenance and operational costs. Currently the wide-spread use of photovoltaic over oth‐
er energy sources is impeded by the relatively high cost and low efficiency of solar cells [1].

III-V multi-junction solar cells, as a new technology, offer extremely high efficiencies com‐
pared with traditional solar cells made of a single layer of semiconductor material [2]. The
strong demand for higher efficiency photovoltaic has recently attracted considerable interest
in multi-junction solar cells based on III-V semiconductors [3]. Depending on a particular
technology, multi-junction solar cells are capable of generating approximately twice as
much power under the same conditions as traditional solar cells made of silicon. Unfortu‐
nately, multi-junction solar cells are very expensive, so they are mainly used in high per‐
formance applications such as satellites at present. However, in our opinion, with the
concentrator technology, the tandem cell will play a role in the future energy market. The
state-of-the-art high efficiency III-V solar cells utilize a triple junction structure which con‐
sists of the Ge bottom sub-cell (0.67 eV) formed on the Ge substrate homogeneously, the
Ga0.99In0.01As middle sub-cell (1.36 eV), and the lattice matched (LM) Ga0.5In0.5P top sub-cell
(1.86 eV) [4,5]. It has reached conversion efficiencies up to 40% at concentrations of hun‐
dreds of suns under the AM1.5D low aerosol optical depth (AOD) spectrum [4]. The GaInP/
GaInAs/Ge triple-junction cells have also been demonstrated with efficiencies up to 30% un‐
der one-sun AM0 spectrum for space applications. Multi-junction solar cells based on III-V
materials have achieved the highest efficiencies of any present photovoltaic devices. Addi‐
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tionally, these devices are the only solar cells currently available with efficiencies above
30%. The high efficiency is due to the reduction of thermalization and transmission losses in
solar cells when the number of p-n junctions is increased.

Future terrestrial cells will likely feature four or more junctions with a performance poten‐
tial capable of reaching over 45% efficiency at concentration of hundreds of suns. The 4-, 5-,
or 6-junction solar cells with concentrator trade lower current densities for higher voltage
and divide the solar spectrum more efficiently. The lower current densities in these cells can
significantly reduce the resistive power loss (I2R) at high concentrations of suns when com‐
pared with the 3-junction cell [6].

High-efficiency GaInP/GaAs/InGaAs triple-junction solar cells grown inversely with a meta‐
morphic bottom junction could be achieved by replacing the bottom Ge sub-cell with 1 eV en‐
ergy gap material. In0.3Ga0.7As is the promised candidate, if without the lattices mis-match
(LMM, around 2%) with the other two sub-cells. Therefore, the LM top and middle sub-cells
were grown first, and the graded buffers were employed between middle and bottom cells to
overcome the mismatch and to prevent the threading dislocations. The substrate was removed
for the reusing. This inverted metamorphic, monolithic triple junction solar cells could be ob‐
tained with at least 2% higher efficiency than the traditional one theoretically [7].

A metamorphic Ga0.35In0.65P/Ga0.83In0.17As/Ge triple-junction solar cell is studied to provide
current-matching of all three sub-cells and thus give a device structure with virtually ideal
energy gap combination. It is demonstrated that the key for the realization of this device is
the improvement of material quality of the lattice-mismatched layers as well as the develop‐
ment of a highly relaxed Ga1−yInyAs buffer structure between the Ge substrate and the mid‐
dle cell. This allows the metamorphic growth with low dislocation densities below 106 cm-2.
The performance of the device has been demonstrated by a conversion efficiency of 41.1% at
454 suns AM1.5D [8].

In this chapter, the theoretical and experimental investigation of the most sophisticated, in‐
dustrialized and commercialized GaInP/GaInAs/Ge triple junction solar cell was extensively
described. Accelerated aging tests of the high concentration multi-junction solar cells and
discussions on outdoor power plant performances were also presented.

2. Theoretical study on optimization of high efficiency multi-junction
solar cells

In designing GaInP/GaInAs/Ge triple-junction cells, the principles for maximising cell effi‐
ciency are: (1) increasing the amount of light collected by each cell that is turned into carri‐
ers, (2) increasing the collection of light-generated carriers by each p-n junction, (3)
minimising the forward bias dark current, and (4) photocurrents matching among sub-cells.

In practice, basic designs for these solar cells involve various doping concentrations and lay‐
er thicknesses for the window, emitter, base, and back surface field (BSF) regions in each
sub-cell. In order to optimize the designs, a rigorous model including optical and electrical
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modules was developed to analyse the bulk parameters effect on the external quantum effi‐
ciency, photocurrent and photovoltage of the GaInP/GaInAs/Ge multi-junction solar cells.

2.1. Theoretical approach

We present here a brief description of the equations used in our model. Thorough treat‐
ments of photovoltaic devices can be found elsewhere [9]. A schematic of a typical lattice-
matched GaInP/GaInAs/Ge solar cell is shown in Figure1. It consists of an n/p GaInP
junction on top of an n/p GaInAs junction which lies on an n/p Ge junction. The triple junc‐
tion cells are series connected by two p++/n++ tunnel junctions.

Figure 1. Solar cell structure used for simulation.

The solar spectrum, striking the front of the cell, includes ultraviolet, visible, and infrared
lights. The absorption coefficient for short-wavelength light is quite large, and most of the
blue light is absorbed very close to the front of the cell for generating photo carriers. Light
with energy slightly larger than the energy gap is weakly absorbed throughout the cell.
Light with energy less than the energy gap passes through the front cell and is absorbed in
the next one. The photo carriers generated by the short-wavelength light diffuse inside the
cell until they are either collected at the p-n junction or recombined with a majority carrier
in bulk or at interface. The efficiency of the solar cell increase when all the photo carriers are
collected at the junction instead of recombining elsewhere. Thus, recombination is at the
front and back of the cell effects on the efficiency of the cell.

At the first level approximation, multi-junction cells behave like homo-junction cells in ser‐
ies, so their open circuit voltage is the summation of the voltages of the sub-cells, while their
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short circuit current is that of the sub-cell with the smallest current. Hence, the performance
of a multi-junction cell can be obtained from the performance of each sub-cell, evaluated in‐
dependently. The load current density J  is represented by the superposition of two diode
currents and the photo-generated current,

J = J ph − J01(e
qV /kT −1)− J02(e

qV /2kT −1) (1)

Where J ph  is the photocurrent density, J01 the ideal dark saturation current component and

J02 the space charge non-ideal dark saturation current component.

The photocurrent density and dark current density are given by the sum of the photocur‐
rents and the sum of the dark current density, respectively, generated in the emitter, the
base and the depleted region of the cell. [9] We have

J ph = Jemitter + Jbase + Jdepleted (2)

Jemitter =
qF (1− R)αL p

(αL p)2 −1

{ SpL p
Dp

+ αL p − e −α(de−W n)

( SpL p
Dp

cosh (de −Wn) / L p + sinh (de −Wn) / L p )
SpL p

Dp
sinh (de −Wn) / L p + cosh (de −Wn) / L p

−αL pe −α(de−W n)

} (3)

Jbase =
qF (1− R)αL n

(αL n)2 −1 e −α(db−W n+W )

{αL n −

SnL n
Dn

(cosh (de −Wn) / L n − e −α(db−W p))
+sinh (db −Wp) / L n + αL ne −α(db−W p)

SnL n
Dn

sinh (db −Wp) / L n + cosh (db −Wp) / L n

} (4)

Jdepleted =qF (1− R)e −α(de−W n)(1− e −αW ) (5)

J01 = J01,emitter + J01,base (6)
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J01,emitter =q
ni

2

ND

Dp
L p

{ SpL p / Dpcosh (de −Wn) / L p + sinh (de −Wn) / L p
SpL p / Dpsinh (de −Wn) / L p + cosh (de −Wn) / L p

} (7)

J01,base =q
ni

2

NA

Dn
L n

{ SnL n / Dncosh (db −Wp) / L n + sinh (db −Wp) / L n
SnL n / Dnsinh (db −Wp) / L n + cosh (db −Wp) / L n

} (8)

J02 =
W ni

2(Vd −V )τ (9)

Where q is electron charge, F  the incident photon flux, α is an optical absorption coefficient
and R is the reflectance of the anti-reflective coating. ni is the intrinsic carrier concentration,
NA and ND are the concentrations of acceptors and donors. de is the emitter thickness, db the
base thickness, L p the hole diffusion length in the emitter, L n the electron diffusion length
in the base, Sp the hole surface recombination velocity in the emitter, Sn the electron surface
recombination velocity in the base, Dp the hole diffusion coefficient in the emitter, Dn the
electron diffusion coefficient in the base, and τ is the non-radiative carrier lifetime. TF  is the
transmission of incident photon flux into the sub-cell under consideration.

The build-in voltage Vd  of the junction, the thickness of the depleted layer in the emitter
Wn , the thickness of the depleted layer in the base Wp , and the total depleted zone thick‐
ness W  , are given by [10],

Vd =kT log(
NDNA

ni
2 ) (10)

W = 2ε
ND + NA
NDNA

(Vd −V −2kT ) (11)

Wn =W / (1 + ND / NA) (12)

Wp =W −Wn (13)

Where k  is the Boltzmann constant, ε the dielectric constant and T  the temperature ( T  =25
°C was used in this paper). It is important to note that F  and α depend on the wavelength,
whereas Dp , Dn , L p , L n and τ depend on the doping concentration [11].

The optical model proposed in this paper is based on the transfer matrix formalism. It al‐
lows calculating the incident optical spectrum on each sub-cell from the solar spectrum.
Each layer of the multi-junction is described by a transfer matrix M  which is defined by
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(cosh (de −Wn) / L n − e −α(db−W p))
+sinh (db −Wp) / L n + αL ne −α(db−W p)

SnL n
Dn

sinh (db −Wp) / L n + cosh (db −Wp) / L n

} (4)

Jdepleted =qF (1− R)e −α(de−W n)(1− e −αW ) (5)

J01 = J01,emitter + J01,base (6)
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J01,emitter =q
ni

2

ND

Dp
L p

{ SpL p / Dpcosh (de −Wn) / L p + sinh (de −Wn) / L p
SpL p / Dpsinh (de −Wn) / L p + cosh (de −Wn) / L p

} (7)

J01,base =q
ni

2

NA

Dn
L n

{ SnL n / Dncosh (db −Wp) / L n + sinh (db −Wp) / L n
SnL n / Dnsinh (db −Wp) / L n + cosh (db −Wp) / L n

} (8)

J02 =
W ni

2(Vd −V )τ (9)

Where q is electron charge, F  the incident photon flux, α is an optical absorption coefficient
and R is the reflectance of the anti-reflective coating. ni is the intrinsic carrier concentration,
NA and ND are the concentrations of acceptors and donors. de is the emitter thickness, db the
base thickness, L p the hole diffusion length in the emitter, L n the electron diffusion length
in the base, Sp the hole surface recombination velocity in the emitter, Sn the electron surface
recombination velocity in the base, Dp the hole diffusion coefficient in the emitter, Dn the
electron diffusion coefficient in the base, and τ is the non-radiative carrier lifetime. TF  is the
transmission of incident photon flux into the sub-cell under consideration.

The build-in voltage Vd  of the junction, the thickness of the depleted layer in the emitter
Wn , the thickness of the depleted layer in the base Wp , and the total depleted zone thick‐
ness W  , are given by [10],

Vd =kT log(
NDNA

ni
2 ) (10)

W = 2ε
ND + NA
NDNA

(Vd −V −2kT ) (11)

Wn =W / (1 + ND / NA) (12)

Wp =W −Wn (13)

Where k  is the Boltzmann constant, ε the dielectric constant and T  the temperature ( T  =25
°C was used in this paper). It is important to note that F  and α depend on the wavelength,
whereas Dp , Dn , L p , L n and τ depend on the doping concentration [11].

The optical model proposed in this paper is based on the transfer matrix formalism. It al‐
lows calculating the incident optical spectrum on each sub-cell from the solar spectrum.
Each layer of the multi-junction is described by a transfer matrix M  which is defined by
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M =(M0,0M0,1

M1,0M1,1
)= (cos(d 2π(n − iλα / 4π)

λ ) i
sin(d 2π(n − iλα / 4π)

λ )
(n − iλα / 4π)

(n − iλα / 4π)sin(d 2π(n − iλα / 4π)
λ )cos(d 2π(n − iλα / 4π)

λ )) (14)

Where n and d  are the refraction index and the thickness of the layer, respectively. The
transmission coefficient TM  [12] of the layer is then given by

TM =
4n0

2

(n0M0,0 + n0nsM0,1 + M1,0 + nsM1,1)2 (15)

Where n0 is the superstrate refraction index and ns is the substrate refraction index of the
sub-cell. The Mi , j coefficients refer to the matrix transfer elements. Thus, it is possible to de‐
termine the incident spectrum on each sub-cell. The incident photon flux in GaInP, GaInAs
and Ge sub-cells are given by

FGaInP =T ARC Fsolar (16)

FGaInAs =T ARCTGaInP Fsolar (17)

FGe =TGaInAsTGaInPT ARC Fsolar (18)

where Fsolar  is the incident photon flux, T ARC  , TGaInP  and TGaInAs are the transmission coeffi‐
cient of the anti-reflective coating, the GaInP sub-cell and the GaInAs sub-cell, respectively.
This model includes optical and electrical modules. Thus, it allows the calculation of the
quantity of photons arriving at each junction from the solar spectrum. Then, the electrical
model calculates, via interface recombination velocity, the photocurrents in the space charge
region, the emitter and the base for each junction.

2.2. Solar cell structures and parameters

To calculate the power production of the GaInP/GaInAs/Ge triple-junction cells for space
applications,  the incident photon flux Fsolar  was taken from a newly proposed reference
air  mass  zero  (AM0)  spectra  (ASTM  E-490).  The  integration  of  ASTM  E490  AM0  solar
spectral irradiance has been made to conform to the value of the solar constant accepted
by the space community, which is 1366.1 W/m2. The transmission coefficient of the anti-
reflective  coating  T ARC  was  set  to  be  a  constant  of  98%,  while  the  transmission  coeffi‐
cients  of  the  GaInP sub-cell  and the  GaInAs sub-cell  are  calculated according to  Eqs.14
and 15, which have wavelength dependence.
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Parameter Ge GaInAs GaInP

Dn(cm2/s) 22.86 140.02 29.39

Dp(cm2/s) 10.71 4.02 1.03

L n(cm) 5.3х10-3 9.7х10-4 6.3х10-4

L p(cm) 8.8х10-4 7.3х10-5 3.7х10-5

τ (s) 8.9х10-7 8.9х10-9 4.2х10-9

Table 1. Material parameters used for calculation in this paper.

As shown in Figure 1, typical two-terminal triple-junction cells for space application with a
Ge bottom cell, a GaInAs middle cell and a GaInP top cell with energy gaps of 0.661, 1.405
and 1.85 eV, respectively. The Ge cell is built on the p-type initial substrate; therefore, the Ge
base is about 150 micrometers thick, with doping concentration of about 6x1017 cm-3; the Ge
emitter is about 0.3 micrometers thick, with an n-type doping concentration of about 1x1019

cm-3. The emitters for the other two cells are 0.1 micrometers thick with doping concentra‐
tion of about 1x1018 cm-3. Since the AM0 spectrum contains relatively more high-energy pho‐
tons with energy greater than the GaInP top cell's energy gap, triple-junction cell with a very
thick top cell will generally be photocurrent limited by the middle (GaInAs) cell. Therefore,
the middle cell thickness was set to be thick enough (3.6 micrometers in this paper) with the
doping concentration of about 2x1017 cm-3, and the optimal top cell thickness was suggested
to be about 0.52 micrometers with doping concentration of about 1x1017 cm-3.

The absorption coefficient of the GaInP can be fitted by

αGaInP =5.5 (E − Eg) + 1.5 (E − Eg −1) (19)

The absorption coefficient of the GaInAs (with In content of about 0.01) can be fitted by

αGaInAs =3.3 (E − Eg) (20)

The direct gap absorption spectra of the bulk Ge was used for calculation

αGe =1.9 (E − Eg
Γ) / E (21)

Where E  is the photon energy and Eg  the fundamental energy gap, both in eV, and α in 1/
micrometers.

The diffusion length, the diffusion coefficient and the nonradiative carrier lifetime are calcu‐
lated as a function of the doping concentration. The material parameters used for calculation
are summarized in table 1.
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tion of about 1x1018 cm-3. Since the AM0 spectrum contains relatively more high-energy pho‐
tons with energy greater than the GaInP top cell's energy gap, triple-junction cell with a very
thick top cell will generally be photocurrent limited by the middle (GaInAs) cell. Therefore,
the middle cell thickness was set to be thick enough (3.6 micrometers in this paper) with the
doping concentration of about 2x1017 cm-3, and the optimal top cell thickness was suggested
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The absorption coefficient of the GaInP can be fitted by

αGaInP =5.5 (E − Eg) + 1.5 (E − Eg −1) (19)

The absorption coefficient of the GaInAs (with In content of about 0.01) can be fitted by

αGaInAs =3.3 (E − Eg) (20)

The direct gap absorption spectra of the bulk Ge was used for calculation
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Γ) / E (21)

Where E  is the photon energy and Eg  the fundamental energy gap, both in eV, and α in 1/
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The diffusion length, the diffusion coefficient and the nonradiative carrier lifetime are calcu‐
lated as a function of the doping concentration. The material parameters used for calculation
are summarized in table 1.
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2.3. The effect of the interface recombination on the performance of GaInP/GaInAs/Ge
tandem solar cell

To have an analytical analysis, recombination velocity at only one interface among six inter‐
faces is assumed to have a non-zero value, which is 1х106 cm/s. Figure2~4 shows the total
external quantum efficiencies η and the integrated photocurrent density J ph  of the three
sub-cells, calculated from Eqs. 2-5 with the constant parameters in table 1 and with varying
values of Sp and Sn . The external quantum efficiency η , defined as the probability of collect‐
ing a photo carrier for each photon, is a function of wavelength, λ, because of the λ-depend‐
ence of the absorption coefficient, α. The photocurrent density J ph  is obtained from the
integral of the product of the η with the spectrum of interest. For large absorption coeffi‐
cients, a high Sp causes dramatic decrease in the blue response as shown in Figure 2 (a),
Figure 3 (a) and Figure 4 (a).

Figure 2. a) External quantum efficiency, and (b) integrated photocurrent density of the top GaInP cell for various in‐
terface recombination velocities.

Figure 3. a) External quantum efficiency, and (b) integrated photocurrent density of the middle GaInAs cell for various
interface recombination velocities.
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However, a high Sp also causes a reduction in the red response. In contrast, high Sn causes a
reduction only in the red response (Figure 2 (a), Figure 3(a)), with almost no measurable ef‐
fect in the blue response for a thick cell as shown in Figure 4 (a).

Figure 4. a) External quantum efficiency, and (b) integrated photocurrent density of the middle GaInAs cell for various
interface recombination velocities.

Once the photocurrents of the three sub-cells are calculated, the short circuit current of the
tandem cell is set to be the smallest of these three photocurrents. The open-circuit voltage is
set to be the voltage at which the magnitude of the dark currents equals the photocurrents.
The corresponding I-V characteristics of the tandem cell are plotted in Figure 5. Among all
the interfaces, recombination at the top cell emitter surface is most detrimental due to the
considerable drop of the cell short circuit current and to a less extent to the associated reduc‐
tion in the cell voltage. While recombination effect at back interface of the bottom cell can be
almost negligible because the base layer of the cell is thick enough.

Figure 5. I-V characteristics of the GaInP/ GaInAs/ Ge tandem cell under AM0 with a recombination velocity at the
indicated interface and zero elsewhere.
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2.4. Optimization of high efficiency GaInP/GaInAs/Ge multi-junction solar cells

Lattice-matched GaInP/GaInAs/Ge triple-junction cells under investigation include a Ge bot‐
tom cell, a GaInAs middle cell and a GaInP top cell with energy gaps of 0.661, 1.405 and 1.85
eV, respectively. The Ge cell is built on the p-type initial substrate; the Ge base is 150 micro‐
meters thick with doping concentration of 6x1017 cm-3, and the Ge emitter is 300 nm thick
with an n-type doping concentration of 1x1019 cm-3. The middle cell’s base is set to be thick
enough (3.6 micrometers in this paper) with doping concentration of 2x1017 cm-3, and its
emitter is 100 nm thick with doping concentration of 1x1018 cm-3. The incident photon flux is
taken from a newly proposed reference air mass zero (AM0) spectra (ASTM E-490). The anti-
reflective coating used in simulation includes a 30 nm AlInP top window layer; ARC com‐
posed of 52 nm ZnS and 90 nm MgF2.

It is at first assumed that recombination velocity for a top cell back surface is 1.3х105 cm/s, a
middle cell back surface 105 cm/s and a top cell emitter surface 5.15х104 cm/s, while recom‐
bination velocities at the other three interfaces are zero. Then, the optimal top cell thickness
and dopant profiles were obtained to meet high efficiency.

top cell base

thickness d-base

(nm)

open-circuit

voltage Voc (V)

short-circuit

current Jsc (A/cm2)

fill

factor

tandem cell

efficiency

d-base=400 nm 2.6660 0.01720 90.56% 30.40%

d-base=450 nm 2.6664 0.01768 89.82% 30.99%

d-base=500 nm 2.6667 0.01812 88.40% 31.27%

d-base=55 0nm 2.6669 0.01777 89.82% 31.05%

Table 2. Figure-of-merits of the tandem cell for various top cell base thickness.

top cell base doping

concentration

(1/cm3)

open-circuit

voltage Voc (V)

short-circuit

current Jsc (A/

cm2)

fill

factor

tandem cell

efficiency

NA-base =1х1016 2.6095 0.01816 88.62% 30.74%

NA-base =5х1016 2.6503 0.01814 89.15% 31.32%

NA-base =1х1017 2.6667 0.01812 88.40% 31.27%

NA-base =5х1017 2.6981 0.01796 88.24% 31.19%

Table 3. Figure-of-merits of the tandem cell for various top cell base doping concentration.

Table 2 presents the Figure-of-merits of the tandem cell for various top cell base thicknesses
with doping concentration of 1x1017 cm-3, when the top cell emitter thickness is set to 100
nm with doping concentration of 1x1018 cm-3. Table 3 presents the Figure-of-merits of the
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tandem cell for various top cell bases doping concentrations with thickness of 500 nm, when
the top cell emitter thickness is set to 100 nm with doping concentration of 1x1018 cm-3. It is
found that photocurrents strongly depend on top cell thickness, since the AM0 spectrum
contains relatively more high-energy photons with energy greater than the GaInP top cell's
energy gap, and photocurrents of triple-junction cells with a very thick top cell will general‐
ly be limited by the middle (GaInAs) cell. The tandem cell efficiency reaches the largest val‐
ue (31.27%) with the top cell base thickness of 500 nm, because the photocurrents of the top
and middle cells almost match each other. Table 3 shows that higher doping concentration
at the top cell base leads to a considerable increase of the cell voltage and a less drop of cell
photocurrent. It can be deduced from table 3 that doping concentration at the top cell base
should be optimized between 5 x1016 and 1x1017 cm-3 to obtain higher efficiency. In order to
realize the values of the Figure-of-merits shown in table 2 and table 3, the external quantum
efficiency of the top cell for various top cell base thicknesses and top cell base doping con‐
centrations are presented in Figure6 (a) and Figure6 (b), respectively. It is found that the ex‐
ternal quantum efficiency of the top cell increases with the increasing top cell base thickness
(Figure6 (a)), while at short wavelengths, the efficiency increases with the increasing top cell
base doping concentration, at large wavelengths, decreases (Figure6 (b)).

Figure 6. External quantum efficiency of the top cell for various top cell base thickness (a), and top cell base doping
concentration (b).

top cell emitter thickness d-

emitter (nm)

open-circuit

voltage Voc (V)

short-circuit current

Jsc (A/cm2)

fill

factor

tandem cell

efficiency

d-emitter =50 nm 2.6680 0.01848 88.62% 31.98%

d-emitter =100 nm 2.6667 0.01812 88.40% 31.27%

d-emitter =150 nm 2.6710 0.01737 89.09% 30.25%

d-emitter =200 nm 2.6707 0.01644 89.84% 28.87%

Table 4. Figure-of-merits of the tandem cell for various top cell emitter thickness.
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Figure 7. The external quantum efficiency of the top cell for various top cell emitter thickness (a), and top cell emitter
doping concentration (b).

top cell emitter

doping concentration

(1/cm3)

open-circuit

voltage Voc (V)

short-circuit

current Jsc (A/cm2)

fill

factor

tandem cell

efficiency

ND -emitter =3х1017 2.6673 0.01816 89.30% 31.66%

ND -emitter =5х1017 2.6674 0.01816 88.37% 31.51%

N D-emitter =1х1018 2.6667 0.01812 88.40% 31.27%

ND -emitter =2х1018 2.6652 0.01786 88.74% 30.90%

Table 5. Figure-of-merits of the tandem cell for various top cell emitters doping concentration.

3. Experimental procedure, results and discussions

3.1. The preparation of the triple junction GaInP/GaInAs/Ge epitaxial wafers

The Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells were grown by the Veeco E475
MOCVD system on 6o off cut Germanium substrate. Standard growth conditions used were
with growth pressure of 40 Torr, and rotation rate of 500 rpm. The precursors include trimethy‐
lindium (TMIn), trimethylgallium (TMGa), trimethylaluminium (TMAl), arsine, phosphine
and diethyl-tellurium (DETe), diethyl-zink (DEZn). Top and middle sub-cells include the fol‐
lowing layers: back-surface field (BSF) layer, base, emitter and window. The Ge-sub-cell con‐
sists of a base (substrate), a diffused emitter and a window. Sub-cells are connected in series by
tunnel diodes, which in turn include highly doped thin (10–20 nm) layers. The growth temper‐
ature of 650 °C was applied to the layers consisting of the Ga0.99In0.01As buffer, middle cell lay‐
ers, top cell layers and GaAs cap. AlGaAs was used as to the middle and top cell BSF, and AlInP
as the window layer of InGaAs middle cell and GaInP top cell.
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The Ge sub-cell is an important part of the structure of this cell, contributing 10% or more of
the total cell efficiency [13]. The Ge junction is formed during III - V /Ge interface epitaxy.
Group V elements such as P and As are n-type dopants in Ge, so the emitter of Ge junction
was formed by diffusion of V elements during the deposition of III - V epilayers. In addition,
the structure of Ge is different from the III - V materials such as GaAs and GaInP, the con‐
nection between Ge substrate and buffer layer or initial layer is important to the growth
quality on buffer layer and the performance of Ge sub-cell. In this chapter, based on plenty
of experiments, GaInP is selected as a suitable buffer material to be grown between the sub‐
strate and the active region of the device. Several researches on III - V materials grown on p-
doped Ge substrate have indicated that the bottom Ge cell efficiency decreases as the
thickness of the emitter increases, mainly owing to the lowering of the short circuit current.
For this reason, GaInP is an optimized option with smaller diffusion length than GaAs. In
addition, GaInP is also an appropriate material for the window layer of Ge junction.

The electrochemical capacitance-voltage results of GaInP initial layer grown on Ge indicate
that the diffusion length of P is about 200 nm, when a thin Ge emitter for excellent perform‐
ance of Ge sub-cell is fabricated. In the past, GaAs was employed as the middle cell material,
and the 0.08% lattice-mismatch between GaAs and Ge was thought to be negligibly. To ob‐
tain enough current matched to the top cell, the middle cell was often designed to be 3~4
micrometers thick, but misfit-dislocations were generated in thick GaAs layers and deterio‐
rated cell performance [5]. By adding about 1% indium into the GaAs cell layers, all cell lay‐
ers are lattice-matched precisely to the Ge substrate. Application of InGaAs middle cell to
lattice-match Ge substrates has demonstrated to be able to increase open-circuit voltage
(Voc) due to lattice-matching and short-circuit current density (Jsc) due to the decrease of
the energy gap in the middle cell.

The Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells for terrestrial concentrator appli‐
cation operate at high current densities higher than 10A/cm2. This brings specific challenges
to the tunnel diode structures that are used for the series connection of the sub-cells. So the
tunnel junction (TJ) growth is one of the most important issues affecting multi-junction solar
cell performance. The problems of TJ growth are related to obtaining transparent and uni‐
formly highly doped layer without any degradation of surface morphology [14]. The thick‐
ness of each side of the TJ junction has to be in the order of tens of nanometres, while the
required doping has to be around 1019~1020 cm-3. The reaching of the high doping level re‐
quires very different growth temperatures, in order to obtain an abrupt doping profile. In
this experiment, the growth of tunnel junction was carried out at temperature of 600 °C
which is about 50 °C lower than the growth temperature of other layers. DETe and CCl4
were used as N-type dopant and P-type dopant respectively to fabricate small thickness,
high doping AlGaAs/GaAs tunnel junctions.

GaInP lattice-matched to GaAs exhibits anomalous changes in the energy gap, depending on
the growth conditions and the substrate misorientation [15]. These changes are the results of
the spontaneous ordering during the growth of the cation-site elements (Ga and In) in planes
parallel to the (111). One of changes is a lowering of the energy gap of the material, whose exact
value depends on the degree of ordering. It  appears to be the 100 meV reductions.  The
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Figure 7. The external quantum efficiency of the top cell for various top cell emitter thickness (a), and top cell emitter
doping concentration (b).
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ND -emitter =2х1018 2.6652 0.01786 88.74% 30.90%
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lindium (TMIn), trimethylgallium (TMGa), trimethylaluminium (TMAl), arsine, phosphine
and diethyl-tellurium (DETe), diethyl-zink (DEZn). Top and middle sub-cells include the fol‐
lowing layers: back-surface field (BSF) layer, base, emitter and window. The Ge-sub-cell con‐
sists of a base (substrate), a diffused emitter and a window. Sub-cells are connected in series by
tunnel diodes, which in turn include highly doped thin (10–20 nm) layers. The growth temper‐
ature of 650 °C was applied to the layers consisting of the Ga0.99In0.01As buffer, middle cell lay‐
ers, top cell layers and GaAs cap. AlGaAs was used as to the middle and top cell BSF, and AlInP
as the window layer of InGaAs middle cell and GaInP top cell.
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were used as N-type dopant and P-type dopant respectively to fabricate small thickness,
high doping AlGaAs/GaAs tunnel junctions.

GaInP lattice-matched to GaAs exhibits anomalous changes in the energy gap, depending on
the growth conditions and the substrate misorientation [15]. These changes are the results of
the spontaneous ordering during the growth of the cation-site elements (Ga and In) in planes
parallel to the (111). One of changes is a lowering of the energy gap of the material, whose exact
value depends on the degree of ordering. It  appears to be the 100 meV reductions.  The

III-V Multi-Junction Solar Cells
http://dx.doi.org/10.5772/50965

455



Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells’ performance depends on the energy
gap of the GaInP top cell. The theoretical calculations for this combination of materials indicate
that, to achieve maximum efficiencies, the energy gap of the GaInP top cell should be about
1.89 eV. The GaInP should be completely disordered. However, the MOCVD growth condi‐
tions that produce such a material have deleterious effects on the growth quality of GaInP,
which determines the performance of the solar cell. To sum up, the growth of high quality
GaInP with a maximizing degree of disorder is important for super high efficiency multi-junc‐
tion solar cells. To fulfil this purpose, precise controls of the growth conditions including the
growth temperature, growth rate and V/III ratio were carried out in our experiments. Based on
the experimental results and theoretical calculations, the growth of GaInP was carried out at
640 °C，V/III ratio about 40，and growth rates of 0.6 nm/s.

Figure 8. The SIMS spectrum of the Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells.

The SIMS spectrum of the Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells is
calibrated and shown in Figure 8. With the elemental depth profile, we can clearly identify
the cell structure and the doping level and the thickness of different functional layers.

3.2. The chip processing procedure and optimization

3.2.1. The process procedure of the multi-junction solar cell

The process designed for the concentrator multi-junction solar cells is as follows: the differ‐
ent electrode patterns on the front and back surfaces of the GaInP/ GaInAs/Ge epitaxial wa‐
fer are formed first, and then the wafer will be separated into independent cell chips by the
methods of chemical etch and/or physical wheel-cutting. Figure 9 shows photos of the
GaInP/ GaInAs/Ge epitaxial wafers and chips on wafer process stage. Figure 10 shows the
principal process flow. The monolithic device structures of three sub-cells are grown on the
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Ge substrate. The graphical front electrode (negative electrode) and the non-graphical back
electrode (positive electrode) will then be deposited on the both surfaces of the epitaxial wa‐
fers with a series steps of lithography, electrode deposition, metal alloy, cap layer etching,
AR coating and so on.

Figure 9. GaInP/ GaInAs/Ge epitaxial wafers (a), chips on wafers (b).

Figure 10. The principal chip process flow.

Figure 11. The detail of the graphical front electrode.

III-V Multi-Junction Solar Cells
http://dx.doi.org/10.5772/50965

457



Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells’ performance depends on the energy
gap of the GaInP top cell. The theoretical calculations for this combination of materials indicate
that, to achieve maximum efficiencies, the energy gap of the GaInP top cell should be about
1.89 eV. The GaInP should be completely disordered. However, the MOCVD growth condi‐
tions that produce such a material have deleterious effects on the growth quality of GaInP,
which determines the performance of the solar cell. To sum up, the growth of high quality
GaInP with a maximizing degree of disorder is important for super high efficiency multi-junc‐
tion solar cells. To fulfil this purpose, precise controls of the growth conditions including the
growth temperature, growth rate and V/III ratio were carried out in our experiments. Based on
the experimental results and theoretical calculations, the growth of GaInP was carried out at
640 °C，V/III ratio about 40，and growth rates of 0.6 nm/s.

Figure 8. The SIMS spectrum of the Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells.

The SIMS spectrum of the Ga0.49In0.51P/Ga0.99In0.01As/Ge multi-junction solar cells is
calibrated and shown in Figure 8. With the elemental depth profile, we can clearly identify
the cell structure and the doping level and the thickness of different functional layers.

3.2. The chip processing procedure and optimization

3.2.1. The process procedure of the multi-junction solar cell

The process designed for the concentrator multi-junction solar cells is as follows: the differ‐
ent electrode patterns on the front and back surfaces of the GaInP/ GaInAs/Ge epitaxial wa‐
fer are formed first, and then the wafer will be separated into independent cell chips by the
methods of chemical etch and/or physical wheel-cutting. Figure 9 shows photos of the
GaInP/ GaInAs/Ge epitaxial wafers and chips on wafer process stage. Figure 10 shows the
principal process flow. The monolithic device structures of three sub-cells are grown on the

Optoelectronics - Advanced Materials and Devices456

Ge substrate. The graphical front electrode (negative electrode) and the non-graphical back
electrode (positive electrode) will then be deposited on the both surfaces of the epitaxial wa‐
fers with a series steps of lithography, electrode deposition, metal alloy, cap layer etching,
AR coating and so on.

Figure 9. GaInP/ GaInAs/Ge epitaxial wafers (a), chips on wafers (b).

Figure 10. The principal chip process flow.
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Figure11 shows the isolated solar cell and details of the front electrode. Two busbars locate
at the edge of the solar cell chip with some parallel gridlines between them. The multi-layer
metal structure mainly includes ohmic contact layer, adhesion or barrier layer, conductive
layer, and protective layer. The ohmic contact layer will faintly diffuse to the cap layer of the
epitaxial wafer after an anneal process, which can decrease the contact resistance between
the electrodes and the cap layer. When the photocurrents are generated in the cells, the grid‐
lines will collect and then transfer the currents to the busbars. Finally the golden wires
bonded on the busbars will export the currents to the external circuitry.

3.2.2. Research on the process technology optimization

3.2.2.1. Grid line design

Series resistance ( rS  ) is the main limiting factor to achieve a high performance for a multi-
junction solar cell working under hundreds of suns concentration. Due to the complex con‐
stituent elements of series resistance, several aspects of the design and manufacture of the
solar cells must be considered carefully. The gridline geometries and the metal structure of
the triple junction solar cell are the most important factors to reduce the rS  . The main con‐
cerns are as follows: What is the best rS  value? Which steps during the whole manufacture
process will affect the rS  value mostly?

It is known that there are many constituent elements contributed to the series resistance,

rS = rL + rV + rG + rFC + rBC (22)

1
r L = 1

r E + 1
r W (23)

rV = rB + rSu (24)

where rL  is the resistance of the lateral current in the semiconductor structure, rV  is the re‐
sistance of the vertical current, rG is the contribution of gridline, rBC is the resistance of other
symbols, and rFC  is resistance of the front contact. rE  and rW  are the contribution of emitter
layer and window layer to the rEl  espectively. rB and rSu  are the contribution of base layer
and substrate to the rV  respectively.

Traditionally the front metal grid of concentrator solar cells has been thickened up to 5~7
micrometers by electroplating. The higher ratio of the thickness to the width of the grid lines
results in larger profile area. On the other hand, the resistance of the gridline metal ( rG )
affects the series resistance of the solar cells greatly.

Due to the low thickness (100~150 nm) of the contact semiconductor layer, the lateral resist‐
ance in the semiconductor ( rL  ) also plays an important role in the constituent elements of
series resistance. An effective method to reduce the rL  , is to decrease the space between the
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neighbour gridlines, which can be described as the shadowing factor, Fs: a ratio of Area cov‐
ered by metal to total area. As the shadowing factor increases, the area of the front contact
will increase and the series resistance components related to the front contact, rFC  , decreas‐
es. The lateral current can be easier to collect through a shorter distance. Unfortunately, the
shadow of the front grid line increases as the shadowing factor increasing, resulting in a re‐
duction of the Isc of the solar cell. Therefore, the balance between the lower lateral resistance
and higher Isc related to the shadowing factor should be considered carefully.

Experimental verification is carried out to obtain the optimum front grid design for 1000
suns concentration GaInP/GaInAs/Ge multi-junction solar cells. Typical values of the front
contact resistance ( rFC  ) and the thickness of the grid line metal are 5×10-5 Ω.cm2 and 7 mi‐
crometers, respectively. The front contact metal sheet resistance, rMsheet , ranges from 3 to
5×10-6 Ω.cm2. The space between the neighbour gridlines are in the range of 45 ~167 micro‐
meters, respectively. All the Fs and WL values are referred to fingers of 7 micrometers thick
in a 10×10 mm2 sized solar cell. It must be pointed that there is no antireflection coating on
the surface of all the solar cells discussed here.

Figure12 (a) shows the short-circuit current (Isc), fill factor (FF) and efficiency (Eff) as a func‐
tion of the shadowing factor. It is evident that with the wider space, the higher Isc can be
obtained, because more light can be absorbed by the solar cell. The FF increases obviously as
the space increases. Therefore, we can draw a conclusion that the optimal front gridline de‐
sign should result in higher Isc and FF. As shown in Figure 12 (b), the highest Isc×FF is
found with an Fs of 5%, and the corresponding efficiency of 29.8% is also the highest one.

Figure 12. The short-circuit current (Isc), fill factor (FF) and efficiency (Eff) as a function of the shadowing factor.

3.2.2.2. Antireflection Coating

Due to the high refractive indices of semiconductors, high reflection losses must be mini‐
mized by antireflection coatings (ARC) for GaInP/GaInAs/Ge multi-junction solar cells. This
presents several challenges for the ARC design. Firstly, the wide wavelength range of sun‐
light requires an optimization of extreme broadband design and limits the material choice to
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3.2.2.2. Antireflection Coating

Due to the high refractive indices of semiconductors, high reflection losses must be mini‐
mized by antireflection coatings (ARC) for GaInP/GaInAs/Ge multi-junction solar cells. This
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those with little or no absorption over the required wavelength range. For high concentrator
multi-junction solar cells，the direct terrestrial sunlight spectrum (AM1.5D), defined for a
zenith angle of 48.2° representing the average conditions of the United States, is split be‐
tween each sub-cell in this triple junction design as shown in Figure13. The bandwidth of
absorption and internal quantum efficiency extends in both the UV and IR directions, rang‐
ing from 300~1800 nm. Secondly, for the concentrator multi-junction solar cells, light is inci‐
dent upon the cell over a wide angular range, introducing an additional dimension for
optimization. Thirdly, solar cells are required to operate for 20~30 years. Materials must not
be modified or damaged by long-term exposure to UV light or large periodic changes in
temperature and humidity. Furthermore, variations in the temperature-dependence of the
refractive index of each layer will lead to a temperature-dependent transmission spectrum
which may affect the performance of multi-junction solar cells. Finally, these ARC layers
should be deposited inexpensively over large areas, together in a single coating chamber,
and at low temperatures to minimize impact on the solar cell performance.

Figure 13. The wavelength versus irradiance spectrum.

In the triple junction solar cells, the window layer of the top cell, AlInP, was considered for
the ARC designs, using a structure (air, ARC layer(s), AlInP) with direct normal incidence
AM1.5D sunlight. Figure14 shows the reflection spectra for two-layer material combinations
commonly used for antireflection coatings. Both Al2O3/TiO2 and SiO2/TiO2 offer coating solu‐
tions using practical deposition equipment. Commercially deposited Al2O3/TiO2 coatings
have shown a 30-35% improvement in the Isc and a corresponding smaller increase to Voc
when compared with uncoated devices.

Figs.15 shows the improvement in the external quantum efficiency (EQE) of the cells with
Al2O3/TiO2 coatings. It can be seen that an improvement in the EQE (AM1.5D) of the top and
middle cells is from 65% to 88%. Figure16 shows the improvement in the optical and electri‐
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cal properties of the samples above. It can be seen that the Isc under 1000 suns is improved
from 10.27 to 13.79 A, and the improvement in the Isc is 34.3%; the Voc also has a small in‐
crease of 0.03V. The FF shows an obvious decrease of 1.9% because of more ohmic loss with
higher Isc. The efficiency of the samples with Al2O3/TiO2 coatings combination increases
from 29.33% to 39.30%, a 34.0% improvement.

Figure 14. The reflection spectra of the solar cells with ARC.

Figure 15. The EQE of the cells with and without ARC.
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Figure 16. The optical and electrical properties of the cells with and without ARC.

4. The reliability of the multi-junction solar cell

4.1. Accelerated aging tests

Under high concentration of several hundreds or even thousands suns, multi-junction solar
cells will suffer high temperature and high current density, which are challenging the relia‐
bility of these devices [16]. To obtain the approval from CPV customers, it is necessary to
demonstrate the reliability of multi-junction solar cells operating under high concentration.

A new certification standard, namely the IEC62108, has been developed in which the proce‐
dure for qualifying CPV systems and assemblies is described. The IEC62108 is currently the
only international standard on assessment of high concentration solar receivers and mod‐
ules, which specifies the minimum requirements for the design qualification and the type
approval of concentrator solar cells, and which gives the corresponding test procedures for
each test sample, such as outdoor exposure test, electrical performance measurement, elec‐
trical test, irradiation test, and mechanical load test. After passing the IEC62108 certification,
both the modules and assemblies can be suitable for long-term (25 years) operation in gener‐
al open-air climates.

The purpose of the thermal cycling test is to determine the ability of the receivers to with‐
stand thermal mismatch, fatigue, and other stresses caused by rapid, non-uniform or repeat‐
ed changes of temperature. This test is vital to the reliability of concentrator solar cells, since
generally these devices have to operate at high concentration of more than 1000 suns, high
operation current density of more than 10A/cm2, high operation temperature of more than
60 °C and large temperature difference between day and night.
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In order to simulate the real operating conditions, IEC 62108 requires that during the proc‐
ess of thermal cycling test for concentrator solar cells carried out in the oven, a current
should be flowing through the chips. Table 6 shows the three optional conditions. In princi‐
ple, the temperature and the current injection time of cells are required to be accurately
monitored during thermal cycling test. However, it is very difficult to monitor the real tem‐
perature of cells in real operating conditions, because a high electric current passing through
the cells can lead to differences in temperature among the cells, the heat sink and the oven.

Option
Maximum cell

temperature
Total cycles Applied current

TCA-1 85 °C 1000
Apply 1.25×Isc when T "/ 25°C , cycle speed is

10 electrical/thermal

TCA-2 110 °C 500
Apply 1.25×Isc when T "/ 25°C , cycle speed is

10 electrical/thermal

TCA-3 65 °C 2000
Apply 1.25×Isc when T "/ 25°C , cycle speed is

10 electrical/thermal

Table 6. The options of thermal cycling test from IEC 62108.

Using the thermal cycling test condition of TCA-1 from table 6, the cell temperature is con‐
trolled between -40 °C and 85 °C. A dwell time of 10 min of the high and low temperatures
is required. The cycling period and frequency are 120 minutes and 12 cycles per day, respec‐
tively. In one thermal cycle, a specific current level of 7A is periodically on and off for 10
cycles, when the cell temperature is above 25 °C. In order to illustrate the changes of electri‐
cal performance of test samples, control samples are chosen and measured under the similar
test condition. By this method, test condition variables are self-corrected, and the complex
translation procedures are eliminated. Finally, the relative power Pr and relative power deg‐
radation Prd are defined as follows:

Pr =
Pm
Pmc

×100% (25)

Prd =
Pri − Prf

Pri
×100% (26)

where Pm is the test sample’s maximum power, Pmc is the control sample’s maximum pow‐
er measured at the similar condition as Pm, and Prf and Pri are the relative powers meas‐
ured after and before the given test, respectively.

For comparison, eight San'an company’s cells and eight B-company’s cells were tested to‐
gether. Tables 7 and 8 show the relative power degradation of San'an Company’s and B-
company’s receiver samples after different numbers of thermal cycles, respectively. The
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gether. Tables 7 and 8 show the relative power degradation of San'an Company’s and B-
company’s receiver samples after different numbers of thermal cycles, respectively. The
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output powers gradually decrease with the increasing thermal cycles due to the samples’
degradation. It is found that the relative power degradations of tested samples are within
10%. The degradation is believed to be responsible for the perimeter degradation [16, 17].
According to González et al., the arbitrary definition of device failure is a 10% of power loss,
so the majority of test samples do not have failure, except the c B-company’s receiver #56,
the relative power degradation of which is from 12.85% after 560 thermal cycles to 14.89%
after 1000 thermal cycles. Besides, from visual inspection on these samples, the DBCs sol‐
dered on alumina substrates are not peeled off after the 1000 thermal cycles, which indicates
that it is suitable for long-term (~25 years) operation in general open-air climates.

Serial sample 0 cycle 360 cycles 560 cycles 760 cycles 1000 cycles

#182B5 0.00% -2.47% -4.00% -5.56% -8.02%

#183D1 0.00% -0.14% -3.19% -3.88% -5.44%

#182D5 0.00% -3.66% -4.78% -5.82% -8.21%

#183B1 0.00% -2.48% -4.83% -6.33% -8.25%

#182D1 0.00% -4.62% -5.38% -6.21% -7.95%

#183B6 0.00% -5.85% -6.08% -5.84% -7.09%

#183A4 0.00% -5.02% -5.70% -6.97% -7.96%

#183D5 0.00% -5.47% -5.83% -6.06% -7.37%

Table 7. Relative power degradation of San'an Company’s receiver samples after different numbers of thermal cycles.

Serial sample 0cycle 360cycles 560 cycles 760 cycles 1000 cycles

#112 0.00% -5.93% -6.83% -6.84% -7.72%

#44 0.00% -4.10% -5.60% -6.12% -8.11%

#56 0.00% -8.02% -12.85% -13.05% -14.89%

#94 0.00% -2.76% -4.94% -5.19% -6.78%

#78 0.00% -5.17% -6.39% -6.76% -7.36%

#90 0.00% -7.14% -7.75% -8.17% -8.32%

#97 0.00% -3.19% -3.38% -4.38% -7.42%

#136 0.00% -6.30% -6.69% -7.05% -9.34%

Table 8. Relative power degradation of B-company’s receiver samples with different numbers of thermal cycles.

In conclusion, high concentration multi-junction solar cells are still at an early stage of tech‐
nological development, and thus it is necessary to demonstrate the reliability of these solar
cells before their industrialization. Accelerated aging test is a necessary tool to demonstrate
the reliability of concentration photovoltaic solar cells, which is expected to be working for
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no less than 25 years. According to the requirements from IEC 62108, this paper presents the
reliability results from thermal cycling tests performed on San'an company’s high concentra‐
tion solar cells. We find that the light emitting intensity and the relative power degradation
of San'an company’s receivers are similar to that of B-company’s receivers.

4.2. Discussion on outdoor power plant performance

Concentrated photovoltaic (CPV) system is usually located in sunny places for large-scale
photovoltaic (PV) power station with installation capacity of 1~1000 megawatt (MW). It is
composed of Fresnel lenses to concentrate, III-V multi-junction solar cells, polar axis type or
pedestal type tracking system and integrated control method. By focusing sunlight onto
high-efficiency solar cells, CPV is able to use fewer solar cells than traditional photovoltaic
power. Since CPV has a high power-generating capacity with movable parts, easy to manu‐
facture and to maintain, it is very suitable for a large scale PV power station.

According to the CPV Consortium, “CPV, with its higher efficiency delivers higher energy
production per megawatt installed, provides the lowest cost of solar energy in high solar re‐
gions of the world. The technology is in its early stage with significant headroom for future
innovation, and it has the ability to ramp to gigawatts of production very rapidly. Many of
the limitations for PV in the past are overcome by advances in CPV technology.”As of 2011,
the global bases of installed CPV produced totally just 60 megawatts, according to the CPV
Consortium. The organization predicts that capacity will rise to 275 megawatts by the end of
2012, 650 megawatts by the end of 2013, 1,100 megawatts by end of 2014 and 1,500 mega‐
watts by the end of 2015.

World-widely, 40 MW Amonix power plants will be installed from 2012 on, at the same time
32.7 MW power plant located at Alamosa Colorado was measured during the week of
March 2012. ISFOC (Institute of Concentration Photovoltaic Systems) main goal is to pro‐
mote the CPV industrialization. For this purpose, ISFOC has made the installation of CPV
Plants, up to 2.7 MW, all over the region of Castilla la Mancha. A lot of CPV power plants
will be installed in near future without being introduced more. However, focusing on Chi‐
na, the relative long history of advanced CPV technology development, the years' experi‐
ence of power plant operation, mature systems with high performance and reliability, the
leading position of the western participants will set up a benchmark in the field and gain
more attention and more shares from Chinese CPV market. For a few domestic CPV compa‐
nies with installation records, further efforts are required to improve the performance and
reliability of CPV products, to lower the cost by setting up complete supply chains in CPV
industry, to facilitate the utilization of abundant solar resources from the north and west to
the south and east via setting up transmission networks, so that a Chinese CPV market can
be actually initiated, developed and matured.

The largest CPV power plant project in China was assembled at Golmud, Qinghai province
by Suncore Photovoltaic Technology Co., Ltd, with the capacity of more than 50 MW. Sun‐
core is a Sino-US joint venture established by San'an and Emcore. 1 MW of the project using
500 suns terrestrial system and 2MW using 1000 suns terrestrial system has been finished, as
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shown in Figure 17. Conversion efficiency of 500 suns and 1000 suns terrestrial system can
reach as high as 25% and 28.5%, respectively.

Figure 17. power plant installed at Golmud Qinghai province China.

The direct normal insolation (DNI) distribution of the local environment and the mapping of
China were displayed Figure 18 (a) and (b). The I-V curves of 227 receivers using 500 suns
terrestrial system module tested outdoor was shown in Figure 19. One can see that the effi‐
ciency could reach as high as 24.03% at the condition of much dust on the surface of the
Fresnel lens, which affecting the light transmittance. Therefore, the actual efficiency should
be high than this nominal value.

Figure 18. The DNI distribution of the whole day in Golmud (a), and the annual average direct normal insolation (DNI)
GIS data at 40km resolution for China (b) from NREL.
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Figure 19. I-V curves of the 227 Receivers module tested outdoor.
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1. Introduction

1.1. Methods

OEP system is an optoelectronic device able to track the three-dimensional co-ordinates of a
number of reflecting markers placed non-invasively on the skin of the subject [1-4]. A varia‐
ble number of markers (89 in the model used for respiratory acquisition in seated position)
is placed on the thoraco-abdominal surface; each marker is a half plastic sphere coated with
a reflective paper. Two TV Sensors 2008, cameras are needed to reconstruct the X-Y-Z co-
ordinates of each marker, so for the seated position six cameras are required. Each camera is
equipped with an infra-red ring flash. This source of illumination, which is not visible, is not
disturbing and lets the system also operate in the dark. The infra-red beam, emitted by the
flashes, is reflected by each marker and acquired by the cameras with a maximal sampling
rate of 100 Hz. The signal is then processed by a PC board able to combine the signal coming
from the cameras and to return, frame by frame, the three-dimensional co-ordinates of each
marker. The process is simultaneously carried out for the six TV cameras needed for the
seated respiratory model. Acquired data need a further operation called ‘tracking’ that is
necessary to exclude possible phantom reflections and/or to reconstruct possible lost mark‐
ers (this could happens sometimes during very fast manoeuvres such exercise); at this time
the obtained files contain the X-Y-Z co-ordinates of each marker during the recorded ma‐
noeuvre, then data are stored on the PC hard disk. The spatial accuracy for each marker’s
position is about 0.2 mm [1]. Volumes for each compartment is calculated by constructing a
triangulation over the surface obtained volume from the X-Y-Z co-ordinates of the markers
and then using Gauss’s theorem to convert the volume integral to an integral over this sur‐
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face [2]. The number and the position of used markers depends on the thoraco-abdominal
model chosen. As proposed by Ward & Macklem [5] we use a three compartment chest wall
model: the upper rib cage, lower rib cage and abdomen. Due to the fact that the upper por‐
tion of the rib cage is exposed to pleural pressure whereas the lower portion is affected by
abdominal pressure, a model able to dynamically return changes in volume of each com‐
partment and, as a sum, of the entire chest wall has been developed [2]. The number of used
markers is 89, 42 placed on the front and 47 on the back of the subject.

To measure the volume of chest wall compartments from surface markers we define: 1) the
boundaries of the upper rib cage as extending from the clavicles to a line extending trans‐
versely around the thorax at the level of the xiphoid process (corresponding to the top of the
area of the apposition of the diaphragm to the rib cage at end expiratory lung volume in sit‐
ting posture, confirmed by percussion); 2) the boundaries of lower rib cage as extending
from this line to the costal margin anteriorly down from the xiphosternum, and to the level
of the lowest point of the lower costal margin posteriorly; and 3) the boundaries of abdomen
as extending caudally from the lower rib cage to the level of the anterior superior iliac crest.
The markers are placed circumferentially in seven horizontal rows between the clavicles and
the anterior superior iliac spine. Along the horizontal rows the markers are arranged anteri‐
orly and posteriorly in five vertical rows, and there is an additional bilateral row in the mid‐
axillary line. The anatomical landmarks for the horizontal rows are: 1) the clavicular line; 2)
the manubrio-sternal joint; 3) the nipples (~ 5 ribs); 4) the xiphoid process; 5) the lower costal
margin (10th rib in the midaxillary line); 6) umbilicus; 7) anterior superior iliac spine. The
landmarks for the vertical rows are: 1) the midlines; 2) both anterior and posterior axillary
lines; 3) the midpoint of the interval between the midline and the anterior axillary line, and
the midpoint of the interval between the midline and the posterior axillary line; 4) the mid‐
axillary lines. An extra marker is added bilaterally at the midpoint between the xiphoid and
the most lateral portion of the 10th rib to provide better detail of the costal margin; two
markers are added in the region overlying the lung-apposed rib cage and in the correspond‐
ing posterior position. This marker configuration has previously been validated in normal
subjects, along with a sensitivity analysis which assesses accuracy in estimating change in
lung volume as a function of marker number and position [2]. When compared with the
gold standard (water sealed spirometer) the accuracy in the volume change measurements
of the 89 markers model is very high, showing volume differences smaller than 5% [2].

2. Exercise limitation and breathlessness in patients with Chronic
Obstructive Pulmonary Disease (COPD)

Dynamic hyperinflation (DH) is supposed to be the most important factor limiting exercise
and contributing to dyspnea by restrictive constraints to volume expansion in patients with
COPD [6]. Indirect evidence of the importance of DH has been provided by studies that
have demonstrated that pharmacological treatment [7,8], and lung volume reduction sur‐
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gery [9] explain in part the improvement in exercise performance and dyspnea by reducing
DH in these patients. It has recently been found, however, that different patterns of chest
wall kinematics may or may not be associated with different exercise performance in COPD
patients [10,11]. There is little data available indicating that these patients may dynamically
hyperinflate or deflate chest wall compartments during cycling while breathing air [10,12] or
with oxygen supplementation [11]. As yet the contribution of reducing lung volume to
dyspnea relief remains uncertain [11,13-15] in exercising COPD patients. It also remains to
be determined whether changes in operational chest wall volumes substantially affect the
response to endurance exercise rehabilitation programs. It should be remembered that (i) an
increase in end-expiratory-volume of the chest wall constrains the potential for the tidal vol‐
ume to increase; thus exacerbating the sensation of dyspnea; (ii) on the other hand, shifting
abdominal volumes towards a lower operational point might not be able to reduce restric‐
tive constraints on volume displacement if the rib cage dynamically hyperinflates. Argua‐
bly, rib cage hyperinflation would result in a higher volumetric load to the intercostal
inspiratory muscles [16] and a higher sensory perception of dyspnea [17]; (iii) the possibility
that abdominal deflation contributes per se to dyspnea should not be disregarded [16]. Evi‐
dence has indeed been provided that a decrease in abdominal volume resulting from in‐
creased abdominal muscle activity as soon as exercise starts even at minimal work rate [4]
may contribute per se to increasing the work of breathing [10] and breathlessness [16], to re‐
ducing venous return and cardiac output [18], and to decreasing exercise capacity [4] in pa‐
tients with COPD.

Dyspneic patients with COPD who are markedly hyperinflated are considered especially
likely to display abnormalities in rib cage motion such as a paradoxical (inward) inspiratory
movement of their lower rib cage [19-22]. Studies in healthy humans have led to the hypoth‐
esis that the primary mechanism of abnormal chest wall motion in patients with COPD is
probably an abnormal alteration of forces applied to chest wall compartments [3,23] and an
increase in airway resistance [24]. Chihara et al. [23] have speculated that when rib cage dis‐
tortion is present, greater degree of recruitment of inspiratory rib cage muscles and greater
predisposition to dyspnea for a given load and strength do occur. On the other hand, the
role of hyperinflation on abnormal chest movement is questionable in healthy subjects [24].
Accordingly, it has recently been shown that paradoxical movement of the lower rib cage
cannot be fully explained by static lung hyperinflation [19] or dynamic rib cage hyperinfla‐
tion [25] in patients with COPD. By contrast, Aliverti et al. [26] have shown that lower rib
cage paradox results in an early onset of dynamic hyperinflation as a likely explanation for
the increased exertional breathlessness in these patients. Nonetheless, the link between
changes in operational lung volumes and exertional breathlessness has not been definitely
established in normoxic COPD patients [13,14,27].

Now the questions arise: does exercise reconditioning reduce rib cage distortion, and, if any,
does rib cage distortion contribute to restoring exercise capacity and to relieving breathless‐
ness Does exercise reconditioning relieve dyspnea regardless of whether compartmental
chest wall volumes are shifted toward upper or lower operational points?
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3. How Optoelectronic Plethysmography (OEP) can help answer the
above questions

The use of Optoelectronic Plethysmography (OEP) has allowed us to understand some of
the mechanisms underlying the efficacy of rehabilitative treatment in patients with COPD.
Rehabilitation interventions such as oxygen supplementation reduce ventilation and the rate
of dynamic hyperinflation, but whether and to what extent reduction in lung volume con‐
tributes to dyspnea relief remains uncertain in these patients [13,14,27]. Innocenti Bruni et al.
[11] tried to (i) determine whether and how hyperoxia would affect exercise dyspnea, chest
wall dynamic hyperinflation, and rib cage distortion in normoxic COPD patients, and (ii) in‐
vestigate whether these phenomena are interrelated. It was speculated that they are not,
based on the following observations: (i) significant dyspnea relief and improvement in exer‐
cise endurance can occur even in the absence of an effect on dynamic lung hyperinflation
[27]; (ii) externally imposed expiratory flow limitation is associated with no rib cage distor‐
tion during strenuous incremental exercise, with indexes of hyperinflation not being corre‐
lated with dyspnea [16]; (iii) end-expiratory-chest wall-volume may either increase or
decrease during exercise in patients with COPD, with those who hyperinflate being as
breathless as those who do not [10]; (iv) a similar level of dyspnea is associated with differ‐
ent increases in chest wall dynamic hyperinflation at the limits of exercise tolerance [28]. The
volume of chest wall (Vcw) and its compartments: the upper rib cage (Vrcp), lower rib cage
(Vrca), and abdomen (Vab) were evaluated by OEP in 16 patients breathing either room air
or 50% supplemental O2 at 75% of peak exercise in randomized order; rib cage distortion
was assessed by measuring the phase angle shift between Vrcp and Vrca. Ten patients in‐
creased end-expiratory Vcw (Vcw,ee) on air. In 7 hyperinflators and 3 non-hyperinflators the
lower rib cage paradoxed inward during inspiration with a phase angle of 63.4° (30.7) com‐
pared with a normal phase angle of 16.1° (2.3) recorded in patients without rib cage distor‐
tion. Dyspnea by a modified Borg scale from zero (no dyspnea), to ten (maximum dyspnea)
averaged 8.2 and 9 at end-exercise on air in patients with and without rib cage distortion,
respectively. At iso-time during exercise with oxygen, dyspnea relief was associated with a
decrease in ventilation regardless of whether patients distorted the rib cage, dynamically hy‐
perinflated or deflated the chest wall. (Fig 1).

Figure 1. Oxygen supplementation decreses ventilation and dyspnea at isotime during constant load cycling exercise.
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OEP allows us to demonstrate that dyspnea, chest wall dynamic hyperinflation, and rib cage distor‐
tion are not interrelated phenomena.

Georgiadou et al. [12] studied the effect of pulmonary rehabilitation on the regulation of to‐
tal chest wall and compartmental volumes during exercise in patients with COPD. Twenty
patients undertook high-intensity exercise 3 days week-1 for 12 weeks. Before and after reha‐
bilitation, the changes in chest wall (cw) volumes at the end of expiration (Vcw,ee) and in‐
spiration (Vcw,ei) were computed by OEP during incremental exercise to the limit of
tolerance (Wpeak). Rehabilitation significantly improved Wpeak In the post-rehabilitation peri‐
od and at identical work rates, significant reductions were observed in minute ventilation,
breathing frequency and Vcw,ee and Vcw,ei. Inspiratory reserve volume was significantly
increased. Volume reductions were attributed to significant changes in abdominal Vcw,ee
and Vcw,ei. The improvement in Wpeak was similar in patients who progressively hyperin‐
flated during exercise and those who did not. The authors concluded that pulmonary reha‐
bilitation lowers chest wall volumes during exercise by decreasing the abdominal volumes.

The study indicates that improvement in exercise capacity following rehabilitation is independent of
the pattern of exercise-induced dynamic hyperinflation.

Preliminary laboratory data indicate that OEP substantially assists in clarifying the link be‐
tween chest wall dynamic hyperinflation and breathlessness following pulmonary rehabili‐
tation. The volume of the chest wall and its compartments were evaluated in 14 patients by
OEP during constant load cycle exercise before and after pulmonary rehabilitation. Prior to
rehabilitation exercise increased end-expiratory chest wall volumes in eight patients, but de‐
flated the chest wall in six [11]. Rehabilitation increased exercise endurance. Relief in both
dyspnea and leg effort at iso-time were associated with a decrease in ventilation regardless
of whether patients hyperinflated or not. Also, the effect of pulmonary rehabilitation on rib
cage distortion and dyspnea were independent of each other (Fig 2).

Figure 2. Effect of pulmonary rehabilitation (PRP) on phase angle and dyspnea in patients with and without ribcage
distortion (RCD).
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These data suggest that pulmonary rehabilitation reduces dyspnea regardless of rib cage distortion
and dynamic chest wall hyperinflation.

Many COPD patients complain of severe dyspnea while performing simple daily-life activi‐
ties using their arms. The increased demand during simple arm elevation may play a role in the
development of dyspnea and in the limitation that is frequently reported by these patients
when performing activities involving their arms [29,30]. Unsupported arm exercise training
(UAET) is increasingly recognized as an important component of pulmonary rehabilitation in
these patients [31]. Although some studies have demonstrated improvement in unsupported
arm exercise after UAET [32-34], suggesting that the test can be sensitive to changes in arm ex‐
ercise capacity, the impact of upper extremity training on arm exercise related-dyspnea and fa‐
tigue  remains  unclear  [35-38]  or  undemonstrated  [32,38-40].  Surprisingly,  few  studies
[32,35,37-39] have investigated the effect of upper extremity training on ratings of perceived
dyspnea by applying psychophysical methods, that is, the quantitative study of the relation‐
ship between stimuli and evoked conscious sensory responses. On this basis we have recently
demonstrated that neither chest wall dynamic hyperinflation nor dyssynchronous breathing
per se are the major contributors to dyspnea during unsupported arm exercise in COPD pa‐
tients [25]. Using the same approach we have recently tried to document the impact of arm
training on arm exercise-related perceptions. The finding that before rehabilitation patients
stop arm exercise namely because of arm symptoms, makes a case for the excessive effort felt
by subjects being elicited by arm/torso afferent information (from the muscles performing the
excessive effort) conveyed to the motor-sensory cortex [25].

These findings may explain why even a very small decrease in ventilatory demand, reflec‐
tive of a decrease in central motor output to ribcage/torso muscles, has a salutary effect on
arm symptoms during arm training in patients with COPD [41].

OEP has also helped to clarify mechanisms by which some techniques of pulmonary rehabil‐
itation such as breathing retraining, namely “pursed lip breathing” (PLB), act in reducing
the sensation of dyspnea. Bianchi et al. [42] hypothesized that the effect of PLB on breathless‐
ness relies on its deflationary effects on the chest wall. They found that patients exhibited a
significant reduction in end-expiratory volume of the chest wall (Vcw,ee) and a significant
increase in end-inspiratory volume of the chest wall in comparison with spontaneous
breathing. In a stepwise multiple regression analysis, a decrease in end expiratory volume of
the chest wall accounted for 27% of the variability in the Borg score.

These data indicate that by lengthening the expiratory time, PLB deflates the chest wall and reduces
dyspnea. 

In a further paper Bianchi et al. [43] identified the reasons why some patients benefit from PLB
while others do not. The OEP analysis of chest wall kinematics shows why not all patients with
COPD obtain symptom relief from PLB at rest. The most severely affected patients who de‐
flate the chest wall during volitional PLB reported improvement in their sensation of breath‐
lessness. This was not the case in the group who hyperinflated during PLB.
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4. Comparing OEP with spirometric operational volumes

OEP may provide complementary information on operational volumes to that provided by
spirometry. Vogiatzis et al. [28] found a good relationship between changes in inspiratory
capacity (ΔICpn) and changes in end expiratory chest wall volume (ΔVcw,ee). By contrast
we have not found any significant relationship between the two measurements (Fig 3).

Figure 3. Plots of change in inspiratory capacity (IC) vs change in end-expiratory-chest wall-volumes (CWee) from rest
to end exercise, before (closed circles) and after (triangles) pulmonary rehabilitation. Continuous line is the identity
line.

The decrease in ICpn is much greater than the increase in Vcw,ee in most patients. The rea‐
sons for this discrepancy are probably due to: i) error measurements with the pneumotacho‐
graph possibly linked to leakage and elevation of temperature in the system, and to
spirometric drift resulting in spurious increments or decrements in volume measurements;
ii) spirometry measures the volume of the gas entering or leaving the lungs at the mouth,
while OEP measures the volume of the trunk which includes changes in gas volume, gas
compression and blood volume shifts [16]. Arguably, activity of the abdominal muscles pro‐
ducing various amounts of gas compression and blood shifts might account for the preva‐
lence of one method over the other. For instance, high gas compression and blood shift
would result in a greater decrease in Vcw,ee than an increase in the next ICpn manoeuvre
[44]. It has been postulated that OEP would not detect 89% of the reduction in inspiratory
capacity measured with spirometry in some conditions [44].

5. OEP and reparative deformity of the rib cage

Pectus excavatum, the most common congenital chest wall deformity, is characterized by a
depression of the anterior chest wall and sternum. Some patients will develop cardiopulmo‐
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nary symptoms for the first time as adolescents while others will experience a worsening of
the symptoms they have endured for years. A minimally invasive technique for repair de‐
scribed by Nuss et al. [45,46] involves the placement of substernal concave bar(s) that will be
rotated to elevate the sternum outward. The bar is left in place for 2-3 years while the anteri‐
or chest wall remodels. The chest wall is primarily involved when there are respiratory ab‐
normalities, so the effect of repair should be assessed mainly by observing chest wall
kinematics and possibly chest wall mechanics in pectus excavatum patients. A previous
study carried out in adolescents with mild restrictive defect has shown that abnormalities in
chest wall kinematics during maximal voluntary ventilation are not correlated with the com‐
puted tomography scan severity index, indicating the contribution of chest wall kinematics
to clinical evaluation of pectus excavatum patients [47]. Should we wait 2-3 years before as‐
sessing repair effects (if any) on chest wall kinematics? Can the Nuss procedure influence
timing, and kinematics of the chest wall and rib cage configuration in otherwise healthy sub‐
jects? Binazzi et al. [48] postulated that the repair effect based on increased chest wall end
expiratory volume does not affect chest wall displacement and dynamic configuration of the
rib cage. By using OEP they provided a quantitative description of chest wall kinematics be‐
fore and 6 months after the Nuss procedure at rest and during maximal voluntary ventila‐
tion in 13 subjects with pectus excavatum. An average 11% increase in chest wall volume
was accommodated within the upper rib cage and to a lesser extent within the abdomen and
lower rib cage. Tidal volumes did not significantly change during the study period. The re‐
pair effect on chest wall kinematics did not correlate with the Haller index of deformity at
baseline.

These data indicate that six months of the Nuss procedure do increase chest wall volume without af‐
fecting chest wall displacement and rib cage configuration. 

6. Conclusion

In conclusion, we and others have shown that use of OEP can demonstrate the following: (i)
dynamic hyperinflation of the chest wall may not necessarily be the principal reason for ex‐
ercising limitation and breathlessness in COPD patients; (ii) pulmonary rehabilitation im‐
proves COPD patients’ endurance and exercise-related perceptions regardless of changes in
chest wall kinematics; (iii) in contrast with what is commonly believed, chest wall dynamic
hyperinflation may have a salutary mechanical effect in patients with expiratory flow limita‐
tion and dynamic hyperinflation, who increase functional residual capacity because of ach‐
ieving more tidal expiratory flow; (iv) OEP provides complementary information on
operationl volumes to that provided by spirometry.

Finally, there are very few reports on the use of OEP in pulmonary rehabilitation and thora‐
cic surgery in patients with chronic respiratory disease other than COPD. We hope that the
results presented here will stimulate new contributions on this topic.
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