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Chapter 1

Dynamic Characteristics Analysis of
Wind Farm Integrated with STATCOM Using RTDS

Adnan Sattar, Ahmed Al-Durra and S.M. Muyeen

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/56024

1. Introduction

This work concentrates on design and analysis of STATCOM connected at the wind farm
terminal in real time environment using Real Time Digital Simulator (RTDS). This work is a
part of power hardware-in-loop (PHIL) test required in a future project, and therefore,
individual components are models in such a way that is close to real system. For the sake of
detail analyses and future study, the system is simulated in two ways. First method is a dual
time step approach, where wind turbines and generators of a wind farm, power grid, and
control system are realized in the large time-step main network, however, 2-level voltage
source converter based STATCOM is modeled in RTDS small time-step environment to adapt
with higher switching frequency, where interface transformer is used to link the different time
step sub-networks. In the second method, the entire system including the STATCOM is
simulated in large time step. Detailed switching scheme for STATCOM and control strategy
for both methods are discussed. An option for integrating anemometer for dynamic charac‐
teristics analysis is kept open, difficulties of STATCOM switching schemes for control
prototype and PHIL testing in RTDS environment are discussed. The merits and demerits of
both methods are also presented which is one of the salient features of this study. Results of
RTDS are compared with Laboratory standard power system software PSCAD/EMTDC and
the features of using RTDS in dynamic characteristics analyses of wind farm are also discussed.

2. Real Time Digital Simulator (RTDS) — A brief overview

2.1. Hardware

Real time digital simulator hardware is based on the parallel processing architecture and has
been designed specially to solve the electromagnetic transient simulation algorithm. RTDS

© 2013 Sattar et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Sattar et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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simulator consists of multiple RACKs, each of which consist of both communication and
processor cards and are linked by a common backplane. To solve a large power system
network, it is possible to split the entire power system into parts and these parts can be solved
on the different subsystems or even using different racks on the RTDS simulator. Each rack
has an Inter Rack Communication (IRC) card which allows the information to be shared
between the different racks of RTDS. This study is carried out on RTDS consist of 3 RACKs.

Each rack has also a Workstation Interface (WIF) card which synchronizes the simulation
calculations and communicates between different processor cards, as well as communication
between different racks of the RTDS simulator. Also WIF card provides Ethernet communi‐
cation to and from the graphical user interface during real time simulation.

The processors cards are responsible for the calculation of complete network behavior. RTDS
uses two different processor card, 3PC (Processor card) and GPC (Gigabyte processor card).
GPC contains 2 RISC processors running at 1GHz. Due to their computational power, they are
often used in more than one component model calculation at the same time. It is noted that
PB5 processor card, the next generation of GPC card is available in market from 2011, which
has additional computation power and communication flexibility. Besides that, RTDS has a
family of GT I/O cards. They are used with the GPC cards. GT I/O cards include analogue and
digital input and output with 16-bit data converters. Other physical devices can be connected
to the RTDS hardware by GT I/O cards.

2.2. Software

The graphical user interface between RTDS hardware and user is done by its own software,
called RSCAD. It allows simulation circuit to be constructed, run, operated and results to be
recorded. The RSCAD has 2 main modules, the Draft and the Run time. In Draft, an extensive
library for both power system and control system components is available. The circuit can be
constructed by copying the generic components from the library. After completion of the
circuit, it will be complied in order to create the simulation codes required by the RTDS
simulator. The simulation can be run using RSCAD Run Time module. Run time, operates on
a PC or on workstation, back and forth communication with the WIF card through Ethernet.
Simulation result can be plotted and operating condition of the system can be changed in run
time by using switches, push buttons, etc., like the real world electric control rooms. A special
module exists in RSCAD, so called T-LINE module, facilitate entry of transmission line data.
Input information is related to the line geometry and conductor type. Multi-plot is used to
analyze the graphical results and also to prepare it in report ready format. Several functions
are available e.g., Fourier analysis and Total Harmonic Distortion computation. Figure 1 and
2 shows the RTDS hardware and RSCAD software modules [1-4].

3. Model system

The model system used for the simulation is shown in Figure 3. Aggregated model of the wind
farm is considered in this study in which many wind generators in a wind farm are represented

Modeling and Control Aspects of Wind Power Systems2

with a large wind generator. The induction generator is connected to the grid through the step
up transformer and double circuit transmission line. Realistic data for the transmission line is
used which is calculated from the transmission line length. As transmission line length is very
important because of the STATCOM voltage support set point is considered at the common
coupling point [5].

Figure 1. Real Time Digital Simulator (RTDS) Racks Installed in Electrical Department, The Petroleum Institute.
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Figure 2. (a): RSCAD Software Modules. (b): Draft Module. (c): Run Time Module.
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Figure 3. Fixed speed WTGSs including STATCOM connected at the PCC.

4. Real time simulation setup

Figure 4 shows the real time simulation setup required for this study. As discussed earlier,
RTDS can be connected with other physical devices, an anemometer is considered to measure
the wind speed data from the real site which will be sent to the RTDS via GT I/O cards. The
wind speed signal will then be sent to RSCAD environment though workstation interfacing
card and will be used in wind turbine model to produce torque for wind generator. Hence,
this is the most accurate way of analyzing the behavior of wind turbine generator behavior at
different operating conditions.

Figure 5 shows the RSCAD model system. The Induction machine is driven by the fixed wind
turbine and is connected to the electric grid through the step up transformer and double circuit
transmission line. The STATCOM is connected at the high voltage side of the transformer.
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5. Modeling Of STATCOM

The modeling of STATCOM is completely done in the RTDS environment in two different
methods, one in the dual time-step approach and second in the large time-step approach of
the RSCAD. The details of both methods are presented in the following sub-sections.

5.1. VSC large time-step modeling of the STATCOM in RTDS

The power system components and control system components are modeled in the large time-
step environment. Large time-step network solution is 50 µsec. STATCOM is also modeled in

Modeling and Control Aspects of Wind Power Systems6

the large time-step environment and then coupled with the rest of the system through the
transformer at PCC. Figure 6 shows the RTDS modules and processor assignments in large
time-step approach. The power system components are solved on the 3PC card, while the
control block is solve on the GPC card. GTO model is computed on the 3PC card. The switching
is done on the GPC card.

5.2. Switching scheme in large time-step

For the large time-step, switching is done by using the pulse width modulation (PWM)
technique. For GTO model, switching signal can be generated in two ways either by using one
6P Grp which will generate 6−bit firing pulse integer word (FP), one active bit integer word
(FLAST) or by 3 LEG mode. In 3 LG mode, there is one 2-bit firing pulse word, one active bit
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5.3. VSC dual time-step modeling of the STATCOM in RTDS

In this thesis, the STATCOM model is also developed in the small time-step environment of
the RTDS. Power system components and control system components are modeled in the large
time-step environment. Thus model system is run in two different time step, small time-step
normally run at 1µsec – 4µsec and large time-step typically running at 50µsec. Thus two
different time-step simulation is interfaced each other through the interface transformer. RTDS
modules and the processor assignments have been shown in Figure 8. Main power system
components are solved on the 3PC card. The STATCOM has been modeled in the Voltage
Source Converter (VSC) small time-step network, which are solved on the GPC card. The
control part is solved on the 3PC card. Carrier wave signal is generated in the large time-step
and are imported in the small time-step after being adapted with small-time step. The carrier
wave frequency is chosen 2 kHz.

5.4. Switching scheme in dual time-step

As mentioned earlier that dual time-step operates in both small and large time steps. Small
time-step VSC sub-network model including switching scheme is shown in Figure 9. Using
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the principal of pulse width modulation scheme, the carrier and modulation signals are
generated in the RTDS large time-step size environment and then processed to generate high
resolution firing pulses using the RTDS firing pulse generator component in the small time-
step environment. In order to ensure accurate firing this component requires the transfer of
reference phase and frequency from the large time-step environment. This allows the compo‐
nent to extrapolate the phase between large time-steps. The valves of the GTO bridge gets
firing pulse input from the comparator by selecting the option CC_WORD of GTO bridge. The
valves of the GTO bridge are controlled by the respected bits in a firing pulse word. These
consecutive bits are aligned in such a way that the least significant bit (LSB) in the firing pulse
coincide with the LSB in the final applied firing pulse word. Hence, the first LSB controls the
valve 1, the second LSB controls the valve 2, and so on [6-7].
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Figure 9. Switching scheme for STATCOM in small time-step VSC sub-network (part of dual time step approach).

6. STATCOM control strategy

The cascaded vector control scheme is considered for the control of the STATCOM, in this
study. The control block diagram of VSC based two level STATCOM is shown in Figure 10.
The aim of the control is to maintain desired voltage magnitude at the wind farm terminals
during normal operating condition and recover the voltage in shortest possible time after
occurrence of grid fault. The current signals are measured at the high voltage side of the
transformer and are these three phase quantities are transformed in to two quantities i.e. Id

and Iq by the abc to dq Transformation. DC link voltage and the terminal voltage is controlled.
The outer loop will generate the reference signals for the dq quantities and inner loop will keep
the system to its desired output. The two voltage reference signals Vd and Vq are generated
and are transformed to the three phase voltage reference signals for the switching Va, Vb and
Vc by the dq to abc transformation. The reference transformation angle used for the abc-dq
conversion is generated by the three phase grid voltage signals by using the Phase Locked
Loop (PLL).
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Figure 10. Control block diagram of VSC based STATCOM.

With suitable adjustment of the magnitude and phase of the VSC output voltage, an efficient
control of power exchange between the STATCOM and the ac power system can be obtained.
The vector control scheme generates the three-phase reference signals which are used to
generate the switching signals for the GTO switched STATCOM. The STATCOM rating has
been considered as the same of wind farm rating. The rated DC link voltage is 6.6 kV. The
STATCOM is connected to the 66 kV line by a single step down transformer (66 kV/3.6 kV)
with 0.1 p.u leakage reactance. The DC-link capacitor value is 50000µF. The values of the PI
controller used are set by the trial and error method to get the best results [8-9].
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With suitable adjustment of the magnitude and phase of the VSC output voltage, an efficient
control of power exchange between the STATCOM and the ac power system can be obtained.
The vector control scheme generates the three-phase reference signals which are used to
generate the switching signals for the GTO switched STATCOM. The STATCOM rating has
been considered as the same of wind farm rating. The rated DC link voltage is 6.6 kV. The
STATCOM is connected to the 66 kV line by a single step down transformer (66 kV/3.6 kV)
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7. Simulation results

In  this  paper  dynamic  characteristic  is  analyzed  when  STATCOM  is  considered  to  be
connected at wind farm terminal. Keeping in mind the future control prototype and PHIL
testing, STATCOM is modeled in both dual and large time-step environment. Real wind
speed data is measured, stored in data file, and used in RTDS environment using schedu‐
ler which will finally be replaced with advanced anemometer equipped with remote data
logger. Realistic data is used in transmission line calculated from transmission line length
which can be changed suitably with any wind farm site data in the next step. Line length
is important because STATCOM voltage support set  point is  considered at  the common
coupling  point.  Results  are  also  compared  with  PSCAD/EMTDC  where  time  step  is
considered as 20 sec and switching frequency is  considered as 2000Hz. Detailed switch‐
ing model is considered to model STATACOM in PSCAD/EMTDC environment to perform
the time comparison.

7.1. Dynamic characteristics analysis

The analysis is carried out using 50 sec of wind speed data. Interpolation technique is not
considered while using real wind speed data in the simulations using PSCAD/EMTDC and
RTDS/RSCAD. Longer period can be considered based on the available memory resources. As
the wind speed is changing randomly, In Figure 11, the important responses using offline
simulator PSCAD/EMTDC are shown, when STATCOM is considered to be connected at wind
farm terminal. The wind farm terminal voltage cannot be maintained at constant value using
only the capacitor bank of rated capacity. When STATCOM is used, terminal voltage of wind
farm can be maintained at the desired level set by Transmission System Operators (TSOs), as
shown in Figure 11.

Figures 12 and 13 shows the responses obtained using RTDS in dual and large time-step
approaches,  respectively.  To match the switching frequency used in PSCAD/EMTDC, in
dual  time-step  approach  2000Hz  carrier  frequency  is  considered.  In  Dual  time-step
approach,  VSC  sub-network  is  simulated  using  1.5sec  and  the  other  components  are
simulated in large time-step of 45sec as it  is  required to run the simulation higher than
the suggested minimum time-step by RTDS resolver.  On the other  hand,  in  large time-
step approach, the time step chosen is also 45sec for the sake of time comparison of both
approaches. It should be noted that low switching frequency should be used in large time-
step approach for generating the switching pulses for switching devices, which is consid‐
ered as 450Hz in this study. In both figures, the step change around 10 sec represents the
change of machine state from constant speed to normal operation. Figures 11 to 13 shows
good agreement for IG real power, STATCOM reactive power, DC-link capacitor voltage,
wind farm terminal voltage, and IG rotor speed responses, except the initial responses of
first few seconds. However, dual time-step approach using RTDS gives smooth respons‐
es  compared  to  large  time  step  approach  in  RTDS and PSCAD/EMTDC,  due  the  exact
switching ability in the range of less than 2sec.
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Figure 11. Dynamic characteristics responses obtained using PSCAD/EMTDC.
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Figure 12. Dynamic responses obtained using RTDS (dual time-step approach).
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Figure 13. Dynamic responses obtained using RTDS (large time-step approach).

A time comparison is carried out while analyzing dynamic characteristics using 50 sec of real
wind speed data using both PSCAD/EMTDC and RTDS/RSCAD. Both dual and large time-
step approaches require almost the same time of about 51sec to download and plot the result.
However, in PSCAD/EMTDC a total time of 720 sec is required to finish the simulation of 50sec,
though the program is simulated using 20sec, which is lower than RTDS large time step. Table
1 shows the comparison between the times taken by the PSCAD/EMTDC and RSCAD/RTDS.
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Figure 13. Dynamic responses obtained using RTDS (large time-step approach).
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Therefore, it is quite difficult to perform dynamic analysis for longer time in the range of hour
or day to determine the optimum capacity of STATCOM suitable for a real wind farm.

Simulation Technique PSCAD/EMTDC
Dual Time-Step

Approach

Large Time-Step

Approach

Time in seconds 720 51 51

Table 1. Simulation time comparison.

8. Conclusion

In this study, a detail dynamic analysis of grid connected wind farm integrated with STAT‐
COM has been carried out using offline laboratory standard power system simulation tool
PSCAD/EMTDC and Real Time Digital Simulator (RTDS). Detailed modeling, control, and
switching scheme of STATCOM have been presented, suitable for wind energy conversion
system. Dual (small and large) time-step approach and approach using large time step to
simulate STATCOM in RTDS environment have been demonstrated. A comparative study has
also been performed which are summarized as follows.

Offline simulation technique using PSCAD/EMTDC, MATLAB/Simulink, PSS are precise
enough. However, the simulation takes much long time which is practically not feasible for
the dynamic analysis in hour or day range, especially when detailed switching model is
considered. RTDS is an effective tool for such type of analysis due to fast computation
capability.

Dual time step approach is the most accurate method to simulate power converter in RTDS
environment. Besides that, dual time step approach is also good to conduct the loss analysis
of power converters operated at higher switching frequency.

The system including power converters can even be simulated using large time step, which
requires almost the same time of dual time step. The large time step VSC bridge available in
RTDS/RSCAD library has Digital Time-Stamp (DITS) feature to handle switching pulses from
real world or external DSP/MATLAB based system.

RTDS resources can be used in optimum way simulating power converter using large time-
step approach in 3PC card, when GPC card is fully utilized for dual time-step power converter
simulation or other purposes.
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1. Introduction

The growing demand for energy by the developing and developed countries, the search
for energy alternatives to the use of fossil fuel and the recent special attention given to the
environment, makes the study of alternative and renewable generation sources of electric
energy in power grids extremely important [1].

Recently, the renewable power grids that carry electricity generated by wind, solar, and tidal
have received new investments to turn out to be feasible and to optimize their use based
on the concept of smart grids [2]. Among all sources of electric energy applied to this new
concept, wind generation has emerged as one of the most promising presented techniques
and has been the focus of several recent scientific studies [3, 4].

For a successful implementation, it is necessary to develop a complete telecommunications
framework composed by communication networks, data management, and real-time
monitoring applications with a strong interaction. In particular, the application of a modern
telecommunication system for controlling and monitoring in smart grids applications
requires a complex infrastructure for an efficient operation [5], and its development and
operability presents several non-trivial issues due to the convergence of different areas of
knowledge and design aspects.

In this way, wireless communications appear as an interesting solution for offering many
benefits such as low cost of development, expansion facilities, possibility of using the
technologies currently applied in mobile telephone systems, flexibility of use, and distributed
management. However, wireless transmissions are subject to distortions and errors caused
by the propagation channel that can cause serious problems to the controlled and monitored
equipments, thus, to the energy plant as a whole. This intrinsic problem of wireless
communication systems can be circumvented through the use of Forward Error Correction
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2 Wind Farms

(FEC) [6]. This coding technique is used in all modern wireless digital systems and is
essential to ensure the integrity of information, reducing significantly the Bit Error Rate (BER)
and the latency of the information by adding redundancy to the transmitted information [7].

There are currently several different schemes of FEC that are used in commercial wireless
communication systems, for instance, the Reed Solomon (RS) coding [8], Convolutional
Coding (CONV) [9], Turbo Coding (TC) [10, 11], and Low Density Parity Check (LDPC)
coding [12–14]. Among them, the LDPC coding is the one that presents the best performance,
approaching significantly to the limits set by the seminal work of Shannon [15] and
that shows an excellent compromise between decoding complexity and performance [13,
16]. Besides, the LDPC coding has recently been added to the IEEE 802.16e Standard,
commonly known as Worldwide Interoperability for Microwave Access (WiMAX) for mobile
applications [17].

It is worth noting that there are some works in the scientific literature referencing the
application of wireless technology for monitoring wind energy systems based on sensor
networks [18, 19], however there has not been presented yet any deep research about the
use of wireless technology for control applications in these systems, making it difficult to
estimate the real impact of its use or its advantages and difficulties.

Wind
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Communication

Channel
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Figure 1. Wireless System Control Schematic.

Concerning the generators used in wind turbines, the Doubly-Fed Induction Generators
(DFIG) have been widely used in these systems [20] due to their great characteristics. The
main advantages of using DFIG are their ability to operate at variable speeds and control
the active and reactive power into four quadrants, in contrast, for instance, to the Squirrel
Cage Induction Generators (SCIG), which operate at fixed speed [1, 21]. The active and
reactive power control of DFIG is made by using field orientation. In the work [22], some
investigations were carried out to power control of a DFIG using Proportional-Integral (PI)
controller, however this type of controller has problems related to the design of their gain due
to operating conditions of the generator. In the works [23], [24], and [25] other investigations
were done, respectively, for the use of predictive control techniques and internal mode
control. Although both controllers show a satisfactory performance, they present many
difficulties to implementation due to their intrinsic formulations.

In this context, this work proposes a wireless coding deadbeat power control using DFIG
machine to improve robustness and reliability of the generation system, as shown in Fig. 1
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(simplified schematic). The proposed controller is based on discrete dynamic mathematical
model of the generator and it uses the vector control technique that allows the independent
control of active and reactive power.

The wireless communication system is used to send the power reference signals to the DFIG
controller applying an LDPC coding scheme to reduce the transmission errors and the overall
system latency. The performance of the proposed system is investigated for different radio
propagation scenarios to evaluate the real impact of the wireless transmission in the wind
energy control system. It is noteworthy that the errors generated in the wireless transmission
cannot be easily removed without using advanced FEC coding techniques similar to those
presented in this work.

Although the proposed system has been analyzed for a single link between one
remote control unit and one aerogenerator, it can easily be expanded to control several
aerogenerators for wind farm applications. The use of wireless communication in wind
farms becomes very interesting for technical and economic reasons. The work of [26] shows
a wireless remote control for a wind farm consisting of offshore wind generation platforms.
The choice of an appropriate control system and a wireless monitoring becomes essential
for this type of application, due to its easy deployment avoiding the need for submarine
optical fibers that have high cost of installation and maintenance. Besides, any changes in
the offshore platforms positioning due to climate or hydrological characteristics would not be
problem for the wireless communication system. The importance of that the communication
systems have on the effective control and maintenance of wind farms is discussed in the
work of [27]. A brief description of IEC61400-25 “Communications for Monitoring and
Control of Wind Power Plants" is provided. As a case study, it was analyzed the Horns Rev
offshore wind farm in Denmark that employs a principal communication system based on
optical fiber and a secondary wireless system, both integrated into the Supervisory Control
And Data Acquisition (SCADA) system, linking wind turbines to the onshore control center.
Additionally, the work of [28] has shown some problems present in a real wired system to
control and monitor wind turbines based on Lonworks and the authors present as solution
a wireless control and monitoring system that offers many facility and benefits.

These works bring evidences and exemplify the actual advantages and features offered by the
use of wireless communications, but none of them proposes or examines techniques that can
ensure the reliability and security for control and monitoring information on transmission
error robustness, due to the degrading effects of wireless communication channel. Thus,
this work aims to fill a gap in the literature to demonstrate the functional viability of the
use of wireless systems for this type of application when an appropriate coding technique is
applied.

The chapter is organized as follows: DFIG adaptive deadbeat power control is shown in
section 2, the wireless coding communication is presented in section 3, main results are
considered in section 4, and section 5 concludes the chapter.

2. DFIG Deadbeat power control

The doubly-fed induction machine in synchronous reference frame can be represented [29]
by:

Wireless Coded Deadbeat Power Control for Wind Energy Generation
http://dx.doi.org/10.5772/54687

21



2 Wind Farms

(FEC) [6]. This coding technique is used in all modern wireless digital systems and is
essential to ensure the integrity of information, reducing significantly the Bit Error Rate (BER)
and the latency of the information by adding redundancy to the transmitted information [7].

There are currently several different schemes of FEC that are used in commercial wireless
communication systems, for instance, the Reed Solomon (RS) coding [8], Convolutional
Coding (CONV) [9], Turbo Coding (TC) [10, 11], and Low Density Parity Check (LDPC)
coding [12–14]. Among them, the LDPC coding is the one that presents the best performance,
approaching significantly to the limits set by the seminal work of Shannon [15] and
that shows an excellent compromise between decoding complexity and performance [13,
16]. Besides, the LDPC coding has recently been added to the IEEE 802.16e Standard,
commonly known as Worldwide Interoperability for Microwave Access (WiMAX) for mobile
applications [17].

It is worth noting that there are some works in the scientific literature referencing the
application of wireless technology for monitoring wind energy systems based on sensor
networks [18, 19], however there has not been presented yet any deep research about the
use of wireless technology for control applications in these systems, making it difficult to
estimate the real impact of its use or its advantages and difficulties.

Wind
Turbine
(DFIG)

Remote
Control
Central

Wireless

Communication

Channel

Smart
Grid

Operator

Figure 1. Wireless System Control Schematic.

Concerning the generators used in wind turbines, the Doubly-Fed Induction Generators
(DFIG) have been widely used in these systems [20] due to their great characteristics. The
main advantages of using DFIG are their ability to operate at variable speeds and control
the active and reactive power into four quadrants, in contrast, for instance, to the Squirrel
Cage Induction Generators (SCIG), which operate at fixed speed [1, 21]. The active and
reactive power control of DFIG is made by using field orientation. In the work [22], some
investigations were carried out to power control of a DFIG using Proportional-Integral (PI)
controller, however this type of controller has problems related to the design of their gain due
to operating conditions of the generator. In the works [23], [24], and [25] other investigations
were done, respectively, for the use of predictive control techniques and internal mode
control. Although both controllers show a satisfactory performance, they present many
difficulties to implementation due to their intrinsic formulations.

In this context, this work proposes a wireless coding deadbeat power control using DFIG
machine to improve robustness and reliability of the generation system, as shown in Fig. 1

Modeling and Control Aspects of Wind Power Systems20
Wireless Coded Deadbeat Power Control for Wind Energy Generation 3

10.5772/54687

(simplified schematic). The proposed controller is based on discrete dynamic mathematical
model of the generator and it uses the vector control technique that allows the independent
control of active and reactive power.

The wireless communication system is used to send the power reference signals to the DFIG
controller applying an LDPC coding scheme to reduce the transmission errors and the overall
system latency. The performance of the proposed system is investigated for different radio
propagation scenarios to evaluate the real impact of the wireless transmission in the wind
energy control system. It is noteworthy that the errors generated in the wireless transmission
cannot be easily removed without using advanced FEC coding techniques similar to those
presented in this work.

Although the proposed system has been analyzed for a single link between one
remote control unit and one aerogenerator, it can easily be expanded to control several
aerogenerators for wind farm applications. The use of wireless communication in wind
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dt
+ jω1

�λ1dq (1)

�v2dq = R2
�i2dq +

d�λ2dq

dt
+ j (ω1 − Bωr)�λ2dq (2)

where: �vdq,�idq,�λdq are, respectively, voltage, current, and flux space vectors in synchronous
reference frame dq, R is the resistance of the winding, L is the inductance of the winding, B
is the number of pairs of poles, ω1 is the synchronous speed, ωr is the rotor speed, and the
subscripts 1 and 2 denote, respectively, stator and rotor parameters.

The generator active and reactive power can be obtained by:

P =
3

2

(

v1di1d + v1qi1q
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(3)

Q =
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(4)

Using stator flux oriented control, that decouples d and q components, the relationship
between stator and rotor currents becomes:

i1d =
λ1

L1
−

LM

L1
i2d (5)

i1q = −

LM

L1
i2q (6)

where: v, i, λ are, respectively, voltage, current and flux magnitudes and LM is the mutual
inductance.

The active (3) and reactive (4) power can be calculated by using (5) and (6) and it is given by:
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2
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Equations (8) and (7) show the system can provide independent active and reactive power
control by regulating the rotor current. The proposed deadbeat power control, shown in
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Fig. 2, considers these relationships. Consequently, stator active and reactive power control
can be accomplished by using rotor current control of the DFIG with stator directly connected
to the grid.

Figure 2. Deadbeat Power Control Block Diagram.

The discretized rotor equation (based on the zero-order hold method) in the synchronous
referential frame, using equation (2), the stator flux position at sampling time k + 1 and
using equations (5) and (6), can be represented [30] by:
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where: ωsl = ω1 − Bωr is the slip frequency and σ = 1 − L2
M/(L1L2).

The rotor voltage which is calculated to guarantee null steady state error by using the
deadbeat theory [31] is given by:

v2d(k) = σL2
i2d(k + 1)− i2d(k)

T
+ R2i2d(k) +

−L2ωsl i2q(k)− LMωsl i1q(k) (10)
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where: ωsl = ω1 − Bωr is the slip frequency and σ = 1 − L2
M/(L1L2).

The rotor voltage which is calculated to guarantee null steady state error by using the
deadbeat theory [31] is given by:
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v2q(k) = σL2
i2q(k + 1)− i2q(k)

T
+ R2i2q(k) +

+L2ωsl i2d(k) + LMωsl i1d(k) (11)

For the active power control, the rotor current reference by using (7) is given by:

i2q(k + 1) = i2qre f
= −

2Pre f L1

3v1LM
(12)

and for the reactive power control by using (8) is:

i2d(k + 1) = i2dre f
= −

2Qre f L1

3v1LM
+

λ1

LM
(13)

where: Pre f is the active power reference and Qre f is the reactive power reference.

Thus, if the d and q axis voltage components calculated according to equations (10), (11), (12),
and (13) are applied to the generator then, the active and reactive power convergence to their
respective commanded values will occur in one sampling interval. The desired rotor voltage
in the rotor reference frame (δs − δr) generates switching signals for the rotor side using
either space vector modulation.

Stator currents and voltages, rotor speed and currents are measured to stator flux position δs

and magnitude λ1, synchronous frequency ω1 and slip frequency ωsl estimation.

2.1. Stator flux estimation

For a Deadbeat power control, as shown in the equations (10) and (11), it is required to
calculate the active and reactive power values, their errors, the stator flux magnitude and
position, the slip speed and synchronous frequency.

The stator flux �λ1αβ estimation in stationary reference frame is given by:

�λ1αβ =
∫

(

�v1αβ − R1
�i1αβ

)

dt (14)

This expression can be implemented to allow the estimation of the stator flux, even though
the induction machine is operating at low speed in a direct torque control system, as shown
in [32].

Thus, the stator flux position by using equation (14) is given by:
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δs = arctan

(

λ1β

λ1α

)

(15)

The synchronous speed ω1 estimation is:

ω1 =
dδs

dt
=

(

v1β − R1i1β

)

λ1α − (v1α − R1i1α) λ1β

(λ1α)2 + (λ1β)2
(16)

and the slip speed estimation by using the rotor speed and synchronous speed is:

ωsl = ω1 − Bωmec (17)

The angle between stator and rotor flux is given by:

δs − δr =
∫

ωsldt (18)

3. Wireless coding communication

The proposed wireless control system, shown in Fig. 3, uses LDPC codes [9, 12, 33] to improve
system performance and reliability.

The LDPC are (Nc, Nb) binary linear block codes that have a sparse parity-check matrix
H that can be described in terms of a Tanner graph [34], where each bit in the codeword
corresponds to a variable node and each parity-check equation corresponds to a check node.
A check node j is connected to a variable node k whenever the element hj,k in H is equal to
1 [9, 34].
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∫

(

�v1αβ − R1
�i1αβ

)

dt (14)

This expression can be implemented to allow the estimation of the stator flux, even though
the induction machine is operating at low speed in a direct torque control system, as shown
in [32].

Thus, the stator flux position by using equation (14) is given by:
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δs = arctan

(

λ1β

λ1α

)

(15)

The synchronous speed ω1 estimation is:

ω1 =
dδs

dt
=

(

v1β − R1i1β

)

λ1α − (v1α − R1i1α) λ1β

(λ1α)2 + (λ1β)2
(16)

and the slip speed estimation by using the rotor speed and synchronous speed is:

ωsl = ω1 − Bωmec (17)

The angle between stator and rotor flux is given by:

δs − δr =
∫

ωsldt (18)

3. Wireless coding communication

The proposed wireless control system, shown in Fig. 3, uses LDPC codes [9, 12, 33] to improve
system performance and reliability.

The LDPC are (Nc, Nb) binary linear block codes that have a sparse parity-check matrix
H that can be described in terms of a Tanner graph [34], where each bit in the codeword
corresponds to a variable node and each parity-check equation corresponds to a check node.
A check node j is connected to a variable node k whenever the element hj,k in H is equal to
1 [9, 34].

QPSK
Modulation

InterleavingCoding

QPSK
Demodulation Deinterleaving Decoding

ADC�& Mux

DAC�&

References

q
b

q
c

s

r

n ����

P
ref

Q
ref

q
b

q
c

Demux

P
ref

Q
ref

Recovered
Power

References
Power

Figure 3. Wireless Coding Communication Diagram.

Wireless Coded Deadbeat Power Control for Wind Energy Generation
http://dx.doi.org/10.5772/54687

25



8 Wind Farms

Extended Irregular Repeat Accumulate (eIRA) codes [14, 35–38] are a special subclass of
LDPC codes that improve the systematic encoding process and generate good irregular LDPC
codes for high code rate applications. The eIRA parity-check matrix can be represented by
H = [H1 H2], where H1 is a sparse (Nm) by (Nc) matrix, that can be constructed irregularly
by density evolution according to optimal weight distribution [14], and H2 is the (Nm) by
(Nm) dual-diagonal square matrix given by:

H2 =

















1
1 1

1
. . .

. . . 1
1 1

















(19)

where: Nb is the number of control bits, Nc is the number of coded bits and Nm is the number
of parity bits.

Given the constraint imposed on the H matrix, the generator matrix can be represented in
the systematic form by the (Nb) by (Nc) matrix:

G = [I Ψ] (20)

where: I is the identity matrix, Ψ = HT
1 × H

−T
2 and H

−T
2 is the upper triangular matrix given

by:

H
−T
2 =



















1 1 1 · · · 1 1
1 1 · · · 1 1

1 1 1
. . .

...
...

1 1
1



















(21)

The encoding process can be accomplished by first multiplying the control information

vector qb =
�

qb (1) · · · qb (Nb)
�T

by the sparse matrix HT
1 and then differentially

encoding this partial result to obtain the parity bits. The systematic codeword vector

qc =
�

qc (1) · · · qc (Nc)
�T

can be simply obtained by combining the control information
and the parity bits:

qc = [qb Ψ] (22)
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In the transmission process, the codeword vector is then interleaved and Quaternary
Phase Shift Keying (QPSK) mapped using Gray code [7], resulting in the symbol vector

s =
[

s (1) · · · s (Ns)
]T

, where Ns is the number of transmitted coded control symbols.
Afterwards, the coded symbols are filtered, upconverted and transmitted by the wireless
fading channel.

Assuming that the channel variations are slow enough that intersymbol interferences (ISI)
can be neglect, the fading channel can be modeled as a sequence of zero-mean complex
Gaussian random variables with autocorrelation function [7, 39]:

Rh (τ) = J0 (2π fDTs) (23)

where: J0() is the zero-th order Bessel function, Ts is the signaling time and fD is the Doppler
spread.

Thus, in the receive process, the complex low-pass equivalent discrete-time received signal
can be represented by [7]:

r = γ · s + n (24)

where: r =
[

r (1) · · · r (Ns)
]T

is the received signal vector, γ =
[

γ (1) · · · γ (Ns)
]T

is the vector of complex coefficients of the channel and n =
[

n (1) · · · n (Ns)
]T

is the
Additive White Gaussian Noise (AWGN) vector. Note that the above vector multiplication is
performed element by element.

Once the transmitted vector s is estimated, considering perfect channel estimation,
the transmitted control bits can be recovered by performing symbol demapping, code
deinterleaving and bit decoding.

Decoding can be accomplished by a message passing algorithm [16, 40–42] based on the
Maximum A Posteriori (MAP) criterion [9], that exchanges soft-information iteratively
between the variable and check nodes. The exchanged messages can be represented by
the following Log-Likelihood Ratio (LLR):

Lck
= log

[

p(qc (k) = 0|d)

p(qc (k) = 1|d)

]

(25)

The LLR message from the jth check node to the kth variable node is given by:

Lrj,k
= 2 atanh

[

Π
k′ ∈ Vj\k

tanh

(

Lqk′ ,j

2

)]

(26)
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encoding this partial result to obtain the parity bits. The systematic codeword vector
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�
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In the transmission process, the codeword vector is then interleaved and Quaternary
Phase Shift Keying (QPSK) mapped using Gray code [7], resulting in the symbol vector

s =
[

s (1) · · · s (Ns)
]T

, where Ns is the number of transmitted coded control symbols.
Afterwards, the coded symbols are filtered, upconverted and transmitted by the wireless
fading channel.

Assuming that the channel variations are slow enough that intersymbol interferences (ISI)
can be neglect, the fading channel can be modeled as a sequence of zero-mean complex
Gaussian random variables with autocorrelation function [7, 39]:

Rh (τ) = J0 (2π fDTs) (23)

where: J0() is the zero-th order Bessel function, Ts is the signaling time and fD is the Doppler
spread.

Thus, in the receive process, the complex low-pass equivalent discrete-time received signal
can be represented by [7]:

r = γ · s + n (24)

where: r =
[

r (1) · · · r (Ns)
]T

is the received signal vector, γ =
[

γ (1) · · · γ (Ns)
]T

is the vector of complex coefficients of the channel and n =
[

n (1) · · · n (Ns)
]T

is the
Additive White Gaussian Noise (AWGN) vector. Note that the above vector multiplication is
performed element by element.

Once the transmitted vector s is estimated, considering perfect channel estimation,
the transmitted control bits can be recovered by performing symbol demapping, code
deinterleaving and bit decoding.

Decoding can be accomplished by a message passing algorithm [16, 40–42] based on the
Maximum A Posteriori (MAP) criterion [9], that exchanges soft-information iteratively
between the variable and check nodes. The exchanged messages can be represented by
the following Log-Likelihood Ratio (LLR):

Lck
= log

[

p(qc (k) = 0|d)

p(qc (k) = 1|d)

]

(25)

The LLR message from the jth check node to the kth variable node is given by:
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Π
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The set Vj contains the variable nodes connected to the jth check node and the set Ck contains

the check nodes connected to the kth variable node. Vj\k is the set Vj without the kth element,

and Ck\j is the set Ck without the jth element. The LLR message from the kth variable node

to the jth check node is obtained by:

Lqk,j
= Lck

+ ∑
j′∈ ck\j

Lrj′ ,k
(27)

and the LLR for the kth code bit is given by:

LQk
= Lck

+ ∑
j∈ ck

Lrj,k
(28)

At the end of each iteration, LQk
provides an updated estimate of the a posteriori LLR of the

transmitted coded bit qc (k). If LQk
> 0, then qc (k) = 1, else qc (k) = 0.

4. Control system performance

The deadbeat power control strategy, for this analysis, has a sampling time of 0.5× 10−4s and
the DFIG parameters are shown in Appendix. During the period of 1.75-2.0s, the rotor speed
was increased from 151 to 226.5 rad/s to include also the wind variation in the analysis. In
the simulations, the active and reactive power references were step changed, respectively,
from -100 to -120 kW and from 60 to 0 kvar at 1.25s. At 1.5s, the references also were step
changed from -120 to -60 kW and from 0 to -40 kvar. Again, at 1.75s, the references were
step changed from -60 to -100 kW and from -40 to -60 kvar. These references are the inputs
of the wireless coding power control, shown in Fig. 3, which is analyzed for two different
scenarios: an AWGN channel and a more realistic flat fading correlated Rayleigh channel.

The system is evaluated for a frequency flat fading Rayleigh channel with a Doppler spread
of 180 Hz. The LDPC coding scheme uses the (64,800; 32,400) eIRA code specified in [43],
and an ordinary Convolution Coding scheme with a (171, 133) generator polynomial with
constrain length of 7 is used as reference of performance [9]. Both schemes have code rate
of 1/2 and employ a random interleaving of length 64,800. For simplicity, the number of
iterations in the LDPC decoding is limited to 25. The bit duration is 1.25 × 10−5s and each
transmitted frame is composed by 32,400 QPSK coded symbols. In Fig. 4 and 5, the final
responses of the wireless power control system employing CONV are presented for a typical
Noise to Signal Ratio (Eb/N0) of 10 dB. The spikes presented in the responses of the system
occur due to the errors in the wireless communication, even with the use of a very efficient
error correction scheme. It can be observed that several of these spikes, presented in the
reference signals, are followed by the controller and not by others due to the fact that the
time response of the controller is not sufficient to follow quick changes caused by destructive
effects of the channel in the transmitted signal.
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The set Vj contains the variable nodes connected to the jth check node and the set Ck contains

the check nodes connected to the kth variable node. Vj\k is the set Vj without the kth element,
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At the end of each iteration, LQk
provides an updated estimate of the a posteriori LLR of the

transmitted coded bit qc (k). If LQk
> 0, then qc (k) = 1, else qc (k) = 0.

4. Control system performance

The deadbeat power control strategy, for this analysis, has a sampling time of 0.5× 10−4s and
the DFIG parameters are shown in Appendix. During the period of 1.75-2.0s, the rotor speed
was increased from 151 to 226.5 rad/s to include also the wind variation in the analysis. In
the simulations, the active and reactive power references were step changed, respectively,
from -100 to -120 kW and from 60 to 0 kvar at 1.25s. At 1.5s, the references also were step
changed from -120 to -60 kW and from 0 to -40 kvar. Again, at 1.75s, the references were
step changed from -60 to -100 kW and from -40 to -60 kvar. These references are the inputs
of the wireless coding power control, shown in Fig. 3, which is analyzed for two different
scenarios: an AWGN channel and a more realistic flat fading correlated Rayleigh channel.

The system is evaluated for a frequency flat fading Rayleigh channel with a Doppler spread
of 180 Hz. The LDPC coding scheme uses the (64,800; 32,400) eIRA code specified in [43],
and an ordinary Convolution Coding scheme with a (171, 133) generator polynomial with
constrain length of 7 is used as reference of performance [9]. Both schemes have code rate
of 1/2 and employ a random interleaving of length 64,800. For simplicity, the number of
iterations in the LDPC decoding is limited to 25. The bit duration is 1.25 × 10−5s and each
transmitted frame is composed by 32,400 QPSK coded symbols. In Fig. 4 and 5, the final
responses of the wireless power control system employing CONV are presented for a typical
Noise to Signal Ratio (Eb/N0) of 10 dB. The spikes presented in the responses of the system
occur due to the errors in the wireless communication, even with the use of a very efficient
error correction scheme. It can be observed that several of these spikes, presented in the
reference signals, are followed by the controller and not by others due to the fact that the
time response of the controller is not sufficient to follow quick changes caused by destructive
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These errors in the control system can permanently damage the aerogenerator, the wind
generation system, or even cause a loss of system efficiency, since the machine will
not generate its maximum power track at that moment, and additionally, they generate
undesirable harmonic components to the power grid. The damage related to wind generation

occurs due to the fact that high values of di

dt
, as shown in Fig. 6, can completely deteriorate the

Insulated Gate Bipolar Transistors (IGBTs) and, consequently, through the power converter,
can cause short circuits in rotor and/or stator of the generator.
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Figure 6. Stator and Rotor Currents Using CONV Coding in a Flat Fading Channel.

Thus, it is necessary to use a wireless control system capable of minimizing the occurrence
of these spikes arising from errors caused by the channel distortions. Aiming this, it is
highlighted the proposal of using a more robust wireless control system based on LDPC
coding. Fig. 7 and 8 show the response of the wireless controller employing the LDPC coding
scheme for the same Eb/N0 of 10 dB and step reference signals described at the beginning of
this section.

The satisfactory performance of the wireless control system can be seen due to the fact the
references were perfectly followed by the controller and the inexistence of destructive spikes
caused by errors in the wireless transmission system. Additionally, these good functionalities
are shown in Fig. 9, where the stator currents present expected waveforms for an good
operational functionality.
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Thus, it is necessary to use a wireless control system capable of minimizing the occurrence
of these spikes arising from errors caused by the channel distortions. Aiming this, it is
highlighted the proposal of using a more robust wireless control system based on LDPC
coding. Fig. 7 and 8 show the response of the wireless controller employing the LDPC coding
scheme for the same Eb/N0 of 10 dB and step reference signals described at the beginning of
this section.

The satisfactory performance of the wireless control system can be seen due to the fact the
references were perfectly followed by the controller and the inexistence of destructive spikes
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Figure 9. Stator and Rotor Currents Using LDPC Coding in a Flat Fading Channel.

To complete the analysis, it is evaluated the performance of the proposed wireless coded
deadbeat power control system for many values of Eb/N0 in a flat fading channel. In Fig. 10,
a comparison of performance for No Coding, CONV, and LDPC schemes is presented. As
expected, the performance of LDPC is significantly superior than CONV. As pointed out, the
performance improvement of LDPC over CONV for a BER of 10−5 is approximately 26.8 dB,
demonstrating the good performance of LDPC in this channel condition.
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Table 1 shows the number and percentage of phase inversions, corresponding to Pre f and
Qre f references, presented in the recovered control signal for both scenarios. It can be seen
that LDPC coding requires a significant lower Eb/N0 to present the same order of phase
inversions as CONV.

For a low BER as 10−5, there are some changes in the active and reactive power references
that can cause serious problems in the generator, and consequentially, in the energy plant.
However, the use of LDPC coding can reduce notably this number for a typical Eb/N0 in real
systems and can improve considerably system robustness to the channel impairments. For
instance, a system operating with an Eb/N0 of 10 dB employing CONV will fail dramatically,
while a system using LDPC coding will be free of communication errors, showing the real
operational viability of the proposed control technique in wind power plants.

Coding Bit Error Eb/No Number of
Scheme Rate (dB) Inversions

CONV 10−3 20.0 167 (0.087%)

CONV 10−4 25.5 21 (0.01%)

CONV 10−5 31.5 4 (0.002%)

LDPC 10−3 3.20 188 (0.098%)

LDPC 10−4 3.80 26 (0.013%)

LDPC 10−5 4.70 1 (0.0005%)

Table 1. Control Inversion in a Flat Fading Channel.

5. Conclusion

This work proposes a wireless coding control system using a deadbeat controller applied to
a doubly-fed induction aerogenerator for smart grid applications. An analysis for different
coding schemes shows that, even for a relatively low BER, the power reference changes can
occur and it can be very dangerous for the generator and the energy plant. However, the
use of LDPC coding improves significantly the robustness of the system in severe noise and
fading channel situations, eliminating the occurrence of errors in the active and reactive
power references for operational conditions.

In addition, it is noteworthy that the errors generated in the wireless transmission cannot be
easily removed without using advanced FEC coding techniques similar to the one proposed
in this work without increasing significantly the quantity of retransmissions, that should be
controlled, for instance, by an Automatic Repeat Request (ARQ) scheme implemented in
an upper communication layer. On the other hand, depending on channel conditions, even
employing an efficient ARQ scheme, the latency of the system can increase dramatically
without a similar technique as the proposed in this paper. Alternatively, as a future work,
other types of codification and modulation can be explored.
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Table 1 shows the number and percentage of phase inversions, corresponding to Pre f and
Qre f references, presented in the recovered control signal for both scenarios. It can be seen
that LDPC coding requires a significant lower Eb/N0 to present the same order of phase
inversions as CONV.
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instance, a system operating with an Eb/N0 of 10 dB employing CONV will fail dramatically,
while a system using LDPC coding will be free of communication errors, showing the real
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Table 1. Control Inversion in a Flat Fading Channel.

5. Conclusion

This work proposes a wireless coding control system using a deadbeat controller applied to
a doubly-fed induction aerogenerator for smart grid applications. An analysis for different
coding schemes shows that, even for a relatively low BER, the power reference changes can
occur and it can be very dangerous for the generator and the energy plant. However, the
use of LDPC coding improves significantly the robustness of the system in severe noise and
fading channel situations, eliminating the occurrence of errors in the active and reactive
power references for operational conditions.

In addition, it is noteworthy that the errors generated in the wireless transmission cannot be
easily removed without using advanced FEC coding techniques similar to the one proposed
in this work without increasing significantly the quantity of retransmissions, that should be
controlled, for instance, by an Automatic Repeat Request (ARQ) scheme implemented in
an upper communication layer. On the other hand, depending on channel conditions, even
employing an efficient ARQ scheme, the latency of the system can increase dramatically
without a similar technique as the proposed in this paper. Alternatively, as a future work,
other types of codification and modulation can be explored.
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Appendix

Doubly-fed induction generator parameters are: [44]:
R1 = 24.75 mΩ; R2 = 13.3 mΩ; LM = 14.25 mH; Ll1 = 284 µH; Ll2 = 284 µH; J = 2.6 Kg ·m2;
B = 2; PN = 149.2 kVA; VN = 575 V.

where: R - Winding resistance, LM - Mutual inductance, Ll - Dispersion inductance, J -
Moment of inertia, B - Number of pair poles, PN - Nominal Power, VN - Nominal Voltage.
The subscripts 1 and 2 represent the stator and rotor parameters, respectively.
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and control of a wind turbine driven doubly fed induction generator. IEEE Trans. on
Energy Conversion, (194-204), June 2003.

[23] Zhang Xin-fang, XU Da-ping, and LIU Yi-bing. Predictive functional control of a doubly
fed induction generator for variable speed wind turbines. IEEE World Congress on
Intelligent Control and Automation, June 2004.

[24] J. Morren and S. W. H. Haan. Ridethrough of wind turbines with doubly-fed induction
generator during a voltage dip. IEEE Transactions on Energy Conversion, 20(2):435–441,
June 2005.

[25] Ji. Guo, X. Cai, and Y. Gong. Decoupled control of active and reactive power for a
grid-connected doubly-fed induction generator. Third International Conference on Electric
Utility Deregulation and Restructuring and Power Technologies, pages 2620 – 2625, April
2008.

Wireless Coded Deadbeat Power Control for Wind Energy Generation
http://dx.doi.org/10.5772/54687

35



16 Wind Farms

Appendix

Doubly-fed induction generator parameters are: [44]:
R1 = 24.75 mΩ; R2 = 13.3 mΩ; LM = 14.25 mH; Ll1 = 284 µH; Ll2 = 284 µH; J = 2.6 Kg ·m2;
B = 2; PN = 149.2 kVA; VN = 575 V.

where: R - Winding resistance, LM - Mutual inductance, Ll - Dispersion inductance, J -
Moment of inertia, B - Number of pair poles, PN - Nominal Power, VN - Nominal Voltage.
The subscripts 1 and 2 represent the stator and rotor parameters, respectively.

Author details

C. E. Capovilla1, A. J. Sguarezi Filho1,
I. R. S. Casella1 and E. Ruppert2

1 Universidade Federal do ABC - UFABC, Brazil
2 Universidade Estadual de Campinas - Unicamp, Brazil

References
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1. Introduction

Wind energy is one of the renewable energy must used actually. It is the kinetic energy
contained in moving air masses. Its use occurs through the conversion of kinetic energy
translation in kinetic energy of rotation with the use of wind turbines to produce electricity.
To ensure the best exploration of wind energy is necessary the use of generators that take
of this energy form more efficient in variable speed systems. The electrical induction
machines and synchronous generators are widely used in wind turbines. The switched
reluctance generator has been studied and pointed as a good solution for applications for
wind generation systems of up to 500kW [1].

The switched reluctance generator (SRG) has as main characteristics: mechanical robustness,
high starting torque,high performance and low cost. The SRG can operate at variable speeds
and its operating range is broader than synchronous and induction generators. Some works
that study the behavior of the SRG in case of variable speed are presented in [2–4]. In these
studies, the control systems used for power control of SRG are controls that utilize pulse
width modulation control and a current loop, but the use of these controllers has shown that
their performances are not satisfactory due to switching losses and consequently decrease of
efficiency in operations with varying speeds of SRG.

An alternative for the power control of electrical machine is the direct power control (DPC).
This technique allows to control directly the power without the use current loops or torque
and flux loops and it is applied satisfactory in DFIG and inverters [5] .

In this work is performed a control method of the switched reluctance generator through
simulation techniques using mathematical models of the studied system. A wind power
generation system with the SRG connected to the grid was performed based on control of

©2012 Tárcio et al., licensee InTech. This is an open access chapter distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.© 2013 Barros et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
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contained in moving air masses. Its use occurs through the conversion of kinetic energy
translation in kinetic energy of rotation with the use of wind turbines to produce electricity.
To ensure the best exploration of wind energy is necessary the use of generators that take
of this energy form more efficient in variable speed systems. The electrical induction
machines and synchronous generators are widely used in wind turbines. The switched
reluctance generator has been studied and pointed as a good solution for applications for
wind generation systems of up to 500kW [1].

The switched reluctance generator (SRG) has as main characteristics: mechanical robustness,
high starting torque,high performance and low cost. The SRG can operate at variable speeds
and its operating range is broader than synchronous and induction generators. Some works
that study the behavior of the SRG in case of variable speed are presented in [2–4]. In these
studies, the control systems used for power control of SRG are controls that utilize pulse
width modulation control and a current loop, but the use of these controllers has shown that
their performances are not satisfactory due to switching losses and consequently decrease of
efficiency in operations with varying speeds of SRG.

An alternative for the power control of electrical machine is the direct power control (DPC).
This technique allows to control directly the power without the use current loops or torque
and flux loops and it is applied satisfactory in DFIG and inverters [5] .

In this work is performed a control method of the switched reluctance generator through
simulation techniques using mathematical models of the studied system. A wind power
generation system with the SRG connected to the grid was performed based on control of
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two separate converters. The control of the converter connected to the SRG regulates the
extraction of electrical power to be generated and the control of the converter connected to
the grid is responsible for regulate the transmission of the generated energy to the grid. A
direct power control was developed to control the power generated by SRG. Unlike most
of SRG control schemes found in the literature in which the power of the SRG is indirectly
controlled by a current loop, the direct control of power acts directly on the power generated
by SRG. The energy generated by SRG is sent to the grid by a voltage source converter, which
also controls the active power delivered to the grid.

2. Wind Energy Systems

From 1998 to 2008 the growth of wind power installed in the world was approximately 30%
and in the last three years the value of installed wind power kept in the mean 45GW, with
a total current value of 237.7 GW of installed power in the world. China has the largest
installed wind power value (about 62.3 GW) followed U.S. (46.9 GW) and Germany (29.06
GW) [1].

The electrical machine widely used as a generator in wind power generation systems are
the induction and synchronous [6, 7]. These generators can operate with variable speed
depending on the use of electronic converters for the processing energy of generators. A
machine that can be used in wind power generation systems is the switched reluctance
machine [8, 9].

A schematic diagram of wind power generation system connected to the grid using the
SRG is shown in Figure 1. This system is based on the control generation of two separate
converters. The converter connected to the SRG regulates the maximum extraction of electric
power according to the profile of wind system.

Figure 1. Structure of cascade converters for wind generation using the SRG.

In the literature were found articles that discuss the connection of SRG and the grid in wind
power generation systems with variable speed. In [4] the authors used two strategies to
control output power of a SRG 8/6. These experiments demonstrated a high efficiency of the
system to a wide range of variation of speed. However, the PWM control used is contested
by [10] for its hardware complexity for variable speed situations in a wide range of speeds.
The converter used in [4] to drive the SRG uses a converter buck to magnetize the phases of
the machine. This increases the cost and complexity of the converter.
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In [2] was developed a system to control the power generated by the SRG using a hysteresis
control. It was observed a satisfactory result just to low speed operation. In [11] has been
proposed a control system where the power sent to the grid is controlled directly by the
inverter connected to the grid. It was observed that this form of control has slow response
and poor performance in situations of high speed variations.

A system that consists in controlling the power generated by a SRG 6/4 connected to a
DC network has been proposed in [12]. The converter used requires a converter buck-boost
voltage to regulate the magnetization of the SRG.

An alternative analyzed in studies in literature relates to the development of controllers to
connect the SRG directly to the load to be fed through the converter SRG. In [13, 14] controls
were performed using fuzzy logic to keep the generated voltage constant. Other controls
using optimization of switching angle of of SRG were performed in [15, 16], but require
high processing power and storage tables.

2.1. Mechanical power extracted from the wind

To use the energy contained in wind is necessary to have a continuous and fairly strong wind
flux. The modern wind turbines are designed to achieve the maximum power in wind speeds
in the order of 10 to 15m/s. The energy available for a wind turbine is the kinetic energy
associated with a column of air that moves at a constant uniform speed. The mathematical
model allows to calculate the aerodynamic torque mechanical value or mechanical power
applied to the shaft of the electric generator from the information of the wind speed and
position value of the step angle of the turbines. The model also depends on the type of the
turbine to be represented as having the characteristics of vertical or horizontal axis, number
of blades, blade angle control, and regardless of the type of electrical generator chosen or
the type of control of converters. Accordingly, this allows it to be studied regardless of the
types of electrical generators. The mechanical power in steady state can be extracted from
the wind is shown in Equation 1 [17–19].

Pm =
1

2
ρAν

3Cp (ψ, βt) (1)

Since Pm mechanical power of the turbine, ρ density of air, A area swept by the turbine

blades, ν wind speed and CP coefficient of performance, ψ a linear relation
ωr Rt

V
, Rt the

radius of the turbine and βt pitch angle of the vanes of the turbine. The power coefficient
of CP indicates the efficiency with which the wind turbine transforms the kinetic energy
contained in wind into mechanical energy rotating. The power ratio depends on the linear
relationship between the wind speed and the speed of the propeller tip psi and the propeller
pitch angle βt.

In expression (1) it appears that the mechanical power (Pm) generated by wind power directly
depends on the power coefficient CP. On the other hand, considering the pitch angle of the
vanes fixed to zero, the power coefficient depends exclusively on the relationship between
the velocity and the linear speed of the tip of the helix, therefore the mechanical power
produced by a wind turbine is varied according to their operating speed. For each value
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control. It was observed a satisfactory result just to low speed operation. In [11] has been
proposed a control system where the power sent to the grid is controlled directly by the
inverter connected to the grid. It was observed that this form of control has slow response
and poor performance in situations of high speed variations.

A system that consists in controlling the power generated by a SRG 6/4 connected to a
DC network has been proposed in [12]. The converter used requires a converter buck-boost
voltage to regulate the magnetization of the SRG.
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connect the SRG directly to the load to be fed through the converter SRG. In [13, 14] controls
were performed using fuzzy logic to keep the generated voltage constant. Other controls
using optimization of switching angle of of SRG were performed in [15, 16], but require
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To use the energy contained in wind is necessary to have a continuous and fairly strong wind
flux. The modern wind turbines are designed to achieve the maximum power in wind speeds
in the order of 10 to 15m/s. The energy available for a wind turbine is the kinetic energy
associated with a column of air that moves at a constant uniform speed. The mathematical
model allows to calculate the aerodynamic torque mechanical value or mechanical power
applied to the shaft of the electric generator from the information of the wind speed and
position value of the step angle of the turbines. The model also depends on the type of the
turbine to be represented as having the characteristics of vertical or horizontal axis, number
of blades, blade angle control, and regardless of the type of electrical generator chosen or
the type of control of converters. Accordingly, this allows it to be studied regardless of the
types of electrical generators. The mechanical power in steady state can be extracted from
the wind is shown in Equation 1 [17–19].
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Since Pm mechanical power of the turbine, ρ density of air, A area swept by the turbine

blades, ν wind speed and CP coefficient of performance, ψ a linear relation
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radius of the turbine and βt pitch angle of the vanes of the turbine. The power coefficient
of CP indicates the efficiency with which the wind turbine transforms the kinetic energy
contained in wind into mechanical energy rotating. The power ratio depends on the linear
relationship between the wind speed and the speed of the propeller tip psi and the propeller
pitch angle βt.

In expression (1) it appears that the mechanical power (Pm) generated by wind power directly
depends on the power coefficient CP. On the other hand, considering the pitch angle of the
vanes fixed to zero, the power coefficient depends exclusively on the relationship between
the velocity and the linear speed of the tip of the helix, therefore the mechanical power
produced by a wind turbine is varied according to their operating speed. For each value
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of the wind speed is a region in which the rotor speed maximizes the mechanical power
generated. Therefore, for wind speeds below rated speed operation with variable speed rotor
increases efficiency in power generation [18, 19]. The profile of optimizing the efficiency of
the power generated for variable speeds can be expressed by:

Popt = koptw
3
r (2)

Where Popt is the optimum power and kopt depends of aerodynamics of the helix, gear box
and parameters of the wind turbine.

3. Structure and operation principle of the switched reluctance machine

The switched reluctance machine (SRM) is a primitive conception, and its basic concept of
operation has been established for around 1838. However, only with the development of the
power electronics has become possible to use this machine operating system for applications
requiring variable speed [20].

3.1. Basic structure

SRM is a double salient (in rotor and in stator) having field coils in stator as the DC motor and
does not have coils or magnets in the rotor. The rotor is composed of ferromagnetic material
with salient regularly. Figure 2 there is a MRV 8/6 (number of stator poles/rotor poles
number). Other possibilities existing construction are 6/4, 10/4, 12/8 and 12/10, among
other configurations.

The operation principle of the MRV as motor is based on the principle of minimum
reluctance, ie, when the winding on a stator pole pair is energized, the poles of the rotor are
attracted to a position that represents the minimum reluctance (axes aligned ), generating
a torque on the rotor. while two rotor poles are aligned with the stator poles other poles
are out of alignment rotor. These other stator poles are driven bringing the rotor poles
into alignment. By the sequential switching of the stator windings, there is production of
electromagnetic torque and the rotor rotates [10].
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Figure 2. Front view of a switched reluctance machine 8/6.

Modeling and Control Aspects of Wind Power Systems42
Direct Power Control for Switched Reluctance Generator in Wind Energy 5

10.5772/54162

4. The switched reluctance generator (SRG)

The switched reluctance generator (SRG) is an electromechanical energy converter capable of
transforming mechanical energy into electrical energy. To operate as a generator, the machine
must be excited during the degrowth of inductance and a mechanical torque must be applied
on the machine shaft. The magnetization of the phase conjugate added to the input of the
mechanical axis of the machine causes an emf appears which increases the rate of growth of
the current curve [9, 21].

A typical drive system for switched reluctance generator is shown in Figure 3. This drive
the SRG structure consists of a converter and a control system in closed loop since the SRG
is unstable for operation in open loop [9]. The converter of Figure 3 drives the SRG and it is
represented only one phase of SRG. Drive for a number of phase SRG higher is given below.
The SRG can power the load directly as shown in Figure 3 or send energy to the grid using
another power electronic converter.

Figure 3. Drive system of SRG.

4.1. SRG converters

The SRG operates in two stages: excitation and generation. The excitation stage is performed
when one phase of the SRG is submitted to the excitation voltage, which causes current flow
in the winding of this growing phase (Figure ( 4)). In generating the current through the
SRG phase to the load. In each period of the excitation voltage bus transfers energy to the
magnetic field of the corresponding phase. In the generation period this energy flows to
the load together with the share resulting from the conversion of mechanical energy into
electrical [4, 20, 22]. Therefore, the SRG drive converter should be able to apply voltage in
individual phases of the machine and create a path for the generated energy can flow to the
electrical load.

There are several converters to drive the SRG, but the asymmetrical half-bridge converter
AHB (Assimetric Half Bridge), Figure 5, is the most used because it allows robustness and
the stages of regeneration energy and free-wheel when needed.

The converter of Figure 5 makes the SRG self excited, an initial excitation is required for
the operation of the SRG. Usually the initial excitation is provided by an external source (a
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4.1. SRG converters

The SRG operates in two stages: excitation and generation. The excitation stage is performed
when one phase of the SRG is submitted to the excitation voltage, which causes current flow
in the winding of this growing phase (Figure ( 4)). In generating the current through the
SRG phase to the load. In each period of the excitation voltage bus transfers energy to the
magnetic field of the corresponding phase. In the generation period this energy flows to
the load together with the share resulting from the conversion of mechanical energy into
electrical [4, 20, 22]. Therefore, the SRG drive converter should be able to apply voltage in
individual phases of the machine and create a path for the generated energy can flow to the
electrical load.

There are several converters to drive the SRG, but the asymmetrical half-bridge converter
AHB (Assimetric Half Bridge), Figure 5, is the most used because it allows robustness and
the stages of regeneration energy and free-wheel when needed.

The converter of Figure 5 makes the SRG self excited, an initial excitation is required for
the operation of the SRG. Usually the initial excitation is provided by an external source (a
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Figure 4. Profile of the Inductance..

Figure 5. Converter AHB four phase.

battery for example) until the capacitor is charged. This pass the same capacitor exciting the
phases when the external source is removed. The capacitor also has the function of stabilizing
the voltage delivered to the load.

The Figures 6(a) e 6(b) illustrates the stages of operation of the AHB converter. In the
excitation stage (Figure 6(a)) the two switches (of phase to be excited) turn on. Then a
current flows from the capacitor to the stage, magnetizing it. After the excitation interval
both switches are opened and the diodes are now to conduct the generated energy to the
load and recharge the capacitor (Figure 6(b)). This process is repeated cyclically for each
phase of the converter.

One of the main advantages of this converter is its flexibility in the control individually
of current in each phase. Furthermore the converter not allowing short circuit in DC bus
converter due to the fact that the switches connected in series with machine winding [10,
23]. However, this configuration is not the cheapest, because it requires two semiconductor
switches per phase of the SRG. There are topologies that use less than two switches per phase
of the GRV, as shown in [10, 20, 24], but these topologies have limitations regarding the AHB
converter as the literature describes.
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(a) (b)

Figure 6. a) Excitation stage b) Generation stage.

4.2. SRG drive control

The SRG control is accomplished through the control of the switches of its converter. The
SRG control requirements depending of each application. The quantities for controlling the
generation of SRG is the period of excitement, the operating speed and excitation voltage
[10]. When the load is connected directly to the converter (Figure 5) is necessary to provide a
controlled voltage to the load. In case of load change control must act on the above quantities
to maintain the generated voltage constant. This type of control is known as SRG voltage
control bus. There are several controls proposed for this type of configuration as shown
in [21]. This type of control is important for embedded applications such as vehicle and
aerospace, where there is a need to maintain the dc bus voltage (responsible for food loads)
at a constant value [10]. Figure 7 illustrates the typical configuration of this control.

Figure 7. Bus voltage control structure.

When it is desired that the SRG operate at its optimum generation point is desirable controller
the power generated directly [25, 26]. The typical control is shown in Figure 8. This control
is typically used for power generation connected to the grid as seen in [25, 26]. The main
applications of this type of control is in wind generation and generators driven by steam
turbines . In this case the SRG is not connected directly with the load, but with another
power converter that is responsible for sending the generated energy to the grid.

5. The power control system of the SRG

In this section its presents a technique of power control for the GRV connected to the
grid. Unlike the controls proposed in [2, 4, 11] the converter connected to the generator
is responsible for controlling the power to be generated and the other converter connected to
the grid controls the voltage Vdc and its sends the energy generated to the grid.
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When it is desired that the SRG operate at its optimum generation point is desirable controller
the power generated directly [25, 26]. The typical control is shown in Figure 8. This control
is typically used for power generation connected to the grid as seen in [25, 26]. The main
applications of this type of control is in wind generation and generators driven by steam
turbines . In this case the SRG is not connected directly with the load, but with another
power converter that is responsible for sending the generated energy to the grid.

5. The power control system of the SRG
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Figure 8. Generated power control structure.

5.1. Power converters

The converter used to drive the GRV was the AHB converter. This converter is connected via
the DC link with the voltage source converter that it is connected to the grid.

Figure 9. Power converters.

5.2. Direct Power Control

The direct power control system for SRG must regulate the power generated at the point of
maximum aerodynamic efficiency, in other words, Pre f = koptw

3
r , where Pre f is the reference

of active power. The proposed direct power control system consists in control the power
generated by SRG directly. The diagram of the direct power control is shown in Figure 10.
The control consists in keeping angle of activation of the switches of the HB converter at
a fixed value θon.The PI controller processes the error (eP) between Pre f and the generated
power P and controls angle of shutdown of the switches θo f f , as shown in Equation (4).
Thus, the principle of the control is when the step of the excitation increases, the generated
power increases, as well.

The expression for the error power is given by:

eP = Pre f − P (3)

The angle θo f f is given by:

θo f f = KpeP + Ki

∫

ePdt (4)
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where: Kp is the proportional gain and ki is the integral gain of PI controller.
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Figure 10. Diagram of direct power control for SRG.

5.2.1. Tuning of PI controller gains

The PI controller gains were adjusted using the second tuning method of Ziegler-Nicholds
described in [27]. Figure 11 illustrates the procedure performed. Initially, the integral gain
is zero and sets the proportional gain value (Kp) for the closed loop system, until the point
where the response of the system starts to oscillate periodically. This setpoint is known as
the critical point, in which the period of oscillation is defined as the critical period (Pcr)
proportional gain and proportional gain is defined as critical (Kcr). From the Pcr e Kcr PI
controller gains are determined using the relationship shown in Equation 5. This technique
allows a good initial value of line when you do not know the process of plant be controlled.

Kp = 0.45Kcr

Ki =
1

2
PcrKcr (5)

Figure 11. Second tuning method of Ziegler-Nicholds.
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Figure 8. Generated power control structure.
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The converter used to drive the GRV was the AHB converter. This converter is connected via
the DC link with the voltage source converter that it is connected to the grid.

Figure 9. Power converters.

5.2. Direct Power Control

The direct power control system for SRG must regulate the power generated at the point of
maximum aerodynamic efficiency, in other words, Pre f = koptw

3
r , where Pre f is the reference

of active power. The proposed direct power control system consists in control the power
generated by SRG directly. The diagram of the direct power control is shown in Figure 10.
The control consists in keeping angle of activation of the switches of the HB converter at
a fixed value θon.The PI controller processes the error (eP) between Pre f and the generated
power P and controls angle of shutdown of the switches θo f f , as shown in Equation (4).
Thus, the principle of the control is when the step of the excitation increases, the generated
power increases, as well.

The expression for the error power is given by:

eP = Pre f − P (3)

The angle θo f f is given by:

θo f f = KpeP + Ki

∫

ePdt (4)

Modeling and Control Aspects of Wind Power Systems46
Direct Power Control for Switched Reluctance Generator in Wind Energy 9

10.5772/54162

where: Kp is the proportional gain and ki is the integral gain of PI controller.
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Figure 10. Diagram of direct power control for SRG.

5.2.1. Tuning of PI controller gains

The PI controller gains were adjusted using the second tuning method of Ziegler-Nicholds
described in [27]. Figure 11 illustrates the procedure performed. Initially, the integral gain
is zero and sets the proportional gain value (Kp) for the closed loop system, until the point
where the response of the system starts to oscillate periodically. This setpoint is known as
the critical point, in which the period of oscillation is defined as the critical period (Pcr)
proportional gain and proportional gain is defined as critical (Kcr). From the Pcr e Kcr PI
controller gains are determined using the relationship shown in Equation 5. This technique
allows a good initial value of line when you do not know the process of plant be controlled.

Kp = 0.45Kcr

Ki =
1

2
PcrKcr (5)

Figure 11. Second tuning method of Ziegler-Nicholds.
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5.3. Power Grid Connection Converter

The Voltage Source Converter (VSC), shown in Figure 9, controls the voltage Vdc and it allows
to send the generated power by SRG to the grid. The control strategy applied to the converter
voltage source consists of two control loops. There is an internal control loop that controls
the current sent to the grid, and, externally, there is a control loop of bus voltage control
(Vdc). The current loop control (isd, isq) is responsible for controlling the power factor of the
power sent to the grid [28]. The control voltage of the DC link is responsible for balancing
the flow of power between the SRG and the grid [29].

The DC link voltage control of the voltage source inverter is realized in the synchronous
coordinate system (dq) with employment grid voltage angle (θ = wt) used in the
transformation abc dq, which is obtained using a Phase-Locked Loop (PLL). The control
voltage of the DC link (Vdc) is performed by a PI controller, which comes from the reference
value i∗sd (6), while the value of i∗sq is derived from the power factor desired FP and Pre f (7).

i∗sd = Kpi(V
∗

dc − Vdc) + Kii

�

(V∗

dc − Vdc)dt (6)

i∗sq =
−3

2
P̂re f

√

1 − FP2

FP2
(7)

The reference values of current are compared with the values obtained from electrical grid
(isd e isq) and are processed by two PI controllers that generate the value of the space vector
voltage of grid �v

dq
(8) and (9) in the synchronous coordinate system (Equation 10). This

space vector is transformed for the coordinate system abc generating the signals voltage
vmodabc

(Equation 11) which are then generated using the PWM sinusoidal. The control system
for VSC is shown in Figure 12.
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Figure 12. Block diagram of vector control of the converter connected to the grid.

5.4. PWM sinusoidal (SPWM)

There are several modulation techniques performed on the VSC to obtain a modulated
voltage Vmod

abc
in the terminals of the converter [30]. The most used technique is known

as PWM sinusoidal (SPWM) using a triangular carrier for generating waveform desired [31].

SPWM modulation is obtained by comparing a reference voltage (sinusoidal) with a signal
symmetrical triangular. The frequency of the triangular wave is to be at least 20 times greater
than the maximum frequency of the reference signal, so that it is possible to obtain an
acceptable reproduction of the waveform after filtering [32].

Figure 13. Modulation PWM sinusoidal
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voltage Vmod
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in the terminals of the converter [30]. The most used technique is known

as PWM sinusoidal (SPWM) using a triangular carrier for generating waveform desired [31].

SPWM modulation is obtained by comparing a reference voltage (sinusoidal) with a signal
symmetrical triangular. The frequency of the triangular wave is to be at least 20 times greater
than the maximum frequency of the reference signal, so that it is possible to obtain an
acceptable reproduction of the waveform after filtering [32].
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The Figures 13 shows the three-phase SPWM modulation signals used in this work. The
carrier is compared with the reference sine wave for each phase, so that: when the carrier is
greater than the reference phase, the switch top to respective phase is activated, otherwise
the switch is operated below. Thus the output voltage of the modulated VSC is formed by a
succession of rectangular wave. With a low pass filter can eliminate harmonic components
generated by the modulation.

5.5. Synchronism with the grid

To perform the operations 10 e 11 correctly, it must obtain the angle of the voltages (θ = wt).
The main methods of obtaining the angle of the mains voltage are: method of zero crossing
detection, filtering of the network voltages and PLL techniques. However, the use of a PLL is
the most widely used technique due to its greater precision and less influence to the presence
of harmonics and power grid disturbances in the grid [29].

There are various structures as described in [33]. However, the basic idea of operation of
the PLL is to detect a difference between the instantaneous internal reference signal and
external signal, as illustrated in Figure 14. The filter produces an error voltage proportional
to the phase/frequency between the signals and operates in the VCO (Voltage Controlled
Oscillator), which is a voltage controlled oscillator to change the frequency. So that internal
matching the frequency of the signal external now obtains the angle of the external signal.

Figure 14. Basic idea of operation of the PLL.

The technique used in this work is known as three-phase SRF PPL ( synchronous reference
frame). This technique is the most widely used because it has little influence on the presence
of harmonics and disturbances in the grid [34, 35].

Figure 15 shows the block diagram of three-phase PLL SRF. The basic operation of this PLL
is to synchronize the synchronous reference frame PLL with the vector of the mains voltage.

Figure 15. PPL synchronous reference frame
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The voltages of the network (va, vb, Vc) are obtained and then are transformed to stationary
reference frame, using Equation 12. So has vα e vβ using the proper angle estimated (θ2),
the variables vα and vβ are transformed into the synchronous reference frame (Equation 13)
resulting in tensionsvd e vq. Reference voltage v∗d is set to zero. The error between vd and v∗d
is processed by a PI controller that changes the value of (θ2) in order to reset this error. When
(θ2) tends to the value of (θ1) the sine tends to zero and the PLL is locked. In this situation,
the value Vq is equal to the amplitude of the input voltages. The frequency obtained directly
(w f f ) is added to improve the performance of the PLL.
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5.6. SRM nonlinear model

Below will be described the operation of the model proposed by [36] that was developed
for simulation in Matlab-Simulink software. This model is based on of magnetization curve
that can be obtained by experiments, calculated by finite element or determined analytically
by means of machine parameters that are available. The inputs of this model are the stator
voltages in the phases of the machine and the outputs are the mechanical variables (torque,
speed and rotor position).

5.6.1. General configuration model

The general configuration of the nonlinear simulation model can be seen in Figure 16. This
model can be divided into 3 parts: model circuit, calculating the electromechanical torque
and mechanical model.

The data of the magnetization curves of the machine are used to calculate the necessary
magnetic characteristics in the model of the electrical circuit and for calculating the torque of
the electromechanical machine.

5.6.2. Modeling the electrical circuit

The electrical circuit of a SRM of F stages, consisting of a resistor in series with an inductance
is not linear for each phase of the machine. It has been that the flow equation for a phase j
of MRV is given by:

φj(t) =
� t

0
(Vj − Rjij)dt (14)
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The voltages of the network (va, vb, Vc) are obtained and then are transformed to stationary
reference frame, using Equation 12. So has vα e vβ using the proper angle estimated (θ2),
the variables vα and vβ are transformed into the synchronous reference frame (Equation 13)
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the value Vq is equal to the amplitude of the input voltages. The frequency obtained directly
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for simulation in Matlab-Simulink software. This model is based on of magnetization curve
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model can be divided into 3 parts: model circuit, calculating the electromechanical torque
and mechanical model.

The data of the magnetization curves of the machine are used to calculate the necessary
magnetic characteristics in the model of the electrical circuit and for calculating the torque of
the electromechanical machine.
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Figure 16. General configuration of the nonlinear model.

The currents in the stator phases are nonlinear functions I(φ, θ) tha can be calculated from
the magnetization curves φ(I, θ). Therefore the electric circuit of a phase of MRV is modeled
as shown in Figure 17.

Figure 17. Electrical circuit model.

5.6.3. Magnetization curves.

The magnetization curves φ(I, θ) are highly nonlinear due to the fact that MRV mainly
operates in the saturation region. These curves can be obtained mainly in three ways:
calculated by finite elements, analytical approach and experimental measurements.

5.6.4. Experimental measurements

The magnetization curves of MRV can be obtained through different forms as described in
[37]. One way of measuring the magnetization curves are based on Equation 14. For each
position of the rotor, a voltage is applied to the winding machine and the phase of the current
and voltage are measured and stored. Then the magnetization curves are obtained from the
processing of the waveforms of voltage and current. Figure 18 show the curves is observed
in a test performed on an experimental MRV 8/6 obtained in [38].

This form of the curves is more accurate, but need experimental setup to perform
measurements on the machine.
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Figure 18. Experimental curver measurements.

5.6.5. Electromechanical torque

The electromechanical torque in SRM is the sum of the individual torques developed at
each stage. When the magnetization curves are obtained experimentally or finite element
electromechanical torque may be calculated using the equation of torque:
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(15)

Where (W
′

f ) is the coenergy.

5.6.6. Mechanical model

The equation of the mechanical model is given by:

Tm = Temag − Dw − J
dw

dt
(16)

The mechanical model is then modeled as shown in Figure 19.
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Figure 19. Mechanical model.

5.7. Machine model in Simulink

The nonlinear model developed by [36] became a block from the Simulink library
SimPowerSystem. This block has an operating structure that can be viewed in Figure 20.
From the data of magnetization of the two tables are created MRV. The table of current (ITBL)
used in the model circuit and the torque table (TTBL) that gets the touch electromechanical
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The nonlinear model developed by [36] became a block from the Simulink library
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each phase. For input values that do not exist in the tables the outputs are obtained by linear
interpolation. The total electromechanical torque is obtained by summing the phases torques
and sent to the mechanical model. The rotor position is obtained by integrating the speed of
the machine. The bold lines refer to multiple streams of data that depends on the number of
phases of the machine. The currents obtained from the table of the currents are generated at
the terminals of the machine model.

Figure 20. Diagram SRM model in Simulink.

6. Simulation results

The power control system proposed for the SRG connected to the grid was simulated using
the Matlab-Simulink software . It was simulated a power profile (Figura 21) to be generated
by the SRG in variable speed operation (Figura 23) and it observed that the reference active
power was followed by the proposed DPC. In Figure 22 is observed the profile for the power
factor of the energy sent to the grid and the output reach the reference..

Figure 21. Power generated by SRG and the reference power.

Figure 24 shows the inverter phase currents of the SRG, it which observe the variation of
current amplitudes, a fact that is justified due to the fact the controller changes θo f f . As can
be seen in Figure 10. The voltage phases was set to 280 V and this should be the voltage of
the link current which is controlled by the VSC.
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Figure 22. Power factor of the energy sent to the grid.

Figure 23. SRG operation speed.

Figure 24. SRG current phases.

Figures 25 and 26 presents Vdc voltage and the phase a voltage and current for the operation
of the SRG and allow to observe the performance of the control performed on the converter.
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Figure 22. Power factor of the energy sent to the grid.

Figure 23. SRG operation speed.
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In Figure 26 is observed the voltage and phase current from the power grid. The THD (Total
Harmonic Distortion) of the current sent to the grid analyzed by FFT ( emph Fast Fourier
Transform) (Figure 27) was 1.57%.

Figure 25. Voltage Vdc controlled by VSC.

Figure 26. Phase a voltage and current grid.

Figure 27. THD and harmonic components of the phase current.
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7. Conclusions

This book chapter was presented a proposal for direct control of power for a SRG. The DPC
controller allows the power control of the generator directly without using current loops.
The controller has a satisfactory performance and no complexity for its implementation. The
AHB converter allows robustness and the stages of regeneration energy and freewheel when
needed. The simulation results confirm the effectiveness of the power controller during
conditions of generator operation at variable speed and with different reference values of
active power and power factor. Thus, the strategy of direct control of power is an interesting
tool to control the power of the variable reluctance generator powered wind turbines.
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In Figure 26 is observed the voltage and phase current from the power grid. The THD (Total
Harmonic Distortion) of the current sent to the grid analyzed by FFT ( emph Fast Fourier
Transform) (Figure 27) was 1.57%.

Figure 25. Voltage Vdc controlled by VSC.

Figure 26. Phase a voltage and current grid.

Figure 27. THD and harmonic components of the phase current.
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1. Introduction

These chapter deals with the current references generation for the control of grid-connected
voltage source converters, used in Wind Energy Generating Units (WEGU),operating under
balanced and unbalanced voltage sags. The significant growing of power generation by wind
turbines prompted grid operators to update the grid connection requirements. In the Early
grid codes, WEGU disconnection were allowed during voltages dips and frequency distur‐
bances. However, nowadays, they are required to stay connected during voltage dips resulted
from faults at the grid side as well as support the grid voltage with additional reactive current
[1-2]. Figure 1(a) shows a typical voltage supportability curve that a WEGU have to be able to
meet during low voltage ride through (LVRT) operation, while Figure 1(b) shows the principle
of voltage back up by reactive current support. Among the motivations for the system
operators to put in place such requirements are (i) to minimize the loss of generation during
grid faults mitigating in this way the mismatches between demand and generation and (ii) to
improve the network voltage profile.

The voltage dips due grid faults are classified in seven different types [4], Figure 2 shows the
phasorial representation of each possible voltage unbalance due grid faults. The type A voltage
dip is results from balanced three-phase short-circuits. All the other six types result from
unbalanced faults that give rise to the appearance of voltage negative sequence components.
The later are caused by the phase-to-ground (type B), phase-to-phase (type E) and the two-
phase-to-ground (type C) faults. On the other hand, types F, G and D arise due the propagation
of unbalanced faults through Δ-Y transformers, as shown Figure 2 [5]. Note that the type G
occurs only when a two-phase-to-ground faults propagates through two series connected Δ-
Y transformers.

© 2013 Gabe et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. (a) LVRT curve, (b) Static characteristic for back up voltage operation [3].

Figure 2. Voltage Dips Classification.

A significant voltage deviation is defined as a voltage deviation with a magnitude greater than
the voltage dead band Vd  as shown in Figure 1(b). Nowadays, the great majority of the grid
codes states that WEGU must stay connected and execute the voltage back up during three-
phase balanced significant voltage deviations. However, grid faults give rise to unbalanced
voltage sags in the most cases. So far, voltage support is not always a requirement. However,
in recent grid codes [3], WEGU have to be capable to use at least 40% of their nominal current
capacity to reactive current support during unbalanced voltage dips. The negative sequence
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voltage brings some challenges for the WEGU operation, mainly concerning with the grid
synchronization and the current control loop [6]. The grid synchronization has to be suffi‐
ciently fast and accurate to extract the negative and positive voltage sequences precisely, in
order to generate the output current references. In [7] a synchronization method based on
Kalman filter is presented for grid connected converters. This grid synchorization method has
a good performance during balanced and unbalanced voltage dips. Another options are the
traditional synchronous reference frame phase lock loop (PLL). In [8] are presented some
variations on the traditional PLL for grid synchronization, making possible to extract the grid
voltage sequence components even operating under unbalanced voltage conditions. On the
other hand, the current controller has to be able to track negative sequence components. The
conventional Synchronous Reference Frame Current Controller (SRFCC) ussualy presents a
poor performance in these situations. The introduction of a double synchronous reference
frame, synchronized with the positive and negative sequences, make possible to decouple the
disturbance of the negative sequence on positive sequence current control loop and vice versa
[9]. In [10] a current reference computation scheme was proposed in order to suppress the
active power oscillations during unbalanced voltage sags as well as to avoid variations on the
dc-link voltage. A review of current controller structures, in stationary and synchronous
reference frames, is presented in [8]. Finally, if the current controller and the grid synchoni‐
zation have a satisfactory performance, the impact of the WEGU on the grid directly depend‐
ents on how the current reference are defined. Many current reference methods for grid
connected converters have been proposed aiming to reduce active and reactive power
oscillations [11-12]. Nevertheless, emerging grid codes require voltage back up by reactive
current injection during balanced and unbalanced voltage dips, where other issues, as the
converter output current limitation for example, become more relevant than power oscillations
supression. In addition, the injection of unbalanced currents during the LVRT operation may
bring some useful effects as maximize the utilization of the converter current capacity and the
reduction of the grid voltage unbalanced factor. However, depending on current reference
methods, the effects may vary significantly [12].

In this chapter, a grid voltage negative sequence minimization (NSM) technique is proposed.
It makes possible to inject unbalanced currents without exceeding the converter current
ratings. To accomplish that, the proposed technique splits the current references in three parts.
The first one is associated with the active power synchronized with the positive sequence
voltage. The second one is related with the reactive power synchronized with the positive
sequence while the third one is related with the reactive current synchronized with the negative
sequence voltage. With the NSM technique, a simple and generic expression, depending only
on the power references and voltages magnitudes information is derived to determine the
possible amount of reactive power that can be added during an unbalanced voltage dip
without overpass the converter current limits.

This chapter is organized as follow: Section II introduces some current reference methods used
in the grid connected WEGU. Section III describes the proposed NSM method and the current
limitation procedure. Section IV presents simulation results of the proposed method applied
to a grid connected 2MW WEGU. Section V gives experimental results obtained in a grid
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In this chapter, a grid voltage negative sequence minimization (NSM) technique is proposed.
It makes possible to inject unbalanced currents without exceeding the converter current
ratings. To accomplish that, the proposed technique splits the current references in three parts.
The first one is associated with the active power synchronized with the positive sequence
voltage. The second one is related with the reactive power synchronized with the positive
sequence while the third one is related with the reactive current synchronized with the negative
sequence voltage. With the NSM technique, a simple and generic expression, depending only
on the power references and voltages magnitudes information is derived to determine the
possible amount of reactive power that can be added during an unbalanced voltage dip
without overpass the converter current limits.

This chapter is organized as follow: Section II introduces some current reference methods used
in the grid connected WEGU. Section III describes the proposed NSM method and the current
limitation procedure. Section IV presents simulation results of the proposed method applied
to a grid connected 2MW WEGU. Section V gives experimental results obtained in a grid
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connected converter of 10kW under unbalance voltage dips. Finally, section VI summarizes
the main topics covered in this chapter.

2. System description

A grid connected WEGU with synchronous generator and full power converter is shown in
Figure 3. During an unbalanced voltage dip, positive and negative sequence voltages compo‐
nents appear on the grid side converter terminals. Let us consider the grid voltages vector
defined as:

,a b cv v vé ù= ë ûv (1)

where va, vb and vc are the WEGU grid side phase-to-ground voltages. On the same way, the
converter output three-phase currents can be defined as:

.a b ci i ié ù= ë ûi (2)

Figure 3. WEGU grid side converter.

In this chapter, the grid voltages and converter output currents are expressed in terms of their
positive and negative sequence components at the fundamental frequency. In a three-phase
three-wire system the voltages and currents vectors can be written as:

+ -= +v v v (3)

+ -= +i i i (4)

where the entries of v+ and v- are the phase-to-ground sequence voltages. The i+ and i- are
composed by the output line positive and negative currents respectively. The instantaneous
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active and reactive power can be obtained by the dot product and vector product of v and i,
which results:

p + + + - - + - -= + + +v i v i v i v i (5)

q + + + - - + - -
^ ^ ^ ^= + + +v i v i v i v i (6)

where v⊥ is the voltage vector composed by the 90° lagged voltages in relation to the phase-
to-ground voltages of vector v.

A classical solution of the reactive current support during unbalanced voltage dips is the
injection of only positive sequence currents, following the same strategy used in balanced
voltage dips [14]. This procedure may produce undesirable overvoltages on the non-affected
phase and increase the unbalance factor between the grid voltages. On the other hand, during
unbalanced voltage dips, it is possible to use the additional converter current capacity to
mitigate the voltage unbalance. During the LVRT operation, the unbalanced output currents
have to be controlled accurately, in order to avoid the converter to trip. On the next section,
some basic selected current reference generation strategies are summarized to introduce the
proposed negative sequence minimization reference current technique.

2.1. Literature review

A review of the main strategies that synthesizes with simplicity the current reference methods
for grid connected converters during unbalanced voltage dips [8] [12] are presented in the
following.

2.1.1. Instantaneous Active Reactive Control (IARC)

The most intuitive way to compute the current references during voltage dips is using the
vector of voltages v and v⊥ and the active and reactive power references P * and Q *. The current
reference vector can be obtained as:

*
*

2p
P

=i v
v

(7)

*
*

2q
Q

^=i v
v

(8)

* * *
p q= +i i i (9)
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The reference current vector i* is composed by the sum of the active power current vector ip
*,

where the components are in phase with the voltages on v, and the reactive power current iq
*,

where the components are in phase with v⊥.

In the case of balanced phase voltages, v-=0 and as a result the norm of the vector |v| is a
constant value leading to sinusoidal balanced output currents. However, if some unbalance is
present, |v| has an oscillation on twice de fundamental frequency. As a consequence, the
current references will have and undesired harmonic components. Figure 4 (a) shows the
resulting current references during a type B voltage dip at the terminals of a 1MW WEGU.
Note that the active power is reduced during the fault, to allow the reactive current support.
Before and after the voltage dip, only active power is delivered to the grid. It is possible to note
that the active and reactive power are kept constant at the price of introducing harmonics on
the output currents.

2.1.2. Balanced Positive Sequence (BPS)

In order to get only sinusoidal and balanced currents on the converter output, the current
references are synchronized with the positive sequence voltage vector v+.

Figure 4. Reference currents and output power obtained during a type B unbalanced voltage dip to a a line voltage of
690Vrms, (a) references currents obtained using IARC and resulting output powers, (b) references currents obtained
using BPS and resulting output powers.

The ip
* and iq* reference currents are given by:
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*
*

2p
P +

+
=i v

v
(10)

*
*

2q
Q +

^
+

=i v
v

(11)

Figure 4(b) shows the BPS reference currents obtained during type B voltage dip. The currents
are always balanced even during the unbalanced voltage dips. The output powers are
oscillatory due the interaction of the negative sequence voltage and the positive sequence
currents.

2.1.3. Positive and Negative Sequence Control (PNSC)

This strategy allows the control of the positive and negative sequence currents associated with
the active and reactive powers. The ip

* and iq
* vectors are obtained as follows:

*
*

2 2 ( )p
P + -

+ -
= -

-
i v v

v v
(12)

*
*

2 2 ( )q
Q + -

^ ^
+ -

= -
-

i v v
v v

(13)

Figure 5 shows the PNSC resulting currents during a type B voltage dip. This strategy allows
combine a set of positive and negative sequence voltages with the objective of cancelling the
active power oscillations.

As seen, there are many possibilities to define the reference current. The injection of distorted
currents in the IARC is undesired since generation units usually have to avoid the injection of
harmonic content into the grid, even during the LVRT operation due the power quality issue.
The BPS method overcomes current distortion issue since it injects only balanced currents to
the voltage back-up. As a consequence, it allows boosting the grid positive sequence voltage
if required. On the other side, the PNSC strategy shows the possibility to combine the negative
sequence components to eliminate output power oscillations, resulting in unbalanced output
currents. However, the important point of the mitigation of negative sequence voltage is not
addressed. The next section presents the NSM technique, where the positive and negative
sequence voltages are used to inject reactive current during the LVRT operation.
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Figure 5. Reference currents and output active and reactive powers during a type B voltage dip. Gains kp=1 and kq=1
for balanced currents and kp=1 and kq=0.5 for unbalanced currents.

3. Negative Sequence Voltages Minimization (NSM) technic

During the LVRT operation, the reactive power reference Q * is obtained as shown in equation
(15), where Iq follows the reative current support rules stated in [3]

1( )
.d

q n
n

K V V V
I I

V

+ +- -
= (14)

Gain K is adjustable from 1 to 10, depending on an agrimment with the grid utility operator,
V + is the positive sequence voltage immediatly after the voltage dip occurs, V̄ 1

+ is the 1-minute
average value of the positive sequence voltage prior to the voltage dip, Vn is rated line-to-line
Root-Mean-Square RMS voltage, Vd  is the voltage deadband and In is the rated RMS line
current of the WEGU.

As a result, the reactive power reference Q * during the LVRT operation can be expressed as:

* 3 qQ V I+= (15)
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According to the German grid code [3], in three-phase voltage dips, the WEGU has to be able
to use up to 100% of its current rating capacity to the voltage support, accordingly with Figure
1(b). During a significant voltage deviation, the current associated with the active power, has
to be reduced in the benefit of the reactive current feed-in. In the case of unbalanced voltage
dips, the significant voltage deviation is detected if the V + <0.9Vn, in this case the WEGU must
be technically able to feed in a reactive current of at least 40% of the rated current. In [14], a
WEGU operation mode during significant voltage deviations is demonstrate, the current
injected are balanced and in phase with the positive sequence voltages only.

On the unbalanced voltage dips case, 40% of the current capacity has to be used during the
reactive current support. There is no obligation to use the remaining current capacity. In
addition, it is well know that the utilization factor of a typically WEGU range from 20% to 40%
[15]. A good alternative in these cases is injecting reactive current synchronized with the
negative sequence in order to mitigate unbalance between the voltages.

As a consequence, the active and reactive current references, to normal operation and during
voltage dips can be defined as

*
*

2p
P +

+
=i v

v
(16)

* *
*

2 2q
Q B+ -

^ ^
+ -

= +i v v
v v

(17)

where B * is the negative sequence reactive power reference. Note that in equation (16), the
negative sequence voltage is not included. The problem that arises is how to find B * in order
to guarantee that the output current do not overpass a pre-defined limit. In the next subsection,
a current limitation algorithm is derived.

3.1. Current limitation

Let us assume that the output limit current of a grid-connected converter is the same in each
phase. The current amplitude range in each phase can be defined in the interval

ix = − Ix
lim, Ix

lim , where x =a, b, c. In addition, as a three wire converter is considered, the sum
of all the three output currents is always zero. Considering this conditon, is possible to define
a set of possible output currents and gathering them into a vector iabc.

To obtaine the currents in the αβ reference frame, the well-known abc-αβ transformation is
applied to the all the possible iabc vector.
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where iαβ is the current vector in the αβ reference frame.

The mapping of all possible iabc vectors in the αβ reference frame are confined within a hexagon,
as show in Figure 6. Hence, to guarantee that the output currents are limiting in the abc-
framework, is necessary to limit the αβ reference currents inside the hexagon. In a normal
operation situation, iα and iβ are balanced and sinusoidal, consequently the iαβ vector describes
a circle inside the hexagon.

Figure 6. (a) Converter current capability curve in αβ coordinates.

To develop a methodology to compute B *, and assures that the output currents stay inside the
hexagon, it is necessary to analyze the behavior of the output currents obtained by equations
(16) and (17). Assuming that the phase voltages on vector v in (1) can be expressed as:
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where δv is the voltage angle and Vabc are the phase magnitudes.

The synchronization system presented in [7] filters the fundamental frequencies of the phase
voltages of (19). In addition, the 90° lagged components of each phase voltage are also available.
Applying the transformation in [16], the positive and negative sequence voltages can be
expressed as:

 sin(  )
a v

v V tw d+ + += + (20)

 sin(  120 )
b v

v V tw d+ + + °= + - (21)

 sin(  120 )
b v

v V tw d+ + + °= + + (22)

 sin(  )
a v

v V tw d- - -= + (23)

 sin(  120 )
b v

v V tw d- - - °= + + (24)

 sin(  120 )
b v

v V tw d- - - °= + - (25)

The 90° lagged components of each phase voltage are also available:

 sin(  90 )
aq v

v V tw d+ + + °= + + (26)

 sin(  30 )
b vqv V tw d+ + + °= + - (27)

 sin(  210 )
cq vv V tw d+ + + °= + + (28)

  sin(  90 )
aq v

v V tw d- - - °= + - (29)

  sin(  30 )
bq v

v V tw d- - - °= + + (30)
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where δv is the voltage angle and Vabc are the phase magnitudes.
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where δv
+ and δv

− are the positive and negative reference angles in relation to δv. Using the abc-
αβ transformation to get the voltages of (19) in the αβf ramework, we obtain

.
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v
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T v
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(32)

The same procedure can be applied to (20-31), resulting in the following variables respectively
vα

+, vβ
+, vα

−, vβ
−, vα⊥

+ , vβ⊥
+ , vα⊥

−  and vβ⊥
− .

The reference currents in the αβ framework, accordingly with the equations (16) and (17) can
be expressed as

*
p q qi i i ia a a a

+ + -= + + (33)

*
p q qi i i ib b b b

+ + -= + + (34)

where the positive sequence currents are determined by

*

p
Pi va a

+ +
+

=
v (35)

*

p
Pi vb b

+ +
+

=
v (36)

*

q
Qi va a

+ +
^+

=
v (37)

*
.q

Qi vb b
+ +

^+
=

v (38)
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The negative sequence voltages are given by:

*

q
Bi va a

- -
^-

=
v (39)

*
.q

Bi vb b
- -

^-
=

v (40)

In the balanced case, the reference currents are in phase with the positive sequence voltage. In
the case of P * >0, Q * ≠0 and B * =0, the representation of the current vector i*

αβ is a circle. On
the other hand, if B * is not null, reactive power currents synchronized with the negative
sequence voltage are added in the reference currents of equation (33-34). As a consequence,
the graphically representation of the reference currents describes an ellipse on the αβ plane.
Figure 7 shows the current limit circle and an inscribed ellipse. It is important to observe that
iα and iβ currents do not reach its maximum possible values, but the |i*

αβ| reaches the circle in
some point, producing the maximum allowed output current on the abc-framework.

Taking equations (35-40), is possible to define the constants k2, k3 and k1:

*

1
Pk

+
=

v (41)

*

2
Qk

+
=

v (42)

*

3
Bk
-

=
v (43)

Replacing equations (41-43) in (33-34) and writing the αβ references components in sine and
cosine, the current references can be expressed as:

*
1 2 3sin( ) cos( ) sin( )

v v v
i k t k t k ta w d w d w d+ + -= + - + - + (44)

*
1 2 3cos( ) sin( ) cos( )

v v v
i k t k t k tb w d w d w d+ + -= + + + + + (45)
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+ +
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+ +
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*
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+ +
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v (38)
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The negative sequence voltages are given by:
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- -
^-
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v (39)
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- -

^-
=

v (40)
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Figure 7. Negative sequence component effect on the norm of currents vector |iαβ|.

The challenge is to find an expression that defines the norm of a given set of current references
iα

* and iβ
*. Making ωt + δv

+ =θ and ωt + δv
−=θ + θ− on equations (44) and (45) results

*
1 2 3cos( ) sin( ) cos( )i k k ka q q q q-= + + + (46)

*
1 2 3sin( ) cos( ) sin( )i k k kb q q q q-= - - + (47)

In order to find the norm of vector iαβ*, considering the current references expressed in (46-47),
is possible to write that

* 2 2
1 2 3 1 2 3( sin( ) cos( ) sin( )) ( cos( ) sin( ) cos( )) .k k k k k kab q q q q q q q q- -= - - + + + + +i (48)

Taking the derivative in function of θ and equal to zero, is possible to find a point of maximum
of the ellipse:
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2 2
1 2 3 1 2 3( sin( ) cos( ) sin( )) ( cos( ) sin( ) cos( )) 0d k k k k k k

d
q q q q q q q q

q - -- - + + + + + = (49)

Simplifying the result of equation (49), results in:

2 3 1 34 cos(2 ) 4 sin(2 ) 0.k k k kq q q q- -+ - + = (50)

Solving equation (50) in terms to θ:

1 2

1
tan

2

k
k

q
q

-
-

æ ö
-ç ÷ç ÷

è ø=
(51)

Substituting (51) in (48) results an expression that determines the norm of i*
αβ in function of

the k1, k2 and k3 parameters:

* 2 2 2 2 2
1 2 3 3 1 22 .k k k k k k

ab
= + + + +i (52)

An important result of (52) is the possibility to get the maximum norm without taking use of
the angles δv

+ and δv
−. Making ‖i*

αβ‖= Iαβ
lim is possible to solve equation (52) to k3. The resulting

equation gives us two possible solutions

2 2 lim 2 2
1 2 1 2

3 2 2
1 2

2 2 2
.

2

k k I k k
k

k k
ab+-

- - ± +
=

+
(53)

Only the positive solution for equation (53) is valid, once that k3 ≥0 for the reactive capacitive

power injection. So, B * can is given by

*
3 .B k+ -= v (54)

Figure 8(a) shows the ‖i*
αβ‖ trajectory in the αβ plane for k3 =0. Otherwise, in Figure 8 (b), (c)

and (d), presents the resulting ellipse and the circle with the norm obtained by equation (52).
The maximum norm is finding accurately, independent on the voltage phase angles. The angle
θ depends on the active and reactive power references and on the negative sequence angle
δv

−, as shown in equation (51).
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Figure 8. (a) αβ framework current norm for k1 = 0.7In, k2 = 0 e k3 = 0, (b) Circle with radius computed by (42) and re‐
sulting ellipse for k1 = 0, k2 = − 0.5In, k3 = 0.3In θ-=40°, (c) Circle and ellipse for k1 = 0, k2 = 0.5In, k3 = 0.3Ine θ-=40°, (d) Cir‐
cle and ellipse for k1 = 0.6In, k2 = 0.5In, k3 = 0.3Ine θ-=40°.

4. Simulation results

In order to demonstrate the NSM current limitation algorithm, a WEGU system composed by
a three phase, three wire converter, is connected to the electrial network show in Figure 9. The
WEGU is connected on the low voltage side of the Transformer T3 on a line to line voltage of
690 Vrms and with a nominal power of Pn =2MW . The short circuit ratio on the PCC is near
to 4, what represent a weak grid model. The voltage source converter male use of a synchro‐
nization system base on Kalman Filter, as presented in [7]. The current controllers are imple‐
mented in stationary frames and are based in resonant controllers as presented in [17]. All the
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simulations are executed in Matlab/Simulink ®. To demonstrate the NSM algorithm perform‐
ance a two-phase-to-ground fault on the point (P1) in the distribution feeder will be tested.
Figure 10 shows the resulting variables. Prior the fault, t <T1, the WEGU is injecting 0.2Pn into
the grid. At T1 the fault occurs, and the WEGU LVRT operation initiate. In order to meet the
grid code requirements [3], 40% of the current converter capacity is used to inject balanced
reactive currents using the BPS strategy.

Figure 9. Electrical network for the evaluation of the NSM model.

On Fig. 10(c) is possible to see how the current support boost the positive sequence voltage
from 388V to 497V at the PCC. However, the negative sequence almost remaing the same,
changing from 161V to 165V. At time T2, the current reference strategy is switched to the NSM.

Equation (53) computes the value of k3 in order to the pre-defined Iαβlim. Is possible to see that
output current ia reach the maximum allowed current, in this case setted to 2366 A. The positive
sequence voltage remains the same as in t <T2, but the negative sequence voltage reduces from
165V to 67V. The unbalanced factor on the PCC voltages of Figure 10(b) is clearly lower. One
of the more relevant result of this work can be infered on Figure 10(d). The magnitude of the
current reference vector i*

αβ is computed by equation (52) during all the simulation. It can be
seen that the result is valid to balanced and unbalanced currents. Between times T2 and T3, the
currents are unbalanced and the value of ‖i*

αβ‖ does not reach the current references peak value
as in the balanced case. Figure 11 depictes the graphically trajectory of i*

αβ during the balanced
(BPS) and unbalanced (NSM) operation. The ellipse trajectory does not overpass the current
limit circle what guarantees the current limitation on the abc framework. In addition, is worth
to point out that iα

* and iβ
* will reach its maximum values only if the resulting ellipse is aligned

with the α or β axis. At T3 the fault is cleared and the reactive current support is finished, the
active power reference stays in 0.2Pn during all the simulation time.

An important parameter to measure the level of unbalance voltages is the unbalanced factor
[13] given by:
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Figure 10. BPS and NSM strategies during an unbalanced voltage dip on weak grid conditions: (a) Grid connected
converter output currents, (b) PCC voltages. (c) Positive and negative sequence voltages magnitude, (d) Reference cur‐
rents and i*

αβ computed by equation (52).
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Figure 11. Reference current trajectory in the current spaces.

In order to compare the performance of the current reference strategies, a set of simulations to
evaluate the unbalance factor are investigated. Two diferrent faults on the distribuiton feeder
(P1) are considered. Fault F1 is a phase-to-ground fault that results in a type C voltage dip on
the converter terminals. Fault F2 is a phase-to-phase to ground fault, as a consequence a type
F voltage dip arise on the WEGU terminals. Another two issues are important to be considered.
The active power level on the moment of the fault and the short circuit ratio on the PCC. To
F1 and F2, two levels of active power are considered: 0.2Pn and 0.5Pn. Above this active power
level, and taking into account that 40% of the reactive current support is done by balanced
currents, there will be no much remaing current capacity available to inject negative sequence
reactive current. In addition, the transmisison line L1 and distribution line L3 have their lenghts
reduced in order do modify the short circuit ratio on the PCC to 10. In all this simulations, the
back up voltage support rulles of [3] are followed. Table 1 shows the resulting unbalance factor
for the simulations using BPS, NSM or PNSC current reference strategies. By the analysis of
the simulations results, some conclusions can be inferred:

• The BPS has a poor performance in all situation, when compared with the PNSC and NSM
strategies;

• The type of faults does not change the effectiveness of the strategies;

• On the 0.5Pn active power level, the PNSC and NSM have similar performances in the strong
and weak grid conditions;

• The NSM has a better performance in the 0.2Pn active power level, specialy in the weak grid
condition.
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In the next section, some experimental results of the NSM strategy are presented

Type of Fault Phase-to-Ground (F1) Phase-to-Phase to Ground (F2)

Short Circuit Ratio 4 10 4 10

Strategies\Active Power 0.2Pn 0.5Pn 0.2Pn 0.5Pn 0.2Pn 0.5Pn 0.2Pn 0.5Pn

PNSC 19,4% 18,3% 19,5% 19,4% 22,7% 20,2% 25,6% 29,8%

BPS 25% 23,5% 24,4% 23,1% 33,2% 30,6% 34,8% 33,8%

MSN 9,9% 18,6% 11,4% 16% 13,2% 23,3% 23,6% 29,6%

Table 1. Resulting unbalanced Factors.

5. Experimental results

The experimental setup is composed by a three-phase PWM voltage-source converter inveter
of 10-kVA, and an impedance switching voltage sag generator (VSG) connected to the grid
as  shown  in  Fig.  12.  The  synchornization  system  extract  the  sequence  components  by
filtering the grid phase voltages. Equation (15) gives the positive sequence reactive power
reference  Q *  and  equation  (40)  gives  the  negative  sequence  power  reference  B *.  The
switching frequency is f s =10kHz, inductors L 1 + L 2 =2mH , Cf =40μF , Vdc =200V  and line
to line voltage of 100 Vrms.

Figure 12. Experimental setup.

Considering the grid connected inverter injecting 500W into the grid prior the fault. The VSG
is set to perform a phase-to-phase-to ground fault, with duration of 500ms, resulting in a type
C voltage dip. The impedances are set to provide a reduction on the positive sequence voltage

Modeling and Control Aspects of Wind Power Systems80

of 35%. Figure 13 (a) shows the resulting line-to-line voltages on the on the converter terminals
with a peak value of 152V. The positive sequence voltage decrease to 121V during the fault
and the negative sequence voltage arise to 27V. Figure 13(b) shows the converter output
currents and the power references before, during and after the voltage dip. Before the fault,
the converter is only injecting active power into the grid. As the unbalanced voltage dip initiate,
the NSM strategy compute the reactive power references by equations (15) and (54). The
current limit is set to 20 A, ia current reachs this limit as shows the red line limit.

Figure 13. Experimental results, (a) line to line voltages on the PCC, (b) output currents.

6. Conclusions

This chapter has presented a new control method to limit the output current grid connected
converter during unbalanced voltages sags voltage sags. WEGU are required to contribute for
the voltage back up after balanced and unbalanced voltage dips. However, during unbalanced
voltage dips negative sequence voltages arise on the wind turbine terminals. The voltage
support by reactive current support is required, and the WEGU has to use at least 40% of their
current capacity to back up the grid voltage. The injection of positive sequence reactive current
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during faults permits boosting the voltage at the PCC. In addition, the injection of negative
sequence reactive power allows reduce the unbalance between the voltages. Hence, if unbal‐
anced currents may be injected into the grid, to assure that the converter do not disconnect
during the LVRT, is necessary to limit the output currents. This work proposes a current
reference generation called negative sequence minimization (NSM). With this method is
possible to find the maximum reactive power references, in order to keep the output current
limited. For instance, given an active power reference and a set of positive and negative
sequence voltages, related to a generic unbalanced voltage dip, is possible to find the reactive
power references without exceeding the maximum output converter output current. Another
advantage of this strategy is that the grid voltage angles are not required to implement the
algorithm.

Simulation and experimental results have shown the feasibility and the effectiveness of the
proposed method.
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during faults permits boosting the voltage at the PCC. In addition, the injection of negative
sequence reactive power allows reduce the unbalance between the voltages. Hence, if unbal‐
anced currents may be injected into the grid, to assure that the converter do not disconnect
during the LVRT, is necessary to limit the output currents. This work proposes a current
reference generation called negative sequence minimization (NSM). With this method is
possible to find the maximum reactive power references, in order to keep the output current
limited. For instance, given an active power reference and a set of positive and negative
sequence voltages, related to a generic unbalanced voltage dip, is possible to find the reactive
power references without exceeding the maximum output converter output current. Another
advantage of this strategy is that the grid voltage angles are not required to implement the
algorithm.

Simulation and experimental results have shown the feasibility and the effectiveness of the
proposed method.
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1. Introduction

The concept of negative load [1,2] has been applied to wind generators to indicate their ca‐
pability for delivering current meanwhile their voltage is imposed by the electrical system at
the connection point. More recently, the same concept was applied for studying dispatch or
spinning reserve considering that the total regulating power required at any moment de‐
pends on the sum the system load and the wind power which can counterbalance or in‐
crease load variations. In this way, aggregated variations must be investigated regarding
wind power as negative load [3,4].

Traditionally, induction generators, squirrel cage and double fed (wound rotor) induction
generators (DFIG) have been considered as current sources (or power ones) in power system
analysis. Indeed, for analyzing power system stability in a linear frame, i.e. by small signal
analysis, it is possible to find the power system eigenvalues and concluding about stability
following the next steps:

1. Writing differential algebraic non linear model of the power system considering wind
turbines wind induction machines as negative loads.

2. Linearizing the non linear model [2,5,6].

Checking the movement of the system eigenvalues when wind fixed speed generation is in‐
creased [7] or when different control strategies for active and reactive powers are applied to
DFIGs wind farm [8,9].

Even when modelling wind generators or wind farms as current sources have shown
through linear and non linear analysis [10] that wind farms can contribute to the power sys‐

© 2013 Fernández et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Fernández et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



[17] Gabe, I J, Montagner, V F, & Pinheiro, H. Design and Implementation of a Robust
Current Controller for VSI Connected to the Grid Through an LCL Filter. IEEE Trans‐
actions on Power Electronics (2009). , 24(6), 1444-1452.

Modeling and Control Aspects of Wind Power Systems84

Chapter 5

Wind Farms as Negative Loads and as Conventional
Synchronous Generation – Modelling and Control

Roberto Daniel Fernández,
Pedro Eugenio Battaiotto and Ricardo Julián Mantz

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54089

1. Introduction

The concept of negative load [1,2] has been applied to wind generators to indicate their ca‐
pability for delivering current meanwhile their voltage is imposed by the electrical system at
the connection point. More recently, the same concept was applied for studying dispatch or
spinning reserve considering that the total regulating power required at any moment de‐
pends on the sum the system load and the wind power which can counterbalance or in‐
crease load variations. In this way, aggregated variations must be investigated regarding
wind power as negative load [3,4].

Traditionally, induction generators, squirrel cage and double fed (wound rotor) induction
generators (DFIG) have been considered as current sources (or power ones) in power system
analysis. Indeed, for analyzing power system stability in a linear frame, i.e. by small signal
analysis, it is possible to find the power system eigenvalues and concluding about stability
following the next steps:

1. Writing differential algebraic non linear model of the power system considering wind
turbines wind induction machines as negative loads.

2. Linearizing the non linear model [2,5,6].

Checking the movement of the system eigenvalues when wind fixed speed generation is in‐
creased [7] or when different control strategies for active and reactive powers are applied to
DFIGs wind farm [8,9].

Even when modelling wind generators or wind farms as current sources have shown
through linear and non linear analysis [10] that wind farms can contribute to the power sys‐

© 2013 Fernández et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Fernández et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



tems stability, it is important to consider that power systems have been developed from
voltage synchronous generation, i.e. they (power systems) have not been developed with
variable current sources as wind farms. For this reason, it is usually assumed that, as cited in
[11], 'These plants (wind farm ones) exhibit static and dynamic characteristics that differ fundamen‐
tally from that of conventional generators. As a result, wind power plants do not fit the template for
models of conventional generating facilities.'

However, considering wind farms as (variable) voltage sources could help not just for a bet‐
ter understanding of induction machines in an electrical grid but also for mimicking conven‐
tional voltage source behaviors with wind power plants.

In this way, this chapter developes the equivalent model of induction generators represent‐
ing them as a voltage sources with a series impedance. As a consequence, aside from the
variability of wind, it would allow to analyze wind energy generation as another voltage
source in power systems and, then, it should be possible to introduce ''standard'' rules for
conventional generation to non conventional ones.

The structure of this chapter is as follows. Firstly, the concept of ''general reference frame'' is
introduced in order to analyze squirrel cage and double fed induction machines. The dy‐
namics model of the induction machine is deduced by considering a common simplification
about (fast) stator dynamics. Then, equivalent Thevenin models are presented according to
internal voltages sources and as a which are functions of the active and reactive powers. Sec‐
ondly, it is shown that it is possible controlling active and reactive wind generator powers.
Finally, a Thevenin agregated model of the wind farm is proposed and some stability con‐
cerns of power systems are considered. In this way, Lyapunov theory is applied looking for
demonstrating wind farms contribution to the power system stability considering wind
farms as currents sources but also as voltage ones. In this last regard some wind farm con‐
trol rules are derived from exploiting similarities between conventional generation and
wind farms.

2. Induction machine equations in different reference frames

This section relies in [12] for presenting induction machine dynamics from a two axes gener‐
al reference frame.

It is well known that electrical machines solve the problem of obtaining a rotating field by
employing three windings sinusoidally distributed and separated by 120º (mechanical de‐
grees) which are feeded by three sinusoidal stator 120° electrical degree phase shift. Howev‐
er, because of field distributions are the same along the third dimension (the machine shaft
direction), these field distributions are analyzed in the plane where only are needed two lin‐
early independent directions for characterizing any movement. The relationship between
the three-phase (A, B and C for stator and a, b and c for rotor) and two phase voltages taking
into account natural frames (fixed to the stator sD - sQ and fixed to the rotor rα - rβ for sta‐
tor and rotor quantities, respectively) are:
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By considering the two axes description, quantitative and qualitative analyses of induction
machines can be simplified and also vector control concepts can be used. In this way, the
contribution of vector control is based in controlling the induction machines active and reac‐
tive powers independently and/or controlling them as DC equivalent ones.

In a general reference frame, all induction machine variables are referred to a real axis
known as direct axis x and to the quadrature axis y both rotating at the reference frame
speed ωg =dθg / dt  as shown in Figure 1. In this figure, θg  is the angle of the real axis x meas‐
ure from sD.

Figure 1. Stator current vector in a general reference frame

Then, the current stator phasor defined in the general framework, is:

ī sg = ī se
− jθg = isx + jisy

where upper bar indicates phasor quantities.

Also,

ūsg = ūse
− jθg =usx + jusy

ψ̄sg = ψ̄se
− jθg =ψsx + jψsy

With ūs and ψ̄s stator voltage and (linked) flux space phasors in the general reference frame.
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At the rotor side, Figure 2 shows three frames, rotor (rα and rβ), stator (sD and sQ) and gen‐
eral (x and y) and their angles θr , 0 and θg , respectively.

Figure 2. Different reference frames for the current rotor phasor

Meanwhile, the current phasor in the rotor reference frame can be expressed as ī r = | ī r | e jαr ,

in the general reference frame is ī rg = | ī r | e
jα

r ′ with αr ′ =αr − (θg −θr). Then,

ī rg = | ī r | e jαre − j(θg −θr ) = ī re
− j(θg −θr ) = irx + jiry.

Also, rotor voltage and (linked) flux space phasors in the same frame are:

ūrg = ūre
− j(θg −θr ) =urx + jury

ψ̄rg = ψ̄re
− j(θg −θr ) =ψrx + jψry.

Finally, induction machine phasor expressions are:

ūrg = Rrīrg +
dψ̄rg

dt + j(ωg −ωr)ψ̄rg ,

ūsg = Rsīsg +
dψ̄sg

dt + jωgψ̄sg

being Rs and Rr stator and rotor resistances, respectively, and ūrg =0 when a squirrel cage ma‐
chine is considered. Additionally, stator and rotor fluxes can be expressed in terms of current
phasors, and the stator, rotor and magnetizing inductances (L s, L r , L m respectively)

ψ̄sg = L sīsg + L mīrg

ψ̄rg = L rīrg + L mīsg .

Last four equations can be rewritten compactly in matrix form as follows:
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or by considering real and imaginary components:
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Where usx, usy and isx, isy are stator voltages and currents in the general reference frame.
Identical considerations remain for rotor quantities. If ωg =0, it is obtained the 'conmutator
model', but if it is employed ωg =ωsyn the expression [4] can be rewritten as:
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with ωsyn the synchronous speed and ωsyn −ωr = sωsyn with s the slip.

3. Thevenin equivalent of asynchronous machines

3.1. General reference frame - Cartesian coordinates

As presented in Appendix A and beggining with [5,13,14]:
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the Thevenin equivalent of an asynchronous machine in cartesian coordinates is:
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or by considering real and imaginary components:
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Where usx, usy and isx, isy are stator voltages and currents in the general reference frame.
Identical considerations remain for rotor quantities. If ωg =0, it is obtained the 'conmutator
model', but if it is employed ωg =ωsyn the expression [4] can be rewritten as:
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with ωsyn the synchronous speed and ωsyn −ωr = sωsyn with s the slip.

3. Thevenin equivalent of asynchronous machines

3.1. General reference frame - Cartesian coordinates

As presented in Appendix A and beggining with [5,13,14]:
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the Thevenin equivalent of an asynchronous machine in cartesian coordinates is:
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Meanwhile expression (9) shows the internal voltage dynamics, expression (8) indicates how
the stator current changes when u ′̄

sg  varies (assuming that ūsg  is constant because of the in‐
duction machine is connected to an electrical grid where the voltage connection remains
constant).

For clarity's sake, a typical qualitative analysis involves next steps which are carried out
over a fixed speed (squirrel cage) wind generator:

1.
At steady state 

dψ̄rg
dt =0.

2. At time t = t1 there is a rotor speed change (wind velocity changed).

3.
From (7) with urg =0 a rotor flux variation appears ( dψ̄rg

dt ≠0).
4. Rotor flux change produces an internal stator voltage change provided that

u ′̄
sg = jωg

L m
L r

ψ̄rg .

5. u ′̄
sg  dynamics evolves according to (9).

Active and reactive power are changed by modifying the internal voltage source. Indeed, pro‐
vided that ūsg =constant , ī sg must change and then the associated powers. As a consequence, in
squirrel cage wind generators active and reactive powers change according to the wind veloci‐
ty. i.e. they are uncontrollable from the wind generator point of view. On the other side, it is
known that by modifying pitch blades the active power from squirrel cage wind generators
can be regulated. In this case the reactive power is a consequence of the active power control.

3.2. Dynamic model in polar coordinates

The Thevenin equivalent, i.e. the internal voltage magnitude and its phase, allows analyzing
and considering induction machines (fixed and variable speed wind generators) in an elec‐
trical perspective looking for integrating wind generators when studying stability issues of
power systems.

Beginning with the Cartesian Cordinates:
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From expressions (8) and (9) it is possible to obtain the internal voltage derivative and its
phase:
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Because of tanδ =
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u ′sx
, the voltage phase derivative is
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3.3. Wind generator model considering active and reactive power delivered

By remembering classical expressions of active and reactive powers:
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it is noted, as expected, that the internal voltage derivative is a function of reactive power
while its phase depends on the active power. Note also, that active and reactive powers, P ′

s

and Q ′
s respectively, are internal power sources, i.e. they are not the wind generator output

powers.
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while its phase depends on the active power. Note also, that active and reactive powers, P ′

s

and Q ′
s respectively, are internal power sources, i.e. they are not the wind generator output

powers.

Wind Farms as Negative Loads and as Conventional Synchronous Generation – Modelling and Control
http://dx.doi.org/10.5772/54089

91



4. Grid flux reference frame

As it was previously indicated, vector control allows controlling machine behaviors in an
easier way than others techniques. One of the advantages of properly choosing the reference
frame position is that is possible to simplify analysis and control1 of electrical machines. In
this way, virtual flux reference frame is chosen by considering a virtual flux from grid volt‐
age [16,17]:

| |
= = ,

j g
s s

g
g g

u u e
j

j

q

y
w w

- (16)

With θg  the voltage phase and ωg  the phasor speed. According to Figure 3 the proposed ref‐
erence frame defines a virtual flux (ψ̄g)º  away from the voltage grid which belongs to the
imaginary axis.

Figure 3. Stationary reference frame sD-sQ and virtual reference frame x-y

Power expressions, by virtue of the chosen reference frame, are:

P =
3
2 Re(ūī*) =

3
2 (uxix + uyiy)=

3
2 (U isy)

Q =
3
2 Im(ūī*) =

3
2 (uyix −uxiy)=

3
2 (U isx),

1 Explaining vector control is not the scope of this chapter. About vector control of different kinds of machines see [12]
and [15]
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where both expressions show the importance of choosing suitably the reference frame. In‐
deed it is really simple to control active and reactive power from controlling the stator cur‐
rents in an independent way.

4.1. Squirrel cage machine as a load

According to the previously discussed, it is possible to obtain active and reactive power dy‐
namic models of the induction motors by operating with the presented expressions. These
models can be employed in power systems stability studies considering that induction mo‐
tors are about 60% of all loads [18]. In this way, it is better to begin with the cartesian coordi‐
nates already presented and consider a virtual flux reference frame for an induction
machine motor. According to Appendix B:

P ≅
3U 2L m(ωg −ωr)B

2Rs L sωg
−

3U L mA
2Rs L s

dU
dt +

3U 2L mA
2Rs L sωg

dωg
dt ≅ K01U

2 + K02
U 2

ωg + Δωg
+ K1U

dU
dt + K2

U 2

ωg + Δωg

dωg
dt

Q ≅

3
2 U 2

ωg L s + L mA
dωg
dt + L m(ωg −ωr)B

=

3
2 U 2

(ωg + Δωg)(L s + L mB) + L mA
dωg
dt − L mωr B

In both power expressions A=(L s −
L m

2

L r
) L r

L mRr
, B =

L r
L mRr

Rs, ωg  is the line frequency, Δωg

is the frequency deviation and ωr  is the rotor speed that, because of rotor inertia, remains
practically constant in the temporal interval of interest.

5. Modelling of DFIG’s operated with vector control

Variable speed wind farms powered by double fed induction (wound rotor) generators
(DFIGs) are the other power plants considered in this chapter. Figura 4 shows the main com‐
ponents of a DFIG wind turbine: the rotor, the mechanical transmission system, the doubly
fed induction generator and the back to back converters with their respective controls. In
general, converters C1 and C2 are operated in an independent way. Meanwhile C1 is operat‐
ed via vector control driving active and reactive stator powers, C2 maintains the DC bus
voltage constant. In subsynchronous speeds, the rotor of the DFIG machine consumes active
power meanwhile at supersynchronous speeds delivers it. As a consequence when consider‐
ing active power delivered by a DFIG wind generator it should be taking into account the
active power in the rotor channel.

Because of DFIG machines control is made via C1 converter, all of this chapter considers on‐
ly C1 control and avoids analyzing C2 even when its operation is similar.

Beginning with the cartesian model in the general reference frame:
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it is noted, due to “j” operator, that there are unwanted coupling terms between rotor and
stator circuits along y and x axes. This coupling can be eliminated by utilizing an additional
voltage component ūrgdec = ūrgdec1 + ūrgdec2 in expression (18), where:

1 = m
rgdec r sg

r

L
u R i
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Both values should be added to the rotor controllers. Note also that, according to (20)

Figure 4. Wind turbine main components
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ūrgdec2 =
L r
L m

(ωg −ωr)
ωg

u ′̄sg =
L r
L m

su ′̄sg≅ su ′̄sg

with L r = L m + L lr≅ L m, s the slip and L lr  the leakage inductance. Last expression can be

approximated, considering that z = Rs + jωg(L s −
L m

2

L r
) in (17) is small. Then, u ′̄sg≅U  and ūrg

limits the variable speed range operation in modern DFIGs by approxiimatedly 30 slip when
considering rotor converter size (nominal voltage=30%U  grid).

On the other side, even when the voltage feedforward can avoid the undesired coupling,
this is not an optimum solution when expression (19) is seen under next considerations

• it is important to maximize the DFIG variable speed range operation, then some coupling
can be tolerated,

• as presented later, looking for mimicking conventional synchronous plants operation and
control, it can be useful to use the current input, eliminated by (19), for control purposes.

Figure 5 shows, on the left, a block diagram where undesired voltages are eliminated via the
feedforward of the stator voltage and current; on the rigth, a simplified equivalent loop
where only appears the rotor dynamics. Power references are transformed to rotor voltages
ones by vector control [12] indicated as K in Figure 5.

Figure 5. Feed for ward corrections and power references

According to expression (17) and considering Rs≅0, it is possible to obtain stator currents
and, then, delivered powers:
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This completes the machine model which is presented in Figure 6 where Δ represents uncer‐
tainties and approximation errors (for example by neglecting Rs or those due to unmatched
parameters between the model and the actual machine). After active and reactive powers
are measured they are feedback to the controller which is usually a PI one. Note that in vec‐
tor control (which is presented here by K’) there are more than one feedback loop. Indeed,
aside from decoupling voltages (Figure 5) there are two rotor current loops with the exter‐
nals ones for active and reactive powers control in Figure 6.

Figure 6. Decoupled model. External loop for active and reactive power control

6. Static models of asynchronous machines

It is well known that some model simplifications, keeping a good compromise between be‐
havior and results exactitude, allow a better qualitative understanding of different kind of
processes. An example of this appears studying mechanical behaviors of a wind turbine in
presence of a wind velocity change. In this case, and beginning from a steady state condi‐
tion, electrical behavior can be considered significantly faster than the mechanical response.
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In this way, the dominant mode is the mechanical one and the electrical modes can be omit‐
ted (the stator transitory can be neglected as done in this chapter).

This section obtains the static model of induction machines derived from the dynamic one
already presented. Obviously, there will always be time frames in which none of the models
presented in this chapter is the best one to analyze a particular problem. In this way, if it is
of importance to study the stator transitory of electrical machines, obviously, this dynamic
can not be neglected as in this chapter was done. In any case, the importance of determining
which model is more adequate to analyze a particular situation always lies in the physical
knowledge underlying the problem.

6.1. Polar coordinates

Beginning with the dynamic model:
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sg = − Rs jīsg + ωg(L s −

L m
2

L r
)ī sg + ūsg
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L r
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This completes the machine model which is presented in Figure 6 where Δ represents uncer‐
tainties and approximation errors (for example by neglecting Rs or those due to unmatched
parameters between the model and the actual machine). After active and reactive powers
are measured they are feedback to the controller which is usually a PI one. Note that in vec‐
tor control (which is presented here by K’) there are more than one feedback loop. Indeed,
aside from decoupling voltages (Figure 5) there are two rotor current loops with the exter‐
nals ones for active and reactive powers control in Figure 6.

Figure 6. Decoupled model. External loop for active and reactive power control

6. Static models of asynchronous machines
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processes. An example of this appears studying mechanical behaviors of a wind turbine in
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In this way, the dominant mode is the mechanical one and the electrical modes can be omit‐
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7. Wind farm control

Wind farms have become a visible component of interconnected power grids. In the begin‐
nings of wind generation, when a low portion of the electrical power was delivered from
this renewable energy, only simple engineering judgment were necessary to conclude about
the negligible impact of wind generation on power systems. Nowadays, with wind farms,
but also with high power wind generators in dispersed grids, approaching the output rating
of conventional power plants, it is necessary understanding the way in which wind genera‐
tion can impact and/or contribute to the power system stability.

This section presents different wind farms controls by considering them as current sources
and voltages sources (Thevenin equivalent) in an effort for mimicking conventional genera‐
tion.

The proposed wind farm control approaches are based in the named Lyapunov Theory
which give place to linear and non linear wind farm controls. In these approaches, the DFIG
capability for controlling active and reactive powers plays an important role in contributing
to power system stability. Then, from here on, only DFIG wind farms are considered.

Additionally, Energy (Lyapunov) approach is not based on system linearization and the
proposed analysis allows considering any wind farm in any power system in the same way
avoiding transform every issue about integrating wind farms in power systems in a differ‐
ent problem.

As indicated, in order to contribute to the network stability, both active and reactive wind
farm power controls of a wind farm are considered. Then, steady state controls (normal op‐
erating conditions) plus incremental corrections are proposed:

Qwf =QSC + ΔQ,

Pwf = PSC + ΔP .
with Pwf (Qwf ) is the total active (reactive) power, PSC(QSC) the power reference given by a
Supervisory Control [19,20] and ΔP(ΔQ) the wind farm correction which contributes to the
power system stability.
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Note that for both active and reactive corrective actions some power reserve is required. In‐
deed, about active power it will be expected a power reserve which is a function of the wind
turbine operating point and about the reactive power correction, the total 'apparent' power
of the DFIG machine will limit the corrective action.

7.1. Wind farm aggregated model

A complete model of a wind farm with a high number of wind generators, may lead to com‐
pute an excessive and impractical number of equations. The size of the wind farm model
may be reduced by aggregating several wind turbines with similar incoming wind into a
bigger turbine called aggregated turbine [14]. The mechanical and electric parameters per
unit are preserved, and the nominal power is increased up to the sum of the nominal power
of the whole set of turbines to obtain the parameters of the aggregated turbine. This proce‐
dure is employed in this chapter where the wind farm is modeled as one aggregated wind
turbine. In this regard, the Thevenin equivalent can be obtained as in a classical problem of
electrical systems, applying precisely Thevenin theorem, being the internal voltage and its
phase calculated according to the impedance and voltage seen from the wind farm common
connection point.

7.2. Wind farm control. Method of Lyapunov

Power system stability has been defined as that property of a power system that enables it to
remain in a state of operating equilibrium under normal operating conditions and to regain
an acceptable state of equilibrium after being subjected to a disturbance [5].

Lyapunov demonstrated that a nonlinear dynamic system:

= ( ), (0) = 0,x f x f& (23)

around the equilibrium point x =0 is asymptotically stable if there exist a scalar function
ν(x)>0 for (23) with derivative ν̇(x)<0. The last condition is relaxed to ν̇(x)≤00 provided
that ν̇(x)=0 only vanish at x =0.

Lyapunov theory deals with dynamical systems without inputs. However, it is possible to
employ Lyapunov theory in feedback design by making negative the Lyapunov derivative
[21,22,23]. The incremental energy function ν of a power system without wind farms, where
conventional models of the synchronous generators and of load impedance are considered,
is [23]:

2

=1 =1
= (0.5 ) ( ),

N NG L
Lk

k k Mk k Lk k k
k k k

Q
M P P dV

V
n w d q- + +å å ò% %% (24)

with

Wind Farms as Negative Loads and as Conventional Synchronous Generation – Modelling and Control
http://dx.doi.org/10.5772/54089

99



U ′̄
sg =

− Rs
2
3 Q + ωg(L s −

L m
2

L r
) 2

3 P + U 2

Usinδ

U ′̄
sg = u ′

sx
2 + u ′

sy
2 =u ′

sx tanδ 2 + 1=
u ′

sx

cosδ ⇒

U ′̄
sg =

Rs
2
3 P + ωg(L s −

L m
2

L r
) 2

3 Q

Ucosδ

7. Wind farm control

Wind farms have become a visible component of interconnected power grids. In the begin‐
nings of wind generation, when a low portion of the electrical power was delivered from
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the negligible impact of wind generation on power systems. Nowadays, with wind farms,
but also with high power wind generators in dispersed grids, approaching the output rating
of conventional power plants, it is necessary understanding the way in which wind genera‐
tion can impact and/or contribute to the power system stability.

This section presents different wind farms controls by considering them as current sources
and voltages sources (Thevenin equivalent) in an effort for mimicking conventional genera‐
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The proposed wind farm control approaches are based in the named Lyapunov Theory
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capability for controlling active and reactive powers plays an important role in contributing
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Additionally, Energy (Lyapunov) approach is not based on system linearization and the
proposed analysis allows considering any wind farm in any power system in the same way
avoiding transform every issue about integrating wind farms in power systems in a differ‐
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As indicated, in order to contribute to the network stability, both active and reactive wind
farm power controls of a wind farm are considered. Then, steady state controls (normal op‐
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power system stability.
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Note that for both active and reactive corrective actions some power reserve is required. In‐
deed, about active power it will be expected a power reserve which is a function of the wind
turbine operating point and about the reactive power correction, the total 'apparent' power
of the DFIG machine will limit the corrective action.

7.1. Wind farm aggregated model

A complete model of a wind farm with a high number of wind generators, may lead to com‐
pute an excessive and impractical number of equations. The size of the wind farm model
may be reduced by aggregating several wind turbines with similar incoming wind into a
bigger turbine called aggregated turbine [14]. The mechanical and electric parameters per
unit are preserved, and the nominal power is increased up to the sum of the nominal power
of the whole set of turbines to obtain the parameters of the aggregated turbine. This proce‐
dure is employed in this chapter where the wind farm is modeled as one aggregated wind
turbine. In this regard, the Thevenin equivalent can be obtained as in a classical problem of
electrical systems, applying precisely Thevenin theorem, being the internal voltage and its
phase calculated according to the impedance and voltage seen from the wind farm common
connection point.

7.2. Wind farm control. Method of Lyapunov

Power system stability has been defined as that property of a power system that enables it to
remain in a state of operating equilibrium under normal operating conditions and to regain
an acceptable state of equilibrium after being subjected to a disturbance [5].

Lyapunov demonstrated that a nonlinear dynamic system:
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that ν̇(x)=0 only vanish at x =0.

Lyapunov theory deals with dynamical systems without inputs. However, it is possible to
employ Lyapunov theory in feedback design by making negative the Lyapunov derivative
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with NL  and NG the number of loads and generators, Mk  the machine inertia constant, ωk

the machine speed, δk  the angle of the voltage behind the transient reactance, θk  the angle at
each bus, PM k

 the mechanical power of the generators, PLk  and QLk  the active and reactive
load powers and Vk  the voltage at the connection point. The angles and speeds are meas‐
ured with respect to the center of inertia (COI) reference frame (δCOI  and ωCOI ).

7.2.1. Non-linear power control of wind farms as negative loads

To damp the electromechanical oscillations, i.e. frequency oscillations, the incremental ener‐
gy function of the power system must decrease. The time derivative of this energy function
considering wind farms as negative loads, i.e. acting through its active and reactive powers,
yields:
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Then, the active and reactive powers (ΔP  and ΔQ) must be chosen in order to allow the suf‐
ficient condition of the derivative of the incremental energy function. In equation (25), the
expression in between parenthesis is zero (or lesser than zero) because of the generators
power balance (equals the internal generator damping). The next two terms correspond to
the power balance equations at the nodes and are zero. Then, looking for damping the elec‐
tromechanical oscillations, the last two expressions must be less than zero.

About the active power two possibilities are choosen [10]:

1 1= ; > 0,c wf cP K with KqD &% (26)

2
2 2= ; > 0.c wf wf cP K with Kq qD && &% % (27)

meanwhile the first expression which is the classical proportional frequency law, the second
one is a kind of inertial response. Indeed, the second expression can be understood as a
modification of (26) where Kc1 is a variable gain Kc1 = Kc2θ̈̃wf 2 which takes into account fre‐
quency derivative.

On the other hand, a non-linear control strategy of the wind farm through the reactive pow‐
er ΔQ can be derived from expression (25) by considering that the wind farm emulates the
behavior of a static var compensator:
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Where bu is the (equivalent) wind farm susceptance.

With respect to the active power control, note that the idea of a power reserve, as a percent‐
age of the maximum available power, is very attractive from a point of view of the network
stability and it is usually employed [19,20]. However, suppose that ΔP =0, the appropriate
choice of the reactive power function (expressions (28) or (29)) implies that the energy func‐
tion derivative (34) almost always decreases, i.e. any electromechanical oscillation is damp‐
ed. Then, the wind farm reactive power contributes to damp the electromechanical
oscillations of the power system. Being, in general, ΔP ≠0, the reactive power function rein‐
forces the wind farm contribution to the network stability.

Note that, with both active and reactive control laws, it is possible maximizing the use of the
energy resource in order to contribute to damp the electromechanical oscillations by exploit‐
ing all the capabilities of the DFIG machines. In this way, it is possible designing a control
law for the reactive power which takes into account the advantage of producing as much
reactive power as possible considering the apparent power of the DFIGs.

7.2.2. Non-linear active power control of wind farms as Thevenin equivalent

Due to it is expected that wind farms act as power plants [24], it is necessary to demostrate that
wind farms behave as  their  equivalent  synchronous generators  (the conventional  power
plants) with proportional and derivative (inertial) frequency control laws. The equations rep‐
resenting the dynamic behavior of synchronous generators for the reduced model, are [5]:
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Where bu is the (equivalent) wind farm susceptance.

With respect to the active power control, note that the idea of a power reserve, as a percent‐
age of the maximum available power, is very attractive from a point of view of the network
stability and it is usually employed [19,20]. However, suppose that ΔP =0, the appropriate
choice of the reactive power function (expressions (28) or (29)) implies that the energy func‐
tion derivative (34) almost always decreases, i.e. any electromechanical oscillation is damp‐
ed. Then, the wind farm reactive power contributes to damp the electromechanical
oscillations of the power system. Being, in general, ΔP ≠0, the reactive power function rein‐
forces the wind farm contribution to the network stability.

Note that, with both active and reactive control laws, it is possible maximizing the use of the
energy resource in order to contribute to damp the electromechanical oscillations by exploit‐
ing all the capabilities of the DFIG machines. In this way, it is possible designing a control
law for the reactive power which takes into account the advantage of producing as much
reactive power as possible considering the apparent power of the DFIGs.

7.2.2. Non-linear active power control of wind farms as Thevenin equivalent

Due to it is expected that wind farms act as power plants [24], it is necessary to demostrate that
wind farms behave as  their  equivalent  synchronous generators  (the conventional  power
plants) with proportional and derivative (inertial) frequency control laws. The equations rep‐
resenting the dynamic behavior of synchronous generators for the reduced model, are [5]:
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where Mk  is the inertia of the whole machine (synchronous generator plus prime mover),
Pmk  is the mechanical power produced by the prime mover, Dk  is the component of internal
friction of the generator and PGk  is the electrical power injected in the network. Because of
variables are in per unit, powers and torques are equal [5]. Mimicking the analysis for a
wind farm with frequency control and inertial contribution yields [19]:
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withPt  the turbine power.

Considering the control as:

Pwf = PSC + ΔP ,

ΔP = Kp(ω̃ref − ω̃) + Kd (ω̇̃ref − ω̇̃)= Kpω
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+ Kdω
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where is included a PD control named “proportional and inertial” classical control laws,
then:
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Note the similarity of this expression with (31) for synchronous generation. Then, the analy‐
sis focuses on addressing the control of the wind farm as in ν̇1 which considers the deriva‐
tive of the Energy Function of a synchronous generator in (34):
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The equivalent expression for a wind farm is:
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being Kp >0 and Kd >0 it is verified the negative sign of the second term in the last expression.

On the other side, in order to verify the negative sign of −
Mwf
Kd

Ω̇gθ
⌣̇

wf  it is necessary to ana‐

lyse the wind farm convergence to an equilibrium point (e.p.), knowing that Mwf >  and consid‐
ering that the wind farm (the aggregated turbine) is outside the equilibrium point.

Figure 7 presents the torque - speed curves of the aggregated wind turbine with the wind
velocity as a parameter. The e.p., considering constant wind velocity, corresponds to nomi‐
nal frequency at the wind farm connection point with constant shaft speed Ωe. p. of the ag‐
gregated turbine.

In order to verify the convergence to the equilibrium, two conditions outside the e.p. [19],
which are consequence of electrical disturbances, will be analyzed. First, consider that be‐
cause of a disturbance action, the aggregated wind turbine is operating at point A (Figure 7)

with ΩA <Ωe. p., being the frequency θ
⌣

A < θ
⌣

e. p.. At that point, the wind farm generated power
is higher than the nominal one, i.e. the wind farm is contributing to restore the frequency at
the connection point.

Figure 7. Torque - speed characteristics. Convergent behaviour to the e.p.
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being Kp >0 and Kd >0 it is verified the negative sign of the second term in the last expression.

On the other side, in order to verify the negative sign of −
Mwf
Kd

Ω̇gθ
⌣̇

wf  it is necessary to ana‐

lyse the wind farm convergence to an equilibrium point (e.p.), knowing that Mwf >  and consid‐
ering that the wind farm (the aggregated turbine) is outside the equilibrium point.

Figure 7 presents the torque - speed curves of the aggregated wind turbine with the wind
velocity as a parameter. The e.p., considering constant wind velocity, corresponds to nomi‐
nal frequency at the wind farm connection point with constant shaft speed Ωe. p. of the ag‐
gregated turbine.

In order to verify the convergence to the equilibrium, two conditions outside the e.p. [19],
which are consequence of electrical disturbances, will be analyzed. First, consider that be‐
cause of a disturbance action, the aggregated wind turbine is operating at point A (Figure 7)

with ΩA <Ωe. p., being the frequency θ
⌣

A < θ
⌣

e. p.. At that point, the wind farm generated power
is higher than the nominal one, i.e. the wind farm is contributing to restore the frequency at
the connection point.

Figure 7. Torque - speed characteristics. Convergent behaviour to the e.p.
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When the disturbance disappears, the network returns to its normal configuration and the
wind farm power is higher than that which maintains the power balance in the system.
As the deviation of the frequency decreases, so does the wind farm generated power. As
a consequence,  the wind turbine torque decreases and the turbine speed experiences an
increment until the speed reaches Ωp.e..  Thus, while the frequency reaches their nominal
value, the wind turbine increasing its speed. Then, the (negative) sign of (36) is verified
by considering:

= > 0wf ref A andq q q-
( ( (& & & (37)

. .= > 0.e p A
g t

W -W
W

D
& (38)

If as a consequence of another disturbance the aggregated turbine is operating at point B
(Figure 7), when the disturbance is removed the sign of (36) yields:
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Expressions (38) and (40) verify the negative sign of (36).

7.2.3. Non-linear reactive power control of wind farms from the Thevenin equivalent

In last subsection, by mimicking the reduced model of conventional synchronous generators
with wind farms, it has been deduced that wind farms PD laws, i.e. the named frequency
and inertial responses control approaches, allows to contribute to the power system stabili‐
ty. In order to deduce a wind farm reactive power control, it is necessary to include the
named "Structure Preserving the Model" [21] or "the one axis model" [6] for the conventional
synchronous generators. The dynamics of a k − th  synchronous generator, respect to the COI
is [21]:

= ,k kd w&% % (41)

= k
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being T ′
dok  the d  axis transient open circuit time constant; E ′

qk  the q axis voltage behind tran‐
sient reactance, E ′

fdk  is the exciter voltage which is assumed constant (if the exciter control
action is included in the generator model, at least one additional dynamic expression should
be included) and xdk  and x ′

dk  are daxis synchronous reactance and transient reactance, re‐
spectively.

An advantage of this model when compared to the classical one with two states (expressions
(30) and (31)) is the possibility of including loads where the impedance are not constant. In
order of making more clear the explanation it will not be included any wind farm in this
step. According to [21] next terms are added to the already applied Lyapunov function:
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Then, the derivative of the (new) Lyapunov function is:
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where:
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i.e. the total active and reactive powers (consumed plus injected) is zero.
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When the disturbance disappears, the network returns to its normal configuration and the
wind farm power is higher than that which maintains the power balance in the system.
As the deviation of the frequency decreases, so does the wind farm generated power. As
a consequence,  the wind turbine torque decreases and the turbine speed experiences an
increment until the speed reaches Ωp.e..  Thus, while the frequency reaches their nominal
value, the wind turbine increasing its speed. Then, the (negative) sign of (36) is verified
by considering:
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Expressions (38) and (40) verify the negative sign of (36).
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In last subsection, by mimicking the reduced model of conventional synchronous generators
with wind farms, it has been deduced that wind farms PD laws, i.e. the named frequency
and inertial responses control approaches, allows to contribute to the power system stabili‐
ty. In order to deduce a wind farm reactive power control, it is necessary to include the
named "Structure Preserving the Model" [21] or "the one axis model" [6] for the conventional
synchronous generators. The dynamics of a k − th  synchronous generator, respect to the COI
is [21]:
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fdk  is the exciter voltage which is assumed constant (if the exciter control
action is included in the generator model, at least one additional dynamic expression should
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When it is considered the last state variable, the voltage behind transient reactance E ′
qk , in

the derivative of the Lyapunov function:
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Ė 'q
2

Due to T ′
d >0 and xd > x ′

d  the Lyapunov condition is met.

Mimicking the third state equation of the Structure Preserving Model with the aggregated
wind turbine (with DFIGs) implies taking dynamical expressions from (18) and eliminating
an undesired coupling:

2
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According to virtual flux control, isy controls active power meanwhile isx can be used for re‐

active power control (Q =
3
2 usyisx). Operating with expression (45):
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and considering, expression (8), that L eq =(L s −
L m

2

L r
).

According to Figure 8, which presents the Thevenin equivalent and the correspoding phasor
diagram, and considering expression (17) with Rs ≅0, results:

ī sx =
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V cos 90− (δ −θ) + urx −
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with δ the internal voltage phase, θ the voltage angle at the common connection point and
Tr = L r / Rr . Last expression is pretty similar to (43). Then, an equivalent Lyapunov analysis
can be done which implies that it is possible to contribute to the power system stability as
conventional generation does.

Figure 8. Wind farm Thevenin equivalent and phasor diagram

8. Tendencies in the study of wind farm contributions to system stability

It is worth to note that the objective of this chapter is not give a full list of new trends in
wind farms control. The comments are focused on aspects in which, in the authors opinion,
are expected some improves in the near future. This does not mean to avoid exploring other
control techniques that have been successful in different fields of control systems.

In this way exploring another control Lyapunov functions will certainly be an important in‐
put not just for wind farm contributions in power systems but also for power systems stabil‐
ity in general. Indeed, acting as negative loads implied than wind farm control can be
extrapolated to other kind of devices which can control active and/or reactive power inde‐
pendently, as FACTS. Other important subject is concerning with the load characterization.
Then, including in the Lyapunov frame some loads models as the developed for the induc‐
tion motor will allow to find new rules with the advantages of decentralized and local meas‐
ures as the developed ones in the chapter.

However, there would be particular cases in which some rules based in local measures, as
the frequency response, could be ineffective. This is presented in Figure 9 taking the topolo‐
gy of a power system from [5] and including a wind farm in different places. In part (b) of
Figure 9, after a disturbance appears and because of the wind farm is in the middle of areas,
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When it is considered the last state variable, the voltage behind transient reactance E ′
qk , in

the derivative of the Lyapunov function:
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can be done which implies that it is possible to contribute to the power system stability as
conventional generation does.
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8. Tendencies in the study of wind farm contributions to system stability

It is worth to note that the objective of this chapter is not give a full list of new trends in
wind farms control. The comments are focused on aspects in which, in the authors opinion,
are expected some improves in the near future. This does not mean to avoid exploring other
control techniques that have been successful in different fields of control systems.

In this way exploring another control Lyapunov functions will certainly be an important in‐
put not just for wind farm contributions in power systems but also for power systems stabil‐
ity in general. Indeed, acting as negative loads implied than wind farm control can be
extrapolated to other kind of devices which can control active and/or reactive power inde‐
pendently, as FACTS. Other important subject is concerning with the load characterization.
Then, including in the Lyapunov frame some loads models as the developed for the induc‐
tion motor will allow to find new rules with the advantages of decentralized and local meas‐
ures as the developed ones in the chapter.

However, there would be particular cases in which some rules based in local measures, as
the frequency response, could be ineffective. This is presented in Figure 9 taking the topolo‐
gy of a power system from [5] and including a wind farm in different places. In part (b) of
Figure 9, after a disturbance appears and because of the wind farm is in the middle of areas,
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wind farm frequency remains constant due to that measure is taken in the center of 'bounc‐
ing' between areas. Indeed, in Figure 9(b) wind farm is located in the COI of the system,
then ω̃k =ωk −ωCOI =ωCOI −ωCOI =0

Note that the power system in Figure 9 can be analyzed as an academic subject of study due
to actual symmetrical systems will always have differences which will be enough to allow
that classical control laws contribute to the power system stability. In this cases, obviously,
the Lyapunov control laws derived in this chapter could be less efective than other ones
which take into account the nature of this electrical grid.

Figure 9. Example considering different wind farm locations with only active power correction based on frequency
measures. (a) Effective wind farm correction from proportional and derivative (inertial) actions; (b) Ineffective wind
farm active correction

About grids with symmetrical topologies, Passivity theory [25,26,27] can allow to consider
some other tools looking for contributing to the power system stability [28,29]. Because of
Passivity considers finding a controller in such a way the dynamical system energy function
takes the desired form ('energy shaping') and lately considering a power shaping approach,
but also solving an energy function which qualifies as a Lyapunov function, Passivity theory
implies an important step ahead in the power systems study. Some authors attempts about
including wind farm control in the passivity frame can be found in [30,31].

9. Conclusions

This chapter can be divided in two parts, meanwhile the first one is devoted of exploring
models and developing a Thevenin equivalent of squirrel cage induction generators (fixed
wind generators) and DFIG ones (variable speed generators), after introducing an aggregat‐
ed wind farm concept and considering a wind farm as another Thevenin equivalent, the sec‐
ond part of the chapter considers analyzing DFIG wind farm linear and non linear control.

The final objective of the chapter is to demonstrate that can be developed an equivalent be‐
havior of wind farms to their counterparts, the synchronous conventional generators, by
properly controlling wind farms. This point of view will help to promote wind farm integra‐
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tion but, at the same time, it will open new doors on contributing to the power systems sta‐
bility via wind farms control.

About the first part, induction machines models were presented including an additional dy‐
namic model of a squirrel cage induction machine as a load. Additionally, even when vector
control was not explained, a control perspective was adopted in showing the way in that
stator currents (and powers) can be controlled from rotor voltages in DFIG machines. Also,
by considering active and reactive powers delivered for wind generators as input, a static
model of induction machines was derived from its dynamical counterpart.

About controlling wind farms, it was possible maximizing the use of the energy resource in
order to contribute to damp the electromechanical oscillations by exploiting all the capabili‐
ties of the DFIG machines. In this way, wind farms were operated under a Supervisory Con‐
trol which imposed steady states power references and (added) corrective actions, under
Lyapunov Theory which was shortly explained, were proposed as a complement of the ref‐
erences ones.

By considering wind farms as negative loads the Lyapunov frame showed that meanwhile
wind farm proportional active power control law was the same as the classical proposed
one, about the inertial effect a modification from that one was found. About reactive power,
wind farms emulated the behavior of static VAR compensators giving place to a highly non
linear control law.

By considering wind farms as voltage sources the Lyapunov frame demonstrated that classi‐
cal active power laws, proportional and derivative with frequency, can contribute to the
power system stability. Also, about reactive power, it was possible demonstrating that wind
farms can contribute to damping electromechanical oscillations by controlling its internal
(Thevenin) voltage via rotor voltage actions in DFIGs.

As a consequence of the Energy (Lyapunov) approach, the obtained control laws were not
based on the linearization of the system. This assures a bigger domain of attraction of the
wind farm contribution indicating that, even under severe disturbances, the proposed con‐
trol laws will contribute to the power system stability.

It is important to note the local nature of the signals used for control laws which avoids any
coordination with the rest of the system. Additionally, the damping is not dependent on the
power flow direction and neither the kind of failures on the power system.

However, aside from Energy Functions included only some kind of loads and that line resis‐
tances must be neglected in the calculus of the functions, another limitation can be found
from considering some power systems and wind farms locations where active (or reactive)
power control laws can not be effective on contributing to the system stability.

Looking for solving some of the aforementioned drawbacks, future research in Lyapunov
topics were indicated but also other perspective, which in fact calculates Energy Functions
in control systems, as Passivity was proposed. In this way, the same border conditions re‐
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wind farm frequency remains constant due to that measure is taken in the center of 'bounc‐
ing' between areas. Indeed, in Figure 9(b) wind farm is located in the COI of the system,
then ω̃k =ωk −ωCOI =ωCOI −ωCOI =0

Note that the power system in Figure 9 can be analyzed as an academic subject of study due
to actual symmetrical systems will always have differences which will be enough to allow
that classical control laws contribute to the power system stability. In this cases, obviously,
the Lyapunov control laws derived in this chapter could be less efective than other ones
which take into account the nature of this electrical grid.

Figure 9. Example considering different wind farm locations with only active power correction based on frequency
measures. (a) Effective wind farm correction from proportional and derivative (inertial) actions; (b) Ineffective wind
farm active correction
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but also solving an energy function which qualifies as a Lyapunov function, Passivity theory
implies an important step ahead in the power systems study. Some authors attempts about
including wind farm control in the passivity frame can be found in [30,31].
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models and developing a Thevenin equivalent of squirrel cage induction generators (fixed
wind generators) and DFIG ones (variable speed generators), after introducing an aggregat‐
ed wind farm concept and considering a wind farm as another Thevenin equivalent, the sec‐
ond part of the chapter considers analyzing DFIG wind farm linear and non linear control.

The final objective of the chapter is to demonstrate that can be developed an equivalent be‐
havior of wind farms to their counterparts, the synchronous conventional generators, by
properly controlling wind farms. This point of view will help to promote wind farm integra‐
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tion but, at the same time, it will open new doors on contributing to the power systems sta‐
bility via wind farms control.

About the first part, induction machines models were presented including an additional dy‐
namic model of a squirrel cage induction machine as a load. Additionally, even when vector
control was not explained, a control perspective was adopted in showing the way in that
stator currents (and powers) can be controlled from rotor voltages in DFIG machines. Also,
by considering active and reactive powers delivered for wind generators as input, a static
model of induction machines was derived from its dynamical counterpart.

About controlling wind farms, it was possible maximizing the use of the energy resource in
order to contribute to damp the electromechanical oscillations by exploiting all the capabili‐
ties of the DFIG machines. In this way, wind farms were operated under a Supervisory Con‐
trol which imposed steady states power references and (added) corrective actions, under
Lyapunov Theory which was shortly explained, were proposed as a complement of the ref‐
erences ones.

By considering wind farms as negative loads the Lyapunov frame showed that meanwhile
wind farm proportional active power control law was the same as the classical proposed
one, about the inertial effect a modification from that one was found. About reactive power,
wind farms emulated the behavior of static VAR compensators giving place to a highly non
linear control law.

By considering wind farms as voltage sources the Lyapunov frame demonstrated that classi‐
cal active power laws, proportional and derivative with frequency, can contribute to the
power system stability. Also, about reactive power, it was possible demonstrating that wind
farms can contribute to damping electromechanical oscillations by controlling its internal
(Thevenin) voltage via rotor voltage actions in DFIGs.

As a consequence of the Energy (Lyapunov) approach, the obtained control laws were not
based on the linearization of the system. This assures a bigger domain of attraction of the
wind farm contribution indicating that, even under severe disturbances, the proposed con‐
trol laws will contribute to the power system stability.

It is important to note the local nature of the signals used for control laws which avoids any
coordination with the rest of the system. Additionally, the damping is not dependent on the
power flow direction and neither the kind of failures on the power system.

However, aside from Energy Functions included only some kind of loads and that line resis‐
tances must be neglected in the calculus of the functions, another limitation can be found
from considering some power systems and wind farms locations where active (or reactive)
power control laws can not be effective on contributing to the system stability.

Looking for solving some of the aforementioned drawbacks, future research in Lyapunov
topics were indicated but also other perspective, which in fact calculates Energy Functions
in control systems, as Passivity was proposed. In this way, the same border conditions re‐
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main for future control laws as the necessity of local uncoordinated measures, independen‐
cy of power system topology, robustness, etc.

Finally, it is important to note some differences faced when looking for control laws in pow‐
er systems. Electrical grids have distinctive characteristics when compared with other “con‐
ventional” control systems. In first place, as indicated, the necessity and importance of
uncoordinated and robust control laws which contribute to the whole system stability but
based from local measures. In second place, wind farm control laws must cover an impor‐
tant range of applications by considering different power systems and different places in
which a wind farm can be connected. Indeed, control systems teach us that it is of funda‐
mental importance knowing the "system model", however that model is highly changing
and it has infinite equilibrium points when talking about power systems. All of these char‐
acteristics only emphasize that power systems are difficult to control and as technology
evolves they are upgraded in such a way that some challenges are solved and, at the same
time, new ones appear.

Appendix A

Beginning with the expressions in the general reference frame and neglecting stator dynam‐
ics (dψ̄sg / dt =0) [5,13,14]:
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L r
 andψ̄sg =(L s −

L m
2

L r
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is possible to obtain ī sg  as a function of 
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1. Introduction

Even though the use of wind generators for converting wind energy into electricity is benefi‐
cial from the environmental standpoint, their consideration in the active power dispatch
makes the already complex task of achieving power system controllability even more de‐
manding. Consequently, the quantification of the effects that large-scale integration of wind
generation will cause on the network is a very important matter that requires special atten‐
tion when planning and operating an electrical power system. Arguably, power flow analy‐
sis is the most popular computational calculation performed in a power system’s planning
and operation, and this study has been selected to quantify the electrical response of wind
generators when they are integrated in Flexible AC Transmission Systems.

Mathematical models of several types of wind generators have been developed in which
their active and reactive power outputs are obtained based on the steady-state equivalent
representation of the induction machine. The power injection method is then used to include
these models into the power flow formulation, which is solved by using a sequential ap‐
proach to obtain an operating point of the power system. In this approach, only the net‐
work’s state variables are calculated through a conventional power flow algorithm, while a
subproblem is formulated for updating the state variables of wind generators as well as
their power injections at the end of each power flow’s iteration.

Instead of using the power injection concept, another way of representing a wind generator
is by means of an equivalent variable impedance expressed in terms of the slip of the gener‐
ator and its rotor and stator winding parameters. This impedance is included in the system’s
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admittance matrix, and the network nodal voltages are computed through the power flow
analysis. Based on these voltages, the air-gap power of the wind generator is calculated and
used to iteratively compute the value of the slip of the induction generator that produces the
match between the air-gap power and the mechanical power extracted from the wind.

In general terms, all the methods discussed above share the characteristic of using a sequen‐
tial approach to calculate the state variables of the wind generators, and none of them con‐
siders the integration of FACTS controllers in the network where the WECSs are embedded.

A fundamentally different approach for the modelling of WECS, within the context of the
power flow problem, is a method that simultaneously combines the state variables associat‐
ed with the wind generators, the FACTS controllers and the transmission network in a sin‐
gle frame-of-reference for a unified iterative solution through a Newton-Raphson (NR)
technique. From the convergence standpoint, the unified method is superior to the sequen‐
tial one because the interaction between the network, FACTS controllers and wind genera‐
tors is better represented during the iterative solution. Furthermore, it arrives at the solution
with a quadratic convergence regardless of the network size. Hence, the key contribution of
this work is to provide a comprehensive and general approach for the analysis of power
flows in Flexible AC Transmission Systems containing wind generators in a unified single-
frame of reference.

2. Power flow including FACTS controllers and wind generators

The unified approach suggested in [1] is extended to compute the power flow solution of a
power system containing FACTS controllers and WECS furthermore, the approach is repre‐
sented by a single set of nonlinear power flow mismatch equations f(X AC, X F, X WG )=0,
where X AC is a vector of all nodal voltage magnitudes and angles, X F stands for the state
variables of the FACTS controllers and X WG is a vector of all state variables associated with
the wind generators. The linearised power flow mismatch equations corresponding to the
wind farms are then combined with those associated with the FACTS controllers and the
rest of the network, as given by (1), which are solved iteratively by the NR method:
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where ΔR F and ΔR WG represent the mismatch equations of the FACTS controllers and wind
generators, respectively. The NR method starts from an initial guess for all the state varia‐
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bles and updates the solution at each iteration i until a predefined tolerance is fulfilled. In
this unified solution, all the state variables are adjusted simultaneously in order to compute
the steady-state operating condition of the power system. Hence, this method has strong
convergence characteristics.

3. Modelling of FACTS devices

Among all FACTS devices used to improve the steady-state performance of power systems
[1], the Static Var Compensator (SVC) and Thyristor-Controlled Series Capacitor (TCSC) are
the controllers considered.

3.1. Static VAR compensator

An integrated SVC and step-down transformer model is obtained by combining the admit‐
tances of both components Y T-SVC = Y T + Y SVC as proposed in [1]. The linearised power flow
equations are given by (2) considering the firing angle α SVC of the SVC as the state variable
within the NR method

2

2

0

0

T SVC
k

SVCk k

k SVCT SVC
k

SVC

G
V

P
Q B

V

a q
a

a

-

-

é ù¶
ê ú

¶é ù é ùD Dê ú=ê ú ê úê úD D¶ë û ë ûê ú-ê ú¶ë û

(2)

where G T-SVC and B T-SVC are functions dependent on α SVC:
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3.2. Thyristor-controlled series compensator

The TCSC firing angle power flow model is represented as an equivalent series reactance
which is associated with the firing angle α TCSC. This reactance can be expressed as [1] (see
Appendix):
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Assuming the TCSC controls the active power flowing from bus k to bus m to a specified
value of Pkm

sp , the set of linearised power flow equations is
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where the power flow mismatch for the TCSC module is defined as ΔPkm = Pkm
sp − Pkm

α  ,

Pkm
α =VkVmBkmsin(θk −θm) and B km=1/X TCSC.

4. Modelling of wind generators

Wind generators are categorized according to how they operate when they are connected to
the grid. The Fixed-Speed Wind Generators (FSWG) are thus named so because their speed
is mainly set according to the system’s frequency [2]. In this category are the Stall-Regulated
Fixed-Speed Wind Generators (SR-FSWG) and the Pitch-Regulated Fixed-Speed Wind Gen‐
erators (PR-FSWG). A variant of the previous models is the semi-variable speed wind gener‐
ator (SSWG), which uses a wound-rotor induction generator with an external resistor added
to the rotor circuit in order to achieve a power regulation when wind speeds are above the
rated one [3]. Also, variable-speed wind generators are being employed worldwide with the
doubly-fed induction generator being the most used. However, another emergent topology
that is being widely accepted is the wind generator based on a Permanent Magnet Synchro‐
nous Generator (PMSG) with a full-scale converter in which the gearbox can be omitted [4].
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Mathematical modelling of FSWG, SSWG and PMSG-based wind generators for power flow
studies is addressed below. In reference [5], the models of fixed- and semi-variable speed
wind generators are suitably derived for power flow analysis and can be readily integrated
in the formulation presented herein. For this reason, only a brief description of these models
is given next.

4.1. Fixed-speed wind generators

This generator is directly connected to the network through a step-up transformer, and its
final operating point depends upon the electrical frequency as well as the nodal voltage at
the generator’s terminals. The generated reactive and active powers are determined by
Equations (5) and (6), respectively, and the stator and rotor currents of the induction genera‐
tor can be expressed according to Equations (7) and (8) [5] :
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where s is the machine’s slip, V is the terminal voltage, and the constants from A to W are as
given in the Appendix. Furthermore, the power converted from mechanical to electrical
form (P conv) can be computed by using Equation (9), where R 2 represents the rotor resistance
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4.1.1. Stall-regulated fixed-speed wind generator

The mechanical power P m [W] extracted from the wind by this generator is given by [6]
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where

λi = ( 1
λ + c8β

)− ( c9

β 3 + 1
) −1

and

λ =
R ⋅ngb ⋅ωS (1− s)

Vw

• ρ is the air density [kg/m3],

• A is the swept area of the blades [m2],

• Vw is the wind speed [m/s],

• R is the radius of the rotor [m],

• ngb is the gearbox ratio,

• ωs is the angular synchronous speed [rad/s],

• β is the pitch angle [degrees],

• ωT is the angular speed of the turbine [rad/s],

• and the constants c 1 to c 9 are the parameters of the wind turbine’s design.

Thus, assuming that the SR-FSWG is connected at bus k, the power mismatches equations
are (11)-(13), and the set of linearised equations that has to be assembled and combined with
the Jacobian matrix and the power mismatch vector of the entire network is shown in Equa‐
tion (14) [5]:
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where P g(V,s) and Q g(V,s) are given by (6) and (5), respectively, P LK and Q LK represent the
active and reactive powers drawn by the load at bus k, respectively, and P k cal and Q k cal are
active and reactive power injections given by

( ) ( )2 cos sincal
k k kk k m km k m km k m

m k
P V G V V G Bq q q q

Î

é ù= + - + -ë ûå (15)

( ) ( )2 sin coscal
k k kk k m km k m km k m

m k
Q V B V V G Bq q q q

Î

é ù= - + - - -ë ûå (16)

4.1.2. Pitch-regulated fixed-speed wind generator

Since this wind generator has a blade pitch angle mechanism which actuates to limit the
power extracted from the wind [7], the generated active power P g,pr can be obtained from its
power curve and is considered constant at a value Pg , pr

sp  through the iterative process; how‐
ever, the reactive power Q g,pr=Q g needs to be calculated [5]. Therefore, the internal power
equilibrium point in the wind generator has to be computed by Equation (17):

2 2
, , , 1 1 2 2, , 3 3m pr losses s losses r

sp spe
g pr g prP P P P P I R I R= + + = + + (17)

where P losses,s and P losses,r are the three-phase stator and rotor power losses, respectively, and
the core losses in the induction machine are neglected. As mentioned previously, the set of
linearised power flow mismatch equations regarding the PR-FSWG is given by Equations
(18)-(21) when the generator is connected at bus k:
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• ρ is the air density [kg/m3],

• A is the swept area of the blades [m2],

• Vw is the wind speed [m/s],

• R is the radius of the rotor [m],

• ngb is the gearbox ratio,

• ωs is the angular synchronous speed [rad/s],

• β is the pitch angle [degrees],

• ωT is the angular speed of the turbine [rad/s],

• and the constants c 1 to c 9 are the parameters of the wind turbine’s design.

Thus, assuming that the SR-FSWG is connected at bus k, the power mismatches equations
are (11)-(13), and the set of linearised equations that has to be assembled and combined with
the Jacobian matrix and the power mismatch vector of the entire network is shown in Equa‐
tion (14) [5]:
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where P g(V,s) and Q g(V,s) are given by (6) and (5), respectively, P LK and Q LK represent the
active and reactive powers drawn by the load at bus k, respectively, and P k cal and Q k cal are
active and reactive power injections given by
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4.1.2. Pitch-regulated fixed-speed wind generator

Since this wind generator has a blade pitch angle mechanism which actuates to limit the
power extracted from the wind [7], the generated active power P g,pr can be obtained from its
power curve and is considered constant at a value Pg , pr

sp  through the iterative process; how‐
ever, the reactive power Q g,pr=Q g needs to be calculated [5]. Therefore, the internal power
equilibrium point in the wind generator has to be computed by Equation (17):
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g pr g prP P P P P I R I R= + + = + + (17)

where P losses,s and P losses,r are the three-phase stator and rotor power losses, respectively, and
the core losses in the induction machine are neglected. As mentioned previously, the set of
linearised power flow mismatch equations regarding the PR-FSWG is given by Equations
(18)-(21) when the generator is connected at bus k:
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4.2. Semi-variable speed wind generator

In this type of generator, the slip of the induction machine cannot be regarded as the state
variable because of the external resistance R ext added in the rotor circuit [5]. Hence, a total
rotor circuit resistance, R x = (R 2+R ext) /s, is considered as a single-state variable associated
with the rotor circuit, which is adjusted to satisfy the power mismatch equations during the
NR power flow calculation [5,8]. Hence, the reactive and active powers, the stator and rotor
currents as well as the power converted from mechanical to electrical form will be depend‐
ent functions on R x and can be expressed as
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where the constants A´, C´, E´, H´, K´, M´ and T´ are given in the Appendix. Since the gener‐

ated active power Pg ,ss is set to a fixed value Pg ,ss
sp  obtained from the wind generator power
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curve, and assuming no core losses, the mechanical power of the induction generator P m,ss

can be estimated as follows:

2 2
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sp sp
g ss g ssP P P P P I R I R= + + = + + (27)

Therefore, when the SSWG is connected at bus k, its set of mismatch power flow equations is
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where the internal energy balance in the induction machine ΔP WT3= -(P m,ss - P conv) is derived
by using Equations (26)-(27).

4.3. PMSG-based wind generator

This type of wind generator possesses a PMSG and a full-rated converter to connect the gener‐
ator to the network, resulting in complete speed and reactive power control [9]. Hence, all the
generated power is supplied to the power system through a machine-side converter and grid-
side converter. The schematic diagram of this topology is shown in figure 1(a). Reactive pow‐
er support is one of the characteristics that make this machine attractive for wind power
production. In this case, the inclusion of the explicit representation of the wind generator step-
up transformer is considered, which allows for direct voltage magnitude control at the high-
voltage side of the transformer. The proposed model for power flow studies is shown in the
figure 1(b) in which P g,pmsg represents the output power set by the wind generator power curve
for a given wind speed, V msc and V gsc are the voltage at the machine-side converter and grid-
side converter terminal, respectively, and Z st is the step-up transformer impedance.
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4.2. Semi-variable speed wind generator

In this type of generator, the slip of the induction machine cannot be regarded as the state
variable because of the external resistance R ext added in the rotor circuit [5]. Hence, a total
rotor circuit resistance, R x = (R 2+R ext) /s, is considered as a single-state variable associated
with the rotor circuit, which is adjusted to satisfy the power mismatch equations during the
NR power flow calculation [5,8]. Hence, the reactive and active powers, the stator and rotor
currents as well as the power converted from mechanical to electrical form will be depend‐
ent functions on R x and can be expressed as
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where the constants A´, C´, E´, H´, K´, M´ and T´ are given in the Appendix. Since the gener‐

ated active power Pg ,ss is set to a fixed value Pg ,ss
sp  obtained from the wind generator power
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curve, and assuming no core losses, the mechanical power of the induction generator P m,ss

can be estimated as follows:
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Therefore, when the SSWG is connected at bus k, its set of mismatch power flow equations is
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where the internal energy balance in the induction machine ΔP WT3= -(P m,ss - P conv) is derived
by using Equations (26)-(27).

4.3. PMSG-based wind generator

This type of wind generator possesses a PMSG and a full-rated converter to connect the gener‐
ator to the network, resulting in complete speed and reactive power control [9]. Hence, all the
generated power is supplied to the power system through a machine-side converter and grid-
side converter. The schematic diagram of this topology is shown in figure 1(a). Reactive pow‐
er support is one of the characteristics that make this machine attractive for wind power
production. In this case, the inclusion of the explicit representation of the wind generator step-
up transformer is considered, which allows for direct voltage magnitude control at the high-
voltage side of the transformer. The proposed model for power flow studies is shown in the
figure 1(b) in which P g,pmsg represents the output power set by the wind generator power curve
for a given wind speed, V msc and V gsc are the voltage at the machine-side converter and grid-
side converter terminal, respectively, and Z st is the step-up transformer impedance.
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Figure 1. PMSG-based wind generator: (a) schematic diagram, (b) proposed model for power flow studies.

The power flow equations for the PMSG-based wind generator are derived assuming the
following voltage at the grid-side converter terminal: Vgsc = V gsc e jδgsc. Based on Fig. 1(b), the
active and reactive powers flowing from the grid-side converter terminal to the k-th bus are
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For the active and reactive powers at bus k, the subscripts gsc and k are exchanged in Equa‐
tions (32) and (33). Therefore, the NR-based power flow formulation is given by
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Note that Equation (36) represents the power constraint in the AC/DC/AC converter in
which active power losses are neglected.

5. Case studies with wind farms and FACTS devices

This section shows how the proposed approach performs when considering a power system
having FACTS devices and wind generators.

5.1. Five-bus test system with FSWGs, SSWGs and a SVC

The typical five-bus test system is used to provide an example with the inclusion of a wind
farm consisting of ten SR-FSWGs, ten PR-FSWGs and ten SSWGs operating at a wind speed
of 16 m/s with which all wind generators are injecting their maximum power. Additionally,
a SVC is placed at bus five in order maintain its terminal voltage magnitude at 1 pu. The
conventional generators are set to control voltage magnitudes at 1 pu. Parameters of the
wind farm are given in the Appendix.
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Figure 2. Modified five-bus test system used to incorporate a SVC and a wind farm composed of several wind genera‐
tor models.

In order to show the effect of wind farms and a SVC in the operation of the power system,
the following three scenarios are presented: (a) the base case where the wind farm and SVC
are not considered, (b) the case where only the wind farm is running and (c) the case where
the SVC is connected at the bus at which the wind farm is connected in order to provide
voltage support. The results regarding each case are reported in Table I.
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The power flow equations for the PMSG-based wind generator are derived assuming the
following voltage at the grid-side converter terminal: Vgsc = V gsc e jδgsc. Based on Fig. 1(b), the
active and reactive powers flowing from the grid-side converter terminal to the k-th bus are
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Note that Equation (36) represents the power constraint in the AC/DC/AC converter in
which active power losses are neglected.

5. Case studies with wind farms and FACTS devices

This section shows how the proposed approach performs when considering a power system
having FACTS devices and wind generators.

5.1. Five-bus test system with FSWGs, SSWGs and a SVC

The typical five-bus test system is used to provide an example with the inclusion of a wind
farm consisting of ten SR-FSWGs, ten PR-FSWGs and ten SSWGs operating at a wind speed
of 16 m/s with which all wind generators are injecting their maximum power. Additionally,
a SVC is placed at bus five in order maintain its terminal voltage magnitude at 1 pu. The
conventional generators are set to control voltage magnitudes at 1 pu. Parameters of the
wind farm are given in the Appendix.
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Figure 2. Modified five-bus test system used to incorporate a SVC and a wind farm composed of several wind genera‐
tor models.

In order to show the effect of wind farms and a SVC in the operation of the power system,
the following three scenarios are presented: (a) the base case where the wind farm and SVC
are not considered, (b) the case where only the wind farm is running and (c) the case where
the SVC is connected at the bus at which the wind farm is connected in order to provide
voltage support. The results regarding each case are reported in Table I.
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Results Scenario

(a) (b) (c)

V1 1.000 1.000 1.000

V2 1.000 1.000 1.000

V3 0.971 0.971 0.977

V4 0.971 0.971 0.979

V5 0.967 0.966 1.000

V6 --- 0.945 0.981

Pg,WF --- 25.349 25.341

Qg,WF --- -10.802 -9.857

Qg,SVC --- --- 36.897

Table 1. Power flow simulation results with wind farm and SVC.

The simulated wind farm is a reactive power consumer since it lacks a reactive power con‐
trol as seen from Table 1. When no SVC is considered, its reactive power absorption exceeds
10 MVAr, resulting in a low-voltage magnitude at node six. On the other hand, when the
SVC is set in operation, not only the low-voltage side of the wind farm transformer is boost‐
ed, but also the system voltage profile.

Since all wind generators are operating at the same wind speed, clearly the state variables
calculated for each group of wind generators corresponding to each model will result in the
same value. Furthermore, if the system voltage profile changes, as occurs with the inclusion
of the SVC, another operating point is found at each wind generator as shown in Table 2.

Scenario SR-FSWG PR-FSWG SSWG SVC

s s Rx αSVC (deg)

(b) -0.00506 -0.00679 -67.69437 ---

(c) -0.00467 -0.00613 -75.16952 136.35024

Table 2. Computed wind generators and SVC state variables.

5.2. Five-bus test system with PMSG-based wind generators and a TCSC

In this case, a PMSG-based wind farm is located at bus 4 with 30 wind generators operating
at a rated wind speed, i.e. 15 m/s. Be aware that each PMSG-based wind generator provides
reactive power support by controlling its terminal voltage magnitude. Also, a TCSC is
placed for controlling the active power flowing through the transmission line connected be‐
tween nodes 4 and 5 at P 4-5= 20 MW, as shown in figure 2. The next scenarios are analyzed:
(a) the base case where the wind farm and TCSC are not considered, (b) the power system
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including only the PMSG-based wind farm and (c) the network having simultaneously the
TCSC and the wind farm. The results are reported in Table 3.

Wind farm

6

45+j15 40+j5

60+j1020+j10

1

2

3 4

5

Pg,WF

Qg,WF

Figure 3. Modified five-bus test system used to incorporate a TCSC and a PMSG-based wind farm.

Results Scenario

(a) (b) (c)
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V2 1.000 1.000 1.000

V3 0.971 0.984 0.984

V4 0.971 0.987 0.988

V5 0.967 0.973 0.971

V6 --- 1.000 1.000

Pg,WF --- 60.000 60.000

Qg,WF --- 2.566 2.218

P1-2 89.683 46.792 45.883

P1-3 40.639 20.252 21.206

P2-3 24.821 11.565 13.114

P2-4 28.076 9.279 11.253

P2-5 55.032 45.465 41.053

P4-3 -18.686 13.628 11.171

P4-5 6.258 15.590 20.000

Table 3. Power flow simulation results with wind farm and TCSC.
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The system voltage profile is improved when the PMSG-based wind farm is integrated to
the grid as seen from Table 3. This is mainly due to two reasons; there is a redistribution of
power flows in the network, e.g. the load connected at node four is being supplied locally by
the wind farm. On the other hand, the PMSG-based wind farm is providing voltage support,
resulting in a voltage magnitude of 1 pu at the low-voltage side of the wind farm transform‐
er even when the TCSC is set in operation to increase the power transfer to 20 MW in the
line connecting nodes 4 and 5. The wind generators and TCSC state variables estimated by
the NR algorithm for each scenario are the following: scenario (b) V gsc= 1.017 pu, δ gsc= 9.071o,
and scenario (c) V gsc= 1.016 pu, δ gsc= 8.862o, α TCSC = 143.499o.

6. Discussion

This chapter has put forward the NR-based power flow algorithm which is capable of com‐
puting the steady-state operating point of electric networks containing WECS and FACTS
devices. The solution problem is formulated in a single-frame of reference, resulting in an
efficient iterative solution. Additionally, a PMSG-based wind generator model for power
flow studies is presented, which allows for direct voltage magnitude control at the high-
voltage side of the wind generator transformer. Numerical examples have shown that
FACTS controllers are a practical alternative to integrate WECS into power systems without
degrading their operative performance.

Appendix

- TCSC parameters:

C1 =
XC + X LC

π , C2 =
4X LC

2

πXL
, X LC =

XC XL
XC − XL

, ϖ =( XC
XL

)1/2
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- FSWG parameters:

A= R2
2(X1 + Xm), B =(X2 + Xm) X2Xm + X1(X2 + Xm) , C = R1R2, D = X2Xm + X1(X2 + Xm),

E = R2(X1 + Xm), F = R1(X2 + Xm), H = R2Xm
2, K = R1R2

2, L = R1(X2 + Xm)2,

M = XmR2(X1 + Xm), N = XmR1(X2 + Xm), T = R1R2Xm, W = Xm X2Xm + X1(X2 + Xm) .

- SSWG parameters:

A ' = (X1 + Xm), C ' = R1, E ' = (X1 + Xm), H ' = Xm
2, K ' = R1, M ' = Xm(X1 + Xm), T ' = R1Xm.

The data for each wind farm is (on a base power of 100 MVA): wind farm step-up trans‐
former impedance is 0.2 pu, and the impedance of each wind generator transformer is
4.1667 pu. Also, the data of each wind generator model are given in Table 4

Modeling and Control Aspects of Wind Power Systems130

SR-FSWG PR-FSWG SSWG

Z1 0.0027 + j0.025 0.0 + j0.09985 0.00269 + j0.072605

Z2 0.0022 + j0.046 0.00373 + j0.10906 0.002199 + j0.04599

Zm j1.38 j3.54708 j1.37997

Vnom 690 690 690

Pnom 900 600 1000

Table 4. Wind generator data.

where Z 1 is the stator impedance [Ω], Z 2 is the rotor impedance [Ω], Z m is the magnetizing
impedance [Ω], V nom is the rated voltage [V] and P nom is the rated power of the wind genera‐
tor [kW].

The coefficients of Equation (10) are as follows: c 1 = 0.5; c 2 = 116; c 3 = 0.4; c 4 = 0.0; c 5 = 0; c 6 =
5; c 7 =21; c 8 = 0.08; and c 9 = 0.035; β = 0. Also, for the PMSG-based wind generator, its rated
voltage is 690 V, and its rated power is 2000 kW.
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1. Introduction

Power systems are complex systems that evolve over years in response to economic growth
and continuously increasing power demand. With growing populations and the industriali‐
zation of the developing world, more energy is required to satisfy the basic needs and to attain
improved standards of human welfare. In order to make energy economically available with
reduced carbon emission using renewable energy sources, the structure of the modern power
system has become highly complex [1].

Nowadays, there are many thousands of wind turbines operating with a total nameplate
capacity of 238,351 MW. Between 2000 and 2006, world wind generation capacity quadrupled.
The United States pioneered wind farms and led the world in installed capacity in the 1980s
and 1990s. In 1997 Germany, as for installed capacity, surpassed the U.S. until once again
overtaken by the U.S. in 2008. China has been rapidly expanding its wind installations since
the late 2000s and passed the U.S. in 2010 to become the world leader [2].

At the end of 2011, worldwide nameplate capacity of wind-powered generators was 238
gigawatts (GW), growing by 41 GW over the preceding year. Data from the World Wind
Energy Association, an industry organization, states that wind power now has the capacity to
generate 430 TWh annually, which is about 2.5% of worldwide electricity usage. Between 2005
and 2010 the average annual growth in new installations was 27.6 percent. Wind power market
penetration is expected to reach 3.35 percent by 2013 and 8 percent by 2018. Several countries
have already achieved relatively high levels of penetration, such as 28% of stationary (grid)
electricity production in Denmark (2011), 19% in Portugal (2011), 16% in Spain (2011), 14% in
Ireland (2010) and 8% in Germany (2011). At the end of 2011, 83 countries around the world
were using wind power on a commercial basis [3].

Europe accounted for 48% of the world total wind power generation capacity in 2009. In 2010,
Spain became Europe's leading producer of wind energy, achieving 42,976 GWh. Germany
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held the top spot in Europe in terms of installed capacity, with a total of 27,215 MW on 31
December 2010 [4].

Figure 1. Global Wind Power Cumulative Installed Capacity [2]

The annual energy production of a wind farm is not equal to the sum of the generator
nameplate ratings multiplied by the total hours in a year since the wind speed is variable. The
capacity factor of a wind farm is the ratio of actual productivity in a year to the theoretical
maximum. The range of the capacity factor is between 20 and 40%, with values at the upper
end of the range in particularly favorable sites.

The capacity factor is affected by several parameters such as the variability of the wind at the
site and the generator size. A small generator would be cheaper and achieve a higher capacity
factor but would produce less electricity (and thus less profit) in high winds. On the other
hand, large generators would cost more but generate little extra power and may stall out at
low wind speed. Thus, the wind farm's optimum capacity factor aimed for would be around
20–35% [6].

Electricity generated from wind power can be highly variable at several different timescales:
hourly, daily, or seasonally. However, wind is always in constant supply somewhere, making
it a dependable source of energy because it will never expire or become extinct. Annual
variation also exists, but is not so significant. Like other electricity sources, wind energy must
be scheduled. Wind power forecasting methods are used, but predictability of wind plant
output remains low for short-term operation. Because instantaneous electrical generation and
consumption must remain in balance to maintain grid stability, this variability can present
substantial challenges to incorporating large amounts of wind power into a grid system.
Intermittency and the non-dispatchable nature of wind energy production can raise costs for
regulation, incremental operating reserve, and (at high penetration levels) could require an
increase in the already existing energy demand management, load shedding, storage solutions
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or system interconnection with HVDC cables. At low levels of wind penetration, fluctuations
in load and allowance for failure of large generating units require reserve capacity that can
also compensate for variability of wind generation. Thus, integrating significant amounts of
wind generation presents a unique challenge to the power system, requiring additional
flexibility while simultaneously imposing a decreased capacity factor on conventional
generating units [6].

This work investigates the possible impacts of wind power variability, wind farm control
strategy, wind energy penetration level, wind farm location, wind intermittent and variability,
and wind power prediction accuracy on the power system stability, reliability and efficiency.

2. Power system connection issues of wind farms

Unlike classical sources of energy, wind farms supply real power variations into the upstream
grid, and at the same time, in some types of wind generation systems, the reactive power
consumption is related to the real power production. These power variations cause voltage
variations with consequences for the electrical power system and the customers. On the other
hand, the increasing use of power electronics in wind generation systems introduces voltages
and current harmonics into the power system. As wind energy is a non-controllable energy
source, it can cause problems with voltage stability and transient stability. Due to the rapid
increase in the number of wind farms connected to the grid, the increasing rate of power of
single wind farm and the weakness of the upstream power grid, where the wind farm connects,
the importance and necessity of the study of wind farms connected to power systems is clear.

The connection of wind farm to electrical power systems influences the system operation point,
the load flow of real and reactive power, nodal voltages and power losses. At the same time,
wind power generation has characteristics with a wide spectrum of influence [4]:

2.1. Location of the wind farm in the power system

The impact of wind farm on the power system depends on the location of wind power plants
relative to the load, and the correlation between wind power production and load consump‐
tion. Wind power, like any load or generation, affects the power flow in the network and may
even change the power flow direction in parts of the network. The changes in the use of the
power lines can bring about power losses or benefits. Increasing wind power production can
affect bottleneck situations. Depending on its location, wind power may, at its best, reduce
bottlenecks, but at another location result in more frequent bottlenecks. There are a variety of
means to maximize the use of existing transmission lines such as the use of online information,
FACTS, and wind power-plant output control. However, grid reinforcement may be necessary
to maintain transmission adequacy and security. Grid extensions are commonly needed if new
generation is installed in weak grids far from load centers to make full use of the wind power.
The issue is generally the same for modern wind power plants or any other power plants. The
cost of grid reinforcements, due to wind power, is therefore very dependent on where the wind
power plants are located relative to the load and grid infrastructure, and one must expect
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held the top spot in Europe in terms of installed capacity, with a total of 27,215 MW on 31
December 2010 [4].

Figure 1. Global Wind Power Cumulative Installed Capacity [2]

The annual energy production of a wind farm is not equal to the sum of the generator
nameplate ratings multiplied by the total hours in a year since the wind speed is variable. The
capacity factor of a wind farm is the ratio of actual productivity in a year to the theoretical
maximum. The range of the capacity factor is between 20 and 40%, with values at the upper
end of the range in particularly favorable sites.

The capacity factor is affected by several parameters such as the variability of the wind at the
site and the generator size. A small generator would be cheaper and achieve a higher capacity
factor but would produce less electricity (and thus less profit) in high winds. On the other
hand, large generators would cost more but generate little extra power and may stall out at
low wind speed. Thus, the wind farm's optimum capacity factor aimed for would be around
20–35% [6].

Electricity generated from wind power can be highly variable at several different timescales:
hourly, daily, or seasonally. However, wind is always in constant supply somewhere, making
it a dependable source of energy because it will never expire or become extinct. Annual
variation also exists, but is not so significant. Like other electricity sources, wind energy must
be scheduled. Wind power forecasting methods are used, but predictability of wind plant
output remains low for short-term operation. Because instantaneous electrical generation and
consumption must remain in balance to maintain grid stability, this variability can present
substantial challenges to incorporating large amounts of wind power into a grid system.
Intermittency and the non-dispatchable nature of wind energy production can raise costs for
regulation, incremental operating reserve, and (at high penetration levels) could require an
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FACTS, and wind power-plant output control. However, grid reinforcement may be necessary
to maintain transmission adequacy and security. Grid extensions are commonly needed if new
generation is installed in weak grids far from load centers to make full use of the wind power.
The issue is generally the same for modern wind power plants or any other power plants. The
cost of grid reinforcements, due to wind power, is therefore very dependent on where the wind
power plants are located relative to the load and grid infrastructure, and one must expect

Impacts of Wind Farms on Power System Stability
http://dx.doi.org/10.5772/55090

135



numbers to vary from country to country. With current technology, wind power plants can be
designed to meet industry expectations such as riding through voltage dips, supplying reactive
power to the system, controlling terminal voltage, and participating in SCADA (supervision
control and data acquisition) system operation with output and ramp rate control [7, 8, 9].

2.2. Impact of different technologies of wind turbine generator systems

There are many different generator types for wind power applications in use today. The main
distinction can be made between fixed speed and variable speed wind generator types.

2.2.1. Fixed speed wind turbine generator

In the early stage of wind power development, most wind farms were equipped with fixed
speed wind turbines and induction generators. A fixed speed wind generator is usually
equipped with a squirrel cage induction generator whose speed variations are limited. Power
can only be controlled through pitch angle variations. Because the efficiency of wind turbines
depends on the tip-speed ratio, the power of a fixed speed wind generator varies directly with
the wind speed. Since induction machines have no reactive power control capabilities, fixed
or variable power factor correction systems are usually required for compensating the reactive
power demand of the generator. Fig. 2 shows the schematic diagram of the fixed speed
induction machine.

Wind turbine

D
F IGD
F IGD
F IG Grid

Capacitor bank

Gearbox

Induction Generator

Grid

Figure 2. Fixed speed induction generator

2.2.2. Variable speed wind turbine generator

Variable speed concepts allow operating the wind turbine at the optimum tip-speed ratio and
hence at the optimum power coefficient for a wide wind speed range. The two most widely
used variable speed wind generator concepts are the DFIG and the converter driven synchro‐
nous generator.
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2.2.2.1. Doubly fed induction generator wind turbine

Due to advantages such as high energy efficiency and controllability, the variable speed wind
turbine using DFIG is getting more attention. DFIG is basically a standard, wound rotor
induction generator with a voltage source converter connected to the slip-rings of the rotor.
The stator winding is coupled directly to the grid and the rotor winding is connected to power
converter as shown in Fig. 3.

D
F IGD
F IGD
F IG

Gearbox

DFIG Grid

Back-to-back 
Converter

Wind turbine

Figure 3. Doubly fed induction generator

The converter system enables two way transfer of power. The grid side converter provides a
dc supply to the rotor side converter that produces a variable frequency three phase supply to
generator rotor via slip rings. The variable voltage into the rotor at slip frequency enables
variable speed operation. Manipulation of the rotor voltage permits the control of the generator
operating conditions. In case of low wind speeds, the drop in rotor speed may lead the
generator into a sub synchronous operating mode. During this mode, DFIG rotor absorbs
power from the grid.

On the other hand, during high wind speed, the DFIG wind turbine running at super syn‐
chronous speed will deliver power from the rotor through the converters to the network.
Hence, the rotational speed of the DFIG determines whether the power is delivered to the grid
through the stator only or through the stator and rotor. Power delivered by the rotor and stator
is given by [my papers]:

R SP sP= (1)

1( )G SP s P= ± (2)

Where, PG is the mechanical power delivered by the generator, PS is the power delivered by
the stator, and PR is the power delivered to the rotor.
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However, under all operating situations, the frequency of rotor supply is controlled so that,
under steady conditions, the combined speed of the rotor plus the rotational speed of the rotor
flux vector matches that of the synchronously rotating stator flux vector fixed by the network
frequency. Hence, the power could be supplied to the grid through the stator in all the three
modes of operation, namely, sub synchronous, synchronous and super- synchronous modes.
This provides DFIG a unique feature beyond the conventional induction generator as the latter
can deliver power to the grid during super synchronous speed only.

2.2.2.2. Converter driven synchronous generator

This category of wind turbines uses a synchronous generator that can either be an electrically
excited synchronous generator or a permanent magnet machine. To enable variable-speed
operation, the synchronous generator is connected to the network through a variable frequency
converter, which completely decouples the generator from the network. The electrical
frequency of the generator may vary as the wind speed changes, while the network frequency
remains unchanged. The rating of the power converter in this wind turbine corresponds to the
rated power of the generator plus losses. The schematic diagram of the converter driven
synchronous generator is as shown in Fig. 4.
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Figure 4. Converter-driven generator

The comparison between the fixed speed and variable speed wind turbines shows that variable
speed operation of wind turbines presents certain advantages over constant speed operation.
Variable speed wind turbines feature higher energy yields and lower power fluctuations than
fixed speed wind turbines. The last feature is particularly important as flicker may become a
limitation to wind generation on power systems. Also, variable speed wind turbines produce
more reduced loads in the mechanical parts than fixed speed wind turbines. When comparing
torque mode control and speed mode control strategies, literature review shows that speed
mode control strategy follows wind speed, in order to achieve maximum power coefficient,
more accurately, and the higher the speed control loop bandwidth is, the better the tracking
is. Nevertheless, as a consequence, it produces more power fluctuations, since speed is rigidly
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imposed to the turbine. So, from power quality point of view, torque mode control strategy
presents better behavior because speed is not directly imposed to the turbine and this control
strategy lets the wind turbine to freely change rotational speed during the transient.

2.3. Impacts of wind intermittent and variability

Uncertainty and variability are characteristics that exist in wind power, aggregate electric
demand and supply resources and have always posed challenges for power system operators.
Future expansion of the loads cannot be predicted accurately, generator outputs and loads
fluctuate strongly in different time frames, and it can also lose energy system equipment at
any time and without prior warning. Different amounts and types of operating reserves are
secured by power system operators to compensate for uncertainty and variability for load
reliable service and to keep the system frequency stable. There are many different terms,
definitions, and rules concerning what operating reserves entail. The real power capability
that can be given or taken in the operating timeframe to assist in generation and load balance
and frequency control is defined as the operating reserves. To provide voltage support systems
also require reactive power reserve as well, and require certain targets for installed capacity
that is often referred to as planning reserve.

The type of event the operating reserves respond to, the timescale of the response and the
direction (upward or downward) of the response can differentiate the types of operating
reserves. Unpredictable imbalances between load and generation caused by sudden outages
of generating units, errors in load forecasting or unexpected deviations by generating units
from their production schedules can be compensated by spinning reserve (SR). It becomes
more difficult to predict accurately the total amount of power injected by all generators into
the power system, as the proportion of power produced by wind farms increases. This added
uncertainty must be taken into account when setting the requirement for SR. The uncertainty
on the wind power generation increases the uncertainty on the net demand that must be met
by traditional forms of generation if wind power generation is considered as a negative load.
Spinning reserve is intended to protect the system against unforeseen events such as genera‐
tion outages, sudden load changes or a combination of both by taking the increased uncertainty
into account when determining the requirements for SR.

It is therefore expected that a large penetration of wind generation might require a significant
increase in the requirement for SR. However this is not always the case. The cost of SR is indeed
far from being negligible. A large number of conventional generating units will need to be
synchronized when large amounts of SR must be scheduled for a higher wind-power pene‐
tration. Therefore, the system operating cost would increase to such an extent that it might be
economically desirable to curb this increase in the SR requirement. Determining the optimal
amount of SR that must be provided as a function of the system conditions is thus an important
and timely issue. The optimal amount of SR is defined as the equality of the cost of generating
extra MW of reserve to the benefit that this MW provides, where this benefit is determined as
a function of the reduction in the expected cost of interruptions. The ideal case is that the energy
and SR amounts and repartitions should be optimized simultaneously. The main difficulties
in solving such a problem are: the stochastic nature of the net demand due to the demand and
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more accurately, and the higher the speed control loop bandwidth is, the better the tracking
is. Nevertheless, as a consequence, it produces more power fluctuations, since speed is rigidly
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imposed to the turbine. So, from power quality point of view, torque mode control strategy
presents better behavior because speed is not directly imposed to the turbine and this control
strategy lets the wind turbine to freely change rotational speed during the transient.

2.3. Impacts of wind intermittent and variability

Uncertainty and variability are characteristics that exist in wind power, aggregate electric
demand and supply resources and have always posed challenges for power system operators.
Future expansion of the loads cannot be predicted accurately, generator outputs and loads
fluctuate strongly in different time frames, and it can also lose energy system equipment at
any time and without prior warning. Different amounts and types of operating reserves are
secured by power system operators to compensate for uncertainty and variability for load
reliable service and to keep the system frequency stable. There are many different terms,
definitions, and rules concerning what operating reserves entail. The real power capability
that can be given or taken in the operating timeframe to assist in generation and load balance
and frequency control is defined as the operating reserves. To provide voltage support systems
also require reactive power reserve as well, and require certain targets for installed capacity
that is often referred to as planning reserve.

The type of event the operating reserves respond to, the timescale of the response and the
direction (upward or downward) of the response can differentiate the types of operating
reserves. Unpredictable imbalances between load and generation caused by sudden outages
of generating units, errors in load forecasting or unexpected deviations by generating units
from their production schedules can be compensated by spinning reserve (SR). It becomes
more difficult to predict accurately the total amount of power injected by all generators into
the power system, as the proportion of power produced by wind farms increases. This added
uncertainty must be taken into account when setting the requirement for SR. The uncertainty
on the wind power generation increases the uncertainty on the net demand that must be met
by traditional forms of generation if wind power generation is considered as a negative load.
Spinning reserve is intended to protect the system against unforeseen events such as genera‐
tion outages, sudden load changes or a combination of both by taking the increased uncertainty
into account when determining the requirements for SR.

It is therefore expected that a large penetration of wind generation might require a significant
increase in the requirement for SR. However this is not always the case. The cost of SR is indeed
far from being negligible. A large number of conventional generating units will need to be
synchronized when large amounts of SR must be scheduled for a higher wind-power pene‐
tration. Therefore, the system operating cost would increase to such an extent that it might be
economically desirable to curb this increase in the SR requirement. Determining the optimal
amount of SR that must be provided as a function of the system conditions is thus an important
and timely issue. The optimal amount of SR is defined as the equality of the cost of generating
extra MW of reserve to the benefit that this MW provides, where this benefit is determined as
a function of the reduction in the expected cost of interruptions. The ideal case is that the energy
and SR amounts and repartitions should be optimized simultaneously. The main difficulties
in solving such a problem are: the stochastic nature of the net demand due to the demand and
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wind forecast errors, and the fact that there are no direct means of incorporating the discrete
capacity outage probability distribution in the optimization procedure. The stochastic and
highly combinatorial nature of the problem led some researchers to find alternative solutions
to the problem [10].

The SR procurement depends on the system as mentioned in [10]. The power system operating
cost can increase with the SR provision even though the wind generation reduces the overall
net demand. It is also suggested that the extra amounts of MW for reserve can be determined
using probabilistic methods combining the uncertain load and wind fluctuations and even
including the contingency SR requirements.

2.4. Voltage stability

Power system transient stability is related to the ability to maintain synchronism when
subjected to a severe disturbance, such as a short circuit on the bus. System stability is largely
associated with power system faults in a network such as tripping of transmission lines, loss
of production capacity (generator unit failure) and short circuits. These failures disrupt the
balance of power (active and reactive) and change the power flow. Though the capacity of the
operating generators may be adequate, large voltage drops may occur suddenly. The unbal‐
ance and re-distribution of real and reactive power in the network may force the voltage to
vary beyond the boundary of stability. A period of low voltage (brownout) may occur and
possibly be followed by a complete loss of power (blackout).

Many of power system faults are cleared by the relay protection of the transmission system
either  by  disconnection  or  by  disconnection  and fast  reclosure.  In  all  the  situations  the
result  is  a  short  period with low or  no voltage followed by a  period when the voltage
returns. A wind farm nearby will see this event. In early days of the development of wind
energy,  only a  few wind turbines were connected to the grid.  In this  situation,  when a
fault  somewhere in  the  lines  caused the  voltage at  the  wind turbine to  drop,  the  wind
turbine was simply disconnected from the grid and was reconnected when the fault was
cleared and the voltage returned to normal.

Because the penetration of wind power in the early days was low, the sudden disconnec‐
tion of a wind turbine or even a wind farm from the grid did not cause a significant impact
on the stability of the power system. With the increasing penetration of wind energy, the
contribution of power generated by a wind farm can be significant. If the entire wind farm
is  suddenly  disconnected  at  full  generation,  the  system  will  loss  further  production
capability.  Unless  the  remaining  operating  power  plants  have  enough  “spinning  re‐
serve”, to replace the loss within very short time, a large frequency and voltage drop will
occur and possibly followed by complete loss of power. Therefore, the new generation of
wind turbines is required to be able to “ride through” during disturbances and faults to
avoid total disconnection from the grid. In order to keep system stability, it is necessary
to ensure that the wind turbine restores normal operation in an appropriate way and within
appropriate  time.  This  could  have  different  focuses  in  different  types  of  wind  turbine
technologies,  and  may  include  supporting  the  system  voltage  with  reactive  power
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compensation devices, such as interface power electronics, SVC, STATCOM and keeping
the generator at appropriate speed by regulating the power etc. [12], [13].

2.5. Impacts of wind farms on power quality

The Danish Wind Industry Association defines power quality as voltage and frequency
stability, together with absence of various forms of electrical noise, such as flicker or harmonic
distortion. In a power supply system, voltage and frequency must be maintained near nominal
values since electrical appliances are manufactured to work under the given alternate current
(AC) specification. Conventional power plants fulfill two main tasks in large-scale electrical
power systems: power generation and voltage control. In other words, as well as generating
power for electricity consumption, they maintain power quality.

For example, at a diesel plant a voltage drop can be countered by simultaneously raising
inductance and the steam input to the synchronous generator. The resulting surge in reactive
power restores voltage to the desired level. In fact all voltage control devices are effectively
controllable reactive power sources. The flexible operation levels of thermal plants allows for
a continuous control of reactive power. Feeding intermittent power into electricity grids can
affect power quality. The impact depends primarily on the degree to which the intermittent
source contributes to instantaneous load (i.e. on power penetration). At low penetrations, wind
farms can be connected to the grid as active power generators, with control tasks concentrated
at conventional plants. Many studies agree that penetrations of up to 10–20% can be absorbed
in electricity networks without adversely affecting power quality and needing extra reserve
capacity. Key problems identified at higher penetrations are: At wind speeds below cut-in or
above furl-out, wind turbines are disconnected from the grid and left idle. When the wind
speed returns to operating range, the turbines are reconnected. The sudden connection of a
large turbine can result in brownout (voltage drop incurred when instantaneous load exceeds
generated power) due to the current required to magnetize the generator, often followed by a
power peak when active power from the generator is fed to the network. There may be times
when wind power output exceeds consumer load, making voltage raise above the grid
threshold. Cutting off turbines to avoid the excess is not ideal in view of the reconnection
problems, but also because ultimately it implies unnecessary shedding of wind energy.

The short-term wind power variations cause voltage fluctuations in the grid, known as flicker
because of their effect on light bulbs. Rapid voltage fluctuations can damage sensitive electrical
equipment. In a very weak grid, even a single turbine may produce flicker.

Harmonics produced by consumers’ electronic equipment can be magnified by wind turbine
operation. And more generally, the response of wind farms to an electrical fault may cause
transient instabilities which cannot be countered by the control units in the grid. These
problems have been reported mainly with reference to small-scale autonomous systems when
significant wind power (>100 kW) is connected to a low voltage grid. Stronger grids, with a
larger cross-section, have low impedance and so power variations result in smaller voltage
variations. However, a sufficiently large wind farm is likely to disrupt power quality even if
connected to a high-voltage transmission line [14].

Impacts of Wind Farms on Power System Stability
http://dx.doi.org/10.5772/55090

141



wind forecast errors, and the fact that there are no direct means of incorporating the discrete
capacity outage probability distribution in the optimization procedure. The stochastic and
highly combinatorial nature of the problem led some researchers to find alternative solutions
to the problem [10].

The SR procurement depends on the system as mentioned in [10]. The power system operating
cost can increase with the SR provision even though the wind generation reduces the overall
net demand. It is also suggested that the extra amounts of MW for reserve can be determined
using probabilistic methods combining the uncertain load and wind fluctuations and even
including the contingency SR requirements.

2.4. Voltage stability

Power system transient stability is related to the ability to maintain synchronism when
subjected to a severe disturbance, such as a short circuit on the bus. System stability is largely
associated with power system faults in a network such as tripping of transmission lines, loss
of production capacity (generator unit failure) and short circuits. These failures disrupt the
balance of power (active and reactive) and change the power flow. Though the capacity of the
operating generators may be adequate, large voltage drops may occur suddenly. The unbal‐
ance and re-distribution of real and reactive power in the network may force the voltage to
vary beyond the boundary of stability. A period of low voltage (brownout) may occur and
possibly be followed by a complete loss of power (blackout).

Many of power system faults are cleared by the relay protection of the transmission system
either  by  disconnection  or  by  disconnection  and fast  reclosure.  In  all  the  situations  the
result  is  a  short  period with low or  no voltage followed by a  period when the voltage
returns. A wind farm nearby will see this event. In early days of the development of wind
energy,  only a  few wind turbines were connected to the grid.  In this  situation,  when a
fault  somewhere in  the  lines  caused the  voltage at  the  wind turbine to  drop,  the  wind
turbine was simply disconnected from the grid and was reconnected when the fault was
cleared and the voltage returned to normal.

Because the penetration of wind power in the early days was low, the sudden disconnec‐
tion of a wind turbine or even a wind farm from the grid did not cause a significant impact
on the stability of the power system. With the increasing penetration of wind energy, the
contribution of power generated by a wind farm can be significant. If the entire wind farm
is  suddenly  disconnected  at  full  generation,  the  system  will  loss  further  production
capability.  Unless  the  remaining  operating  power  plants  have  enough  “spinning  re‐
serve”, to replace the loss within very short time, a large frequency and voltage drop will
occur and possibly followed by complete loss of power. Therefore, the new generation of
wind turbines is required to be able to “ride through” during disturbances and faults to
avoid total disconnection from the grid. In order to keep system stability, it is necessary
to ensure that the wind turbine restores normal operation in an appropriate way and within
appropriate  time.  This  could  have  different  focuses  in  different  types  of  wind  turbine
technologies,  and  may  include  supporting  the  system  voltage  with  reactive  power

Modeling and Control Aspects of Wind Power Systems140

compensation devices, such as interface power electronics, SVC, STATCOM and keeping
the generator at appropriate speed by regulating the power etc. [12], [13].
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The Danish Wind Industry Association defines power quality as voltage and frequency
stability, together with absence of various forms of electrical noise, such as flicker or harmonic
distortion. In a power supply system, voltage and frequency must be maintained near nominal
values since electrical appliances are manufactured to work under the given alternate current
(AC) specification. Conventional power plants fulfill two main tasks in large-scale electrical
power systems: power generation and voltage control. In other words, as well as generating
power for electricity consumption, they maintain power quality.

For example, at a diesel plant a voltage drop can be countered by simultaneously raising
inductance and the steam input to the synchronous generator. The resulting surge in reactive
power restores voltage to the desired level. In fact all voltage control devices are effectively
controllable reactive power sources. The flexible operation levels of thermal plants allows for
a continuous control of reactive power. Feeding intermittent power into electricity grids can
affect power quality. The impact depends primarily on the degree to which the intermittent
source contributes to instantaneous load (i.e. on power penetration). At low penetrations, wind
farms can be connected to the grid as active power generators, with control tasks concentrated
at conventional plants. Many studies agree that penetrations of up to 10–20% can be absorbed
in electricity networks without adversely affecting power quality and needing extra reserve
capacity. Key problems identified at higher penetrations are: At wind speeds below cut-in or
above furl-out, wind turbines are disconnected from the grid and left idle. When the wind
speed returns to operating range, the turbines are reconnected. The sudden connection of a
large turbine can result in brownout (voltage drop incurred when instantaneous load exceeds
generated power) due to the current required to magnetize the generator, often followed by a
power peak when active power from the generator is fed to the network. There may be times
when wind power output exceeds consumer load, making voltage raise above the grid
threshold. Cutting off turbines to avoid the excess is not ideal in view of the reconnection
problems, but also because ultimately it implies unnecessary shedding of wind energy.

The short-term wind power variations cause voltage fluctuations in the grid, known as flicker
because of their effect on light bulbs. Rapid voltage fluctuations can damage sensitive electrical
equipment. In a very weak grid, even a single turbine may produce flicker.

Harmonics produced by consumers’ electronic equipment can be magnified by wind turbine
operation. And more generally, the response of wind farms to an electrical fault may cause
transient instabilities which cannot be countered by the control units in the grid. These
problems have been reported mainly with reference to small-scale autonomous systems when
significant wind power (>100 kW) is connected to a low voltage grid. Stronger grids, with a
larger cross-section, have low impedance and so power variations result in smaller voltage
variations. However, a sufficiently large wind farm is likely to disrupt power quality even if
connected to a high-voltage transmission line [14].
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2.6. Reactive power control and voltage control

It is required as a minimum that the reactive power from a large wind farm can be controlled
to a specific interval, which is close to unity power factor. However, most wind turbines are
also able to provide more advanced reactive power control, which can be useful as grid
support. Depending on the technology and the electrical design, such wind turbines will
normally have some additional capacity for reactive power, although the available reactive
power normally depends on the active power as it does for any other generating units in the
power system. This dependency is expressed in the PQ diagrams. The TSO should have access
to the reactive power, and the PQ diagram of the wind farm should be delivered by the owner.
The additional reactive power capacity can either be used to control constant reactive power
or constant power factor, or it can be used in automatic voltage control. In the latter case, it is
essential, that it is the voltage in the wind farm point of common coupling (PCC) which is
controlled, and that this is done on the wind farm controller level. If the wind turbines are
individually attempting to control the voltage in the individual connection points, there is a
risk of instability and/or unnecessarily high flow of reactive power between the wind turbines.
The possible voltage control in the PCC is of course limited by the limited reactive power
available in the wind turbines or from other compensation equipment in the wind farm [15].

2.7. Impacts of wind farm control strategies

One of the challenges which has gained significant importance within the field of electrical
power systems over the last years is reactive power control and voltage support from wind
farms. Previously the voltage control in the transmission systems was mainly carried out by
adjusting the reactive power production or absorption of central power plants, but as the
amount of wind power is growing, the requirements for system services including voltage
control delivered by wind turbines, and large wind farms in particular, are rising.

So far reactive power control by wind farms has mainly been carried out by utilizing the
reactive power capabilities of the wind turbines, but this strategy may not be the most feasible
solution when taking into account the new grid code requirements. The optimal reactive power
control strategy is influenced by factors like the reactive power capabilities of the wind farm,
the on load tap changers of transformers and possible implementation of compensating
devices. From a wind farm operator point of view, reactive power control strategies should be
based on economic optimization and hence there is a need for investigation of the implications
of the new grid code requirements on the reactive power control strategy [16], [17].

2.8. Inertial response with wind

The inertia of traditional synchronous generators plays a significant role in maintaining the
stability of the power system during a transient scenario. The inertia dictates how large the
frequency deviations would be due to a sudden change in the generation and load power
balance, and influences the eigenvalues and vectors that determine the stability and mode
shape of transient response. The larger the inertia, the smaller will be the rate of change in rotor
speed of the generator during an imbalance in power. This type of response of the traditional
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synchronous generators is called inertial response. This is a synchronous machine’s “reaction,”
inherently dictated by rotational Newton’s law, to sudden changes in the balance between
applied mechanical shaft power and electrical power extracted at the generator terminals.

The rate of change of frequency depends on the shortfall or the surplus of generation and the
power system inertia. For a given generation shortfall, the higher the system inertia, the lower
the rate of change of frequency. Consequently, this inertial response is a critical factor that
allows enough time for governor primary control to supply sufficient energy to stabilize
system frequency. It is relevant to note that interruptible loads are used to arrest the fall in
system frequency, in addition to governor primary control. Such interruptible loads and
primary control are collectively called instantaneous frequency reserves.

Standard fixed speed induction generators contribute to the inertia of the power system
because the stator is directly connected to the power system. Any change in power system
frequency manifests as a change in the speed of stator-led rotating flux. Such speed changes
are resisted by the rotating mass (generator rotor and the wind turbine rotor) leading to
rotational energy transfer to the power system via the stator.

In modern variable-speed wind turbines, its rotational speed is normally decoupled from the
grid frequency by the power electronic converter. Therefore variation in grid frequency don
not alter the turbine output power. With high wind power penetration there is a risk that the
power system inertial effect decreases, thus aggravating the grid frequency stability. The
decrease of inertia effect on the grid may be even worse in power system with slow primary
frequency response such as those large amount of hydropower, or in small power systems
with inherent low inertia system such as islanded systems[18].

As the penetration of wind is expected to grow dramatically in the coming decade, researchers
and vendors have sought improved designs to allow these technologies to better contribute to
grid frequency regulation and stability. As noted above, most of the solutions proposed to date
seek to mimic the inherent inertial response of traditional synchronous generators; i.e., they
add a control loop that incrementally feeds or draws active power in response to a decline or
rise in the time derivative of frequency. The control power required by this proposed addi‐
tional loop comes predominantly either by varying the mechanical input power to a wind
turbine, through change in its blade pitch or nominal rotational speed, or by drawing/feeding
additional active power from/to the grid through the rotor side converter [19].

2.9. Wind probability density distribution

It is essential to assess wind energy potential of a site before any wind energy based system
could be set up. Study of wind velocity regime over a period of time in a locality can really
help to optimize the design of the wind energy conversion system by ensuring less energy
generating costs. Wind velocity is generally recorded in a time-series format, which means
wind velocity recorded over hourly basis in a day or over 24 h in a day.

To date, Weibull density function method is widely accepted for evaluating local wind load
probabilities and is considered as a standard approach [20]. This method has a great flexibility
and simplicity. However, the main limitation of the Weibull density function is its inability to
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2.6. Reactive power control and voltage control

It is required as a minimum that the reactive power from a large wind farm can be controlled
to a specific interval, which is close to unity power factor. However, most wind turbines are
also able to provide more advanced reactive power control, which can be useful as grid
support. Depending on the technology and the electrical design, such wind turbines will
normally have some additional capacity for reactive power, although the available reactive
power normally depends on the active power as it does for any other generating units in the
power system. This dependency is expressed in the PQ diagrams. The TSO should have access
to the reactive power, and the PQ diagram of the wind farm should be delivered by the owner.
The additional reactive power capacity can either be used to control constant reactive power
or constant power factor, or it can be used in automatic voltage control. In the latter case, it is
essential, that it is the voltage in the wind farm point of common coupling (PCC) which is
controlled, and that this is done on the wind farm controller level. If the wind turbines are
individually attempting to control the voltage in the individual connection points, there is a
risk of instability and/or unnecessarily high flow of reactive power between the wind turbines.
The possible voltage control in the PCC is of course limited by the limited reactive power
available in the wind turbines or from other compensation equipment in the wind farm [15].

2.7. Impacts of wind farm control strategies

One of the challenges which has gained significant importance within the field of electrical
power systems over the last years is reactive power control and voltage support from wind
farms. Previously the voltage control in the transmission systems was mainly carried out by
adjusting the reactive power production or absorption of central power plants, but as the
amount of wind power is growing, the requirements for system services including voltage
control delivered by wind turbines, and large wind farms in particular, are rising.

So far reactive power control by wind farms has mainly been carried out by utilizing the
reactive power capabilities of the wind turbines, but this strategy may not be the most feasible
solution when taking into account the new grid code requirements. The optimal reactive power
control strategy is influenced by factors like the reactive power capabilities of the wind farm,
the on load tap changers of transformers and possible implementation of compensating
devices. From a wind farm operator point of view, reactive power control strategies should be
based on economic optimization and hence there is a need for investigation of the implications
of the new grid code requirements on the reactive power control strategy [16], [17].

2.8. Inertial response with wind

The inertia of traditional synchronous generators plays a significant role in maintaining the
stability of the power system during a transient scenario. The inertia dictates how large the
frequency deviations would be due to a sudden change in the generation and load power
balance, and influences the eigenvalues and vectors that determine the stability and mode
shape of transient response. The larger the inertia, the smaller will be the rate of change in rotor
speed of the generator during an imbalance in power. This type of response of the traditional
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synchronous generators is called inertial response. This is a synchronous machine’s “reaction,”
inherently dictated by rotational Newton’s law, to sudden changes in the balance between
applied mechanical shaft power and electrical power extracted at the generator terminals.

The rate of change of frequency depends on the shortfall or the surplus of generation and the
power system inertia. For a given generation shortfall, the higher the system inertia, the lower
the rate of change of frequency. Consequently, this inertial response is a critical factor that
allows enough time for governor primary control to supply sufficient energy to stabilize
system frequency. It is relevant to note that interruptible loads are used to arrest the fall in
system frequency, in addition to governor primary control. Such interruptible loads and
primary control are collectively called instantaneous frequency reserves.

Standard fixed speed induction generators contribute to the inertia of the power system
because the stator is directly connected to the power system. Any change in power system
frequency manifests as a change in the speed of stator-led rotating flux. Such speed changes
are resisted by the rotating mass (generator rotor and the wind turbine rotor) leading to
rotational energy transfer to the power system via the stator.

In modern variable-speed wind turbines, its rotational speed is normally decoupled from the
grid frequency by the power electronic converter. Therefore variation in grid frequency don
not alter the turbine output power. With high wind power penetration there is a risk that the
power system inertial effect decreases, thus aggravating the grid frequency stability. The
decrease of inertia effect on the grid may be even worse in power system with slow primary
frequency response such as those large amount of hydropower, or in small power systems
with inherent low inertia system such as islanded systems[18].

As the penetration of wind is expected to grow dramatically in the coming decade, researchers
and vendors have sought improved designs to allow these technologies to better contribute to
grid frequency regulation and stability. As noted above, most of the solutions proposed to date
seek to mimic the inherent inertial response of traditional synchronous generators; i.e., they
add a control loop that incrementally feeds or draws active power in response to a decline or
rise in the time derivative of frequency. The control power required by this proposed addi‐
tional loop comes predominantly either by varying the mechanical input power to a wind
turbine, through change in its blade pitch or nominal rotational speed, or by drawing/feeding
additional active power from/to the grid through the rotor side converter [19].

2.9. Wind probability density distribution

It is essential to assess wind energy potential of a site before any wind energy based system
could be set up. Study of wind velocity regime over a period of time in a locality can really
help to optimize the design of the wind energy conversion system by ensuring less energy
generating costs. Wind velocity is generally recorded in a time-series format, which means
wind velocity recorded over hourly basis in a day or over 24 h in a day.

To date, Weibull density function method is widely accepted for evaluating local wind load
probabilities and is considered as a standard approach [20]. This method has a great flexibility
and simplicity. However, the main limitation of the Weibull density function is its inability to
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accurately calculate the probabilities of observing zero or very low wind velocities [21]. Also
Weibull two-parameter density function does not address the differences of wind velocity
variation during the course of a day. Nevertheless, this statistical method is found to fit a wide
collection of recorded wind data [22]. The Weibull wind velocity probability density function
can be represented as [23]:

Standard fixed speed induction generators contribute to the inertia of the power system because the stator is directly connected to 
the power system. Any change in power system frequency manifests as a change in the speed of stator-led rotating flux. Such 
speed changes are resisted by the rotating mass (generator rotor and the wind turbine rotor) leading to rotational energy transfer to 
the power system via the stator. 
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wind turbine, through change in its blade pitch or nominal rotational speed, or by drawing/feeding additional active power 
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Where; f (υ) is the probability of observing wind velocity υ, c is the Weibull scale parameter
and k is the dimensionless Weibull shape parameter. Basically, the scale parameter, c, indicates
how ‘windy’ a wind site under consideration is, whereas the shape parameter, k, indicates how
peaked the wind distribution is (that is, if the wind speeds tend to be very close to a certain
value, the distribution will have a high k value and be very peaked). The probability distribu‐
tions for low, medium and high wind speed locations are shown in Fig. 5. The figure demon‐
strate the difference in the probability distribution between high and low wind speeds.

3. Wind power impacts on the power system

Wind power has impacts on power system operational security, reliability and efficiency.
Therefore, it is necessary to know the consequences of dynamic interaction between large scale
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wind farms and electrical power systems before incorporation of the wind farms into the grid.
The electric power supply undergoes a change from a well-known and developed technology
of conventional power plants to a partly unknown technology of wind power. High penetra‐
tion of wind power could be managed through proper wind power plant interconnection,
integration of the generation, transmission planning, and system operations.

Fig. 6 and 7 show impacts of wind power on power systems, divided in different time scales
and width of area relevant for the studies. At the time of developing the standard IEC 61400-21:
“Measurement and assessment of power quality characteristics of grid connected wind
turbines”, the wind turbines were mainly connected to the distribution grid, and the basic
concern was their possible impact on the voltage quality and not on power system operation.
This has changed with the development of large power rated wind farms that may form a
significant part of the power system. In consequence, today’s wind turbines are able to control
the power (active and reactive) delivered both in transient and steady state, they can cope with
power ramp requirements and they have low voltage ride through(LVRT) capability. They
may even contribute to the primary frequency control, but then on the cost of dissipating
energy [24]. These impacts can be categorized as follows:

• Short-term: impacts on the operational time scale (minutes to hours).

• Long-term: impacts on planning the transmission network and installed generation capacity
for adequacy of power.

Short 
Term 

Effects

Long 
Term 

Effects

System Reliability: Adequacy of power .
System Area. 

Time scale  one to some years .

Voltage measurement : Reactive reserve. Local or 
system area. Time scale up to some minutes.

Cycling losses: Unoptimal use of thermal / hydro capacity 
System area. Time scale 1 to 24 hours .

Transmission/ distribution losses ( or benefits )
 System/local area. Time scale 1 to 24 hour .
Reserves: Primary and secondary control

 System area. Time scale some minutes to one hour .
Discarded energy : wind power exceeds the amount 

system can absorb
 System area. Time scale some minutes to one hour .

Figure 6. Power system impacts of wind power, causing integration costs [8]
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accurately calculate the probabilities of observing zero or very low wind velocities [21]. Also
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Where; f (υ) is the probability of observing wind velocity υ, c is the Weibull scale parameter
and k is the dimensionless Weibull shape parameter. Basically, the scale parameter, c, indicates
how ‘windy’ a wind site under consideration is, whereas the shape parameter, k, indicates how
peaked the wind distribution is (that is, if the wind speeds tend to be very close to a certain
value, the distribution will have a high k value and be very peaked). The probability distribu‐
tions for low, medium and high wind speed locations are shown in Fig. 5. The figure demon‐
strate the difference in the probability distribution between high and low wind speeds.

3. Wind power impacts on the power system

Wind power has impacts on power system operational security, reliability and efficiency.
Therefore, it is necessary to know the consequences of dynamic interaction between large scale
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wind farms and electrical power systems before incorporation of the wind farms into the grid.
The electric power supply undergoes a change from a well-known and developed technology
of conventional power plants to a partly unknown technology of wind power. High penetra‐
tion of wind power could be managed through proper wind power plant interconnection,
integration of the generation, transmission planning, and system operations.

Fig. 6 and 7 show impacts of wind power on power systems, divided in different time scales
and width of area relevant for the studies. At the time of developing the standard IEC 61400-21:
“Measurement and assessment of power quality characteristics of grid connected wind
turbines”, the wind turbines were mainly connected to the distribution grid, and the basic
concern was their possible impact on the voltage quality and not on power system operation.
This has changed with the development of large power rated wind farms that may form a
significant part of the power system. In consequence, today’s wind turbines are able to control
the power (active and reactive) delivered both in transient and steady state, they can cope with
power ramp requirements and they have low voltage ride through(LVRT) capability. They
may even contribute to the primary frequency control, but then on the cost of dissipating
energy [24]. These impacts can be categorized as follows:

• Short-term: impacts on the operational time scale (minutes to hours).

• Long-term: impacts on planning the transmission network and installed generation capacity
for adequacy of power.
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For estimating the impacts, the different timescales involved usually mean different models that
used in impact studies. This is why the impacts should be divided into three focus areas [23]:

3.1. Balancing

The first integration of renewable energy sources occurred on a small scale and at medium voltage.
No extra measurements were taken for balancing the fluctuating power. However, as electricity
grids are facing large scale integration of wind power, imbalances are occurring more frequent‐
ly and are growing in magnitude. The first way to deal with the variable nature of wind power is
to nominate the power day-ahead. Every balance responsible party (BRP) with wind turbines in
his portfolio can nominate wind power output day-ahead by forecasting the predicted output.
This system is extensively dealt with in the appendix concerning market mechanisms. Thus, the
power generation is matched with the expected power demand. After this nomination, predic‐
tion errors lead to imbalances in the portfolio of each BRP. A particular BRP has the opportunity
to balance its portfolio with different intra-day mechanisms (if available).

Again, the power generated is matched with the expected power demand. After gate closure,
it can be expected that all remaining imbalances are dealt by the Transmission System Operator
(TSO). Thus, prediction errors of one up to three hours ahead are to be balanced by the TSO.
The TSO uses primary, secondary and tertiary reserves to balance the power imbalances as a
result of prediction errors.

Wind power imbalances have two origins: prediction errors and inter-prediction deviations
because the nominated power amount is for a fixed time period. Inter-prediction errors are
related to the variable output of wind. Suppose the power is nominated on a basis of 15 min,
wind power varies around the nominated value leading to inter- and intra-minute imbalances.
Prediction errors result in positive or negative imbalances on a much longer timescale to even
Inter-hour imbalances [24].

3.2. Adequacy of power

Total supply available during peak load situations (time scale: several years, and associated
with static conditions of the system). The estimation of required generation capacity needs
includes the system load demand and maintenance needs of production units (reliability data).
The criteria that are used for the adequacy evaluation include the loss of load expectation
(LOLE), the loss of load probability (LOLP) and the loss of energy expectation (LOEE), for
instance. The issue is the proper assessment of wind power’s aggregate capacity credit in the
relevant peak load situations – taking into account the effect of geographical dispersion and
interconnection [25].

3.3. Grid

The impacts of wind power on transmission depend on the location of wind power plants
relative to load, and the correlation between wind power production and electricity consump‐
tion. Wind power affects power flow in the network. It may change the power flow direction,
and reduce or increase power losses and bottleneck situations. There are a variety of means to
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maximize the use of existing transmission lines like use of online information (temperature,
loads), FACTS, and wind power-plant output control. However, grid reinforcement may be
necessary to maintain transmission adequacy and security. When determining adequacy of
the grid, both steady-state load flow and dynamic system-stability analysis are needed.
Different wind turbine types have different control characteristics, and consequently, also have
different possibilities to support the system in normal and system-fault situations. For system
stability reasons, operation and control properties will be required from wind power plants at
some stage, depending on wind power penetration and power system robustness [25].

Power Quality

Voltage 
management

Grid 
stability

Primary 
reserve

Secondary 
reserve

Reduced 
emissions

Transmission 
efficiency

Hydro/thermal 
efficiency

Congestion 
management

Distribution 
efficiency

Adequacy    
of power

Adequacy    
of grid

   ms….s          s…..min     min….s    1….24h                              years                                 

System wide
1000 -5000 Km

Regional
100-1000 Km

Local
10-50 Km

Figure 7. Impacts of wind power on power systems, divided in different time scales and width of area relevant for the
studies[19]

4. Wind power integration solutions

Studies show that for an individual wind turbine, the variation in output is small for time-
scales of less than a few seconds; for an individual wind farm, the variation in output is small
for time scales of tens of seconds, due to the averaging of output of individual turbines across
the wind farm; and for a number of wind farms spread out across a large area, such as a national
grid system, the variation in output of all wind turbines is small for timescales from minutes
to tens of minutes. The power produced from a large number of wind turbines will vary
relatively less than the power produced from a single wind turbine due to the cancellation
effect from the poor spatial correlation of the wind acting on each wind turbine.

To enhance the security of supply, new transmission and distribution grid codes specify techni‐
cal requirements such as fault-ride through capability and frequency control of the electrical
conversion systems of wind farms. Fault  ride-through capability refers to the generators
capabilities to remain connected to electricity networks at voltage levels below nominal. Active
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maximize the use of existing transmission lines like use of online information (temperature,
loads), FACTS, and wind power-plant output control. However, grid reinforcement may be
necessary to maintain transmission adequacy and security. When determining adequacy of
the grid, both steady-state load flow and dynamic system-stability analysis are needed.
Different wind turbine types have different control characteristics, and consequently, also have
different possibilities to support the system in normal and system-fault situations. For system
stability reasons, operation and control properties will be required from wind power plants at
some stage, depending on wind power penetration and power system robustness [25].
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power control is closely related to frequency control and the wind farm shall have frequency
control capabilities to ramp up and down the wind farm power station’s active power output in
accordance with the frequency/active power characteristic defined by the grid operator [26], [27].

When a power system is subjected to a sudden increase in reactive power demand following a
system disturbance, the additional demand must be met by reactive power reserve carried by
generators and compensators. If wind farms or other generation units are unable to withstand
voltage drops for a limited time, they will disconnect from the system and then the reactive power
supplied by these generators is lost that can entail load shedding or even a blackout, in the worst
case [28]. To ensure the voltage recovery the wind-turbine generators must remain connected to
the system to provide reactive power support after the fault clearance. For many wind turbine
manufacturers these are very costly and challenging requirements. In some cases extensive
modifications to the electrical system of the turbines are necessary [29].

Achieving reliable operation at greatly reduced voltage levels is proving problematic. A
particular problem regarding power converter-based wind-turbine generators is that conven‐
tional controllers for power converters designed for reliable operation around nominal voltage
levels will not work as designed during low network voltages that can occur during a fault. A
consequence of this is greatly increased converter currents, which may lead to converter
failure. New controller design strategies have been proposed for power converter-based wind
turbine generators aiming to maintain converter currents within their design limits, even at
greatly reduced voltage levels, in order to enhance the wind-turbine generators’ fault ride-
through capability [30]. With the increasing penetration of power converter-based wind
turbine generators the rotational speed of the wind turbines are decoupled from the grid
leading to a reduction of inertia in the grid. The lower the inertia of a system, the more and
faster the frequency will change with variations in generation or load. In order that a variable-
speed wind turbine to contribute to the system inertia and the frequency control as a result it
has been proposed in [31] an additional control loop in the power electronic converter which
connects the turbine inertia directly to the grid so that the wind turbine will be able to increase
its power supplied to the grid during a drop in the grid frequency.

Whilst the wind farms are considered like other generating facilities by some grid operators
and as such they are requested to participate in the system frequency and voltage compensa‐
tion, the wind power sector claims for less strict requirements which imposes unnecessary
burden and cost on manufacturers. The wind power sector calls on an overall economically
efficient solution where the primary and secondary control should be provided by conven‐
tional power plants with the wind farms providing such service only in cases where limits in
existing reserves are foreseen, and reactive power compensation provided by FACTS devices
directly installed in the transmission network [31].

5. Conclusion

The complexity of power systems has increased in recent years due to the operation of existing
transmission lines closer to their limits due to the increased penetration of new types of
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generators that have more intermittent characteristics and lower inertial response, such as
wind generators. This changing nature of a power system has considerable effect on its
dynamic behaviors resulting in power swings, dynamic interactions between different power
system devices and less synchronized coupling.

Understanding and quantifying the impacts of wind farms on utility systems is a critical first
step in identifying and solving problems. The design and operation of the wind plant, the
design and operation of the power system, and the market rules under which the system is
operating influence the situation. A number of steps can be taken to improve the ability to
integrate increasing amounts of wind capacity on power systems such as improvements in
wind-turbine and wind- farm models, improvements in wind-farm operating characteristics,
improvements in the flexibility of operation of the balance of the system, carefully evaluating
wind-integration operating impacts, incorporating wind-plant output forecasting into utility
control-room operations, making better use of physically available transmission capacity,
upgrading and expanding transmission systems, developing well-functioning hour-ahead and
day-ahead markets and expanding access to those markets, adopting market rules and tariff
provisions that are more appropriate to weather-driven resources, and consolidating balanc‐
ing areas into larger entities or accessing a larger resource base through the use of dynamic
scheduling or some form of area control error (ACE) sharing.

As additional integration studies and analyses are conducted around the world, it is expected
that more researches will be valuable as wind penetration increases. And with the large
increase in installing wind farms, actual practical experience will also contribute strongly in
our understanding of the effects that arise from the increasing installation of wind farms on
the system as well as on ways that the impacts of wind’s variability and uncertainty can be
treated in an inexpensive manner.
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1. Introduction

Owing to the rapid increase of the global population, uneven distribution of resources and the
non-renewable nature of fossil fuels, the importance of renewable energy resources is obvious.
Further, growing environmental concerns and attempts to reduce dependency on fossil fuel
resources are bringing renewable energy resources to the mainstream of the electric power
sector. Among the various renewable resources, wind power is assumed to have the most
favourable, technical and economical prospects. According to the new energy policies
regarding the share of renewable energy by 2020, different countries all over the world have
their own targets. Examples of these countries with their penetration levels included Denmark
(52%), Sweden (50%), Spain (41%) Germany (39%) and Finland (38%). Accordingly, realizing
an accurate representation of such power plants and their remarkable issues regarding their
integration to the power system is highly demanded.

According to the annual report of the Global Wind Energy Council (GWEC), over 40 GW of
new wind power generation capacity came on line worldwide in 2011 attracting more than
$68 billions [1]. This brings the total global wind power capacity to over 238 GW through the
end of 2011 as shown in Fig. 1. This indicates that there is huge and growing global demand
for emissions-free wind power which can be installed quickly and virtually everywhere in the
world.

Wind power is usually extracted by wind turbines using either fixed speed or variable speed
regimes. The latter is distinctive with getting more energy for a specific wind speed, better
aerodynamic efficiency, less mechanical stresses and reduced noise levels. Among of these
types, DFIGs represent nowadays the most preferred topology for recent wind farms. The
concept of DFIG for variable-speed wind turbine provides the possibility of controlling the
active and reactive power, which is significant for grid integration purposes. On the other
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Owing to the rapid increase of the global population, uneven distribution of resources and the
non-renewable nature of fossil fuels, the importance of renewable energy resources is obvious.
Further, growing environmental concerns and attempts to reduce dependency on fossil fuel
resources are bringing renewable energy resources to the mainstream of the electric power
sector. Among the various renewable resources, wind power is assumed to have the most
favourable, technical and economical prospects. According to the new energy policies
regarding the share of renewable energy by 2020, different countries all over the world have
their own targets. Examples of these countries with their penetration levels included Denmark
(52%), Sweden (50%), Spain (41%) Germany (39%) and Finland (38%). Accordingly, realizing
an accurate representation of such power plants and their remarkable issues regarding their
integration to the power system is highly demanded.

According to the annual report of the Global Wind Energy Council (GWEC), over 40 GW of
new wind power generation capacity came on line worldwide in 2011 attracting more than
$68 billions [1]. This brings the total global wind power capacity to over 238 GW through the
end of 2011 as shown in Fig. 1. This indicates that there is huge and growing global demand
for emissions-free wind power which can be installed quickly and virtually everywhere in the
world.

Wind power is usually extracted by wind turbines using either fixed speed or variable speed
regimes. The latter is distinctive with getting more energy for a specific wind speed, better
aerodynamic efficiency, less mechanical stresses and reduced noise levels. Among of these
types, DFIGs represent nowadays the most preferred topology for recent wind farms. The
concept of DFIG for variable-speed wind turbine provides the possibility of controlling the
active and reactive power, which is significant for grid integration purposes. On the other
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hand, vector control of the DFIG enables the decoupling between active and reactive power
as well as between the torque and the power factor. Hence, unique features of grid support‐
ing are expected. The theoretical background for modeling induction machines is widely de‐
veloped and is exhaustively dealt with numerous papers and textbooks as seen in the
literatures. On the other hand, most of these literatures concerned mainly similar methodol‐
ogies to the corresponding conventional synchronous ones for acquiring stability studies.
However, the dynamic response characteristics of wind turbine generators with either fixed
or variable speed operation are different from those conventional synchronous ones. This is
mainly due to their operation topologies with their complex power electronics and power
exchanges policies. Also, following the requirements for modern grid codes raise extra com‐
plexities and various operation modes. These concerns should be considered in order to re‐
alize a close behavior of the developed models to the realized ones in the real field. The aim
of this chapter is to emphasize the essential requirements for realizing an accurate modeling
of grid integrated wind farms for those purposes regarding stability studies. Detailed opera‐
tion modes of the both SFIG and DFIG generators are explored. Varieties of operation
modes of the DFIG one, in particular, are considered including the control of both Rotor
Side Converter (RSC) and Grid Side Converter (GSC). Modern rotor protection scenarios are
included using either crowbar or chopper circuitries. Moreover, the regulation of recent grid
codes are followed. This results in a complete and sophisticated dynamic modeling of wind
power plants integrated into grid systems. Different simulation examples are presented us‐
ing the MATLAB/Simulink as a powerful tool for performing efficient dynamic modeling of
complicated power systems. Some simulation examples are presented to corroborate the ef‐
ficacy of the developed simulation for power system stability studies.

Figure 1. Global cumulative installed capacity 1996-2011 (source: GWEC annual report)

2. Wind power plant description

Historically, wind energy had been deployed in small scale and the integration had been
carried out at the distribution system level. In this case, the impact of wind turbines generators
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on power system performance is minimal. In contrast, increasing penetration of wind power
plants results in new and different kind of problems than those have been experienced in
conventional grids. These problems may be owing to the random nature of the wind and the
dynamic characteristics of the wind generators themselves. Fig. 2 shows a schematic diagram
of a typical wind farm consisting of (n) units of wind turbines. Nowadays, modern wind farms
include 20 to 150 units with typical size from 1.5 MW to 5.0 MW wind turbine generators.
Larger sizes up to 7.0 MW are recently available in the market, and they were successfully
installed in some European countries. The typical generator’s terminal voltage may range from
575 to 690 V with frequency of 50 (or 60) Hz. The generator terminal voltage is stepped up to
the Collector Bus system with typical voltage of 22-34.5 kV. The step up transformer is an oil
cooled, pad mounted located at the base of the wind turbine unit. Sometimes, the step up
transformer is mounted in the turbine nacelle. The typical wind farm collector system consists
of a 22-34.5 distribution substation collecting the output of the distributed wind turbine
generators through the incoming feeders. Finally, the collected power is transferred to the
utility side via an interconnection step up transformer. Usually some reactive power compen‐
sation units are provided by a collection of switched capacitors, in addition, certain consider‐
ations should be applied for avoiding the harmonic effects [2]. The common type of the wind
turbine generators that are commercially available nowadays are induction generator (IG),
wound rotor synchronous generator (WRSG), and permanent magnet synchronous generator
(PMSG). Due the uncontrollable natural characteristic of wind speed, the induction generators
IGs are suitable for driving the wind turbines. The two basic types of wind turbines used
nowadays are fixed-speed wind turbine (FSWT) that equipped with squirrel cage SFIGs and
variable-speed wind turbines (VSWT) equipped with DFIGs. It is to be noted that, squirrel-
cage induction generators work normally within a limited wind speed range, which is one of
their main drawbacks in comparison with variable-speed ones. Variable-speed wind turbines
are mainly equipped with variable frequency excitation of the rotor circuit, through a partial
scale back-to-back converter, whereas the stator windings are connected directly to the AC
grid. The main advantage of DFIG wind turbines is their ability to supply power at a constant
voltage and frequency while variations of the rotor speed [3]-[6].

Numerous wind turbines are grouped and installed into arrays at one site to build a wind
farm of the desired power production capacity. The turbines may be grouped into arrays,
feeding power to a utility, with its own transformers, transmission lines and substations.
Stand-alone systems catering the needs of smaller communities are also common. A sche‐
matic of a typical wind farm consisting of (n) units of wind turbines is demonstrated in Fig.
3. The use of DFIGs in wind farm installations is today a standard practice, due to its suita‐
ble characteristics for the wind turbines. Certain considerations should be applied for avoid‐
ing the harmonic effects. The typical wind farm collector system consists of a distribution
substation collecting the output of the distributed wind turbine generators through the in‐
coming feeders. Usually some reactive power compensation units are provided by a collec‐
tion of switched capacitors. Finally, the collected power is transferred to the utility side via
an interconnection step up transformer. Further details are available in [7].
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Figure 2. General schematic of a wind farm
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Figure 3. Principle layout of a typical wind farm system.
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3. Power system stability overview

"Power system stability" can be generally defined for a power system as, its ability to remain
in operation equilibrium under normal operating conditions and to regain an acceptable state
of equilibrium after subjecting to a disturbance. Following a large disturbance, if the power
system is stable, it will reach a new equilibrium state with practically the entire system intact;
the actions of automatic controls and possibly human operators will eventually restore the
system to normal state. On the other hand, if the system is unstable, it will result in a run-away
or run-down situation, or equivalently a progressive increase in angular separation of
generator rotors, or a progressive decrease in bus voltages [8].
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Figure 4. Classification of power system stability

From the point of view of defining and classifying power system stability, there are three
important quantities for its operation; angles of nodal voltages, nodal voltage magnitudes, and
system frequency. Referring to Fig. 4, the power system stability can be classified into: rotor
(or power) angle stability; (ii) frequency stability; and (iii) voltage stability. Hence, different
viewpoints are introduced concerning the stability issues raising different types of stability
problems including "Rotor angle stability", "Frequency stability" and "Voltage stability". Rotor
angle stability is concerned with the system ability to maintain the equilibrium between
electromagnetic torque and mechanical torque of each generator in the system. Instability that
may result occurs in the form of increasing angular swings of some generators leading to their
loss of synchronism with other generators [9]-[12].

Voltage stability is concerned with the ability of a power system to maintain its steady voltage
at all buses in the system under normal operating conditions, and after subjecting to a
disturbance. Instability that may result occurs in the form of a progressive fall or rise of voltage
of some buses. The possible outcome of voltage instability is loss of load in the area where
voltages reach unacceptably low values, or a loss of integrity of the power system. The main
factor contributing to voltage instability is usually the voltage drop that occurs when active
and reactive power flow through inductive reactances associated with the transmission
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network. This limits the capability of transmission network for power transfer. The power
transfer limit is further limited when some of the generators hit their reactive power capability
limits. While the most common form of voltage instability is the progressive drop in bus
voltages, the possibility of over-voltage instability also may exist and has been experienced at
least on one system. It can occur when EHV transmission lines are loaded significantly below
surge impedance loading and under-excitation limiters prevent generators and/or synchro‐
nous condensers from absorbing the excess reactive power. Under such conditions, trans‐
former tap changers, in their attempt to control load voltage, may cause voltage instability [12].
Frequency stability is concerned with the ability of a power system to maintain steady
frequency within a nominal range following a severe system upset, which result in a significant
imbalance between generation and load. It depends on the ability to restore balance between
system generation and load, with minimum loss of load. It is of importance to note that, severe
system upsets generally result in large excursions of frequency, power flows, voltage, and
other system variables.

Since the power system is a highly non-linear system, its stability cannot be analyzed as a single
problem, and different aspects should be considered to realize reasonable conclusions. On the
other hand, the response of the relevant protective elements and their response times can
directly affect the stability profile of the system. This complicates the overall stability problem
remarkably. Power system transient stability is defined as its ability to maintain its equilibrium
state after subjecting to a severe disturbance, such as, short circuit faults.

Due to the non-linearity of power systems, their stability depends on both the initial conditions
and the size of a disturbance. Consequently, angle and voltage stability are divided into small-
and large-disturbance stability. "Small signal stability" is the ability of the power system to
restore its equilibrium state under small disturbances. Such disturbances occur continually
due to a loading, or generation, small variations. It is worthy to note that, the classification of
power system stability has been based on several considerations to make it convenient for
identification of the causes of instability, the application of suitable analysis tools, and the
development of corrective measures appropriate for a specific stability problem. Clearly, there
is some overlap between the various forms of instability, since as systems fail, more than one
form of instability may ultimately emerge. However, a system event should be classified based
primarily on the dominant initiating phenomenon, separated into those related primarily with
voltage, rotor angle, or frequency. While classification of power system stability is an effective
and convenient means to deal with the complexities of the problem, the overall stability of the
system should always be kept in mind, and solution of one category should not be at the
expense of another.

On the other hand, the wind farm connectivity and the random behavior of wind profile play
a major role for characterizing the contribution of wind power plants during faults. Thus the
behavior of fault current distribution and consequently the reaction of the protective scheme
are obviously affected. moreover, the own dynamic behavior of the induction generator differs
remarkably as compared with conventional synchronous ones [13], [14]. Moreover, the
continuous wind speed variations and the interaction of the associated power electronics (for
DFIG ones) collaborate together for providing the behavior of these machines during fault
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periods. More sophisticated and well coordinated relaying schemes should be provided to
realize the most appropriate protection methodology for wind farm elements [15]-[21].
Insufficient protective elements, non-integrated control scenarios and improper coordination
among protective and control strategies may lead to serious problems for large grid-connected
wind farms [22]-[27]. As example for these problems is the accident happening in North
Germany on November 4, 2006. The UCTA interconnected grid was affected by a serious
incident originating from the North German transmission grid that led to power supply
disruption for more than 15 million households, splitting a synchronously connected network
into three islands (two under-frequency and one over-frequency). After cascading overloads
and tripping, two of three large separated systems (Western Island and North-Eastern Island)
ended up with a significant amount of wind generation resources. Western Island (under-
frequency state): During the incident, about 40% of the wind power units tripped. Moreover,
60% of the wind power units connected to the grid tripped just after the frequency drop (4,142
MW). Wind power units were automatically reconnected to the grid when the conditions of
voltage and frequency were in the accepted range. North-Eastern Island (over-frequency state):
Significant imbalance in this subsystem caused rapid frequency increase and triggered the
necessary primary, standard and emergency control actions of tripping wind generation units
sensitive to high frequency values. Tripping these units (estimated value of 6,200 MW) helped
to decrease the frequency value during the first few seconds of disturbance [28].

On the other hand, accurate wind resource assessment is essential for realizing a honest
profiling of wind energy possibilities aiming to have a successful application of wind resour‐
ces. As known, an error of 1% in wind speed measurements leads to almost 2% error in energy
output [29]-[31]. Thus the importance of such assessment method is essential. Moreover, wind
resources are seldom consistent and vary with time of the day, season of the year, height above
the ground, type of terrain and from year to year. As such it should be investigated carefully
and completely.

4. Wind farm modeling for stability studies

4.1. SFIG wind generator modeling

4.1.1. Induction generator modelling

The squirrel cage induction generator was represented as an asynchronous machine assigned
with a negative mechanical torque. Fig. 5 shows the one line diagram of the implemented “d”
and “q” equivalent circuits in MATLAB. The electrical part of the machine model was
described with a forth-order state space model, whereas its mechanical part was described
with a second-order representation. Both representations were mathematically described by
the following equations, where the indices (s, r) were assigned for machine stator and rotor
respectively. Detailed explanation of this model was clearly outlined in [32]-[35].
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Figure 5. Equivalent circuit of MATLAB-based asynchronous machine a) q-axis equivalent. (b) d-axis equivalent

Vqs =Rsiqs + d
dtφqs +ωφds (1)

Vds =Rsids + d
dtφds -ωφqs (2)

V'qr =R'ri'qr + d
dtφ'qr + (ω - ωr)φ'ds (3)

V'dr =R'ri'dr + d
dtφ'dr - (ω -ωr)φ'qs (4)

Te =1.5p(φdsiqs - φqsids) (5)

where,

φqs =Lsiqs + Lmi'qr (6)

φds =Lsids + Lmi'dr (7)

φ'qr =L'ri'qr + Lmi'qs (8)

φ'dr =L'ri'dr + Lmi'qs (9)

Also, the mechanical part was described with the following equations.
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4.1.2. Wind turbine modeling

The extracted aerodynamic torque (Tw) is computed as a function of the air density (ρ), the
swept area (A), the wind speed (u) and the power coefficient factor (Cp) as,

Tw = 1
2 ρAu2 Cp

λ (12)

Where the tip speed ratio (λ) is expressed as a function of the blade length (R) and the blade
angular velocity (ωb) as,

λ=
ωbR

u  (13)

The relations among the developed electrical torque (Tg), the mechanical torque (Tm) and the
extracted aerodynamic torque (Tw) can be described as functions of the angular velocities of
the wind turbine rotor (ωr) and the generator shaft (ωg) as,

Tw - Tm =Jr
dωr

dt (14)

Tm =Dmc(ωr - ωg) + Kmc∫(ωr - ωg)dt (15)

Tm - Tg = Jg
dωg

dt (16)

Where the constants Jr, Jg, Dmc and Kmc are assigned for wind turbine rotor inertia, generator
shaft inertia, mechanical coupling damping and mechanical coupling stiffness respectively
[36].

4.1.3. Control system modeling

The pitch angle is controlled for limiting the generated power for larger wind speed over the
predetermined normal one. The pitch control was accomplished simply with a PI controller,
whereas the pitch servo is modeled with a first order delay system with a time constant Td as
shown in Fig. 6.
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Figure 5. Equivalent circuit of MATLAB-based asynchronous machine a) q-axis equivalent. (b) d-axis equivalent
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4.1.4. Calculation of the FSIG active and reactive powers

Assuming the bus at which the induction generator is connected with the considered power
system to be a voltage controlled bus, the load flow computations are carried out to determine
the bus injected reactive power Qinj and its voltage angle. Loop current equations are written
as

Vs∟δ= - (rs + jXs + jXm)Is∟θs + jXm*Ir∟θr (17)

0= jXm*Is∟θs - ( rr

s + jXr + jXm)Ir∟θr (18)

Separating the real and imaginary values in eqns. (17) and (18), it is obtained the following
equations,

Vscos δ= - Is rscos θs - (Xs + Xm)sin θs - Ir Xmsin θr (19)

Vssin δ= - Is rssin θs + (Xs + Xm)cos θs + Ir Xmcos θr (20)

0= - Is Xmsin θs - Ir
rr

s cos θr - (Xs + Xm)sin θs (21)

0= Is Xmcos θs - Ir
rr

s sin θr + (Xs + Xm)cos θs (22)

Then, the generator output active power equation can be written as

Pout = -
Ir

2

s rr - Is
2rs

(23)

Also, the induction generator input reactive power QIG is computed as

QIG =Is
2Xs + Ir

2Xr + |Is∟θs - Ir∟θr|2Xm (24)

4.2. DFIG wind generator modeling

4.2.1. Mathematical representation of DFIG

The mechanical, electrical power and the slip (s) of the DFIG could be obtained from the
equations

1 ,m r s r r s
sP P P P P sP

s
-

» - » + = - (25)
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Pm, Ps, Pr are the mechanical, stator, and rotor power respectively. ωs, ωr the synchronous
and rotor speed respectively.
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Figure 7. Operation modes of WRIG.

Power exchanging between the DFIG and the grid is complicated depending upon the rotor
slip "s" and weather the machine speed is either over or below the synchronous speed. As
noticed from Equ.1, the higher the slip, the larger the electric power absorbed (or delivered)
through the rotor. DFIG is used in applications with limited speed control range (|Smax|<0.2
to 0.3), so the rating of the rotor-side static converter is around PSN |Smax|, where PSN is the
rated stator power. Running into the generating (or motoring) mode is determined by the sign
of rotor slip "s" and the active power input (or extracted) electrically from the rotor "Pr". As
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summarized in Fig. 7, the DFIG can operate in the generating or the motoring mode whenever
it runs either sub-synchronously (ωr < ωs) or super- synchronously (ωr > ωs) [37]. The rotor-
side converter operates as a rectifier and stator-side converter operate as an inverter for
motoring mode (with sub-synchronous speed) or for generating mode (with super-synchro‐
nous speed), whereas the slip power delivered from the rotor. The rotor-side converter
operates as an inverter and stator-side converter as a rectifier for generating mode (with sub-
synchronous speed) or for the motoring mode (with super-synchronous speed), whereas the
slip power is supplied to the rotor. At the synchronous speed, slip power is taken from supply
to excite the rotor windings and in this case machine behaves as a synchronous machine [38].
The power flow through the rotor winding depends mainly on the rotor speed. If the rotor
runs super-synchronously, both stator and rotor generated powers are fed to the grid, whereas
rotor circuitry is fed with active power in the sub-synchronous mode. On the other hand, the
reactive power flow can be calculated as,

*
*

2 2 2

3Im ( ) 3Im ( )

3 ( )

r r
s r s s

s sl s rl r m m

V I
Q Q ag V I ag

S
L I L I L Iw

+ = +

= + +
(27)

where

Qs, Qr are stator and rotor reactive power.

Vs, Vr, Is, Ir are the voltage and current of the stator and the rotor respectively.

Lsl, Lrl, Lm are the stator leakage, rotor leakage, and magnetizing inductances respectively.

Hence, the reactive power required to machine excitation may be provided by the rotor, the
stator or by both. If the stator operates at unity power factor (φs = 0), the rotor-side static power
converter has to deliver reactive power extracted either internally (through DC linking
capacitor) or absorbed from the grid (over-excited DFIG). For under excitation conditions, on
the other hand, unity power factor is assumed in the rotor winding (φr = 0) extracting the
required excitation from the stator winding.

4.2.2. Principles of vector control of RSC

Vector control aims principally (for induction machines) to perform the control action in order
to produce high-dynamic performance similar to those realized with DC machines. To achieve
this target, the reference frames may be aligned with the stator flux-linkage space vector, the
rotor flux-linkage space vector or the magnetizing space vector. Stator-Flux Oriented vector
control approach is deployed for RSC to provide independent control of active and reactive
power. In other words, the vector-controlled DFIG enables the decoupling between active and
reactive power as well as between the torque and the power factor [38].

The most common approach in dynamic modeling of DFIGs for wind turbines is using a space
vector theory based model of a slip-ring induction machines [37].
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The space-phasor model of the WRIG, for steady state, in synchronous rotating reference
frame, is characterized by DC quantities that make it suitable for control design by transform‐
ing into d-q axis using the Park transformation. After transforming from abc to d-q coordinates,
the voltage equations of the IM in a general rotating reference frame are calculated from.

, qsds
ds s ds s qs qs s qs s ds

dd
V R i V R i

dt dt
w w
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= + - Y = + + Y (28)
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( ) .

dr
dr r dr s r qr

qr
qr r qr s r dr

d
V R i

dt
d

V R i
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w w

w w

Y
= + - - Y

Y
= + + - Y

(29)

where,

Vds, Vqs, Ids, Iqs are the stator voltages, and currents in d-q reference frame, respectively.

Vdr, Vqr, Idr, Iqr are the rotor voltages, and currents in d-q reference frame, respectively.

ψds, ψqs, ψrs, ψqr are the flux linkages in d-q reference frame for stator and rotor respective‐
ly.Rs, Rr are the stator and rotor resistances, respectively.

Flux linkage equations for stator and rotor windings can be calculated as,

,ds s ds m dr qs s qs m qr

s sl m

L I L I L I L I
where L L L
Y = + Y = +

= +
(30)

,dr r dr m ds qr r qr m qs

r rl m

L I L I L I L I
where L L L
Y = + Y = +

= +
(31)

For the rotor-side controller the d-axis of the rotating reference frame used for d-q transfor‐
mation is aligned with air-gap flux ψs. Aligning the system of coordinates to stator flux seems
most useful, as, at least for power grid operation, ψs is almost constant, because the stator
voltages are constant in amplitude, frequency, and phase [37]. Aligning the d-axis of rotating
reference frame to the stator flux linkage (stator flux oriented control) will result in,

, 0, 0qs
s s ds qs

d
dt
Y

Y = Y = Y Y = = (32)

Since the variation of the stator flux ψds is considered to be very small,
dΨds

dt =0.
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most useful, as, at least for power grid operation, ψs is almost constant, because the stator
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Then, Eqns. (30) and (31) can be rewritten as,

,m ds m dr
qs qr ds
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Y -

= - = (33)

Then, neglecting the stator resistance (Rs) simplified Eqns. (3) and (4) to be expressed as:,

0 ,ds qs s dsV V w= = Y (34)

The resulting active and reactive power can be calculated as,
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Eqn. (35) clearly shows that the active power delivered (or absorbed) under stator flux
orientation control by the stator, Ps, may be controlled through the rotor current Iqr, while the
reactive power (at least for constant ψs) may be controlled through the rotor current Idr. As
pulse-width modification on the machine-side converter is generally performed on rotor
voltages, voltage decoupling in the rotor is required. Substituting from Eqn. (33) into Eqn.
(31) yields,
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Eqn. (37) constitutes the rotor voltage decoupling conditions, where the terms in brackets
represent the decoupling or compensating terms. Adding these compensating terms to the
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corresponding uncompensated voltage terms (the outputs of the current controllers which
control Isd and Isq components) makes it possible to achieve decoupled performance of the
stator flux-oriented control of the rotor-side converter [38], [39]. The overall control scheme,
described before, was summarized in Fig. 8.
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The reference power, Ps(ref), is calculated from the power speed curve of the wind turbine.
The ABCD locus represents the maximum power control action as illustrated in Fig. 9. Each
of these curves was structured for a certain wind speed as a function of the air density (ρ), the
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turbine blade radius (R), the tip speed ratio (λ), the wind speed (v), the power coefficient (Cp),
the pitch angle (β) and the wind turbine speed (ωt) as,

2 31 ( , ).
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R
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Figure 9. P- curve and tracking maximum power curve of the wind turbine. 
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Where I, V are the current and voltage at the grid side. These equations may be translated into d–q synchronous coordinates that 
may be aligned with the positive sequence of grid side voltage (Vgq = 0, Vgd = Vg): 
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4.2.3 Principles of vector control of GSC

The main objective of GSC is to maintain the DC-link voltage to be constant regardless of the
magnitude and direction of the slip power Pr. As illustrated in Fig. 10, a current-regulated
PWM scheme is used, where d and q axes currents are used to regulate DC-link voltage and
reactive power. On the other hand, the GSC uses a power filter to reduce current harmonics
flow into the power source. The inductance and resistance (R, L) of the input filter are taking
into account, so, the voltage equations across the inductor (L, R) can be written as follows:
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Where I, V are the current and voltage at the grid side. These equations may be translated into
d–q synchronous coordinates that may be aligned with the positive sequence of grid side
voltage (Vgq = 0, Vgd = Vg):
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The main objective of GSC is to maintain the DC-link voltage to be constant regardless of the
magnitude and direction of the slip power Pr. As illustrated in Fig. 10, a current-regulated
PWM scheme is used, where d and q axes currents are used to regulate DC-link voltage and
reactive power. On the other hand, the GSC uses a power filter to reduce current harmonics
flow into the power source. The inductance and resistance (R, L) of the input filter are taking
into account, so, the voltage equations across the inductor (L, R) can be written as follows:
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Where I, V are the current and voltage at the grid side. These equations may be translated into
d–q synchronous coordinates that may be aligned with the positive sequence of grid side
voltage (Vgq = 0, Vgd = Vg):
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4.2.4. Grid integration issues of DFIGs

As described in the preceding analysis, the concept of DFIG for variable-speed wind turbine
provides the possibility of controlling the active and reactive power, which is significant for
grid integration. On the other hand, vector control of the DFIG enables the decoupling between
active and reactive power as well as between the torque and the power factor. Hence, unique
features of grid supporting are expected [40]-[43]. Owing to the new policies of recent grid
codes, wind farms are required to remain grid- connected during grid faults for a certain time
so that they can directly contribute with active and reactive power to the grid. This leads to
support the overall system stability [44], [45]. On the other hand, wind turbines are separated
from the grid following grid faults leading to loss of an undesirable portion of power gener‐
ation. Hence, most utilities require Fault Ride-Through (FRT) capability for grid-connected
wind farms. Theoretically, decoupling between the wind generators and the grid with the
utilized back-to-back converters in variable speed machines greatly eliminates impacting the
system frequency. However, large penetration of wind energy into the grid leads the spinning
reserve to have less time to react to the power imbalance resulting from load variations or wind
speed fluctuations. Hence considerable frequency deviations can be expected in the system.
Then, grid voltage support by wind generators is essential for eliminating these impacts. Basic
control strategies for support the grid was conventionally achieved by controlling the behavior
of either the Rotor Side Coveter (RSC) or the Grid Side Converter (GSC) or both of them to
maintain the generated active and reactive power of the DFIG during the fault period. Recently,
more control loops were proposed utilizing the system frequency response inertial response
to do the same action, where the fluctuation in system frequency or apparent system inertia
can be utilized to control the profile of the generated power by the wind generators [46]. Also,
damping control loops were also proposed to eliminated the expected mechanical oscillations
on the DFIG rotor to serve for controlling the generated active and reactive power [41], [47].

Old grid integration scenarios recommend to separate wind generators from the grid when
their terminal voltage level decreased below 80% of its nominal range. Since these scenarios
are not acceptable with the increasing penetration wind power plants, recent grid codes
demanded that grid integrated wind farms must withstand voltage dips to a certain percentage
of its nominal voltage (down to 0% in some cases) for a specified duration. Differences among
these codes were demonstrated in Fig. 11 [48]-[50]. This is mainly to benefit with its capabilities
for supporting the grid with reactive power to avoid the possibilities of voltage instability
problems as possible. Accordingly, wind turbines are usually considered as active components
facilitating grid support when required.

According to Fig. 12 (German grid code), wind turbines have to be still connected to the grid
during the elapsed time by areas I and II even when the voltage at the Point of Common
Coupling (PCC) with the grid drops to zero. For severe thermal impacts, on the other hand,
wind turbines can be separated from the grid and then resynchronized shortly after a few
hundreds of milliseconds [48]. During the fault period, power generation by the variable
speed wind generator is reduced by the converter control temporarily. Then, grid support‐
ing is released to increase the generated active power to the grid. Once the fault is cleared,
the wind turbine controller should be able to increase the active power fed to the grid after
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resynchronization process as fast as possible. In area III short disconnection from the grid is
allowed if the voltage cannot return to area II. Within the next two seconds, resynchroniza‐
tion is always required. If the voltage remains low longer than 2.683 seconds, tripping of the
corresponding wind turbines by system protection is issued [50], [51].
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resynchronization process as fast as possible. In area III short disconnection from the grid is
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These grid codes assisted different possible voltage control strategies for regulating the
terminal voltage DFIG wind turbines during normal/abnormal operation. Principally, DF|IG
voltage can be controlled by either the RSC [45] or the GSC [52] or by both of them to support
the grid by generating reactive power during network faults and restore the grid voltage as
possible. If the PCC voltage is dropped more than 10% of the RMS of the generator terminal
voltage, the wind generator must be switched to voltage support mod. As described in Fig. 3,
the network voltage support is initiated within 20 ms. by providing reactive power at the
generator terminals. A reactive power output of 100% of the rated current must be possible if
necessary as well. On the other hand, it is worthy to note that the requirements described in
Fig 13 are not applicable when the wind turbine generator output power is less than 5% of its
rated power or during very high wind speed conditions [50].

Figure 13. Recommended voltage German support profile

4.2.5. Rotor protection scenarios

As the consequence of a sudden short circuit on the grid, the stator current of the DFIG may
contain DC-components which appear in the rotor side as an AC current. Therefore the rotor
current can exceed to more than 2-3 times its nominal value [52]-[56]. This obviously is not

Modeling and Control Aspects of Wind Power Systems172

acceptable, and it can in turn cause large increases in the DC-link voltage or cause damage to
the rotor-side converter itself. With the continuous increase in the rotor current or the DC-
voltage, the rotor side converter should be disconnected otherwise it will be destructed. So, to
satisfy the FRT, keeping the machine connected to the grid without destroying the machine,
both of the crowbar and chopper are used in this thesis for the wind farm rotor protection.

The crowbar is a device mounted in parallel with the rotor converter, as sketched in Fig. 14,
which comprises a three phase diode bridge that rectifies the rotor currents and a single
thyristor in series with a resistor Rcrow. For the grid short circuit disturbance the crowbar short-
circuits the rotor terminal, and hence the RSC is separated from the rotor circuit, and the DFIG
goes to operate as a FSIG, in which the DFIG is not controlled by the rotor-side converter. The
thyristor of the crowbar circuit is triggered by the DC-voltage, at 1.1 of the nominal DC voltage
value, which rises due to rotor current increase. After a short time delay of about 60-120ms
during the crowbar is switched off and the DFIG regain its normal operation.
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Figure 14. A DFIG equipped with the crowbar and chopper.

According to the situation of operation during the fault, different operation modes occurs
affecting the behavior of the DFIG as shown in Fig. 15 as follows [57]-[64]. In Normal mode
(mode 1), rotor current and rotor voltage are controlled by the IGBT's. In Crowbar mode (mode
2), the Rotor side IGBT-converter is switched off, whereas the crowbar is switched on. When
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Figure 14. A DFIG equipped with the crowbar and chopper.

According to the situation of operation during the fault, different operation modes occurs
affecting the behavior of the DFIG as shown in Fig. 15 as follows [57]-[64]. In Normal mode
(mode 1), rotor current and rotor voltage are controlled by the IGBT's. In Crowbar mode (mode
2), the Rotor side IGBT-converter is switched off, whereas the crowbar is switched on. When
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the crowbar is on, the rotor side converter controller is stopped and reset in this mode. Then
the machine behaves as a SFIG one. In the No load mode (mode 3), the rotor side IGBT-converter
is switched off and consequently the rotor-current = 0. In Deactivation mode (mode 4), the
generator rotor windings are fed by anti-parallel diodes of rotor side converter when the IGBT-
converter is deactivated. In mode 4, the DFIG can be described by the same equations as used
for normal mode. However, the absolute value of rotor voltage is determined by the DC-link
voltage only.

All these operation scenarios affect the performance of the DFIG generator during grid faults
and consequently influence the stability profile of such generators during stability problems.

 

Figure 14.A DFIG equipped with the crowbar and chopper. 

According to the situation of operation during the fault, different operation modes occurs affecting the behavior of the DFIG as 
shown in Fig. 15 as follows [57]-[64]. In Normal mode (mode 1), rotor current and rotor voltage are controlled by the IGBT's. In 
Crowbar mode (mode 2), the Rotor side IGBT-converter is switched off, whereas the crowbar is  switched on. When the crowbar is 
on, the rotor side converter controller is stopped and reset in this mode. Then the machine behaves as a SFIG one. In the No load 
mode (mode 3), the rotor side IGBT-converter is switched off and consequently the  rotor-current = 0. In Deactivation mode (mode 4), 
the generator rotor windings are fed by anti-parallel diodes of rotor side converter when the IGBT-converter is deactivated.  In 
mode 4, the DFIG can be described by the same equations as used for normal mode. However, the absolute value of rotor voltage is 
determined by the DC-link voltage only.  

All these operation scenarios affect the performance of the DFIG generator during grid faults and consequently influence the 
stability profile of such generators during stability problems.  

 

Figure 15.Operation modes with the crowbar operation modes 

It is found that, the crowbar ignition converts the DFIG to SFIG by short-circuiting the rotor circuit, and blocking the RSC. During 
this time the generator acts as a common single fed induction generator and consumes reactive power, which is not desirable. 
Therefore, utilizing crowbar mechanisms has recently replaced with a DC chopper. The DC chopper is used to limit the DC voltage 
by short-circuiting the DC circuit through the chopper resistors as demonstrated in Fig. 14. 

To keep the DC voltage below the upper threshold, 1.05 of the nominal value, the chopper is switched on by IGBT switches and 
stay in conduction mode until the DC voltage decreased to the lower threshold value, 1.03 of the nominal value. [65]. 

When the DC voltage is maintained by the chopper the DFIG can be controlled even if it is operating on a low voltage level. 
However, in extreme situations the DC voltage may increase further and the crowbar must be used to protect the DFIG from 
damage.  

Figure 15. Operation modes with the crowbar operation modes

It is found that, the crowbar ignition converts the DFIG to SFIG by short-circuiting the rotor
circuit, and blocking the RSC. During this time the generator acts as a common single fed

Modeling and Control Aspects of Wind Power Systems174

induction generator and consumes reactive power, which is not desirable. Therefore, utilizing
crowbar mechanisms has recently replaced with a DC chopper. The DC chopper is used to
limit the DC voltage by short-circuiting the DC circuit through the chopper resistors as
demonstrated in Fig. 14.

To keep the DC voltage below the upper threshold, 1.05 of the nominal value, the chopper is
switched on by IGBT switches and stay in conduction mode until the DC voltage decreased to
the lower threshold value, 1.03 of the nominal value. [65].

When the DC voltage is maintained by the chopper the DFIG can be controlled even if it is
operating on a low voltage level. However, in extreme situations the DC voltage may increase
further and the crowbar must be used to protect the DFIG from damage.

5. Simulation examples for transient stability studies

5.1. Selected testing network

The well known IEEE standard 3-generator, 9-bus power system, shown in Fig. 16, is consid‐
ered for preparing the required simulation examples [66]. It is assumed that each of the system
generators is equipped with the automatic voltage regulator (AVR) and speed governor as
described in Fig. 17 and 18 [67] considering KA=25, TA=0.05, Kg=50 and Tg=5.
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Figure 16. One line diagram of the selected IEEE 9-bus system.
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induction generator and consumes reactive power, which is not desirable. Therefore, utilizing
crowbar mechanisms has recently replaced with a DC chopper. The DC chopper is used to
limit the DC voltage by short-circuiting the DC circuit through the chopper resistors as
demonstrated in Fig. 14.

To keep the DC voltage below the upper threshold, 1.05 of the nominal value, the chopper is
switched on by IGBT switches and stay in conduction mode until the DC voltage decreased to
the lower threshold value, 1.03 of the nominal value. [65].

When the DC voltage is maintained by the chopper the DFIG can be controlled even if it is
operating on a low voltage level. However, in extreme situations the DC voltage may increase
further and the crowbar must be used to protect the DFIG from damage.

5. Simulation examples for transient stability studies

5.1. Selected testing network

The well known IEEE standard 3-generator, 9-bus power system, shown in Fig. 16, is consid‐
ered for preparing the required simulation examples [66]. It is assumed that each of the system
generators is equipped with the automatic voltage regulator (AVR) and speed governor as
described in Fig. 17 and 18 [67] considering KA=25, TA=0.05, Kg=50 and Tg=5.

G1

Bus 1

Bus 4

G2

Bus 2 Bus 7
G3

Bus 3Bus 9

Bus 5 Bus 6

Bus 8 85-j10.9

71.6+j27

163+j6.7

90+j30125+j50

100+j35

Figure 16. One line diagram of the selected IEEE 9-bus system.

Modeling Issues of Grid-Integrated Wind Farms for Power System Stability Studies
http://dx.doi.org/10.5772/54612

175



KA

1+TAS
+

V

+
+ Efd

-4

4Efdo

Vref

Figure 17. IEEE Type-AC1A Excitation system representation

Kg

1+TgS
+

ωg

+
+ Pm

0.0

1.05Pmo

ωref
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5.2. Simulated examples for SFIGs

In order to emphasize the paper aim, a preliminary stability study was performed with the
selected IEEE 9-bus system utilizing the developed simulation platform. Effects of considerable
amounts of wind energy conversional systems in conjunction with conventional synchronous
generators are highlighted. One of these conventional ones (connected at bus 3) is replaced by
a FSIG equivalent generator representing the overall wind farm. Also, the FSIG output active
power is assumed to equal 0.85 pu. (the removed generator output power). This power is equal
to about 27% of the system total generated power. Referring to Fig. 4 the FSIG loop current
equations are solved. It is found that the generator steady state slip So= -0.0181, and its input
reactive power equals 0.4512 pu. Hence, after carrying out the system load flow study, it is
chosen a capacitor of the reactive power 0.38624 pu. to be connected with the FSIG. Each of
the system two synchronous generators was represented by the well known three-axis model,
whereas the SFIG was represented using the described equations earlier.

A three phase short circuit fault was initiated at 0.10 sec. at bus 8. It is found that both the
system synchronous (angle) and voltage stability are lost, as shown in Figs. 19 and 20. The
system can maintain its stability when the fault is removed after elapsing a time interval not
larger than 0.225 sec. from the fault instant. As concluded from the results, the system can
maintained its both voltage and synchronous stability, if the faulted line is isolated before 0.285
sec. from the fault instant. On the other hand, the original system (equipped with three
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synchronous generators only) has the critical times for isolating the faults of the first and
second locations of 0.25 and 0.3 sec. respectively.system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 

locations of 0.25 and 0.3 sec. respectively. 
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system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 
locations of 0.25 and 0.3 sec. respectively. 
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Figure 20. Synchronous machines relative angle δ21 for SFIG unit

Another testing example was carried out when the wind speed was increased from 12 to 15
m/sec. whereas a 3-phase short circuit fault was applied at bus 8 after 0.1 sec. Referring to Figs
21, 22 and 23, both the system voltage and frequency stability were maintained when the fault
duration time is less than 0.15 sec. These presented simulation examples may raise different
conclusions. The critical time value for removing a short circuit at one of the system buses or
isolating a faulted line, are about 90% of those for the original power system. This essentially
means that replacing a synchronous generator by an FSIG may deteriorate the system stability.
For an increase in the wind speed which is followed by a 3-phase short circuit at one of the
system buses, the critical time for removing the fault is equal to about 65% of that for the short
circuit fault under the normal wind speed. This means that increasing the wind speed
deteriorates the system stability.
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5.2. Simulated examples for SFIGs

In order to emphasize the paper aim, a preliminary stability study was performed with the
selected IEEE 9-bus system utilizing the developed simulation platform. Effects of considerable
amounts of wind energy conversional systems in conjunction with conventional synchronous
generators are highlighted. One of these conventional ones (connected at bus 3) is replaced by
a FSIG equivalent generator representing the overall wind farm. Also, the FSIG output active
power is assumed to equal 0.85 pu. (the removed generator output power). This power is equal
to about 27% of the system total generated power. Referring to Fig. 4 the FSIG loop current
equations are solved. It is found that the generator steady state slip So= -0.0181, and its input
reactive power equals 0.4512 pu. Hence, after carrying out the system load flow study, it is
chosen a capacitor of the reactive power 0.38624 pu. to be connected with the FSIG. Each of
the system two synchronous generators was represented by the well known three-axis model,
whereas the SFIG was represented using the described equations earlier.

A three phase short circuit fault was initiated at 0.10 sec. at bus 8. It is found that both the
system synchronous (angle) and voltage stability are lost, as shown in Figs. 19 and 20. The
system can maintain its stability when the fault is removed after elapsing a time interval not
larger than 0.225 sec. from the fault instant. As concluded from the results, the system can
maintained its both voltage and synchronous stability, if the faulted line is isolated before 0.285
sec. from the fault instant. On the other hand, the original system (equipped with three
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synchronous generators only) has the critical times for isolating the faults of the first and
second locations of 0.25 and 0.3 sec. respectively.system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 

locations of 0.25 and 0.3 sec. respectively. 
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Figure 19. Wind farm terminal voltage for SFIG unit

system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 
locations of 0.25 and 0.3 sec. respectively. 
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Figure 20. Synchronous machines relative angle δ21 for SFIG unit

Another testing example was carried out when the wind speed was increased from 12 to 15
m/sec. whereas a 3-phase short circuit fault was applied at bus 8 after 0.1 sec. Referring to Figs
21, 22 and 23, both the system voltage and frequency stability were maintained when the fault
duration time is less than 0.15 sec. These presented simulation examples may raise different
conclusions. The critical time value for removing a short circuit at one of the system buses or
isolating a faulted line, are about 90% of those for the original power system. This essentially
means that replacing a synchronous generator by an FSIG may deteriorate the system stability.
For an increase in the wind speed which is followed by a 3-phase short circuit at one of the
system buses, the critical time for removing the fault is equal to about 65% of that for the short
circuit fault under the normal wind speed. This means that increasing the wind speed
deteriorates the system stability.
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system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 
locations of 0.25 and 0.3 sec. respectively. 
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system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 
locations of 0.25 and 0.3 sec. respectively. 
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Figure 23. Frequency of the induction generator for SFIG unit

5.3. Simulated examples for DFIGs

It was considered that the SFIG was replaced with a DFIG one. Similar tests were applied as
described earlier. Unlike the SFIG one, the FRT as well as the rotor protection schemes affected
the performance of the DFIG during faults. The crowbar firing is triggered by the DC-voltage
(with a threshold of 110% of its nominal DC voltage) which rises due to the first rotor current
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peak. The IGBT's are usually stopped by its own protection but the current and thus the energy
continues to flow into the DC-link through the freewheeling diodes leading to a very fast
voltage increase. Crowbar is typically kept on for 60-120 ms and then it is switched off. Then
the converter resynchronizes and the system goes back into controlled DFIG operation. When
the crowbar is switched on, the converter is separated from the rotor circuits.

Referring to the developed modeling, Fig. 24 shows the performance of the DFIG during a
three phase short circuit while the crowbar circuitry was activated. As a result, rotor, crowbar
and stator currents were demonstrated in Fig. 24 (a), (b) and (c) respectively. As soon as the
Crowbar DC link voltage exceeded its limit, the crowbar was initiated as shown in Fig. 25(a)
and the rotor side converter is blocked. The Crowbar thyrestor firing is switched off after
elapsing 100 ms, the DFIG terminal voltage is nearly equal to zero as demonstrated in Fig.
25(b) during the fault period. As noted from Fig. 25(c), there is no output active and reactive
power flow during the fault time as well.
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system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 
locations of 0.25 and 0.3 sec. respectively. 
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Figure 21. Wind farm terminal voltage for SFIG unit

system (equipped with three synchronous generators only) has the critical times for isolating the faults of the first and second 
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locations of 0.25 and 0.3 sec. respectively. 

 

Figure 19.Wind farm terminal voltage for SFIG unit 

 

Figure 20.Synchronous machines relative angle δ21   for SFIG unit 

Another testing example was carried out when the wind speed was increased from 12 to 15 m/sec. whereas a 3-phase short circuit 
fault was applied at bus 8 after 0.1 sec. Referring to Figs 21, 22 and 23, both the system voltage and frequency stability were 
maintained when the fault duration time is less than 0.15 sec. These presented simulation examples may raise different conclusions. 
The critical time value for removing a short circuit at one of the system buses or isolating a faulted line, are about 90% of those for 
the original power system. This essentially means that replacing a synchronous generator by an FSIG may deteriorate the system 
stability. For an increase in the wind speed which is followed by a 3-phase short circuit at one of the system buses, the critical time 
for removing the fault is equal to about 65% of that for the short circuit fault under the normal wind speed. This means that 
increasing the wind speed deteriorates the system stability.  

 

Figure 21.Wind farm terminal voltage for SFIG unit 

 

Figure 22.Synchronous machines relative angle δ21 for SFIG unit 

 

Figure 23.Frequency of the induction generator for SFIG unit 

0 1 2 3 4
0

0.5

1

sec

pu

 0.235 s

 0.225 s

0 1 2 3 4

0

100

200

300

sec

de
g

 0.235 s

 0.225 s

0 1 2 3 4
0

0.5

1

sec

pu

 0.15 s 0.14 s

0 1 2 3 4
0

30

60

90

120

sec

de
g

 0.15 s 0.14 s

0 1 2 3 4
60

65

70

sec

H
Z

 0.15 s

 0.14 s

Figure 23. Frequency of the induction generator for SFIG unit

5.3. Simulated examples for DFIGs

It was considered that the SFIG was replaced with a DFIG one. Similar tests were applied as
described earlier. Unlike the SFIG one, the FRT as well as the rotor protection schemes affected
the performance of the DFIG during faults. The crowbar firing is triggered by the DC-voltage
(with a threshold of 110% of its nominal DC voltage) which rises due to the first rotor current
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peak. The IGBT's are usually stopped by its own protection but the current and thus the energy
continues to flow into the DC-link through the freewheeling diodes leading to a very fast
voltage increase. Crowbar is typically kept on for 60-120 ms and then it is switched off. Then
the converter resynchronizes and the system goes back into controlled DFIG operation. When
the crowbar is switched on, the converter is separated from the rotor circuits.

Referring to the developed modeling, Fig. 24 shows the performance of the DFIG during a
three phase short circuit while the crowbar circuitry was activated. As a result, rotor, crowbar
and stator currents were demonstrated in Fig. 24 (a), (b) and (c) respectively. As soon as the
Crowbar DC link voltage exceeded its limit, the crowbar was initiated as shown in Fig. 25(a)
and the rotor side converter is blocked. The Crowbar thyrestor firing is switched off after
elapsing 100 ms, the DFIG terminal voltage is nearly equal to zero as demonstrated in Fig.
25(b) during the fault period. As noted from Fig. 25(c), there is no output active and reactive
power flow during the fault time as well.
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Figure 25. Response of the DFIG for a grid fault at bus B6 with crowbar operation (a) DC link voltage (b) Terminal
voltage of DFIG (c) active/reactive power of DFIG

The fault was repeated considering the chopper operation instead of the crowbar. As described
in Fig. 26, the chopper circuit was initiated as soon as the DC voltage exceeded 1.05 % of its
nominal value and continue until the DC voltage reduced to 1.03. Hence, a discontinuous
chopper current was observed as shown in Fig. 26(c). Then, the chopper operation protected
the rotor winding while keeping variable speed operation of the DFIG during the fault. Unlike
the crowbar operation, this facilitates the grid support capabilities during such faults. As a
result, a better terminal voltage of the DFIG was realized as compared with the corresponding
crowbar response as described in Fig. 27(d).

As emphasized from the results, the use of the chopper improves the profile of the reactive
power injection during and after the fault period. After the fault removing the chopper prevent
the operation of the crowbar, as compared with its corresponding operation. Then, the DFIG
doesn't absorb a reactive power from the grid. Therefore the chopper protection circuit can
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support the PCC voltage remarkably. Different tests were applied revealing the perfect

capabilities of the DFIGs for supporting the grid during faults as fully described in [62], [65].
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Figure 26. Response of the DFIG for a grid fault at bus B6 with chopper operation (a) Output active and reactive pow‐
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in Fig. 26, the chopper circuit was initiated as soon as the DC voltage exceeded 1.05 % of its
nominal value and continue until the DC voltage reduced to 1.03. Hence, a discontinuous
chopper current was observed as shown in Fig. 26(c). Then, the chopper operation protected
the rotor winding while keeping variable speed operation of the DFIG during the fault. Unlike
the crowbar operation, this facilitates the grid support capabilities during such faults. As a
result, a better terminal voltage of the DFIG was realized as compared with the corresponding
crowbar response as described in Fig. 27(d).

As emphasized from the results, the use of the chopper improves the profile of the reactive
power injection during and after the fault period. After the fault removing the chopper prevent
the operation of the crowbar, as compared with its corresponding operation. Then, the DFIG
doesn't absorb a reactive power from the grid. Therefore the chopper protection circuit can

Modeling and Control Aspects of Wind Power Systems180

support the PCC voltage remarkably. Different tests were applied revealing the perfect

capabilities of the DFIGs for supporting the grid during faults as fully described in [62], [65].
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1. Introduction

The widespread concern in developed and developing countries to generate clean and sus‐
tainable energy, has led to search for alternative sources for non polluting power generation
such as wind power. Although electric power generating costs by harnessing the wind re‐
source are still higher than production with conventional plants, the difference is being re‐
duced, depending on the system capacity. Integrating wind power systems to distributed
generation scheme, the efficiency of transmission and distribution may increase.

An specific application of wind generation is to provide electric energy for street lighting in
cities or towns close to wind farms. In Mexico, the cost of wind power electricity may satisfy
the demand in public lighting with acceptable cost per kWh.

Since ancient times, the wind has been used for various purposes, including navigation,
grain mills and irrigation. It was until the early twentieth century when wind power started
his application in electric generation. It was more expensive, though, to produce electricity
from wind power than with conventional fossil fuels plants. In recent decades, the technolo‐
gy development to harness the wind resource has accelerated, and today many countries
use the wind resource on a large scale at competitive costs. It started with small generators
using a few watts of power, and currently there are up to 5 MW wind turbine generators
with possible capacity of 7, 10 and 20 MW for the coming years [1]. Figure 1 shows the
growth of wind turbines related to their installation heights.

© 2013 Bañuelos-Ruedas et al.; licensee InTech. This is an open access article distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Bañuelos-Ruedas et al.; licensee InTech. This is a paper distributed under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 9

Study for Wind Generation and
CO2 Emission Reduction Applied to
Street Lighting – Zacatecas, México

Francisco Bañuelos-Ruedas,
César Ángeles-Camacho,
Guillermo Romo-Guzmán and
Manuel Reta-Hernández

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54019

1. Introduction

The widespread concern in developed and developing countries to generate clean and sus‐
tainable energy, has led to search for alternative sources for non polluting power generation
such as wind power. Although electric power generating costs by harnessing the wind re‐
source are still higher than production with conventional plants, the difference is being re‐
duced, depending on the system capacity. Integrating wind power systems to distributed
generation scheme, the efficiency of transmission and distribution may increase.

An specific application of wind generation is to provide electric energy for street lighting in
cities or towns close to wind farms. In Mexico, the cost of wind power electricity may satisfy
the demand in public lighting with acceptable cost per kWh.

Since ancient times, the wind has been used for various purposes, including navigation,
grain mills and irrigation. It was until the early twentieth century when wind power started
his application in electric generation. It was more expensive, though, to produce electricity
from wind power than with conventional fossil fuels plants. In recent decades, the technolo‐
gy development to harness the wind resource has accelerated, and today many countries
use the wind resource on a large scale at competitive costs. It started with small generators
using a few watts of power, and currently there are up to 5 MW wind turbine generators
with possible capacity of 7, 10 and 20 MW for the coming years [1]. Figure 1 shows the
growth of wind turbines related to their installation heights.

© 2013 Bañuelos-Ruedas et al.; licensee InTech. This is an open access article distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Bañuelos-Ruedas et al.; licensee InTech. This is a paper distributed under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



This chapter provides a study concerning an estimation of wind resources and the possibili‐
ty of supplying electricity for street lighting from wind farms in the state of Zacatecas, Mexi‐
co. It also presents a summary of environmental impact concerning the tons of CO2 not
released to the environment using this type of generation.

Figure 1. Growth in size of commercial wind turbine designs [1]

2. Wind resource in Mexico

According to a wind resource evaluation performed in 1995 by Schwartz and Elliott [2],
México has interesting regions with wind capacity to produce electric energy. Figure 2 a)
shows estimated utility-scale areas in Oaxaca (Istmo de Tehuantepec), Veracruz, Tamauli‐
pas, Yucatan, Quintana Roo, Baja California and Zacatecas, with wind power classes from 3
to 5. Figure 2 b) shows wind capacity for rural-scale areas for the rest of the country with
wind power classes from 1 to 4.
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Figure 2. Preliminary wind resource of Mexico estimated by Schwartz and Elliott [2], a) for utility-scale applications; b)
for rural-scale applications.
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In 2007, Klapp, Cervantes-Cota and Chavez [3] published estimated wind power data for
Mexico, showing potential wind power capacity in MW (Figure 3). Some of the more stud‐
ied areas shown are Zacatecas (400 MW), Oaxaca and Chiapas (2000 MW), and Baja Califor‐
nia (100 MW). Some of the less studied areas are Tamaulipas (700 MW), Veracruz, Hidalgo
and Puebla (600 MW), Baja California Sur (50 MW), Quintana Roo and Yucatán (800 MW),
Chihuahua (50 MW), and Sinaloa (100 MW). The estimated capacity factors go from 18 % to
30%, and 50% in Oaxaca (Istmo de Tehuantepec).

Figure 3. Estimated wind potential areas in Mexico, in MW, shown by Klapp, Cervantes-Cota and Chavez [3]

The wind power prospective in Mexico 2011-2025 reported by SENER [4]-[5], estimates a
wind resource of 71,000 MW considering capacity factors between 20% and 30% (Table 1).
For capacity factors between 30% and 35% the estimated wind potential is around 11,000
MW. For capacity factors beyond 35%, the estimated wind potential is 5,235 MW.

Capacity factor (%) Land (%)
Estimated Wind Capacity

(MW)

20-25 56.7 40,268.0

25-30 27.5 19,535.0

30-35 8.4 5,961.0

35-40 3.5 2,500.0

> 40 3.9 2,735.0

Total 100 71,000

Table 1. Estimated wind energy potential in Mexico, by SENER [4,5]
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3. Wind power plants in Mexico

The significant wind power plants installed in Mexico have been developed during the last
seven years. Almost all plants have been installed in Oaxaca, due to its high wind potential,
although other regions are being considered. Some other areas are currently being moni‐
tored for possible wind exploitation. Table 2 shows the wind power projects developed until
2010, according to SENER [5] and AMDEE [6].

At the end of 2011, the wind capacity installed in Mexico reached 873 MW (position 19 in the
global ranking, according to GWEC [7]). There are some other projects in planning stage to
be constructed during the next three years, expecting a total capacity of 6,792.7 MW at the
end of 2014 [6].

Project Location Developer Date of commercial

operation

Capacity

(MW)

La Venta Oaxaca CFE 1994 1.6

La Venta II Oaxaca CFE 2006 83.3

Parques Ecológicos de

México

Oaxaca Iberdrola 2009 79.9

Eurus, phase 1 Oaxaca Cemex/Acciona 2009 37.5

Eurus, phase 2 Oaxaca Cemex/Acciona 2010 212.5

Gobierno Baja California Baja

California

GBC/Turbo Power Services 2010 10

Bii Nee Stipa I Oaxaca Cisa-Gamesa 2010 26.35

La Mata - La Ventosa Oaxaca Eléctrica del Valle de México

(EDF-EN)

2010 67.5

Total 518.63

Table 2. Wind power plants in operation in Mexico at the end of 2010 [5,6]

The Energy Department, SENER [4], expects a continuos and sustained growing in all re‐
newable energy sectors for electric energy production, predicting a total wind capacity of
11,703 MW at the end of 2024. Table 3 shows the distribution of expected electricity produc‐
tion with all types of renewable resources. It can be observed that wind power capacity will
be the second resource (39.6%), only after hydroelectric power. The total predicted value is
31,854 MW.
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Figure 3. Estimated wind potential areas in Mexico, in MW, shown by Klapp, Cervantes-Cota and Chavez [3]
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Table 1. Estimated wind energy potential in Mexico, by SENER [4,5]
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Resource MW %

Hydroelectric < 30 MW 1,348 4.2

Hydroelectric > 30 MW 14,657 46.2

Solar PV (Photovoltaic) 1,942 6.1

Solar CSP

(Concentrated Solar Power)
69 0.2

Bioenergy 905 2.9

Geothermal power 1,230 3.6

Wind power 11,703 39.6

Total 31,854 100.0

Table 3. Predicted values of electricity production from renewable energy resources in Mexico in 2024 [4]

4. Wind resource estimation

The construction feasibility of any wind project requires the fulfillment of several points,
such as:

a. Selection of site.

b. Wind speed and wind direction monitoring.

c. Wind rose description.

d. Electric network close to the site.

e. Environmental studies.

f. Economical / social studies.

g. Geographical access.

h. Legal permits.

i. Wind turbine/generator electro–mechanical modeling.

j. Technical /economical analysis of the wind plant.

The impact of wind generation projects must be evaluated by two fundamental factors: en‐
viromental issues and power electric grid characteristics.

In the first case, it can be outlined the following impacts [8]:

• Atmosphere.

• Effects on flora.

• Effects on birds.
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• Visual.

• Noise.

The impact of wind power generation on the power electric grid may be measured on short,
middle and large periods of time, taking into account factors as:

• Level of penetration.

• Capacity of electric grid.

• Structure of power generation.

The level of possible penetration can be determined by (a), (b) y (c) described above in the
wind resource estimation.

The wind resource estimation of the site requires monitoring of several climate variables as
wind speed, wind direction, temperature and atmospheric pressure taken, at certain hight,
every two minutes during, at least, twelve consecutive months. All data obtained is statisti‐
cally processed through specialized computational tools to obtained plots and characteris‐
tics curves [9]-[10] like wind rose wind speed–frequency distribution curve. The wind
resource of a region (wind map) is obtained later, considering the data of several sites.

Figures 4 and 5 show the wind rose and wind speed-frequency distribution curve obtained
in a monitoring station [11]-[12].

Figure 6 shows the wind maps of a region, indicating a) annual average values of wind
speed and, b) annual average values of wind power density.

Figure 4. Wind rose obtained in a selected site. Zacatecas, Mexico
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Figure 5. Wind speed-Frequency distribución curve obtained in a selected site. Zacatecas, Mexico

(a) 

(b) 

Figure 6. Wind map of a selected region in Zacatecas, Mexico, obtained with WAsP© software, showing (a) annual
average wind speed, in m/s, and (b) annual average power density, in W/m2.
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With the wind maps and their  corresponding wind roses,  the next  step to calculate the
wind plant is to select the specific area within the studied region that fulfill the environ‐
mental requirements.

A wind power plant or wind farm, usually have several wind turbines distributed in the se‐
lected area in such a way the available wind resource can be well exploited. The proper tur‐
bines arrangement is obtained, generally, by using computational tools and digital
simulators, all in compliance with existing national and international regulations.

The electricity produced by the wind turbines in large power plants is fed to power sys‐
tems  through  electric  transformers  and  power  electronic  controllers  [13]-[14].  Once  the
electric energy is sent to the network, it can be applied to different electric loads. Figure
7  shows  a  general  scheme  diagram  of  electricity  production  and  consumption  using
wind power.

The present document proposes to apply the electric energy produced by the wind turbines
in public street lighting or in municipal water pumping. Both loads have high tariff rates in
Zacatecas.
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Figure 7. General scheme of electricity production and consumption using wind power.

5. Electric energy demand in Mexico and Zacatecas state

Mexico had during 2011 a total consumption of 186,638,847 MWh of electric energy, with
4.13% consumed in the public sector (7,706,706 MWh). From the total energy demanded by
the public sector, 61.55% was consumed in street lighting and 38.44% of was consumed in
water pumping. Table 4 shows the electric energy values demanded by the whole country
and by Zacatecas state.

Study for Wind Generation and CO2 Emission Reduction Applied to Street Lighting – Zacatecas, México
http://dx.doi.org/10.5772/54019

197



Figure 5. Wind speed-Frequency distribución curve obtained in a selected site. Zacatecas, Mexico

(a) 

(b) 

Figure 6. Wind map of a selected region in Zacatecas, Mexico, obtained with WAsP© software, showing (a) annual
average wind speed, in m/s, and (b) annual average power density, in W/m2.

Modeling and Control Aspects of Wind Power Systems196

With the wind maps and their  corresponding wind roses,  the next  step to calculate the
wind plant is to select the specific area within the studied region that fulfill the environ‐
mental requirements.

A wind power plant or wind farm, usually have several wind turbines distributed in the se‐
lected area in such a way the available wind resource can be well exploited. The proper tur‐
bines arrangement is obtained, generally, by using computational tools and digital
simulators, all in compliance with existing national and international regulations.

The electricity produced by the wind turbines in large power plants is fed to power sys‐
tems  through  electric  transformers  and  power  electronic  controllers  [13]-[14].  Once  the
electric energy is sent to the network, it can be applied to different electric loads. Figure
7  shows  a  general  scheme  diagram  of  electricity  production  and  consumption  using
wind power.

The present document proposes to apply the electric energy produced by the wind turbines
in public street lighting or in municipal water pumping. Both loads have high tariff rates in
Zacatecas.

Gearbox

Generator 
Frecuency 
converter Public 

ditribution 
electrical 
network

t

v

Street lighting

Turbine

Transformer

Wind

B Municipal water 
pumping

Estimation of wind 
power

Convertion and condit ioning Utilization of electrical 
energy

Figure 7. General scheme of electricity production and consumption using wind power.

5. Electric energy demand in Mexico and Zacatecas state

Mexico had during 2011 a total consumption of 186,638,847 MWh of electric energy, with
4.13% consumed in the public sector (7,706,706 MWh). From the total energy demanded by
the public sector, 61.55% was consumed in street lighting and 38.44% of was consumed in
water pumping. Table 4 shows the electric energy values demanded by the whole country
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Sector
National Zacatecas state

MWh % MWh %

Residential 48,700,399 26.09% 480,403 18.72%

Commercial 12,991,134 6.96% 121,654 4.74%

Agriculture 8,599,593 4.61% 503,559 19.63%

Mid-size industry 70,024,362 37.52% 304,389 11.86%

Large-size industry 38,616,680 20.69% 937,553 36.54%

Public services 7,706,706 4.13% 218,234 8.51%

Total 186,638,874 100.00% 2,565,792 100.00%

Public services

Municipal water pumping 2,962,516 1.59 % 113,460 4.42%

Street Lighting 4,744,190 2.54% 104,774 4.08%

Total 7,706,706 4.13% 218,234 8.51%

Table 4. Electric energy consumption during 2011 in Mexico and in Zacatecas state [15]

During 2008 the total electric energy consumption in Zacatecas state was 1,726,935 MWh.
During 2011, the total consumption increased to 2,565,792 MWh. There have been increases
in consumption tariffs for public lighting services and municipal water pumping in the
state. Table 5 shows the sales reported by electric utility in Zacatecas state in public sector.

Sector
No of

customers

Energy sold

(MWh)

Energy sold

(%)

Average price ($

pesos / kWh)

Thousands of

pesos

Municipal water pumping

(Tariff 6)
1,369 113,460 4.42 1.40 162,901

Street Lighting

(Tariff 5A)
10,078 104,774 4.08 2.10 220,253

Table 5. Sales reported by electric utility in Zacatecas state during 2011 [15].

6. Case study-wind electric energy production for public street lighting

6.1. Capacity of wind power plant determination

According to electricity utility, CFE, energy sales for public street lighting in Zacatecas state
during 2011 were 104,774 MWh, representing a continuous operating capacity of 11.96 MW.
The total energy sales were 2,565,792 MWh, representing, in average, a continuous genera‐
tion capacity of 292.89 MW for all services.

Modeling and Control Aspects of Wind Power Systems198

The electricity consumption for public lighting in the most important city of Zacatecas state,
is in average 1,100 MWh per month, representing approximately a wind power plant gener‐
ation capacity of 1.52 MW with a capacity factor of 30%. This means a total wind power
plant capacity of 5.09 MW. The wind power plant may be build with three sets of wind tur‐
bines/generators of 2 MW located in a region near to the mentioned city with the required
wind capacity [16,17].

6.2. Economic analysis of wind generation costs

Table 6 shows comparison of electricity generation costs using different technologies [18]. It
can be seen that wind power generation is a competitive choice in 2011, compared to diesel
and steam (oil) technologies. Certainly, it is not a good choice comparing to the other tech‐
nologies costs outlined in the table, but if other issues as environmental and healthy prob‐
lems are taken into account, wind power technology is not a bad selection.

Technology Year

2008 2009 2010 2011

Diesel 7.85 8.27 15.91 16.58

Steam (oil fuel) 1.58 1.50 1.79 2.01

Wind power 0.74 0.69 1.02 1.84

Nuclear 1.12 1.05 1.97 1.26

Dual (Coal and oil) 1.10 0.98 0.90 0.96

Turbo Gas and Combined Cycle 1.38 0.87 0.90 0.94

Geothermal 0.59 0.48 0.47 0.56

Hydroelectric Generation 0.49 0.63 0.44 0.51

Generation cost includes:

• Salaries and employee benefits

• Energy and power purchased

• Maintenance and general services contract

• Maintenance and materials consumption

• Taxes and duties

• Cost of labor obligations

• Depreciation

• Indirects costs

• Development and financial cost.

• Other expenses

Table 6. Electricity generation costs in $ pesos / kWh, using different technology [18].
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6.3. Environmental impact

To estimate the environmental impact let us considered the average per month in the opera‐
tion of the proposed 6 MW wind power plant capacity mentioned in the previous section,
the total power delivered during this period will be 1.2 GWh. If contaminants emission of a
coal power plant has a rate of 1,058.2 tons of CO2/GWh, and a rate of 7.4 tons of CO2/GWh
for wind power plant, thus the operation of the wind power plant represents a reduction of
1260.96 tons of CO2 per month, and 15,131.52 tons of CO2 per year. Table 7 presents a com‐
parison of CO2 emissions in conventional power plants and in a wind farm that supplies 1.2
GWh per month. The emission factors are based on references [19-21].

Source
Capacity in GWh

per month

CO2/GWh

(Tons)

Total CO2 emitted

(Tons)

Coal 1.2 1,058.20 1,269.84

Oil 1.2 820 984.00

Natural gas 1.2 524 628.80

Wind energy 1.2 7.4 8.88

Table 7. Comparison of CO2 emission per month from fossil fuel plants and wind power plant of 1.2 GWh

All electric energy demanded per year for public street lighting in Zacatecas state (104,774
MWh), representing a continuous operation capacity of 11.96 MW, could be supplied by a
wind power plant with a total capacity of 40 MW, capacity factor 30%. Table 8 shows the
CO2 emissions produced per year in conventional power plants and in a wind farm that
supplies 104.77 GWh per year.

Source
Capacity in GWh

per month

CO2/GWh

(Tons)

Total CO2 emitted

(Tons)

Coal 104.774 1,058.20 110,871.85

Oil 104.774 820 85,914.68

Natural gas 104.774 524 54,901.58

Wind energy 104.774 7.4 775.33

Table 8. Comparison of CO2 emission per year from fossil fuel plants and wind power plant of 104.77 GWh

In Tables 7 and 8 can be observed the big differences in CO2 emissions by using fossil fuel
and wind energy technologies applied to public street lighting in Zacatecas. This is a simple
example of the benefits that can be obtained by using wind energy.
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7. Conclusions

Monitoring and estimation of wind resource of an specific site are fundamental tasks to start
a wind power plant project. They determine if the site has the minimum requirements to ex‐
ploit the wind resource. Once the wind capacity is evaluated, the next step is to establish the
electric energy demand.

In this chapter it is discussed how the electric energy demand for public street lightning and
water pumping in the State of Zacatecas, Mexico, could be supplied by wind energy. Nowa‐
days, the electricity produced by wind power plants has reached competitive costs that may
be applied in public street lighting, besides the reduction of CO2 emitted to the atmosphere
and its corresponding carbon bonuses. It is concluded that is widely recommended to apply
the wind energy production in public street lightning for Zacatecas State, even tough is nec‐
essary to complete more extensive environmental and grid impact studies.
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water pumping in the State of Zacatecas, Mexico, could be supplied by wind energy. Nowa‐
days, the electricity produced by wind power plants has reached competitive costs that may
be applied in public street lighting, besides the reduction of CO2 emitted to the atmosphere
and its corresponding carbon bonuses. It is concluded that is widely recommended to apply
the wind energy production in public street lightning for Zacatecas State, even tough is nec‐
essary to complete more extensive environmental and grid impact studies.
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