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Preface

Our knowledge of mass transfer processes has been extended and applied to various fields
of science and engineering including industrial and manufacturing processes in recent
years. Since mass transfer is primordial phenomenon, it plays a key role in the scientific re‐
searches and fields of mechanical, energy, environmental, materials, bio, and chemical engi‐
neering. The present book contains the selected advanced topics in numerical modeling and
analysis of mass transfer processes aspiring for sustainable energy and environment. This
book covers both fundamentals and applications of mass transfer in various developing sci‐
ence and technologies.

The 19 chapters of this book are divided into two parts. The first part deals with advanced
topics in numerical modeling of mass transfer. The second part is devoted to the advanced
topics in numerical analysis of mass transfer on the basis of measurement.

In this book, the authors provide advances in scientific findings and technologies, and de‐
velop new theoretical models concerning mass transfer. The editor would like to express his
sincere gratitude to all the authors for their contributions. This book brings valuable referen‐
ces for research engineers working in the variety of mass transfer sciences and related fields
in mechanical, energy, environmental, materials, bio, and chemical engineering. Since the
constitutive topics cover the advances in broad research areas, the topics will be mutually
stimulus and informative not only to research engineers, but also to university professors
and students in different areas.

Hironori Nakajima
Department of Mechanical Engineering

Kyushu University, Fukuoka, Japan





Section 1

Advanced Numerical Modelings





Chapter 1

The Theory of Random Transformation of Dispersed
Matter

Marek Solecki

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/52369

1. Introduction

The development of civilization, with regard to its consequences, requires appropriate
research tools. This is the reason of significant progress in different fields in mathematical
modelling of processes involving mass transfer. For their description there are often used
widely known models which can be written in a general form of nonlinear differential
equations. Woltera [1], who conducted the research of oscillation level of selected fish species
in the Adriatic, described the interaction system in the population of predator-victim type. It
is compatible with the obtained by Lotka [2] description of the reaction with the expected
oscillations in the concentrations of chemical compounds. The process of destruction of
organisms during disinfection is included in the model of Chick [3] developed by Watson [4].
The kinetics of the course of simple enzymatic reactions was described by Michaelis and
Menten [5]. Mathematical description of the process of microorganisms disintegration in high-
pressure homogenizer was developed on the basis of experimental data by Hetherington et al.
[6]. After over twenty years since revealing the effect of the position of enzymes in a cell on
their release rate [7], Melendres et al. [8] proposed a nonlinear description of the process as a
consequence of the following events: cell disruption and release of intracellular compounds.
The results of pioneering protease inhibitor therapy in HIV infection were the basis for the
development by Ho et al. [9] of a simple model of treatment and solving the mystery associated
with the quasi-stationary phase of infection. These models are still used to describe the
processes or are often the basis for future studies of more complex mathematical problems.

The essence of all the above processes is random transformation of material objects dispersed
in a limited space. Their relationships may help to increase the pace of knowledge develop‐
ment. A uniform theory of the presented issues was developed by Solecki [10]. The common
general concept based on the knowledge and understanding of important factors shaping the

© 2013 Solecki; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Solecki; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



specified sphere of events will facilitate particularistic analysis as well as transfer of knowledge
and experience. The aim of the presented study was to develop a unified theory of the
presented issues, allowing for phenomenal and mathematical modeling of various processes
based on mass transfer.

2. Paradigm

This section presents a coherent conceptual system of uniform theory which includes various
processes of random transformation of dispersed matter in a limited space.

2.1. Space and material objects

Let there be a set N consisting of n elements that are material objects. We assume that n is a
natural number.

Figure 1. The set of identified properties of a material object belonging to set N.

Identified properties of material objects belonging to set N are the elements of set Nt (notum)
(Fig. 1). The property of an object is the feature which characterizes it. Objects can have χ same
properties (ct1, …, ctχ) belonging to set Ct (constans) which is a subset of set Nt. Objects from
set N can differ with ξ properties (vr1, …, vrξ). They belong to set Vr (variabilis) which is a subset
of identified features of object Nt. We assume that the ψ- th property vrψi of any i-th object
belonging to set N is included within the range described by the relationship

min max.ivr vr vry y y£ £ (1)

Changing the feature of an object belonging to set Vr involves a change of the parameter vrψi

described by the relationship (1). An object from set N may lose some features from set Vr or
Ct. Any element belonging to set N must have all the φ features belonging to set Im (inamissi‐
bilem). They are the basic features of any object from set N and satisfy the relationship

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling4
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0<φ ≤χ + ξ. (2)

Set Im is a subset of set Nt. We assume that after the loss of at least one basic feature of set Im
the object is no longer what it was, that is it no longer belongs to set N.

Objects from set N have limited duration after which they lose at least one basic feature from
set Im and they do not belong to set N anymore.

It is assumed that the fact of existing of objects in set N results in a possibility of generating
new elements which are objects of set N.

Let there be a limited medium of volume V described by the relationship according to the
equation

V = f 1(t). (3)

In his medium there is set N consisting of n dispersed material objects described by the
relationship

n = f 2(t). (4)

We assume that the volume of material object V is incomparably greater than volume Vni of
any i-th object of set N, according to the formula

.niV V<< (5)

At the initial moment t0 = 0 the number of objects from set N dispersed in space V amounts n0,
where n0 is large natural number. We assume that after time Δt the number of objects belonging
to set N may be changed. Changes may be caused by:

• addition of new objects from the outside to volume V – introduction,

• exclusion of some objects from volume V to the outside – removal,

• generating new objects resulting from the fact of existing of material objects from set N in
volume V – multiplication,

• natural exclusion of objects from set N, resulting from its duration appropriate for the
elements of this set, caused by the loss of at least one feature from set Im – exclusion.

Change in number of objects belonging to set N, resulting from introduction, removal,
multiplication and exclusion, described by functions respectively f31 (t), f32 (n, t), f33 (n, t) and
f34 (n, t), at the moment t is described by the relationship consistent with the formula

The Theory of Random Transformation of Dispersed Matter
http://dx.doi.org/10.5772/52369
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( ) ( ) ( ) ( )31 32 33 34, , , .An f t f n t f n t f n tD = - + - (6)

2.2. Converting of objects

The conditions of the existence of objects in the environment are determined by the interaction
of physical, chemical, biological and psychical factors. We assume that for each material object
from set N there exists such set of environmental conditions in which there is a loss of ς object
properties (ς>0) belonging to set Nt. If at least one of ς lost features belongs to set Im we are
dealing with the transformation of an element from set N. In this case the object from set N
after the loss of at least one feature from set Im does not belong to set N. A set of environment
conditions which may influence the transformation of an object from set N is called transfor‐
mation conditions. Their intensity, at which the object is transformed, is called transformation
intensity and is denoted as Γt. Locally occurring environmental conditions of transformation
intensity were designated γt. The features of an object from subset Ct have no effect on the
variation of transformation intensity of material objects. We assume, however, that the
combination of ξ features of set Vr affects the value of the smallest transformation intensity γti

of the i-th object from set N, according to the formula

( )4 1 , , .ti f vr vrxg = K (7)

If none of ς lost properties by the i-th element belongs to set Im we are dealing with the
formation of object from set N. After the loss of features not belonging to set Im an object from
set N still belongs to set N. A set of environment conditions which may influence the formation
of an object from set N is called formation conditions. Their intensity, at which the object is
formed, is called formation intensity and is denoted as Tt. Locally occurring environmental
conditions of formation intensity were denoted by τt. The features of an object from subset Ct
have no effect on the variation of formation intensity of material objects. However, the
combination of ξ features of set Vr affects the value of the smallest transformation intensity τti

of the i-th object from set N, according to the formula

( )5 1 , , .ti f vr vrxt = K (8)

Later in this paper the theory of transforming objects is described. The formation of material
objects is an important issue because of the possibility of changing their susceptibility to
transformation. The theory of random formation of matter is analogous to the described
theory.

2.3. Types of volume

The main parts of space V are volumes Vαi. Environmental conditions occurring in them are
safe for the individual objects from set N. Thus volume Vαi is safe for the i-th object from the

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling6
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set N. We assume that this volume there is intensive mixing. Its purpose is to homogenise the
concentration of objects present in the volume Vαi.

Volume Vαi consists of two parts:

a. Vαci is a part of volume Vαi, whose subsets are never transformed to other types of volumes,

b. Vαti is a part of volume Vαi, in which subsets can be transformed to other types of volumes
(Vγji and Vβji).

Between the components of volume Vαi for the i-th object there are relationships which are
described by the following formula

Vαi =Vαti ∪Vαci (9)

and

Vαti ∩Vαci =∅. (10)

In the space Vαti there are generated transformation volumes Vγji. Possible cases of generating
transformation volumes are shown in Figure 2. Volume Vγji is the j-th transformation volume
of the i-th material object from set N. We assume that transformation volumes generated for
the i-th element are uniformly dispersed in space Vαti. Space Vαti is incomparably greater than
any j-th volume Vγji, which is described by the formula

Vγji≪Vαti. (11)

Volume Vγji is limited from the outside with surface Fγαji and from the inside with surface Fγβji
(Fig. 2). Both surfaces belong to volume Vγji according to the formula

,ji jiF Vga gÎ (12)

and

.ji jiF Vgb gÎ (13)

Component factors of transformation conditions of the i-th material object can affect it locally
or even pointwise. Component factors of transformation conditions of the i-th material object
can affect it locally or even pointwise. However, the effects of their action affect the whole
object. We assume that the smallest transformation volume of the i-th object is equal to its
volume at the moment of transformation and amounts (Vγji)min (Fig. 3). Occurring in his volume

The Theory of Random Transformation of Dispersed Matter
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set of transformation conditions of intensity at least γti ensures transformation of the i-th object
from set N. Volume (Vγji)min is a value characterizing the i-th material object from set N.

Figure 3. Schematic of formed transformation volume Vγji= (Vγji)min: special case.

The range of variation of generated in space V transformation volume Vγji by the size of the
volume is described by the following formula

( ) ( )min max
,ji ji jiV V Vg g g£ £ (14)

and by the intensity of transformation conditions by a formula

( ) ( ) ( )min max
.

t t t t tji ji jiV V Vg g g g g g g g= =£ £ (15)

By γtmin and γtmax denoted accordingly minimum and maximum intensity of transformation
conditions which can be generated in space Vγji.

Transformation volume Vγji is generated at time t (t >t0) of process transformation duration. It
can exist in any time interval Δt > 0. In this time interval Vγji can increase; if it is greater than

Figure 2. Schematic of formed transformation volume Vγji mach larger then (Vγji)min: general case.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling8
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(Vγji)min it can decrease or stay unchanged. It can also be displaced randomly to any available
place of volume Vαti. In general form Vγji is described by the relationship in the following
formula

( ) ( ) ( ) ( )
1 2

61 62 71 72, , , , , , , , , , , ,ji ji ji ji ji
D D

V f x y t f x y t dxdy f x y t f x y t dxdyg g g g gé ù é ù= - - -ë û ë ûòò òò (16)

of course at the assumptions described by the relationships

( )61 , , , 0jif x y tg ³ (17)

and

( )71 , , , 0.jif x y tg ³ (18)

Flat areas D1 and D2 describe relationships defined by formulas respectively

63 ( , , )jiy f x tg= (19)

and

73 ( , , ),jiy f x tg= (20)

the range of changes in x value is described by the relationships defined in the formulas
respectively

6 min 6 maxji jix x x£ £ (21)

and

7 min 7 max.ji jix x x£ £ (22)

Inside volume Vγji volume Vβji is generated. It is not available for non-transformed i-th object
from set N.
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Axiom 1.

If linear dimensions of volume Vγji are smaller than doubled linear dimensions of the i-th object
belonging to set N, then the area of Fγβji reached by the i-th object from the inside does not
belong to volume Vαi according to

.ji iF Vgb a
- Ï (23)

Since for limit case (Vγji)min there is

( )min
,ji jiV Vb gº (24)

that is

ji jiF Fgb gaº (25)

then

.ji iF Vga a
- Ï (26)

and

.ji jiF Vga b
- Î (27)

Axiom 2.

If the linear dimensions of the volume Vγji are greater than doubled linear dimensions of the
i-th object belonging to N then area Fγβji does not belong to Vαi volume according to the formula

.ji iF Vgb aÏ (28)

For the case for which occurs a relationship described by a formula (28), volumes closed by
area Fγβji do not belong to space Vαi.

Volume Vβji is closed by external surface Fγαji.
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Axiom 3.

If the linear dimensions of the volume Vγji are smaller than doubled linear dimensions of the
i-th object belonging to N then area Fγβji reached by the i-th object from the inside belongs to
Vβji volume according to the formula

.ji jiF Vgb b
- Î (29)

Axiom 4.

If the linear dimensions of the volume Vγji are greater than doubled linear dimensions of the
i-th object belonging to N then area Fγβji does not belong to Vβji according to the formula

.ji jiF Vgb bÎ (30)

For the case for which occurs relationship described by the formula

( )min
,ji jiV Vg g> (31)

volumes closed by area Fγαji do not belong to Vβji volume according to formula

.ji jiF Vga bÏ (32)

If the linear dimensions of the volume Vγji are equal to the doubled linear dimensions of the i-
th object belonging to N then area Fγβji may be replaced by a segment (for example for cylin‐
drical surfaces) or even a point (for example for spherical surfaces). They will belong to volume
Vβji and they will not belong to volume Vαi.

Volume component of the space V, apart from the above mentioned kinds of volumes, is Vδi.
This volume meets the following conditions:

1. is safe for the i-th object from set N,

2. there is not mixing in it,

3. there is a possibility of object migration from volume Vαi to Vδi and vice versa,

4. subsets of this volume are not transformed to other volumes.

We assume that there is a relationship

.i iV Vd a< (33)

Volumes Vδi may be dispersed in space V as volumes Vγji.
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2.4. Transformation process

We assume that the above described events: introduction, removal, multiplication, and
exclusion are not the events of the investigated process of random transformation of dispersed
material objects.

In a given material medium V occurs process of random transformation of objects belonging
to set N. It runs as follows:

At any moment t (t > 0) for the i-th object in space Vαti there are generated randomly p
transformation volumes Vγji, where p is a natural number. The i-th object belonging to set N is
in the space safe volume Vαi described by a relationship

1
.

p

i ji
j

V Va a
=

=I (34)

We assume that random transformation of objects is independent events.

It is assumed that during transformation process the number of produced volumes Vγji is large
and may change over time, according to the formula

8( ).p f t= (35)

Due to relative displacement the i-th material object is introduced for time tti to appropriate
volume for its transformation Vγji. This is done by the surface Fγαji which limits volume Vγji

(Fig. 2 and 3). The considered element of set N remains unconverted if at least its one point is
beyond volume Vγji. Transformation of the i-th object occurs simultaneously with its complete
introduction to transformation volume Vγji. According to the conditions given in Section 2.2
transformation occurs when at least one of the ς features belonging to set Ba is lost. Only
transformed in volume Vγji i-th object may be dislocated to volume Vβji.

Theorem about transformation of dispersed matter:

For each material object ni from set N there exist such local conditions of transformation γti

belonging to set Γt, that if there is time tti, in which object ni is included in volume Vγji of
transformation properties γti then starting from time tti object ni does not belong to set N.

This theorem recorded by means of quantifiers has the following form:

( )( ) ( ) ( )( ) ,i ti t t i ji t in N t n V t t n Ngg" Î $ ÎG $ Ì Þ " ³ Ï (36)

and its falsification is included in the record

( )( ) ( ) ( )( ).i ti t t i ji t in N t n V t t n Ngg" Î $ ÎG $ Ì Þ " ³ Î (37)
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Proof of the theorem

The properties of an object from set N belonging to set Ba (Fig.1) are marked by ba. The
relationship is introduced

Z1(n;ba) (38)

which expresses the statement that object n has the property ba. We can record the following
observations:

object ni has all the properties ba from set Ba

( ) ( )( )1 ; ,iba Ba Z n ba" Î (39)

and there is a property ba, which object ni does not have

( ) ( )( )1 ; .iba Ba Z ba n$ Î Ø (40)

Let N be the set of all elements fulfilling condition W(n) described by a logical statement (39)

{ni∈N : ((∀ba∈Ba)(Z1(ni;ba)))}. (41)

The relationship is introduced

Z2(Vγ;γt) (42)

expressing the statement that volume Vγ has the property γt of object transformation n. We can
write the following observation:

object Vγji has got a property γti of object transformation ni

( ) ( )( )2 ; .ti t ji tiZ Vgg g$ ÎG (43)

Let P be the set of all elements fulfilling the condition W2(Vγji) described by a logical statement
(39)

{Vγji∈P : ((∀ba∈Ba)(Z1(ni;ba)))}. (44)

Let tti denotes time in which object ni was introduced to volume Vγji. From the moment tti is
true the statement about object ni
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( )( ) ( )( )1 ; .ti it t ba Ba Z ba n" ³ $ Î Ø (45)

It is contrary to the assumption (31) so that from the moment tti the object ni cannot be the
element of set N according to

ni∉N∎. (46)

Theorem about creating families of transformation volumes

If at any point 2 belonging to space Vαti environmental conditions of the transformation would
function γt2 and in set N there would be r objects of the transformation conditions γti fulfilling
the relations

γt2≥γti (47)

Then in point 2 there will be generated family consisting of r transformation volumes for r
objects from set N.

Conclusions:

1. If set N consists of n elements and conditions of transformation γti of any element from
set N satisfy the relation

γtmin ≤γti ≤γtmax (48)

then the family can include from 1 to n transformation volumes.

2. If in any point 2 belonging to space Vαti would function conditions of transformation γt2

fulfilling the relationship

γt2 <γtmax (49)

and in set N there would exist s objects of transformation conditions greater then γt2 then in
space V there are s objects from set N which are not subjected to transformation in point 2.

Volume Vγji is a transformation volume of the i-th material object which belongs to j-th family.

3. General phenomenological model

Figure 4 shows the general set of possibilities for generating volumes associated with the
transformation of objects from set N distributed in space V (t). Each vertical segment with the
opposite ends located on segments AB and CD denotes space V (t). On each subsequent vertical

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling14



( )( ) ( )( )1 ; .ti it t ba Ba Z ba n" ³ $ Î Ø (45)

It is contrary to the assumption (31) so that from the moment tti the object ni cannot be the
element of set N according to

ni∉N∎. (46)

Theorem about creating families of transformation volumes

If at any point 2 belonging to space Vαti environmental conditions of the transformation would
function γt2 and in set N there would be r objects of the transformation conditions γti fulfilling
the relations

γt2≥γti (47)

Then in point 2 there will be generated family consisting of r transformation volumes for r
objects from set N.

Conclusions:

1. If set N consists of n elements and conditions of transformation γti of any element from
set N satisfy the relation

γtmin ≤γti ≤γtmax (48)

then the family can include from 1 to n transformation volumes.

2. If in any point 2 belonging to space Vαti would function conditions of transformation γt2

fulfilling the relationship

γt2 <γtmax (49)

and in set N there would exist s objects of transformation conditions greater then γt2 then in
space V there are s objects from set N which are not subjected to transformation in point 2.

Volume Vγji is a transformation volume of the i-th material object which belongs to j-th family.

3. General phenomenological model

Figure 4 shows the general set of possibilities for generating volumes associated with the
transformation of objects from set N distributed in space V (t). Each vertical segment with the
opposite ends located on segments AB and CD denotes space V (t). On each subsequent vertical

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling14

section there are marked up divisions of volume V in result of generated one transformation
volume. The whole rectangle ABCD includes a set of all possible divisions of space V according
to one defined system.

For any i-th object  from set  N  rectangle ABCD is divided into five parts with four seg‐
ments. The first part, contained between segments LM (marked with blue dashed line) and
IJ (marked with red dashed line) is a set of possible volumes Vαji. From the bottom a single
volume Vαi is limited by surface Fγβji. Depending on the size of generated volume Vγji this
surface according to formula (23) conditionally does not belong or according to formula (28)
at all does not belong to volume Vαi. Space Vαi is safe for both the i-th object and other objects
from set N of the smallest transformation volume not greater than that which is appropri‐
ate for the i-th object. In volume Vαji takes place intensive mixing. Its purpose is to homoge‐
nize the dispersion of objects present in it.

Figure 4. General set of space divisions V(t) resulting from generating volume Vγji for one hypothetical generating sys‐
tem.

In Figure 4 the area included between segments GH (marked with orange dashed line) and IJ
(marked with red dashed line) is a set transformation volumes that can be generated. Single
volume Vγji is limited by surfaces: Fγαji from the top and Fγβji from the bottom. Both these surfaces
belong to volume Vγji, which is the result of assumptions accepted in formulas (12) and (13).
In volume Vγji occurs a transformation if the i-th object and other objects from set N of minimal
transformation volume in accordance with that which is appropriate for the i-th object i.e.
(Vγi)min. During the process at time t there are p transformations volumes of the i-th object
according to relationship (34) are they are uniformly dispersed in space Vαti. The size of the
volume Vγji in Figure 4 is defined by two parameters: (Vγji)min and red colour intensity. The
parameter – red colour intensity is a visualization of functional dependence.
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Another area in Figure 4, contained between segments GH (marked with orange dashed line)
and CD (marked with brown solid line) is a set of volumes Vβji. Such single volume is limited
by surface Fγαji. Depending on the size of generated volume Vγji this surface according to (27)
conditionally belongs to Vβji or according to formula (32) does not belong to Vβji. During the
process at time t volume Vβji is no more than p. They are linked to appropriate volumes Vγji and
dispersed in space Vαti. In volume Vβji the existence of unconverted objects from set N is
impossible, for which minimal transformation volume is not smaller than minimal transfor‐
mation volume appropriate for the i-th object. The size of the volume Vβji in Figure 4 is defined
by two parameters: vertical segment with ends located on segments GH and CD and brown
colour intensity. The consequence of increasing volume Vγji is increased volume Vβji and
decreased volume Vαti. The size of volume Vαti in Figure 4 is defined by two parameters: vertical
segment with ends located on segments RS and IJ and blue colour intensity.

Between segment AB and segment LM there is volume Vδi.

Division of vertical segment 16 reflects the division of space V which appears after generation
of the j-th volume for the i-th object ni:

• segment 1, 3)corresponds to volume Vβji,

• segment 2, 3  corresponds to volume Vγji,

• segment (2, 4  corresponds to volume Vαtji,

• segment (4, 5  corresponds to volume Vαcji,

• segment (5, 6  corresponds to volume Vδi.

In Figure 4, as for the i-th object, it is possible to determine components of space volume V for
the objects of the highest and smallest transformation volume marked (Vγb)min and (Vγs)min
respectively.

Between segments AC and BD it is possible to lead infinite number of vertical lines. Their
division into sections, presented above, describes the field of possibilities of generation, in
space V, the transformation volume Vγji and connected with them volumes Vβji. For segment
AC transformation volumes are generated according to Figure 3. The divisions are on the right
side of Figure 4 together with the segment BD is the general case shown in Figure 2.

At any moment of the transformation process in volume V a finite number transformation
volume is generated.

Phenomenological model of random transformation of dispersed matter is constructed as
follows:

1. The possibilities of generating transformation volumes in space V are shown on the system
map appropriate for the given transformation process which is analogous to that pre‐
sented in Figure 4. In space V transformation volumes according to many system maps
can be generated simultaneously.
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2. Phenomenological model consists of p layers formed by p transformation volumes
generated at a given moment in volume V according to system maps.

3. The model is constructed in such a way that the sum of sets of all volumes is equal to V.
The sum of all volumes safe for the i-th objects located above the generated in a given
moment its transformation volume is equal to Vαi, according to the equation (33).

4. Material objects belonging to set N, in space V(t), were reduced to a point. One of their
features is volume Vni. On system maps (Fig. 4) and in the phenomenological model the
size of volume is defined by vertical segments, so the i-th object will be a vertical segment
of the length corresponding to volume (Vγji)min. This object can be displaced in space Vαi

and Vδi till the transformation moment in volume Vγji.

4. General mathematical model

In general, the concentration of elements of set N in volume V(t) is determined by the number
of not transformed objects n per volume V according to the formula

( )( ) .
( )

n tS t
V t

= (50)

At the initial moment t0 = 0 it will amount

0
0

0
.

n
S

V
= (51)

We assume that for the process duration moment t0 = 0 in space V volumes Vγji, Vβji, Vαi and Vδi

are generated. Not transformed i-th object can occur only in the appropriate volumes Vαi and
Vδi. From formulas (1) and (7) results the relationship between the volumes for the individual
objects from set N (Fig. 4) given in the formula

.b i sV V Va a aÌ Ì Ì ÌK K (52)

For relationship (52) equivalence

( ) ( )min mins b s bV V V Vg g a a= Û = (53)

or
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( ) ( )min mins b b sV V V Vg g a aá Û á (54)

can be true. In the case included in formula (53) in the whole volume Vα defined by formula

1 1

pn

ji
i j

V Va a
= =

=UI (55)

occurs uniform dispersion of the elements of homogeneous set N. However, from the given in
formula (54) alternative equivalence result the uneven dispersion of inhomogeneous objects
from set N in volume Vα. Each object ni characterized by feature vri which distinguishes it from
other objects from set N results in introduction of the additional area Fγβi (Fig. 2 and 3). Each
additional area Fγβi introduced in space V divides volume set Vα (Fig. 4). The resulting parts
can differ with the concentration of the objects contained in them. The process of ideal mixing
ensures homogeneity of the dispersion only within a volume limited by neighboring areas e.g.
Fγβ(i-1) and Fγβi, Fγβi and Fγβ(i+1). In the case covered by formula (54) due to the relationships given
in formulas (5) and (11) as well as uniform dispersion of volume Vγ in space Vαt we can use
average concentration of dispersed material objects. Thus, after starting the process, to the
generated volumes Vγji there will be introduced randomly appropriate objects ni of set N
dispersed in volume Vα. Elements from set N being in volumes Vδi do not participate directly
in the transformation process. In moment t0 = 0 of process duration the number of unconverted
objects n(t) in volume Vα is defined by the equation

0 0 0n n na d= - (56)

Average concentration of untransformed objects in volumes occupied by them volume Vα is
described by formula

( )
0

0
0t

n
S

V
a

a
a=

= (57)

where nδ0 denotes initial number of elements from set N in volumes Vδi. Number of objects
which were transformed nd0 for time t0 is defined by the formula

0 0dn = (58)

The degree of objects transformation X(t) determined by the quotient of the number of
transformed objects nd to the initial number of unconverted objects n0 for t = 0 equals 0,
according to the formula
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0

0
0.dn

X
n

= = (59)

At any moment of process duration t the number of transformed objects amounts nd(t).
Converted objects may be located in any place of volume V. The number of unconverted
objects, being exclusively in volume Vα, is defined by the difference of the initial number of
objects nα0 and converted objects nd after time t of process duration corrected by a number of
objects transferred between volumes Vαi and Vδi and the number of objects described by the
formula (6), which is described by equality

0 ,d An n n n n na a da ad= - + - + D (60)

where:nδα – means number elements of set N transferred from volume Vδi to Vαi,

nαδ – means number of elements of set N transferred from volume Vαi do Vδi.

After time t of process duration, to transformation volumes Vγji there are introduced untrans‐
formed objects of average concentration (Sᾱ)t  defined by the number of unconverted nα, per
volume Vα. This is shown in formula

( ) .
t

n
S

V
a

a
a

= (61)

Of course general concentration of unconverted objects in volume V will be defined by the
relationship

,nS
V

= (62)

where

.n n na d= + (63)

It will be shown, for example, after stopping the process. The degree of transformation of
objects after time t of the transformation process is described by the formula

0
.d

A

n
X

n n
=

+ D (64)
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The increase of transformed objects dnd in all transformation volumes Vγji after the lapse of any
small time interval dt is defined by the formula

( ) .d
t

dn S dVa= (65)

The external area limiting the generated for the i-th object the j-th volume Vγji, consists of active
and inactive part. Through the active part there can be introduced or removed the i-th element
of set N while the inactive part is not available for such transfer. The active part of the surface
is divided into surface Fγα→, through which the i-th object can be introduced to Vγji and surface
Fγα←, through which the transformed or not transformed i-th object can be introduced from Vγji

according to the formula

.ji ji jiF F Fga ga ga® ¬= + (66)

The sum of surfaces limiting the transformation volumes Vγji generated in space V for the i-th
object is described by the formula

1
.

p

i ji
j

F Fga ga
=

=å (67)

The sum of surfaces limiting the volumes Vγji generated in space V for all objects form set N is
described by the formula

1 1
.

pn

ji
i j

F Fga ga
= =

=åå (68)

Volume dV displaced from space Vαji to volume Vγji in time increase dt depends on the size of
limit area Fγα→, through which dV is displaced from volume Vαji to volume Vγji and on the
average speed of its displacement u, according to the formula

.dV uF dtga®= (69)

After substituting equations (61) and (69) to equation (65) we get the equation

( )ddn k n dta= (70)
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The external area limiting the generated for the i-th object the j-th volume Vγji, consists of active
and inactive part. Through the active part there can be introduced or removed the i-th element
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according to the formula
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The sum of surfaces limiting the transformation volumes Vγji generated in space V for the i-th
object is described by the formula
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The sum of surfaces limiting the volumes Vγji generated in space V for all objects form set N is
described by the formula
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Volume dV displaced from space Vαji to volume Vγji in time increase dt depends on the size of
limit area Fγα→, through which dV is displaced from volume Vαji to volume Vγji and on the
average speed of its displacement u, according to the formula

.dV uF dtga®= (69)

After substituting equations (61) and (69) to equation (65) we get the equation

( )ddn k n dta= (70)
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describing the increase of objects transformed in generated volumes Vγji. Process rate constant
k is described by the relationship
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k u
V
ga

a

®= (71)

According to formulas (16), (19) and (20) parameters Fγα→ and Vα depend on time t. Dislocation
rate u can also be a function of process duration

9( ).u f t= (72)

On the basis of formula (70) the loss of unconverted objects in set N can be expressed by the
equation

( ) .dn k n dta= - (73)

After substituting (60) to the relationship (73) we get

( )0 .d Adn k n n n n n dta da ad= - - + - + D (74)

The total balance of the loss of objects dnd in time interval dt will be equal on the right side of
the formula (74) with the opposite sign

( )0 .d d Adn k n n n n n dtda ad= - + + + D (75)

In case

0AnD = (76)

the relationship (76) will be simplified to

( )0 .d ddn k n n dt= - (77)

After separation of variables in equation (77) and integration of both sides we get the rela‐
tionship
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often used to describe the kinetics of the course of transformation of various material objects.
In case of homogeneity of set N (Vr is an empty subset) relationship (78) is a final description
of the transformation process. Let’s consider the case when the object of set N differ with only
one feature vr1, which has a considerable effect on the course of the process. In order to analyse
it, the whole range of changes should be divided into m such intervals in which changes in
features have no significant effect on the course of the process. Then the course of transforming
objects from any interval ζ - th such that

1, ,mz Î (79)

describes the relationship
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z z

z z z z= - (80)

taking into account the existence of a whole set N.

Description of the transformation of the entire set of objects including the division of set N into
intervals is described by the relationship
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After the separation of variables (80) and integration of both sides we get
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Relationship between speed constants in equations (77) and (80) is defined by a formula
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Coefficient Φ describes the relationship
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5. Examples of application

The technological process based on the theory of random transformation of dispersed matter
is the disintegration of microbial cells. At present many compounds coming from the inside
of the microorganism cells have commercial application. They are used among others in the
food, pharmaceutical, cosmetic, chemical industry as well as medicine and agriculture. In order
to isolate the desired compounds it is usually necessary to destroy the cell walls and cytoplas‐
mic membranes. The process of disintegration of microorganisms is carried out by different
methods: physical, chemical and biological.

The technical means used to implement the process on an industrial scale are bead mills and
high pressure homogenizers. On a laboratory scale there are often used vibrating mixers,
ultrasonic homogenizers and enzymatic methods. All the listed methods of the process involve
the random effects of the factor which destroys the cell walls of microorganisms dispersed in
the liquid. The difference between them depends mainly on the method of generating the
transformation volume of dispersed matter.

During the disintegration of microorganisms the suspension occupies volume V. It is constant
in time. The process is carried out usually for the optimal initial concentration of biomass. The
initial number of microorganisms is determined n0. We consider the case of batch operation
(constant charge). During the process microorganism cells are not added from the outside (we
assume the sterility of conditions of disintegration) nor are they removed outside. The process
duration compared to the lifetime of microorganisms and the time needed to form new cells
is very short. So it can be assumed that the change in the number of objects described by the
formula (6) satisfies the relationship (76).

In the case of disintegration of microorganisms in of bead mills the transformation consists in
the disruption of microbial cell walls. Destruction volumes Vγji are generated by circulating
filling beads. To carry out the process in the bead mill, high degree of filling the working
chamber with beads and high rotational speed of the agitator are applied. It can be assumed
that at any time during the process for fixed working conditions number p (Eq. (35)) is constant
in time and its value is high. Thus the relations given in the formulas
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are fulfilled.

General diagram of cell disruption between the spherical surfaces is shown in Figure 5. It
concerns the range of the distribution of suspension volume V to Vαji, Vγji and Vβji shown on the
right in Figure 4 in the area adjacent to the segment BD. Volumes Vαc occur close to the inside
surface of the mill chamber in the case when filler elements have a diameter substantially
greater than the dimensions of the cells of microorganisms. In a bead mill volumes Vαc occur
at all surfaces of the working chamber and agitator. They are distant by a distance similar to
the size of the largest cells and the thickness of their layer is slightly smaller than the radius of
the smallest filling beads. In these volumes cells are never disrupted.

For a properly constructed mill chamber volumes Vδ (may be slots at the interface between
two structural elements) are negligibly small and insignificant in terms of technology,
especially when conducting sterilization of equipment between the processes. In the analyzed
case it was assumed that disintegrated microorganisms have an ellipsoidal shape. After the
limit deformation of the i-th cell, its walls are disrupted. (Fig. 5). The generated transformation
volume Vγji is limited by surfaces: active Fγαji (orange dashed line), Fγβji (red dashed line) and
two inactive spherical of filling elements. Limiting surfaces Fγαji and Fγβji belong to volume Vγji.
Its axis of symmetry is axis OO. To the presented in Figure 5 volume Vαi, in which i-th living
cell can be present, does not belong the volume limited by two spherical surfaces and surface
Fγβji. Straight line OO is a symmetry axis of this volume. Surfaces limiting volume Vαji do not
belong to it. The volume unavailable for the living i-th cell Vβji is limited by two spherical
surfaces and surface Fγαji. Limiting surfaces do not belong to Vβji. The axis of symmetry of
volume Vβji is also straight line OO. In the special case the line dividing volume V in an AC
position (Fig. 4), there is generated volume (Vγji)min shown in Figure 6. It is limited by two
spherical surfaces and active surface Fγαji (orange dashed line). Volume symmetry axis (Vγji)min
passes through points O and O. Surface Fγαji does not belong to generated volume Vβji. If all
points of the i-th object are not introduced to (Vγji)min it will not be transformed.

For monogenic set N (Vr is an empty subset) cell disintegration process, taking into account
the above assumptions, is described by differential equation (77). The case when the objects of
set N differ with only one feature vr1 that has a significant impact on the course of cell disruption
is included in equation (80) and (81). The process of release of intracellular compounds, using
the theory of transformation of dispersed matter, has been widely described by Heim at all
[12], Heim and Solecki [13] as well as Solecki [10 and 14]. These works included more complex
cases of the course of the process, causes of nonlinearity of kinetics were given, and the effect
of concentration of microorganism suspension was explained as well as disappearance of the
largest size fraction during the process for very low concentrations of the suspension.

There are many devices implementing the process of disintegration of microorganisms due to
critical stresses in the cell walls caused by stress in the liquid. Best known are: high pressure
homogenizers [6, 15-18], French press [19], Ribie press [20], Chaikoff press [21]. The technical
method of process realization in the above mentioned equipment is similar and consists in
disruption of microorganisms during pumping suspension through a valve under high
pressure. High performance in continuous operation and fairly wide range of diversity of
disintegrated microorganisms made that high pressure homogenizers are widely used on a
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technical scale. The general model of disintegration of mechanisms, developed by Hethering‐
ton et al. [6], and then modified by Sauer et al. [15] is included in a formula
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where: R concentration of released proteins [mg/g],

Rm - maximum concentration of released proteins; [mg/g],

Figure 5. Model of cell disruption during non-axial hitting with spherical elements – general case [10].

Figure 6. Model of cell disruption during axial hitting with spherical element and plane – special case [14].
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k - process rate constant; [1/s],

N - number of suspension passage cycles through homogenizer; [-],

P - suspension pumping pressure, [MPa].

b1 - exponent depending on the type of microorganisms and their growth conditions; [-],

b2 - exponent including the effect of suspension concentration on the course of the process; [-].

Pumping pressure of the suspension of microorganisms is within the range from 50 to 120
MPa. Transformation volumes Vγji are generated, according to the results of research conduct‐
ed by Keshavarz Moore at al. [16] and Engler [17] on the cell disruption mechanism, in
homogenization zone within the valve unit and with the impingement in the exit zone. The
results of research conducted by Lander at al. [18] showed that disruption of cells is mainly
due to shearing of the liquid in the valve unit and as a result of cavitation occurring in the
impingement section, where the stream of suspension hits the impact ring and follows an
implosion of bubbles caused by the increased pressure.

High-frequency ultrasounds (in the supersonic wavelength range 15 - 25 kHz) are used for
disruption of dispersed in a liquid microbial cells and releasing contained in them intracellular
compounds [22-25]. The mechanism of microorganisms disintegration is associated with the
occurrence of cavitation induced by ultrasound and hypothetically runs as follows:

1. Passing sound wave causes the thickening and thinning of the liquid.

2. During the thinning of the liquid occurs nucleation and growth of gas and vapor bubbles.

3. During the thickening of the liquid bubble implosion occurs at a rate not less than the
speed of sound (hence the loud roar accompanying cavitation).

4. Bubbles which are not adhering to the cells of microorganisms are sinking evenly in all
directions. Bubbles adhering to cells are sinking from the free side so that the surface of
the liquid with a powerful force strikes the cell wall breaking it and releasing intracellular
compounds. The striking force may be so powerful that the released compounds are often
destroyed and free radicals are formed.

Daulah [22], using the theory of local isotropic turbulence Kolmogorov [26 and 27], presented
a description of the process of ultrasonic disintegration of cells of baker's yeast as a model

1 exp ,pS (k t)- = × (88)

where: Sp – concentration of released proteins, [g/kg]

t – duration of the process; [min],

k – process rate constant; [1/min].

Dependence of constant k on energy dissipation Pd is described by the relationship
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( )0,9
d ck P Pz= × - (89)

where: ζ - constant; [kg/J],

Pc - threshold energy dissipation ensuring occurrence of cavitation; [J/kgs].

Confirming the above results experimentally for brewing yeast showed no effect of suspension
concentration on constant k and its proportionality to the energy dissipation level [25].

The process of disinfection consists in an impact of physical or chemical agents in a limited
gas, liquid or solid medium on biological contaminants. They may be it viruses, bacteria and
their spores, protozoa and their cysts and eggs of parasites. The purpose of disinfection is to
destroy the above mentioned objects and to prevent in a required, limited period of time their
re-growth. The disinfectants selected according to pathogens cause: an irreversible destruction
of cells, disruption of metabolic processes, disruption of biosynthesis and growth. An example
of such process is chemical disinfection of water [28]. Its kinetics is often described by Chick’s
model [3] in form of equation (77). The dependence of the rate constant

sk AC t= (90)

taking into account the disinfecting power coefficient A and the concentration of disinfectant
C was given by Watson [4]. Exponent s is dependent on the type of disinfectant and medium’s
pH.

The developed theory can be used to model the impact of population of predator-prey or
competition type. If we assume that:

• change objects from the set of N (f31 from Eq. (6)) in equation (75) is described under the law
of Malthus by the formula

31 1f a N= (91)

• rate constant from equation (75) will be marked as kγ and is written in the form

2 ,k a Pg = (92)

directly dependent on the generated families of transformation volume (see formula (71)),

• unconverted objects N cause an increase in the families of transformation volume of families
in the form of a3NP,

in the absence of objects N (N is an empty set), there is an exponential decrease in the number
of families of transformation volume – a4P,
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the received equations in the form

( )1 2dN N a a P dt= - (93)

and

( )3 4dP P a N a dt= - (94)

are a model for predator-prey for the Lotka-Volterra system [1 and 2]. The coefficients a1, a2, a3

and a4 are constants with positive values.

On the basis of the presented theory it is possible to build other more realistic models of
predator-prey system taking into account e.g. natural selection, nutrient profile, the effect of
age on the activity of predators and many other factors. It is also possible to model chemical
reactions, and assuming the generation in space V of different types of transformation volume,
including reversible transformation, enzymatic reactions can be modeled [5].

The theory can be used to study and model the action of immune system [10]. It can also be
employed in constructing artificial immunology and controlling the support of various
therapies. Simple applications cover responses of the immune system to viral, bacterial, fungal
and parasitic infections. The immune response depends on the type, properties, portal of entry
and severity of infection and the state of organism. Application of the theory is illustrated by
viral infection. Virus replication in the host cells in space V is represented by the function in
Eq. (6). The aim of an immune response is to inhibit virus replication in the cell and its spread
to other cells. Next goals include the elimination of transformed objects from the organism and
development of long-lasting immunity. Initially, transformation volumes Vγji are formed as a
result of action of the complement system, interferon (IFN) and natural killer cells (NK) within
non-specific anti-viral response. At the next stage, neutralizing antibodies, mainly of class IgG
(immunoglobulin G), prevent infection of other cells. Their fragment Fab (fragment antygen
binding) binds to antigens of the virus, while fragment Fc (fragment crystallizable) to relevant
receptors on NK cells, macrophages and others. This enables phagocytosis and cellular
cytotoxicity dependent on antibodies, but probably also immediate destruction with the use
of the complement system. In the case of infections through mucous membranes of the
intestinal tract and respiratory system the same role is played by IgA (immunoglobulin A)
antibodies. In development of humoral immune response the active role is played by CD4+

lymphocytes. In this case antigen proteolysis occurs in endosome. Cytotoxic CD8+ lymphocytes
play the crucial role in the response to viral infections. They function inside the cells. They
recognize a viral antigen on cells transformed by the infection in association with MHC (major
histocompatibility complex) class I molecules. In the infected cells, cytotoxic lymphocytes can
induce a synthesis of nucleases destroying genetic material of the virus and enhance IFN
synthesis. Responses of the immune system occurring at subsequent stages of antigen
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destruction according to different mechanisms can be described by the relation analogous to
Eq. (81).

Many pathogens developed such properties which allow them to avoid non-specific and
specific immune response. High variability of a pathogen caused by differences in the gene
sequence region leads to a delay of specific immune response. This is so in the case of influenza,
hepatitis C and HIV (human immunodeficiency virus) viruses. Ho et al. [9] studied the effects
of HIV treatment with inhibitors. A linear model based on experimental data in the form
concordant with Eq. (77) well described the healing process at the first stage of the therapy. At
the final stage, however, control over the virus population was lost due to multiplication of
drug-resistant strains. A result of genetic modifications is the formation of virus mutations in
transformation conditions γlb resulting from their properties which belong to set Pr. In volumes
Vγji(γ<γlb) formed by the drug, the concentration of transformation conditions γ is smaller than
that required for the transformation of so mutated viruses. Similar effects are observed in
presently used, much more efficient highly active antiretroviral therapy (HAART). It includes
the interactions of protease inhibitors combined with reverse transcriptase inhibitors. A
mathematical model of the combined therapy was developed by Perelson et al. [29]. The same
relations can be generated from Eq. (81). Objects from set N according to their properties may
be vulnerable to any of the means used in combination therapy (usually five) or to none. In
the case of AIDS (acquired immunodeficiency syndrome), HAART does not result in patient’s
recovery despite a decrease of virus concentration below the detectability threshold. One of
the reasons can be hiding of the virus in the milieu of limited immune response, such as brain
and testes. They are unreachable for therapy just like memory lymphocytes and dendritic cells
which are also a target of HIV attack. In the phenomenological model (Fig. 3), regions inac‐
cessible for transformations are volumes Vδ (brain, testes) and Vαc (dendritic cells, memory
lymphocytes). Objects can remain in them until producing mutation which is resistant to the
applied drug combination, capable of regaining the whole space V.

Now, to model an artificial immune system, the shape space concept proposed by Perelson
and Ostera [30] is often used. Antigen and antibody were determined as a point in the L-
dimensional space of complementary traits. The notion of threshold ε determines the level of
imperfectness of fitting of the antigen-antibody activation.

The idea of the transformation process preceded by a process of forming objects from a set N
(Section 2.2) can be used to model the epidemic taking into account such factors as vaccinations
or immunization. The solution achieve for the simple SIR model (division of the individuals:
susceptible, infecting and convalescents with acquired resistance) is consistent with a simple
epidemic model developed by Kermack and McKendrick [31].

6. Summary

The presented theory relates to the physical, chemical and biological processes of random
transformation of dispersed matter. It has the interdisciplinary significance allowing the
phenomenological and mathematical modeling of mass transfer processes in many areas.
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These include among others: industrial technology, ecology and environment protection,
medicine, veterinary medicine, immunology, oncology, epidemiology, hygiene and agricul‐
ture. Specific descriptions of the processes create the possibility of linking phenomena,
mechanisms and factors determining the process. Obtaining a correct modeling effect must be
preceded by knowledge and deep understanding of the nature of the problem. However, full
success depends on the proper, conducted on the basis of areas considered process, final
interpretation of the results. The presented general concept of transformation of matter can be
used both to study and describe the processes as well as for their management and control. It
systematizes a range of knowledge concerning the transformation of dispersed matter whose
nature has not previously been combined into unity. Together with the given methodology of
building phenomenological and mathematical models it makes a platform on which it seems
possible to achieve significant scientific development among others through analogies, critical
comparisons and transfer of knowledge.
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Chapter 2

Minimum Dissipation Conditions of the Mass Transfer
and Optimal Separation Sequence Selection for
Multicomponent Mixtures I

A.M. Tsirlin and I.N. Grigorevsky

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54546

1. Introduction

1.1. The mass transfer process with minimum irreversibility

In many processes, heat and mass transfer are distributed in time or space. The problem of
thermodynamically perfect organization lies in the choice of such concentration and temper‐
ature change, in space or time, laws to minimize the entropy production σ. Below we consider
stationary processes and a spatial distribution, for definiteness.

1.1.1. Optimal organization of an irreversible mass transfer process

Consider the irreversible process of mass transfer, in which from one flow to another one
substance is transmitted. The problem of minimal irreversibility of this process at a given
average intensity of mass transfer takes the form:

1 2
1 1 2 2

0

( , )
( ( ) ( )) min

L g c c
c c dl

T
s m m= - ®ò (1)

under conditions

1 2
0

( , ) ;
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g c c dl g=ò (2)
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g c c N N
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The minimum is searched by selecting the concentration c2(l). change law. (In the equation
(1) μi(ci) denotes the chemical potential of the i-th flow dependence on the concentration of the
redistributed substance in it). Here G1 and c1 is an amount and molarity of the redistributed
substance respectively, N1-number of moles of that component.

Minimal irreversibility conditions of mass transfer arise from the solution of (1) — (3). They
can be described as follows [24]: In the mass transfer process with minimum irreversibility the ratio
of flow g and chemical potential μ2 derivatives with respect to the concentration c2 is proportional to
the ratio of relative flow g square to the temperature, in any cross-section of l.
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Indeed, the entropy production after transition from dt  to dN  is:
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The Lagrange function of problem (5), (6) takes the form
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stationarity conditions with respect to c2:
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lead to the equation (4). The proportionality coefficient ξ in (4) is defined from the initial data
of the current problem.

For a specific task g(c1, c2) condition (4) allows us to find a relation between the c1 and c2 for
the optimal mass transfer organization. For example, if

1 1 2 2( ) ( )
,

c c
g k

T T
m mæ ö

= -ç ÷
è ø

(9)

we'll get the following equation from (4) :

1 1 2 2( ) ( ) .c c constm m- = (10)

At the constant temperature and pressure, this condition leads to the equation

1 2( ) ( )c l c l const= (11)

and the constancy of flow g(c1, c2) for any l .

For the mass transfer law of the form

1 2( ( ) ( ))g k c l c l= - (12)

Derivatives are
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After their substitution into (4), we obtain

2
1 2 2( ( ) ( )) / ( ) .c l c l c l const- = (14)

During the mass transfer between phases the driving force of the process is expressed as
the  difference  between  the  concentration  of  a  redistributed  component  in  one  phase  c1

and the equilibrium concentration c1
p(c2)  linearly independent of  c2  (concentration of the

same component in another phase). In this case, c1
pis substituted in (11) or (14) instead of

concentration c2.
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1.1.2. Example

Let optimality conditions of irreversible mass transfer have the form (11). From the view of
flow g = ḡ / L  constancy from (3) follows:

*
** 0 0 1

1 1 1 1
( )

( ) ; ( ) ,p c lgc l c c l c
rL M

= - = - (15)

where M denotes the right side of (11). Substituting c1
* and c1

p* in the expression for the mass
flux and taking the constancy of this flux into account, we obtain

**
1 1 1 1( ( ) ( )) ,p gk c c

T L
m m- = (16)

Or kRlnM = ḡ / L ,  from which M = e ḡ /kLR.

Assuming a linear dependence

1 2 2( ) ,pc c ac b= + (17)

where a, b — are some constants determined by processing experimental data of the equili‐
brium. Then, find the optimum profile

0
/* 1

2( ) .g kRLc rL gl bc l e
arL a

--
= - (18)

2. Irreversible work of separation and heat-driven separation

2.1. Introduction

The minimal amount of energy needed for separation a mixture with a given composition can
be estimated using reversible thermodynamics. These estimates turn out to be very loose and
unrealistic. They also do not take into account kinetic factors (laws and coefficients of heat and
mass transfer, productivity of the system, etc.). In this paper we derive irreversible estimates
of the work of separation that take into account all these factors.

The majority of separation systems are open systems that exchange mass and energy with the
environment. If mass and heat transfer coefficients (determined by the size and construction
of the apparatus) are finite and if the productivity of the system is finite then the processes in
such systems are reversible. The energy flows, the compositions of the mass flows, and the
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productivity of the system are linked via the balance equations of energy, mass, and entropy.
The latter also includes entropy production in the system. Minimal energy used for separation
corresponds to minimal entropy production in the system subject to various constraints. This
allows us to estimate this minimal energy.

There is a qualitative as well as a quantitative difference between the reversible and irreversible
estimates obtained in this paper. For example, the irreversible estimate of the work of separa‐
tion for poor mixtures (where the concentration of one of the components is close to one) tends
to a finite nonzero limit, which depends on the kinetics factors. The reversible work of
separation for such mixtures tends to zero. The reversible estimate differs from the amount of
energy needed in practice for separation of poor mixtures by a factor of 105.

For heat-driven separation processes the novel results obtained in this paper include the
estimate of the minimal heat consumption as a function of kinetic factors and the thermody‐
namic limit on the productivity of a heat-driven separation.

2.2. Thermodynamic balances of Separation Processes and the Link between Energy
Consumption and Entropy Production

Consider the system, shown in Figure 1, where the flow of mixture with rateg0, composition
x0, temperature T0, and pressure P0 is separated into two flows with the corresponding
parameters gi, xi, Ti,Pi(i =1, 2). The flow of heat q+ with the temperature T+ can be supplied,
and the flow of heat q− with the temperature T− can be removed. The mechanical work with
the rate (power) pcan be supplied.

In centrifuging, membrane separation, and adsorption–desorption cycles that are driven by
pressure variations, no heat is supplied/removed and only mechanical work is spent. In
absorption–desorption cycles, distillation, and so forth, no mechanical work is spent, only heat
is consumed (heat-driven separation). In some cases the number of input and output flows can
be larger. As a rule one can still represent the system as an assembly of separate blocks, whose
structure is shown in Figure 1.

Figure 1. Simplified schematic of thermodynamic balances for separation processes.
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2.2.1. Heat-driven separation

Consider a heat-driven separation (p =0) and assume that each of the vectors
xi =(xi1, ...., xij, ...., xik ) i =0, 1, 2 consists of k  components which denote the molar fraction of
the j-th substance in the i-th flow. The thermodynamic balance equations of mass, energy, and
entropy here take the following form

0 0 1 1 2 2 0, 1,...,j j jg x g x g x j k- - = = (19)

1
1, 0,1,2

k

ij
j

x i
=

= =å (20)

0 0 1 1 2 2 0q q g h g h g h+ -- + - - = (21)

where h i is the enthalpy of the i-th flow;

0 0 1 1 2 2 0
q q

g s g s g s
T T

s+ -

+ -

- + - - + = (22)

σ denotes entropy production. From eq (19), eq (20) follows that g0 = g1 + g2. After elimination
of g0 from eqs (21) and (22) and introduction of enthalpy increments Δh  and entropy increment
Δs we get

1 01 2 02 0q q g h g h+ -- + D + D = (23)

2 02 1 01 0
q q

g s g s
T T

s+ -

+ -

D + D + - + = (24)

Here, Δh 0i =h 0−h i, Δs0i = s0− si (i =1, 2).

Elimination of q− using eq (23) and its substitution into eq (24) yields

∑
i=1

2
gi(Δs0i −

Δh 0i
T−

) + q+( 1
T+
−

1
T−

) + σ =0

and the flow of used heat for heat-driven separation is

2

1
( )i oi oi

i

T
q g s T h T

T T
s+

+ - -
=+ -

é ù
= D - D +ê ú

- ê úë û
å (25)
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0 0 1 1 2 2 0, 1,...,j j jg x g x g x j k- - = = (19)

1
1, 0,1,2

k

ij
j

x i
=

= =å (20)

0 0 1 1 2 2 0q q g h g h g h+ -- + - - = (21)

where h i is the enthalpy of the i-th flow;

0 0 1 1 2 2 0
q q

g s g s g s
T T

s+ -

+ -

- + - - + = (22)

σ denotes entropy production. From eq (19), eq (20) follows that g0 = g1 + g2. After elimination
of g0 from eqs (21) and (22) and introduction of enthalpy increments Δh  and entropy increment
Δs we get

1 01 2 02 0q q g h g h+ -- + D + D = (23)

2 02 1 01 0
q q

g s g s
T T

s+ -

+ -

D + D + - + = (24)

Here, Δh 0i =h 0−h i, Δs0i = s0− si (i =1, 2).

Elimination of q− using eq (23) and its substitution into eq (24) yields

∑
i=1

2
gi(Δs0i −

Δh 0i
T−

) + q+( 1
T+
−

1
T−

) + σ =0

and the flow of used heat for heat-driven separation is

2

1
( )i oi oi

i

T
q g s T h T

T T
s+

+ - -
=+ -

é ù
= D - D +ê ú

- ê úë û
å (25)
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The first term in the square brackets depends only on the parameters of the input and output
flows and represents the reversible work of separation per unit of time (reversible power of
separation). The second term there represents the process kinetics and corresponding energy
dissipation.

For mixtures that are close to ideal gases and ideal solutions, molar enthalpies and entropies
h i and si in the eqs (21) and (22) can be expressed in terms of compositions and specific
enthalpies and entropies of the pure substances. We obtain for each of the flows

0 0 0 0
1

0 0
0 0 0 0 0 0

1

( , ) ( , )

( , ) ( , ) ( ln ln ) , 1,2

k

i j j ij j i i
j

k

i j j ij j i i j j ij ij
j

h x h T P x h T P

s x s T P x s T P R x x x x i
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=

é ùD = -ë û

é ùD = - - - =ë û

å

å
(26)

where R is the universal gas constant. The reversible energy consumption here is

2
0 0 0

0 0 0 0 0 0 0 0
1 1

1 [ ( , ) ( , ) ( ln ln )] ( , ) ( , )
k

i j j ij j i i j j ij ij ij j i i j j
i jk

q g x s T P x s T P R x x x x T x h T P x h T P
h+ -

= =

é ù= - - - + - ûëå å (27)

We denote here the Carnot efficiency of the ideal cycle of the heat engine as

ηC =
T+−T−

T+

Condition (25) can be rewritten as

01 ( )
C

q p Ts
h+ -= + (28)

Here, p0is the reversible power of separation that is equal to the reversible flow of heat given
by eq (27) multiplied by the Carnot efficiency. When eq (28) was derived we took into account
only the irreversibility σ of the separation process (the irreversibility of the heat transfer was
not taken into account). In reality heat can be supplied/removed with a finite rate only
irreversibly. Any transformation of heat into work with finite heat transfer coefficients and
finite power is irreversible. This leads to a lower efficiency than the Carnot efficiency. The
closed form expression for this efficiency was obtained in ref [16]. It depends on the power p
and on heat transfer coefficients for heat supply and heat removal α+ and α−. For the Newton
(linear) law of heat transfer it has the form

2
24 41max 1 ( ) 8 ( )

2p
p p p pT T T T T T

q T
h

a a a+ - + - + -
+ +

æ ö
æ öç ÷= = - + - - - + - +ç ÷ç ÷ç ÷è ø

è ø
(29)
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where it is assumed that there is constant contact of the working body with the heat reservoirs
and

4a a
a

a a
+ -

+ -

=
+

(30)

It is easy to show that if p→0 then ηp tends to the Carnot efficiency.

Substitution of ηp instead of ηC  in eq (28) allows us to derive a tighter estimate for the heat
consumption in heat-driven separation processes by finding the minimal possible entropy
production σ subject to various constraints

min
min

min( , , , )p

pq q
p T Th a+ +

+ -

³ = (31)

where

min 0 minp p Ts -= + (32)

Conditions (29-31) single out the area of thermodynamically feasible heat-driven separation
systems.

Expressions (27) and (28) and eq (25) can be further specified by assuming the constancy of
heat capacities, that the mixture is binary, and so forth.

2.2.2. Mechanical separation

Consider a separation system that uses mechanical work with rate p. Assume that no heat is
supplied/removed (q+ =q−=0) and that input and output flows have the same temperature T
and the same pressure. Multiplication of eq (24) by T and subtraction of the result from the
energy balance eq (23), where (q+−q−) is replaced with the supplied power p, yields

2

0 0 0
1

( )i i i
i

p T g T s hs g
=

= + D - Då (33)

here γi = gi / g0

After taking into account eq (27) that the enthalpy increment Δh 0i in a mechanical separation
is zero, we get
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The first term in this expression represents the minimal power for separation that corresponds
to the reversible process (σ =0). This power p 0 is equal to the difference between the reversible
power for complete separation of the input flow p0

0 = − g0RT∑
j

x0 jlnx0 j and the combined

reversible power of separation of the output flows p1
0 and p2

0.

Here

0
0

1
( ) ln , 0,1,2

k

i i i ij ij
j

p x RTg x x ig
=

= - =å (35)

is the reversible power of separation of the i-th flow into pure substances.

2.3. Minimal work of separation in irreversible processes

2.3.1. Assumptions and problem formulation

Assume that the components of the input mixture are close to ideal gases or ideal solutions.
The chemical potential of the i-th component can then be written in the following form

0( , ) ( , ) ln , 1,...,i iT P T P RT x i km m= + = (36)

where xi is the concentration of the i-th component.

First we consider a system that includes three elements, a reservoir with the time independent
temperature T, pressure P, and vector of concentrations x0 = {x01, ..., x0k } (therefore its chemical
potential μ0 is also time independent), the finite capacity output subsystem with chemical
potential μ1 that depends on the current compositions of the mixture and of the working body

that has controllable values of chemical potential μo
w and μ1

w, at the points of contact with
reservoir and output subsystem. At the time the intensive variables of the output subsystem
coincide with the values of the reservoir’s intensive variables, and the number of moles in it
is given and equal to N0. At time τ the number of moles N (τ) and the composition x(τ) in the
output subsystem are given. The mass transfer coefficients between the reservoir and the
working body and the working body and the output subsystem are finite and fixed. The
minimal necessary work required for the separation is sought.

We do not consider here how to implement the derived optimal dependence of the chemical
potential of the working body because of two reasons. First, our main objective is to derive a
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lower bound on the work of separation. However, imposing constraints on feasible variations
of chemical potential would lead to an increase in energy consumption. Second, we will
demonstrate that for the majority of mass transfer laws the optimal mass transfer flow is time
independent, and its implementation is straightforward.

The work of separation in an isothermal process for an adiabatically insulated system can be
found using the Stodola formula in terms of the reversible work A0 and the entropy increment
ΔS

0A A T S= + D (37)

The reversible work is equal to the increment of the system’s internal energy. Since as a result
of the process (N (τ)−N (0)) moles of mixture with the composition x0 is removed from the
reservoir, and the energy of the output subsystem rises because of the increase of the amount
of moles in it from N (0) to N (τ) and its composition from x0 to xτ, the total change of the
system’s internal energy is

0 0 0
1 1

( ) ( ) [ ( ) ln ( ) ln ]
k k

i i i i i
i i

A N N RT x x x xt m t t t
= =

= D = -å å (38)

and it is independent of N (0). Because A0 is determined by N, x(τ), x(0), the minimum of A
corresponds to the minimum of the entropy increment

0 0 1 10
1

0 0 1 10
1

1 [ ( ) ( )]

1 ( )

k
w w

i i i i i i
i

k

i i i i
i

S g g dt
T

g g dt
T

t

t

m m m m

m m

=

=

D = - + -

= D + D

åò

åò
(39)

Because the working body’s parameters have the same values at the beginning and at the end
of a cycle

0 10 0

( ) ( ) (0) (0) ( ), 1,2,...,
i i

i i i

g dt g dt

N x N x Nx i k

t t

t t

=

- = D =
ò ò (40)

2.3.2. Optimal solution

The problem of minimization of ΔS  subject to constraints eq (40) on g0i ≥0, g1i ≥0 becomes
simpler in a common case where the chemical potentials’ increments Δμ0i, Δμ1iare unique
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functions of flows g0i and g1i, correspondingly. If processes are close to equilibrium then this
dependence is linear.

Assume

Δμ0i =ϕ0i(g0i), Δμ1i =ϕ1i(g1i)

then the problems (39) and (40) can be decomposed into 2k problems

0 0
( ) min ( ) 0,1, 1,2,...,ji ji ji ji iS g dt g dt Nx j i k

t t
sD = ® = D = =ò ò (41)

where σ ji = g jiϕ ji(g ji) is the function that determines dissipation.

Problems eq (41) are averaged nonlinear programming problems. Their optimal solutions g ji
*

are either constants and equal to

* *
1

( )i
ji i

Nx
g g

t
D

= = (42)

or switches between two so-called basic values on the interval (0, τ), the solution eq (42)
corresponding to the case where the convex envelope of the function σ ji(g ji) is lower than the

value of this function at g ji
* . Characteristic forms of the function σ ji(g ji) for the constant and

switching regimes are shown in Figure 2.

Figure 2. Dependence of the entropy production on the rate for the constant (a) and switching (b) solutions (g1i
*  and

g2i
*  are the basic values of the rate).

If the function σ ji is concave then the optimal rate g ji is always constant. Let us calculate the
second derivative of σ on g (we omit subscripts for simplicity). If it is positive then the
constancy of the rate in the optimal process is guaranteed.

( ) 2 ( ) ( ) 0g g g gs f f¢¢ ¢ ¢¢= + ³ (43)
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The first term in this expression is always positive because the chemical potentials’ difference
is the driving force of mass transfer and monotonically depends on the flow. For the majority
of laws of mass transfer the inequality eq (43) holds. In particular, it holds if the flow of mass
transfer is proportional to the difference of chemical potentials in any positive degree.

Consider mass transfer flow that depends linearly on the chemical potential difference for all
i, j. Then

ji
ji ji ji ji

ji

g
g a m f

a
= D ® = (44)

It is clear that the conditions eq (43) hold and the optimal rates of flows obey equalities (42).

Equalities (42) hold for any nonswitching solution. The minimal increment of the entropy
production for such solution is

min min ( )i
ji ji

ij ij

Nx
S S t s

t
Dæ ö

D = D = ç ÷
è ø

å å (45)

and the minimal work of separation is

min 0
( )i

ji
ij

Nx
A A Tt s

t
Dæ ö

= + ç ÷
è ø

å (46)

The optimal rates are determined by the initial and final states which allows us to specify the
estimate eq (46).

Near equilibrium the flows obey Onsanger’s kinetics eq (44), and from eq (46) it follows that

2
2

min 0 0
1 10 1

( )1 1 1k k
i

i
i ii i i

Nx
A A g At

a a t a= =

æ ö D
= + + = +ç ÷ç ÷

è ø
å å (47)

0 1

0 1

i i
i

i i

a a
a

a a
=

+
(48)

is the equivalent mass transfer coefficient on the i-th component and the minimal entropy
production is
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is the equivalent mass transfer coefficient on the i-th component and the minimal entropy
production is
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The lower bound for the average power of separation is

2
0min

min 2
1

( )1 k
i

i i

A NxA
p

t t at =

D
= = + å (50)

p0 = A0 / τ is the reversible power of separation.

If

N (0)=0, Δ(N xi)= N xi(τ)

then expressions (47) and (50) take the form

22

min 0
1

( )k
i

i i

xNA A
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= + å (51)

2
2

min 0
1

( )k
i

i i

x
p p g
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Where

0
1
[ ( ) ln ( ) ln ]

k

i i i i
i

A NRT x x x xt t
=

= -å (53)

Figure 3. Reversible (A0) and irreversible (Ar) estimates of the minimal work of separation of binary mixture as func‐
tions of key component’s concentrations.
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Figure 4. Separation of the system with finite capacity on m subsystems.

Note that the irreversible estimate of the work of separation eq (51) does not tend to zero for
poor mixtures when the concentration of one of the components tends to one (Figure 3).

If system includes not one but a number of output subsystems then it is clear that the estimate
for the minimal work of separation is equal to the sum of the estimates for each subsystem.

min min min min
1 1

,j j

j j
A A p p

= =

= =å å (54)

The superscript j here denotes the subsystems.

2.3.3. Separation of a System with finite capacity into m subsystems

Consider a system that is shown in Figure 4. Its initial state is described by the vector of
concentrations x0, the number of moles of the mixture N0, and its final state by the number of
moles Nj, j =1, ..., m in each of the subsystems and their concentrations, xj. The mass balances
yields

0
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0 0
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, 1,2,...,

m

j
j

m

j ji i
j

N N

N x N x i k

=

=

=

= =

å
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(55)

The work in the reversible separation process here is

0 0 0
0 0 0 0 0 0 0

1 1
( , ) ln ln ( , ) ( , )

m m

r j ji ji i i r rj j j
j i i j

A x x RT N x x N x x A x N A x N
= =

é ù
= - = -ê ú

ê úë û
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The reversible work of separation is equal to the difference of the reversible work of separation
of the initial mixture into pure components and the reversible work of separation for mixtures
in each of the subsystems.

We again assume that flows gj have components g ji proportional to the difference of the
chemical potential of the subsystem and the working body with the coefficient α ji. Here, the
condition of minimal work of separation corresponds to the condition of flow constancy

, 1,2,..., , 1,...,j ji
ji

N x
g i k j m

t
= = = (57)

, 0,1,...,ji
ji

ji

g
j mm

a
D = = (58)

Here, ᾱ ji is the equivalent mass transfer coefficient calculated using eq (48) for the flow into
the j-th output subsystem of the i-th component. Similarly as was done above for the system
with the reservoir and one finite capacity output subsystem and flows proportional to the final
concentrations eq (57), these concentrations in the output subsystems are time independent
and equal to x̄ j, correspondingly, and the number of moles N̄ j(t) depends linearly on time.
The power p here is constant

2 2
2

1 10

1ln
m mji

j ji j ji ji
j i j ii

xRTp N x N x
x

a
t t= =

= +å å å å (59)

The minimal work of separation for the mixture with concentrations x0 into m subsystems with
concentrations x̄ i over the time τ is

2
2 20

0
1 10

ln
m mji

r j ji j ji ji
j i j ii

x N
A RTN x x

x
g g a

t= =

= +å å å å (60)

Here, γj = Nj / N0, ᾱ ji =α jiα0i / (α0i + α ji)

The first term here coincides with the reversible work of separation Ar
0 of the mixture of N0

moles with concentration x0 into subsystems with number of moles N̄ j and concentrations
x̄ j. The second term takes into account irreversibility of the process. Ar  decreases monotoni‐

cally and tends to Ar
0 when process duration τ and mass transfer coefficient ᾱ ji increases.
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2.3.4. Example

Consider separation of the binary mixture into pure components in time τ. In this case
N1 = x0N0, N2 = (1− x0)N0, where x0 is the concentration of the key component, x̄11 = x̄22 =1. From
the formula (60) we get

2 2 2 2 2 2
00 0 0 0 0 0

0 0 0 0 0 0
11 22 11 22

(1 ) (1 )
( ln (1 ) ln(1 )) ( )r r

N x x N x x
A RTN x x x x A x

t a a t a a

æ ö æ ö- -
= - + - - + + = + +ç ÷ ç ÷

ç ÷ ç ÷
è ø è ø

(61)

The estimate eq (61) was derived in ref [1] by solving the problem of optimal separation of the
binary mixture in the given time τ in Van’t Hoff’s thought experiment with movable pistons
and semitransparent membrane where ᾱ11 and ᾱ22 are the permeability coefficients on the first
and second component. If flows do not depend explicitly on the chemical potentials’ differ‐
entials, for example, are proportional to the concentrations’ differential, then an estimate
similar to the one obtained above can be constructed by solving the following auxiliary
nonlinear programming problem

0
0 0

,
( , ) min/ ( , ) , 1,2,...

i
i

i i
i i i i i

P P
P P g P P g imD ® = = (62)

Here, (P0
i, Pi)are partial pressures of the components in contacting subsystems that depend

on the chemical potentials’ differentials Δμi. The flow gi depends on the same differentials.
Minimums in these problems are sought for different values of constant gi >0 and nonpositive

P0
i and Pi We denote the minimal values of the objective in each of these problems Δμi

min(gi)

as Δμi
*(gi). This dependence can be used in the estimate eq (41) of the irreversible work of

separation.

2.3.5. Example

Assume Δμ = RT ln(P0 / P), g(P0, P)= (P0 − P) /α, and 0< P < Pmax. Let us express P0 in terms of
g and P:

P0i =αigi + Pi, i =1, 2

Δμ = RT ln(αg / P + 1) attains its minimum at P = Pmax∀ g .

Therefore, Δμi
*(gi)= RT ln(αigi / Pmax + 1).

2.4. Potential application of obtained estimates

We will illustrate the possibilities of the application of the derived estimates.
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The estimate eq (61) was derived in ref [1] by solving the problem of optimal separation of the
binary mixture in the given time τ in Van’t Hoff’s thought experiment with movable pistons
and semitransparent membrane where ᾱ11 and ᾱ22 are the permeability coefficients on the first
and second component. If flows do not depend explicitly on the chemical potentials’ differ‐
entials, for example, are proportional to the concentrations’ differential, then an estimate
similar to the one obtained above can be constructed by solving the following auxiliary
nonlinear programming problem
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Here, (P0
i, Pi)are partial pressures of the components in contacting subsystems that depend

on the chemical potentials’ differentials Δμi. The flow gi depends on the same differentials.
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2.4.1. Estimate of the power of separation in a continuous separation system

Consider a continuous separation system with the input flow g0 with concentration x0 and m
output flows gj( j =1, ..., m) with concentrations xj ={x j0, x j1, ..., x jk }. Here, the temperatures
on the input and output flows are close to each other.

Equation (59) allows us to estimate the minimal power required for continuous separation in
such system

2
2 2

min 0 0
1 1 1

m m k ji
j j

j j i ji

x
p p g g

a= = =

= +å å å (63)

Where
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Mass balance equations yield
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The number of conditions eq (66) is k −1, because the concentration of one of the components
is determined by the conditions eq (64).

If the number of flows m >k , and their compositions are given, then the removal fractions can
be chosen in such a way that the power of separation is minimal subject to constraints eqs
(64) and (66). The Lagrange function of this problem is

2
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1 1

m k
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here

rj(g0, xj)= g0
2∑

i=1

k x ji
α ji

L is the concave function on γj, and its conditions of stationarity determine the flows that
minimize the power for separation for a given flow’s compositions
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We have k linear equations for λ0 and λi
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2.4.2. Example

Assume m =3, k =2, g0 =1 mol/s, T =300K, and the compositions and transfer coefficients are

x01 = x02 =0.5

x11 =0.9; x12 =0.1; ᾱ11 = ᾱ12 =0.004 mol 2 / (J  s)

x21 =0.3; x22 =0.7; ᾱ21 = ᾱ22 =0.01 mol 2 / (J  s)

x31 =0.1; x32 =0.9; ᾱ31 = ᾱ32 =0.06 mol 2 / (J  s)

From eq (65) we obtain M1 =910, M2 =197, M3 =910, and r1 =205, r2 =580, r3 =137.

Equations (69) and (70) for λ-multipliers take the form

1
2
λ0−M1

r1
+
λ0−M2

r2
+
λ0−M3

r3
+ λ( x11

r1
+

x21
r2

+
x31
r3

) =1

1
2 x11( λ0−M1

r1
+
λ1x11

r1
) + x21( λ0−M2

r2
+
λ1x21

r2
) + x31( λ0−M3

r3
+
λ1x31

r3
) = x01

We obtain λ0 =894,λ1 =183. Their substitution in eq (68) yields γ1
* =0.36, γ2

* =0.64, γ3
* =0and the

corresponding estimate for the minimal irreversible power of separation eq (63) is
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pmin =718 wt

2.4.3. The selection of the separation sequence for a multicomponent mixture

In practice, separation of multicomponent mixtures is often realized via a sequence of binary
separations. So, a three-component mixture is first separated into two flows, one of which does
not contain one of the components. The second flow is then separated into two unicomponent
flows. The reversible work of separation (that corresponds to the power p0) does not depend
on the sequence of separation, because p0 is determined by the rates and compositions of the
input and output flows of the system as a whole. The irreversible component of the power Δp
in eq (63) depends on the sequence of separation and can be used to find the optimal one.

Consider a three-component mixture with concentration x0 = (x01, x02, x03), and rate g0 we set
to one. We denote the mass transfer coefficients at the first and second stages of separation as
α1 and α2. They depend on the construction of the apparatus. First, we assume for simplicity
that these coefficients do not depend on the mixture’s composition (in the general case they
do depend on it). We consider irreversible power consumption for two cases:

a. The first component is first separated, then the second and the third are separated.

b. The second component is separated, and then the first and the third are separated.

We assume that the separation at each stage is complete. We get up to the constant multiplier

2
2 2 2 202 03

1 2 01 1 02 03 02 2 03 3
1

( )
/ ( ) ( / / )a a a

x x
p p p x x x x xa a a

a
+

D = D + D = + + + + + (71)

The first two terms in this sum represent the loss of irreversibility during the first stage of
separation. For g0 =1 and complete separation the output rates of this stage g1 and g2 are x01

and (x02 + x03), correspondingly.

Consider the first stage of case a for g0 =1 and complete separation and view the second and
third component as the same substance with the output rate x02 + x03 =1− x01. The irreversible
expenses eq (63) are

2 2 2
01 01 01 01

1
1 1 1

(1 ) 2 1 2
a

x x x x
p

a a a
- + -

D = + = (72)

When the second flow is separated into two flows their rates are

g22 =
x02

(1− x01)
, g23 =

x03
(1− x01)

and the irreversible power is
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Δpa2 =
1

α2(1− x01)2 (x02
2 + x03

2 )

The combined irreversible power is

Δpa(x01, x02)=
2x01

2 −2x01 + 1
α1

+
x02

2 + (1− x01− x02)2

α2(1− x01)2

Similarly in case b we get

Δpb(x01, x02)=
2x02

2 −2x02 + 1
α1

+
x01

2 + (1− x01− x02)2

α2(1− x02)2

The differential between these two values is

2 2 2 2 2 2 2 2
01 02 01 02 02 02 03 01 01 03

1 2 01 02

2 1( ) ( ) (1 ) ( ) (1 ) ( )
(1 )(1 )ab a bp p p x x x x x x x x x x

x xa a
é ù é ùD = D + D = - - - + - + - - +ë û ë û- - (73)

If Δpab >0, then sequence b is preferable.

Note that it is not possible to formulate the general rule to choose the optimal separation
sequence for a multicomponent mixture, in particular, on the basis of the reversible work of
separation. It is necessary here to compare irreversible losses for each sequence.

2.4.4. Example

Assume that the composition of the input three component mixture is x01 =0.6, x02 =0.3,
x03 =1− x01− x02; the mass transfer coefficients are α1 =0.01mol2/(J s), α2 =0.02mol2/(J s). From (eq
73) we find that the difference in power between sequences a and b is

Δpab =Δpa−Δpb = −7.82 J

The comparison of the combined minimal irreversible power for the same initial data shows
that the power for separation of a mixture using sequence b is higher than the power used for
sequence a, that is, Δpab <0.

Thus, sequence a is preferable, and it is better to perform the complete separation by separating
the first component.

2.5. Limiting productivity and minimal heat consumption for a heat-driven separation

In many separation processes a heat engine is used to create the differential of the chemical
potential between the working body and the reservoirs (the driving force of mass transfer).
Here, the working body is heated during contact with one reservoir and is cooled during
contact with the other reservoir. One can represent the heat-driven separation system as a
transformer of heat into the work of separation that generates power p, consumes heat flow
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from hot reservoir g+, and rejects flow g− to the cold reservoir. Heat transfer coefficients for
contacts with the hot and cold reservoir α+ and α− are fixed.

It was shown in refs [12] and [6] that the potential of the direct transformation of heat to work
is limited and the maximal generated power for the working body with the distributed
parameters is

2
max ( )p T Ta + -= - (74)

In this expression ᾱ =(α+α−) / (α+ + α−) is the equivalent heat transfer coefficient for continuous

contact with the reservoirs; ᾱ =(α+α−) / ( α+ + α−)
2 is the equivalent heat transfer coefficient for

sequential contact.

The maximal power determines the heat flow consumed from the hot reservoir. Further
increase of heat consumption for given values of heat transfer coefficients requires an increase
of the temperature differential between the reservoirs and the working body and reduces the
power.

The dependence of the used power on the productivity of irreversible separation processes is
monotonic eq (63). Therefore, the limiting productivity of heat-driven separation processes
corresponds to the maximal possible power produced by transformation of heat into work.
Further increase of heat consumption q+ reduces power and therefore reduces the productivity
of separation process.

For the Newton (linear) law of mass transfer and heat–work transformer the dependence of
the power on the heat used is
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C C

p pq p
p p p
T T T

h
h h
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+ + +

= =
æ ö æ ö

+ + + -ç ÷ ç ÷
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(75)

Here, ηC =(T+−T−) / T+is the Carnot efficiency, T+and T− are the hot and cold reservoir’s
temperatures, and ᾱ =(α+α−) / (α+ + α−) is the equivalent heat transfer coefficient.

The minimal heat consumption q+ as a function of productivity g0 for a heat-driven separation
can be obtained by substituting expression (75) instead of p in the right-hand side of eq (63).
The result holds for p ≤ pmax and therefore for g0≤ g0max. The duration here must not exceed the
maximal possible duration.

Substitution of the right-hand side of eq (74) instead of p in eq (63) yields the maximal possible
productivity of the system (where ᾱ is chosen according to the type of contact between the
transformer and reservoir). We denote
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We obtain

pmax = ᾱ( T+ − T−)
2 = Bgmax + Dg0max

2

and the limiting productivity is

2 2

0 max
4 ( )

2
B B D T T

g
D

a + -- + + -
= (77)

Formulas (76) and (77) allow us to estimate the limiting productivity of a heat-driven separa‐
tion process for Newton’s laws of heat transfer between the working body and reservoirs and
mass transfer proportional to the differentials in chemical potentials (mass transfer is close to
isothermal with the temperature T).

2.5.1. Example

Consider heat-driven monoethanamide gas cleansing. One of the components is absorbed by
the cold solution from the input gas mixture. This solution is then heated and this component
is vaporized. The input mixture’s parameters are T̄ =350 K, the key component’s molar
concentration x =0.5, the rate of mixture g0 =5 mol/s. The temperatures of heat supplied/
removed are correspondingly Th =400 K, Tc =300K, and the heat transfer coefficients are
α+ =8.368 kJ/(s K) and α− =16.736 kJ/(s K). The concentrations of the key components in the
output flows are x1 =0.9, x1 =0.1; the mass transfer coefficients for each of the components
(integral values over the whole contact surface) for the hot and cold reservoir’s contacts are
α1 =0.07 mol2/(kg s), α2 =0.03 mol2/(kg s).

Because the solution circulates and is heated and cooled in turns, the limiting power for
transformation of heat into work is given by the expression (74) with the corresponding ᾱ

pmax =20.711 kJ/s

The power for separation is given by eq (63).

We have

p 0 = RT g0∑
j=1

m
γj∑

i
x jiln

x ji
x0i

=5.397 kJ/s

The minimal work required for a system with Onsanger’s equations are (see eq (63))

Δp = g0
2∑

j=1

m
γj

2∑
i

x ji
2

α ji
=7.238 kJ/s
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Thus, p = p 0 + Δp =12.636kJ/s < pmax. The work needed for separation does not exceed the
maximal possible value for given heat transfer coefficients.

Let us estimate the minimal heat consumption. From eq (75) we get

q+ =32.426 kJ/s

If the temperatures of the input and output flows are not the same then the minimal energy
required for separation can be estimated using the thermodynamic balance equations (31) and
(32) and the expression for σmin eq (49).

2.6. Conclusion

New irreversible estimates of the in-principle limiting possibilities of separation processes are
derived in this paper. They take into account the unavoidable irreversibility caused by the
finite rate of flows and heat and mass transfer coefficients. They also allow us to estimate the
limiting productivity of a heat-driven separation and to find the most energy efficient sepa‐
ration sequence/regime of separation for a multicomponent mixture.

3. Optimization of membrane separations

3.1. Introduction

As the properties of membranes improve, the membrane separation of liquids and gases is
more widely used in chemical engineering [8,10,11,20]. Since the mathematical modeling of
membrane separations is simpler than that for most of the other separation processes, they
could be controlled by varying the pressure, contact surface area, and the like during the
separation process.

The minimal work needed to separate mixtures into pure components or into mixtures of given
compositions can be minorized using well-known relationships of reversible thermodynamics
[15]. However, this estimate is not accurate because it ignores the mass transfer laws and the
properties of membranes, process productivity, possible intermediate processes of mixing, and
so on. The estimates based on reversible thermodynamics are not suitable for determining the
optimal sequence of operations in the separation of multicomponent systems, because they
depend only on the compositions of feeds and end products and do not reflect the sequence
of operations in which the end product was obtained. The work needed for separation consists
of its reversible work and irreversible energy losses. The losses are equal to ΔST , where ΔS  is
the increment of the system entropy due to the irreversibility of the process. Below, the
minimum possible production of entropy (that is, the minimal additional separation work)
will be found for the separation of one component at a specified production rate and transport
coefficients. Also, we will determine the dependence of this minimum on the input data for
one or another process flowsheet at a fixed production rate.
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3.2. Batch membrane separation

We will first consider a batch separation of a mixture in a system consisting of two chambers
separated by a membrane permeable to only one active (to be separated) component of the
mixture (Fig. 5). Let and Gi(t), Ci(t), μi(Ci, and Pi) denote the amount, the concentration of the
active component, and its chemical potential in chamber I, respectively. These parameters can
be varied during the process. At the initial moment of time (t =0), the parameters that are
specified include the mixture amount G1(0)=G10 in chamber 1 and the concentration C1(0)=C10

of the active component passing through membrane 3 at a mass transfer rate g, which depends
on its chemical potentials on both membrane sides, μ1 and μ2. In turn, the potentials depend
on the variation of the pressure and mixture composition in the first and second chambers.
The pressure in the first chamber can be varied using piston 4. The process is isothermal, and
the temperature T is specified and remains unchanged.

The intensive variables in the second chamber are the pressure P2(t) and the chemical potential
μ2(t), which varies with time due to the accumulation of the active component in the chamber
and the variation of the external conditions. Assume that the laws of this variation are known.
The specification of the initial composition of the mixture C10, the number of moles G of the
component that passed through the membrane in time τ, and the initial number of moles G10

determines the final composition in the first chamber,

C1(τ)=
G10C10−G

G10−G ,

and, hence, the reversible work of separation, which is equal to the increment of the free energy
of the system:

0
10 10 10 10 10 10 1 1 1 1[ ln (1 ) ln(1 )] ( ) { ( ) ln ( ) [1 ( )]ln[1 ( )]}.A G RT C C C C G G RT C C C Ct t t t= - + - - + - + - - (78)

Consequently, the minimum of the produced work corresponds to the minimum of the
irreversible losses of energy, which is proportional to ΔS .

The increment of entropy in the system, the minimum of which should be determined for a
separation process of duration τ, is equal to the product of the flux and driving force:

1 2 1 2
0

1 ( , )( ) min.S g dt
T

t

m m m mD = - ®ò (79)

The amount of the active component that passed through the membrane is written as

1 2
0

( , ) .G g dt
t

m m= ò (80)
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The process duration τ will be fixed.

The variation of G1 and concentration C1 are determined by the equation:

1 1 1
1 2

( )
( , ).

d G C dG
g

dt dt
m m= = - (81)

It follows from Eq. (81) that 
d G1(1−C1)

dt =0, implying that G1(t)(1−C1(t))= const  for any

moment of time. The latter is equal to the amount of the “inert” component of the mixture in
the first chamber. It will be denoted as G̃ =G1(0) 1−C1(0) .

The solution of Eq. (81) determines the dependence of the mixture amount in the first chamber
on the active component concentration G1(C1):

1
1

( ) .
1 ( )

GG t
C t

=
-

%
(82)

After expression (82) is substituted into Eq. (81), the latter takes the form

21
1 1 2 1 10

1

1 (1 ) ( , ) , (10) .
dC

C g C C
dt G

m m= - - =% (83)

Figure 5. Batch separation of a mixture: 1, chamber with the mixture to be separated; 2, chamber to which the active
component passes; 3, membrane; 4, piston.
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First, we will find such time variation of, chemical potential μ1(t) that the increment of entropy
takes the minimum value at a specified value of G. Then, for a specific form of chemical
potential, we will find the time variation of pressure P1(t) corresponding to the found optimal
variation of the chemical potential.

We will write the Lagrangian function F for the problem given by Eqs. (79) and (80) in view
of the fact that the constant factor 1/T does not affect the optimality condition:

F = g(μ1, μ2)(μ1 −μ2 −λ).

The mass transfer rate g is equal to zero when μ1 =μ2 and increases monotonically with
increasing μ1. As a result, the function F is, as a rule, convex with respect to μ1. Consequently,
this dictates the stationary of F in the solution of the problem and this solution is unique:

∂ F
∂μ1

=0→
∂ g
∂μ1

(μ1 −μ2 −λ)= − g(μ1, μ2).

To cancel out λ, we integrate the both sides of this equality from zero to τ in view of Eq. (80)
to obtain

λ =

G + ∫
0

τ

∂ g
∂μ1

(μ1 −μ2)dt

∫
0

τ

∂ g
∂μ1

dt

.

Consequently, to determine μ1(t) with a convex function F, we have the equation determining
the optimal variation of μ2(t) in the function g(μ1, μ2) for any μ1(t) and mass transfer law
μ2(t):

1 2
10

1 2 1 2
1

10

( )
( , ) ( ) .

gG dt
gg

g dt

t

t

m m
m

m m m m
m

m

é ù¶
+ -ê ú

¶¶ ê ú= - -ê ú¶ ¶ê ú
ê ú¶ë û

ò

ò
(84)

If the flux is proportional to the difference of chemical potentials,

1 2( ),g a m m= - (85)

it follows from optimality condition (84) that
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* *
1 2( ) ( ) , .G Gt t g constm m

ta t
= + = = (86)

The variation of P1(t) corresponding to μ1
*(t) depends on the form of the chemical potential.

For mixtures close in properties to ideal gases, the chemical potential (molar Gibbs energy) of
the active component of the mixture is written as

1 11 1 1 01 1 1( , ) ln ( ) ln ln ,T P RT C T RT P RT Cm m m= + = + + (87)

where μ01 is the standard chemical potential for P1 =C1 =1.

The variation of C1
*(t) (t) is determined by Eq. (83) with known mass transfer rate g. After C1

*(t)

and μ1
*(t) are substituted into Eq. (87), we obtain an expression for the pressure in the first

chamber:

*
* 1 01

1 *
1

( ) ( )1( ) exp .
( )

t T
P t

RTC t
m mé ù-

= ê ú
ê úë û

(88)

For the flux defined by Eq. (85) and defined by Eq. (86), Eq. (83) takes the form:

dC1
dt = −

G(1−C1)2

τG̃1
=

G(1−C1)2

G10(1−C10)τ
, C1(0)=C10.

The solution to this equation is written as

10 10*
1

10

( ) .

GG C t
C t

GG t

t

t

-
=

-
(89)

Substituting the latter into Eq. (88) gives the time variation of the pressure:

P1
*(t)=

G10−
G
τ t

G10C1(0)−
G
τ t

exp( μ2 +
G
ατ −μ10(T )

RT
).

After the optimal variation of μ1
*(t), or optimal value of this chemical potential, is found, we

can determine ΔSmin by substituting μ1
* and μ2 into Eq. (79). Using the flux defined by Eq.

(85) and relationship (79), we obtain
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ΔSmin =
G 2

Tατ .

The optimal variation of the pressure and mole fraction of oxygen in the first chamber is shown
in Fig. 6. It corresponds to the separation of a gas mixture composed of carbon dioxide, 120
moles of CO2, and oxygen, 180 moles of O2 (active component), when G10 =300 moles, C10 =0.6,

G =150moles, τ =90s, α =2.13×10−3mol2/(s J), P2 =101330Pa, C2 =1.0, and T =283 K. At the
moment when the process is terminated, C(τ)=0.2. The production of entropy is
ΔS =ΔSmin =415 J/K.

The produced work is A= A 0 + TΔS =415730 J, where according to Eq. (78) A0 =298300J.

Although the chemical potential for ideal solutions is written like Eq. (87), the function
μ11(T , P1) for them takes a different form. This is caused by the fact that the chemical potential
μ1(T , P1, x1) is the molar Gibbs energy of the active component and the derivative of the
chemical potential with respect to pressure is the molar volume of this component v1 [15]. In
contrast to gases, the molar volume of liquids is virtually independent of pressure and varies
vary little with temperature. As

∂μ1
∂P1

=
∂μ11
∂P1

=v,

we obtain

1 1 1 01 1 1( , , ) ( ) ln .T P x T vP RT Cm m= + + (90)

Figure 6. Optimal time variation of (a) pressure and (b) mole fraction of the active component in the first chamber for
a gas mixture.
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For the flux defined by Eq. (85) and μ1
* defined by Eq. (86), the variation of C1

*(t) for liquids

can be written in the same way as for gases in Eq. (89). After μ1
*(t) and C1

*(t) are substituted
into Eq. (90), we obtain an equation for the optimal variation of pressure in the first chamber:

P1
*(t)=

1
v1

μ2 +
G
τα −μ01(T )−RT ln( G10C1(0)−

G
τ t

G10−
G
τ t

) .

For illustration, we considered the separation of water with a high salt concentration. Like
ocean water, it contained 36 g/l of salt (inert component). The other process parameters were
G10 =552.3 moles, C10 =0.989, G =250moles, τ =3600s, α =9.92×10−4mol2/(s J), P2 =101330Pa,
C2 =1.0, and T =283 K. The time variation of the optimal pressure of the liquid and the mole
fraction of water in the first chamber are illustrated in Fig. 7. At the moment when the process
is terminated, C(τ)=0.979. The production of entropy is ΔS =ΔSmin =61.8 J/K. The produced

work is A= A 0 + TΔS =26470 J, where according to Eq. (78) A0 =8973J.

3.3. Membrane separation process distributed along the filter

The parameters of the system can vary with length rather than with time, as in the previous
system. The flow diagram of this system is shown in Fig. 8. The mixture to be separated, which
is characterized by a molar flux g1(0)= g10 and concentration C1(0)=C10, is continuously
supplied to the first chamber, the overall length of which is L. As the mixture travels over the
length l, the active component passes across the membrane into the second chamber. The
concentration of the active component in the mixture to be separated at the outlet of the first
chamber is C1(L )=C1L . The chemical potential of this component in the second chamber,

(a) (b) 

Figure 7. Optimal time variation of (a) pressure and (b) the mole fraction of the active component in the first chamber
for a near-ideal solution.
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μ2(l), should be chosen so that in the isothermal process the increment of entropy in the system
should be a minimum for the specified values of production rate ḡ  and total membrane surface
area s(L). In irreversible continuous separation, the power p expended for separation is the
sum of the reversible component

0
1 10 10 10 10 1 1 1 1 1(0) [ ln (1 ) ln(1 )] ( (0) ) [ ( ) ln ( ) (1 ( )) ln(1 ( ))],p g RT C C C C g g RT C L C L C L C L= - + - - + - + - - (91)

which is  determined at  the given conditions,  and the irreversible  losses  pH =Tσ.  Conse‐
quently,  the  minimal  production  of  entropy  σ  corresponds  to  the  minimal  separation
work p.

The flux of the component to be distributed at section l is equal to g μ1(l), μ2(l) . The production
rate is specified as

1 2
0

( , ) .
L

g dl gm m =ò (92)

The production of entropy is determined by the expression

2
1 2 1 2 ( )

0

1 ( , )( ) min.
L

l
g dl

T m
s m m m m= - ®ò (93)

Assume that μ2(l) is the control parameter.

If the operating regime in the first chamber is close to plug flow, the material balance equations
for section l give equations analogous to Eqs. (81).

1 1 1 1 2( ) ( , ).d dC g g g
dl dl

m m= = - (94)

The above equation can be used to obtain a relationship analogous to Eq. (83):

Figure 8. Continuous separation of a mixture.
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1

1
1 10 1

1

(1 )
( , ),

(0) , ( ) ,
1 ( )

dC C
g

dl g
g

C C g l
C l

m m
-

= -

= =
-

%
% (95)

where g̃1 = g1(0)(1−C10) is the molar flux of the inert component through the first chamber.

Equations (92), (93), and (95) represent an optimal control problem in which C1 is the state
coordinate and the potential μ2 is the control action. This problem can be simplified using the
fact that for optimal processes the right-hand side of Eq. (95) never change the sign and C1

monotonically varies with time. The independent variable l can be replaced by C1. It follows
from Eq. (95) that

dl = −
g̃1dC1

(1−C1)2g(μ1, μ2)
.

In view of this replacement, the problem given by Eqs. (92), (93), and (95) can be written as

10

2
1

1 1
1 2 2

1

( ) min
(1 )

L

C

C

g dC
T C m

s m m= - ®
-ò

%
(96)

with the constraints

10

1

1
2

11

,
(1 )

L

C

C

dC g
gC

=
-ò % (97)

10

1

1
2

11 1 2

.
(1 ) ( , )

L

C

C

dC L
gC g m m

=
-ò % (98)

The concentration C1L  is determined by the initial concentration C10 and production rate ḡ  in
constraint (97) or (94). Using constraint (94), we obtain

C1L g1(L )=C10g1(0)− ḡ , g1(L )= g1(0)− ḡ

and, hence,

10 1
1

1

(0)
.

(0)L
C g g

C
g g

-
=

-
(99)
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The same follows from constraint (97) with g̃1 C10, g1(0) . Consequently, after C1L  is found
using constraint (99), constraint (97) can be ignored.

In distinction to batch membrane processes, the control action in a continuous membrane
separation can be additionally represented by the coefficient of heat transfer α(l), because the
membrane surface area can be varied from section to section, which corresponds to the
variation of heat transfer coefficient α. Let α be a function of C1. After α(C1) and C1(l) are found,
we can pass to α(l). The mass transfer equation can be written as

1 2 0 1 2( , ) ( , )g gm m a m m= (100)

where g0 is called the specific mass transfer rate. In this case, the total surface area of the
membrane and, hence, the overall value of the heat transfer coefficient will be bounded:

10

1

1 1( ) .
L

C

C

C dCa a=ò (101)

In constraint (98), the mass transfer rate can be written as Eq. (100), and equality (101) can be
added to the constraints of the problem. The resulting problem, given by Eqs. (96), (98), and
(101), is an isoperimetric variation problem. The necessary condition for the optimality of its
solution is the requirement that the Lagrangian function should be stationary with respect to
μ2 and α:

F =
1

(1−C1)2 μ1(C1)−μ2−
λ1

αg0(μ1, μ2)
−λ2α,

where the multipliers λ1 and λ2 correspond to constraints (98) and (101). The conditions for
the stationary of F with respect to the desired variables are written as

∂F
∂μ2

=0→
λ1∂g0 / ∂μ2

αg0
2(μ1, μ2)

=1,

∂F
∂α =0→

1
(1−C1)2

λ1

α 2g0(μ1, μ2)
=λ2.

The above equations give the process optimality conditions:

1 0 2
2

11 0 1 2

1 ,
( ) ( , )

g
const

C g
l m

la m m

¶ ¶
= = (102)
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1 1 0 1 2

2
( )(1 ) ( , ) .C C g const

l
a m m

l
- = = (103)

From constraints (98) and (103) we obtain

10

1

1 1 1
1 1

2

( )

.L

C

C

g C dC
g

L L

a
l a
l

= =
ò%

% (104)

It follows from (101) and (102) that

10

1

0 2
12

1 0 1 2

1 1 .
( , )

L

C

C

g
dC

g
m

l a m m

¶ ¶
= ò (105)

After expressions (105) and (104) are substituted into conditions (102) and (103), respectively,
we can use the known function μ1(C1) to find the functions μ2

*(C1) and α *(C1) that are optimal

in terms of minimal irreversibility, which with the help of Eq. (95) determine C1
*(l) and, hence,

μ2
*(l) and α *(l).

Let us write the above relationships specifically for the function g written as a linear function
of the difference of chemical potentials, Eq. (85), and chosen functions μi(Ci). Assume that the
specific mass transfer rate takes the form:

g0(μ1, μ2)=μ1−μ2.

Constraints (102)–(105) lead to the equations

10

1

1
2 2

1 1 1 2 1 1 1 2 1

1 1 ,
( )( ( ) ( )) ( ( ) ( ))

L

C

C

dC
C C C C Caa m m m m

=
- -ò (106)

2 1
1 1 1 1 2 1( )(1 ) [ ( ) ( )] .

g
C C C C

L
a

a m m- - =
%

(107)

For brevity, we will introduce the notation μ1−μ2 =Δμ and the right-hand sides in constraints
(106) and (107) will be denoted as R1 and R2. In this case, the above equations can be written
as
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1
αΔμ 2 = R1, α 2(1−C1)Δμ = R2,

and we obtain

2/3 1/3 2/3
* *1 1 2

1 11/3 2/3 4/3
2 1 1

(1 )
( ) , ( ) .

(1 )
C R R

C C
R R C

m a
-

D = =
-

(108)

The concentration of the active component in the first chamber declines with increasing l.
Therefore, under optimal operating conditions, Δμ *(l)=Δμ * C1(l)  increases while the surface

area of the membrane, which is proportional to α *(l)=α * C1(l) , decreases.

To find R1, we will substitute Eq. (108) into Eq. (106) to obtain the equation

R1
4/3R2

2/3

ᾱ ∫
C1L

C10

dC1

(1−C1)4/3 = R1.

The evaluation of the integral gives us the desired formula:
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where

B =( 3
1−C1(0)3

−
3

1−C1(L )3 ).
Equation (108) in view of Eq. (109) yields the optimal dependence of the difference of chemical
potentials on the concentration C1:

2/3 2
* 1 1

1
(1 )

( ) ,
C B g

C
L

m
a

-
D =

%
(110)

*
1 43

1

( ) .
( 1 )

C
B C

aa =
-

(111)

Consequently, Eq. (95) takes the form:
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ᾱ ∫
C1L

C10

dC1

(1−C1)4/3 = R1.

The evaluation of the integral gives us the desired formula:

2

1 3 2
1

,LR
B g
a

=
%

(109)

where

B =( 3
1−C1(0)3

−
3

1−C1(L )3 ).
Equation (108) in view of Eq. (109) yields the optimal dependence of the difference of chemical
potentials on the concentration C1:

2/3 2
* 1 1

1
(1 )

( ) ,
C B g

C
L

m
a

-
D =

%
(110)

*
1 43

1

( ) .
( 1 )

C
B C

aa =
-

(111)

Consequently, Eq. (95) takes the form:

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling66

dC1
dl = −

(1−C1)2

g̃1
α *(C1)Δμ *(C1)= −

(1−C1)4/3B
L .

Integrating this equation with specified initial conditions, we can find the variation of the
concentration of the active component over the length of the first chamber under optimal
operating conditions:
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Substituting this expression into Eqs. (110) and (111) yields the variation of the desired
variables over the length:
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The minimal value of the production of entropy corresponding to the above solution is written
as

10
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We will introduce α, the mass transfer coefficient per unit area of the membrane surface, and
ds(l), the elementary membrane surface area. If α = constant , then

ᾱ =α ∫
0

L

ds(l)=αs(L ),

where s(L) is the total contact surface area.
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If the specific mass transfer coefficient of the membrane material α and the total contact surface
area s(L) are known, we can find the optimal distribution of the membrane surface area over
the length of the filter:

ds *(l)=
α *(l)
ᾱ .

For near-ideal gas mixtures, we can write

μ1(C1)=μ10(P1, T ) + RT lnC1,

where P1 and T are assumed to be specified, and

2 2 2 20 2 2( , , ) ( ) ln ln .P T C T RT P RT Cm m= + + (116)

When Δμ *(C1) is known, expression (116) can be used to find the pressure function in the
second chamber for which σmin is achieved:

* *
2 1 2 1 1 20 1

2

1 1( , ) exp [ ( ) ( ) ( )] .P C C C R C
C RT

m m mì ü
= - - Dí ý

î þ
(117)

The optimal curves for the pressure and mass transfer coefficient are plotted in Fig. 9, in which
the data refer to the separation of a gas mixture composed of carbon dioxide CO2 and oxygen
O2 (active component) whenC10 =0.6, g1(0)=3.33mol/s, ḡ =1.66mol/s, P1 =2×106Pa, ᾱ =3.18×10−4

mol2/(s J), α =0.013mol2/(s J), L =2.5m, and T =283 K.

At the filter outlet, C1(L )=0.2. The production of entropy is σ =σmin =4.6 J/(s K).

The consumed power is p = p0 + Tσ =4600 J/s, where according to Eq. (91) p0 =3292J/s.

For ideal solutions, the calculation is almost the same except for the form in which the chemical
potentials are written. For the first chamber,

μ1(C1)=μ10(T )=vP1 + RT lnC1,

where v is the molar volume of the active component.

For the second chamber,

μ2(P2, T , C2)=μ20(T ) + vP2 + RT lnC2.

The dependence of the solution pressure in the second chamber on the concentration is written
as

P2
*(C1, C2)=

1
v μ1(C1)−μ20(T )−Δμ *(C1)−RT lnC2 .
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Figure 9. Optimal variation of (a) pressure and (b) the membrane surface area over the filter length for a near-ideal
gas mixture.

For illustration, we considered the separation of water with a high salt concentration. Like
ocean water, it contained 36 g/l of salt (inert component). The other process parameters were
g1(0)=0.153 mol/s, C10 =0.989, ḡ =1.66mol/s, ᾱ =2.92×10−6mol2/(s J), α =0.011mol2/(s J),
P1 =7.7×106Pa, L =3m, and T =283 K. The profile of optimal pressure in the first chamber
and the variation of the mass transfer coefficient over the filter length are illustrated in Fig.
10. At the filter outlet, C1(L )=0.979. The production of entropy is σ =σmin =0.017 J/(s K).

The consumed power is p = p0 + Tσ =7.35 J/s, where according to Eq. (91) p0 =2.47J/s.

Figure 10. Optimal variation of (a) pressure and (b) membrane surface area over the filter length for a near-ideal solu‐
tion.
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3.4. Conclusion

The minimal losses of energy for irreversible membrane separations with specified produc‐
tion rates are estimated. The variation of the driving force (difference of chemical potentials)
and the distribution of the membrane surface area over the filter length corresponding to the
process with minimal energy losses are found.

The obtained estimates can be used for assessing the deviation of the actual membrane sepa‐
ration from the optimal process and for comparing the thermodynamic efficiency of mem‐
brane separation processes with different flow diagrams, as well as for formulating and
solving problems regarding the optimal sequence of operations in the separation of multi‐
component mixtures.

4. Optimization of diffusion systems

4.1. Introduction

The problem of deriving work from a irreversible thermodynamic system and the inverse
problem of maintaining its irreversible state by consuming energy are central in thermody‐
namics. For systems that are not in equilibrium with respect to temperature, the first (direct)
of the above problems is solved using heat engines and the second one (inverse) is solved using
heat pumps. For systems that are not in equilibrium with respect to composition, the second
problem is solved using separation systems and the first one is solved using diffusion engines.
As a rule, separation systems and diffusion engines are based on membranes.

There is a lot of studies of membrane separation systems and diffusion engines in the literature
[5,7]. In the present paper, these systems will be considered using the theory of finite-time
thermodynamics. The finite-time thermodynamics, which evolved in the past years, studies
the limiting performance of irreversible thermodynamic systems when the duration of the
processes is finite and the average rate of the streams is specified [14, 17]. For example, some
problems for heat engines, such as maximizing the power at given heat transfer coefficients
and maximizing the efficiency at given power for different conditions of contact between the
working body and surroundings, are already solved. In this case, the irreversible processes of
the interaction of subsystems each of which is in internal equilibrium are considered.

For systems that are not uniform in concentration, it is most important to study the limiting
performance of separation systems. In this case, however, the inverse problem of studying the
performance of diffusion engines is of definite interest as well. The simplest variant of this
problem was first formulated by Rozonoer [17]. The review of the literature shows that this
problem was discussed rather superficially.

In the present paper, we will study the limiting performance of membrane systems in the
separation processes with fixed rates, focusing on the following problems:

1. Minimizing the amount of energy necessary for the separation of a feed mixture with a
given composition into separation products with given compositions at a given average
production rate.
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2. Maximizing the power and efficiency of diffusion engines.

The solution of these problems depends strongly on whether the feed mixture used by the
engine is gaseous or liquid because this determines the form of the chemical potentials of
components and, hence, the driving forces of the process. For near-ideal gas mixtures, the
chemical potential of component I of the mixture takes the form [15]:

μi(T , Pi)=μ0(T ) + RT lnPi, i =1, 2, ...,

where Pi is the partial pressure of component I and μ0(T ) is the chemical potential of the pure
component. Assuming that the ratio of the partial pressure to the total pressure is equal to xi,

Pi = P xi = P
Ni
N , i =1, 2, ...,

we can rewrite the expression for the chemical potential in the form:

1( , , ) ( , ) ln ,i i iT P x T P RT xm m= + (118)

where μ1(T , P)=μ0(T ) + RT lnP .

Although the chemical potential for liquids has the same form as Eq. (118), the form of the
function μ1(T , P) is different. This is caused by the fact that the chemical potential μi(T , P , xi)
represents the molar Gibbs energy of component I and its derivative with respect to pressure
is equal to the molar volume of this component νi [15]. In contrast to gases, the molar volume
of liquids is virtually independent of pressure and weakly dependent on temperature. As

∂μi
∂P =

∂μ1
∂P =νi,

we obtain

1( , , ) ( ) ln .i i iT P x T RT xm m= + (119)

It is assumed that the processes are isothermal and the temperatures of all subsystems are
equal to T. The problems listed above will be considered for gaseous mixtures and then for
liquid solutions.

4.2. Limiting performance of diffusion systems for gaseous mixtures

4.2.1. Maximum work in a membrane process

Consider a system consisting of a thermodynamic reservoir, the intensive variables of which
are fixed and are independent of mass transfer fluxes, and a working body, the intensive
variables of which can be varied with time by one or another way. The system can consume
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external energy or generate work. In the first case, the work will be negative; in the second,
positive.

The reservoir and the working body interact through a membrane that is permeable only to
one (active) component of the mixture. The mass transfer rate g depends on the chemical
potentials of the active component in the reservoir μ0 and in the working body μ(t). When
these chemical potentials are equal to each other, the flux is equal to zero. In the particular case
under consideration,

0 0( , ) ( ),g m m a m m= - (120)

where α is the mass transfer coefficient. The working-body temperature T is maintained
constant and equal to the reservoir temperature.

When the process duration τ and the total amount of the component G0 transferred from the
reservoir to the working body and in the reverse direction are fixed in the process characterized
by a finite mass transfer coefficient, the chemical potentials μ0 and μ(t) should differ from each
other at every moment of time and the mass transfer process should be irreversible. For
definiteness, we assume that μ0 >μ(0) and that the component is transferred from the reservoir
to the working body.

The variation of the system entropy will be caused by the decrease in the reservoir entropy,
the increase in the entropy of the working body, and the production of entropy due to the
irreversible mass transfer σ. For a given initial state of the system (that is, the compositions of
mixtures at the initial moment of time, the total amount of the substance in the working body)
and a given constant value of the quantity

0 0
0

[ , ( )]G g t dt
t

m m= ò (121)

the variation of the entropies of the reservoir and working body with time τ are completely
determined and the minimal increase in the system entropy corresponds to the minimum of
the entropy production:

0 0
0

1 [ ( )] [ , ( )] min.t g t dt
T

t

s m m m m= - ®ò (122)

In this case, the function μ(t) should be chosen.

Let us find the quantitative relationship between the work A, which can be extracted (con‐
sumed) in this process, and the value of σ̄. For simplicity, we assume that the mixture in the
reservoir and working body consists of two components (a more general case can similarly be
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considered by introducing an equivalent component). If the concentrations of the active
component in the reservoir and working body are x0 and x(t), the concentrations of the second
component will be equal to 1− x0 and 1− x(t), respectively. The variation of the substance
amount G and the concentration x(t) of the active component in the working body are
determined by the differential equations:

0( ) ( , ), (0) ,

(0) .

d dGGx g G fix
dt dt
x fix

m m= = ®

®
(123)

As the amount of the second component is maintained constant, we obtain

0(0)[1 (0)] [ (0) ][1 ( )].G x G G x t- = + - (124)

It follows from (123) and (124) that

2
0

1 (1 ) ( , ),
(0)[1 (0)]

(0) .

dx x g
dt G x
x fix

m m= -
-

®
(125)

The equations for the material, energy, and entropy balances around the system take the form:

0 0 ( ) ( ) (0) (0),G x G x G xt t= - (126)

0 0 [ ( ) ( ) (0) (0)] ,G h G h G h At t- - = (127)

0 0 [ ( ) ( ) (0) (0)] 0,G s G s G st t s= - + = (128)

where h 0 and h, s0and s are the molar enthalpies and entropies of the mixture in the working
body and reservoir, respectively. They are related by the equation [15]:

2

1

1 ,i i
i

s h x
T

m
=

æ ö
= -ç ÷ç ÷

è ø
å (129)

2

0 0 0 0
1

1 .i i
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s h x
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æ ö
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è ø
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The pressure in the working body can vary with time, provided that P(0)= P(τ). For the
chemical potentials defined by Eq. (118), the equation of entropy balance (128) in view of (127),
(129), and (130) can be rewritten as

0 0 0 0 0/ { [ ln (1 ) ln(1 )]
(0)[ (0) ln (0) (1 (0)) ln(1 (0))]
( )[ ( ) ln ( ) (1 ( )) ln(1 ( ))]}.

A T R G x x x x
G x x x x
G x x x x

s

t t t t t

= - + + - -

+ + - -
- + - -

(131)

The second term in the right-hand side of this equality can be calculated using G0, x0, G(0), and
x(0). The latter ones are related through (124) and (126) to the values of G(τ) and x(τ). Let us
denote the second term as B G0, x0, G(0), x(0) . It can be either positive or negative. It follows
from equality (131) that

max min( ).A T B s= - (132)

The maximum of the produced (minimum of the spent) work corresponds to the minimum of
entropy production in the mass transfer process.

The problem of finding the minimum of σ̄ when constraint (121) is valid (or the equivalent
problem for the maximum of G0 at a given constant value of σ̄) is an averaged nonlinear
programming problem [22]. Unlike the problem for the constrained maximum of a function,
its optimal solution can vary with time. This solution is a piecewise constant function that can
take not more than two values. We will not calculate these values and the fraction of the whole
process time during which μ *(t) takes each of these values because in the most common case,
where the Lagrangian function for the unaveraged problem

L = g μ0, μ(t) μ0−μ(t)−λ

is convex with respect to μ (second derivative of L with respect to μ is positive), the solution
to the formulated problem is constant. Consequently, the constancy condition depends on the
validity of the inequality:

2

02 ( ( ) ) 2 0.g gtm m l
mm

¶ ¶
- - - ³

¶¶
(133)

The multiplier λ, which is equal to the derivative of the minimum value of σ̄ with respect to
G0, should be positive due to the physical nature of the problem. The second derivative of L
with respect to μ for the mass transfer rate in the form of (120) is equal to 2λα and is known
to be positive. In all cases where inequality (133) holds, the optimal value of the chemical
potential of the active component for the working body is constant and determined by the
equation:
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* 0
0( , ) .

G
g m m

t
= (134)

Consequently, the chemical potential of the active component of the working body for any rate
satisfying (133) should be controlled so that the mass transfer rate should be constant.

The law of variation of the control variable, such as the working-body pressure, corresponding
to this solution will not be constant in time because the mixture composition is varied during
the process according to Eq. (125), in which the flux is determined by Eq. (134).

For mass transfer law (120), the minimal entropy produced is σ̄min =G0
2 /ατ. It follows from

equality (132) that positive work can be extracted from the system under study only when
τ >τmin =G0

2 /αB. It is easy to see that the process duration τ *, for which the average extraction

rate of work A *(τ) / τ is maximal, is twice larger than τmin.

In the case where the system contains a source of a finite capacity at constant temperature and
pressure instead of the reservoir (source of an infinite capacity), the fraction of the active
component varies according to an equation similar to (125). As a result, the chemical potential
μ0 is changed. However, here also, the minimum of the entropy production for mass transfer
law (120) corresponds to such variation of μ(t) that the mass transfer rate is maintained
constant.

Instead of the calendar time, the problem can be studied using the time of contact, when the
working body moves and its parameters at every point of the loop remain constant. This can
be used to determine the optimal laws of pressure variation for the zones of contact between
the working body and source.

4.2.2. Diffusion-mechanical cycle for maximum power

Let us consider the direct cycle of work extraction in a system consisting of a working body
and two reservoirs with different chemical potentials. In the first reservoir, the chemical
potential of the key element is equal to μ+; in the second,μ−; for definiteness, μ+ >μ−(Fig. 11).

Figure 11. Schematic diagram of a diffusion engine with a constant contact between the working body and sources.
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The process is cyclic: the increase in entropy, internal energy, and mass of the key component
of the working body around the cycle is equal to zero. The temperatures are the same for all
subsystems.

Alternating contact with reservoirs. Consider the case where the working body alternately
contacts the first and second reservoirs and its parameters are cyclically varied with time. Let
τ stand for the cycle duration and μ0(t) stand for the source chemical potential, which can take
the values of μ+ and μ−. The formulation of the problem dealing with the production of
maximum work A in a given time τ takes the form:

0
0 ,

0

( , ) maxA g dt
t

m m
m m m= ®ò (135)

with the constraints placed on the increment in the amount of the working-body:

0
0

( , ) 0.G g dt
t

m mD = =ò (136)

Figure 12. Dependence of the maximum of the Lagrangian function with respect to μ onλ.

To calculate the basic values of μ and μ0 in the problem given by (135) and (136), we can write
the Lagrangian function and find its maximum with respect to μ0 and μ and its minimum with
respect to λ:

L ={g(μ0, μ)(μ −λ)}→max
μ0,μ

min.
λ

The number of basic values of μ0 is equal to two: one of them corresponds to μ0 =μ+ and the
other to μ0 =μ−. For the Lagrangian function L that is strictly convex with respect to μ, the basic
values of μ satisfy the conditions:
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∂L
∂μ =

∂g
∂μ (μ −λ) + g(μ0, μ)=0

or

g(μ0, μ)
(μ −λ) = −

∂g(μ0, μ)
∂μ .

The roots for this equation for μ0 =μ+ and μ0 =μ− will be denoted by μ1 and μ2, respectively. As
L is maximal at the basic points, we can write

1 1( , , ) ( , , ),L Lm m l m m l+ -= (137)

which determines the value of λ.

Let us specify the obtained relations for

g(μ0, μ)=α(μ0)(μ0−μ).

It follows from (137) that

1 2, .
2 2

m l m l
m m+ -+ +

= = (138)

Substituting μ1 and μ2 into the function L for each basic value gives its dependence on λ:

L + = L (μ+, μ1)=
α+
4 (μ+

−
λ

)
2,

L −= L (μ−, μ2)=
α−
4 (μ−

−
λ

)
2.

The maximum of L with respect to μ0 and μ reaches its minimal value with respect to λ (Fig.
12) when

*( ) ( ) .L L
a m a m

l l l
a a

+ + - -
+ -

+ -

+
= ® =

+
(139)

The fractions of time τ of contact with reservoirs are determined by Eq. (136) and can be written
as

γ+ =
α− α+

α− α+ + α+ α−
,

γ−=
α+ α−

α− α+ + α+ α−
.
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The maximal work in time τ takes the form:

A *(τ)=τ γ+μ1α+(μ+−μ1) + γ−μ2α−(μ2−μ−) ,

where μ1 and μ2 can be determined from (138) after the value of λ from (139) is substituted
into this expression. The maximal power is equal to

A *(τ)
τ = γ+μ1α+(μ+−μ1) + γ−μ2α−(μ2−μ−) .

Constant contact with sources. In heat engines, there can be either alternate or constant contact
between the working body and sources. In the latter case, the parameters of the working body
are distributed and the process in it can be regarded close to reversible if the distribution of
the parameters is caused by the conductive flux. Likewise, a constant contact with sources is
possible in systems that are not homogeneous in concentration, such as separation systems
and diffusion engines.

In this case, the maximal power takes the form of a nonlinear programming problem:

p = g1(μ+, μ1)μ1− g2(μ2, μ−)μ2 →max
μ1,μ2

with the constraint

1 1 2 2( , ) ( , ) 0.g gm m m m+ -- = (140)

The optimality constraint for this problem leads to the relation:

2 2 1 1
1 2

2 2 1 1

( , ) ( , )
,

/ /
g g

g g
m m m m

m m
m m
- +- = -

¶ ¶ ¶ ¶
(141)

which together with equality (140) determines the desired variables.
Let g1 and g2 are proportional to the difference between the chemical potentials:

g1 =α1(μ+−μ1), g2 =α2(μ2−μ−).

Equality (141) can be written in the form:

1 2 .
2

m m
m m + --

- = (142)

The constraint g1 = g2 results in

1 1 2 2 1 2 .a m a m a m a m+ -+ = + (143)

The solution to Eqs. (142) and (143) can be written as
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μ2
* =

1
2(α1 + α2)

μ+α1 + μ−(α1 + 2α2) ,

μ1
* =

1
2(α1 + α2)

μ+(α2 + 2α1) + μ−α2 .

The value of maximal power corresponding to this choice is

pmax =
ᾱ
4 (μ+−μ−)2,

where the equivalent mass transfer coefficient is defined as

ᾱ =
α1α2
α1 + α2

.

4.3. Limiting performance of diffusion systems for liquid mixtures

The result obtained above for the membrane systems consisting of a working body and a source
of finite or infinite capacity using gaseous mixtures can be translated in the same form to liquid
solutions with allowance for the different form of the chemical potential. Diffusion engines are
most often designed for the treatment of saline water. Let us consider two flow-sheets of liquid
diffusion engines.

4.3.1. Diffusion engine with a constant contact between the working body and the sources

Let the system consist of two liquids with the same temperature separated by a semipermeable
membrane. One of the liquids is a pure solvent and the other is a solution in which some
substance of concentration C is dissolved. The membrane is permeable only to the solvent. The
equilibrium in the system is reached as soon as the chemical potentials calculated by formula
(119) become equal to each other:

ν0P0−νr Pr = −RT lnxr .

Let the difference of pressure across the membrane be denoted as π. Also, we will keep in mind
that the molar volumes ν0 and νr  for low concentrations are equal to each other. The mole
fraction of the dissolved component will be denoted as x1. If its value is low, then
lnxr = ln(1− x1)≈ − x1. In this case,

1

0
.

x
RT RTCp

n
= = - (144)

Equation (144) is called the Van’t Hoff equation for osmotic pressure.

Consider the system shown in Fig. 13. The chamber to the left of the membrane contains a pure
solvent at an environmental pressure equal to P0. The chamber of volume V to the right of the
membrane contains a continuously replenished solution in which the concentration of the
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dissolved component is C. The pressure in the right chamber is P2 and the solution is assumed
to be ideal. When an equilibrium is reached in the right chamber (that is, the flux through it is
equal to zero), the pressure established in it will exceed P0 by the value of osmotic pressure
π. The osmotic pressure value is related to the concentration and temperature in the chamber
by the Van’t Hoff equation. When the solution in the chamber is replenished, the pressure
P2 < P0 + π, giving rise to a solvent flux g across the semipermeable membrane. Conventionally,
the diffusion flux is taken to be equal to the difference between the actual and equilibrium
pressures:

0 2( ) ( ),g P P Pa p a p= + - = - D (145)

where ΔP = P2−P0

Let p1 stand for the power of the pump supplying the concentrated solution, g1 stand for the
flow rate of this solution, and C1 stand for the solution concentration. Assuming that the pump
efficiency is 100%, we obtain

p1 =ΔPg1.

The additional flux across the membrane increases the volume of the solution, which drives a
turbine and generates power p2:

p2 = (g1 + g)ΔP .

Consequently, the power r and efficiency η of the saline diffusion engine can be written as

Figure 13. Schematic diagram of a diffusion engine with a constant contact between the working body and sources.
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p = p2− p1 = gΔP =α(π −ΔP)ΔP ,

η =
P
g1

=
α(π −ΔP)ΔP

g1
.

where the diffusion engine efficiency is the work extracted from 1 m3 of the concentrated
solution. From here on, according to the accepted system of units, the units of power and
efficiency referred to a unit membrane surface area are J/(m2 s) and J/m3, respectively. If the
relationship between π and ΔP  is ignored, the power reaches a maximum when ΔP =π / 2 and
its upper limit is written as

p̄ =απ 2 / 4=α / 4(CRT )2.

AsC <C1, the value of the power is always less than

* 2
1/ 4( ) .p C RTa= (146)

which is the upper bound for the maximal power.

The estimate produced by Eq. (146) can be refined if we take into consideration that g, ΔP , and
C are related to each other by Eq. (145) and the equation of material balance on the dissolved
component

1 1 1( ) .g g C g C+ = (147)

Expressing C and ΔP  in terms of g from Eqs. (145) and (147) and substituting them into p and
η, we obtain

1 1

1
, ,

g C gC P CRT
g g a

= D = -
+

(148)

2
1 1

1
,

RTC g g gp g P
g g a

= D = -
+

(149)

2
1

1 1 1

( ) .
RTC g gP P

g g g g
a ph

a
- D D

= = -
+

(150)

The points of maximum with respect to g for two concave functions (149) and (150) coincide.
Consequently, to find the optimal value of g *, we will use one of the functions, specifically the
expression for p. The condition for the maximum with respect to g leads to the inequality:
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2
2 1 1

1( ) .
2

RTg C
g g g

a
+ = (151)

Equation (151) can be rewritten as

3 2
1

2
11

2
2

RTCg g g
gg

a
+ + = (152)

and its right-hand side can be denoted for brevity as M. Its solution will be denoted as g *. It is
obvious that it satisfies the inequality:

0< g <M .

Numerical solution of Eq. (152) makes it possible to refine the value of the limiting power of
the diffusion engine and find the corresponding operating conditions. Equation (151)
determines g * for the chosen values of g1 and C1; Eq. (148), for C * and ΔP *.

It should be noted that the ideal solution bounds the value of the concentration of the working
solution:

C =C1
g1

g1 + g .

The concentration should not be very high: otherwise, the molecules of the dissolved compo‐
nent will interact with each other and relation (144) is upset.

Diffusion Engine with an Alternate Contact between the Working Body and Sources. In the
schematic diagram of the diffusion engine discussed in the preceding section, the working
body was an open system working in constant contact with two sources under steady-state
conditions. One of them supplied a concentrated solution and the other supplied a solvent.

Figure 14 shows the schematic diagram for a diffusion engine in which the working body
alternately contacts each of the sources, receiving a solvent through one membrane and giving
it up to a concentrated solution through another membrane. In this case, the pressure and flow
rate of the working body are periodically varied: pressure increases for a lower flow rate
(power p1 is consumed) and decreases for a higher flow rate (power p2 is generated).

We will write the balance equations for this diagram and study its limiting performance,
ignoring the energy losses for driving the flow of the concentrated solution through the bottom
chamber and assuming that the concentration of the dissolved component in the g2 flow is
equal to unity and that the pressure of the surrounding medium is equal to P0. For simplicity,
flow rates will be used instead of mole fluxes

The engine power is

p = p2 − p1 = (g1 + g)ΔP21 − g1ΔP21 = gΔP21,
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where

The efficiency will be defined as the ratio of power p to the flow rate g2 of the dissolved
component:

h =
p
g2

=
g
g2
ΔP21.

The rate of mass transfer is determined by the relations:

Figure 14. Schematic diagram of a diffusion engine with an alternate contact between the working body and sources.

Figure 15. Variation cycle for the parameters of the working body in a diffusion engine.
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1 0 2 1 20

2 1 2 0 1 2 21 10

( ) ( )
[( ) ( )] ( ),

g P P P
P P P

a p a p
a p p a p
= + - = - D

= + - + = D + D
(153)

where ΔP20 = P2−P0, Δπ21 =π2−π1, ΔP10 = P1−P0. Equation (153) corresponds to the condition
that the mass of the working body averaged over the cycle is constant.

Figure 15 demonstrates the cycle of the working body of this diffusion engine. The power p1

is equal to the area of the rectangular P2dcP1, and the power p2 to the area of P2abP1. The engine
power p is equal to the area of the hatched rectangular abcd.

The power of the diffusion engine will be determined when the relationship between the
osmotic pressures in the chambers and the flow rates is ignored. To do it, we will solve the
problem of constrained optimization:

p =(P2−P1)g→max
P1,P2

with the constraints:

1 0 2 2 1 0 2 1( ) ( ) .P P P P ga p a p p+ - = - + - = (154)

It follows from Eq. (154) that

P1 =
g
α2

+ P0 + π1−π2, P2 = P0 + π −
g
α1

.

Let us introduce the equivalent permeability:

ᾱ =
α1α2
α1 + α2

and write the equation:

P2−P1 =π −π1 + π2−
g
α .

Then

1 2 21( ) ( ) max.
g

g gp g gp p p p p
a a

= - + - = + D - ® (155)

The maximum of this expression, which is equal to

p * =
ᾱ(π −π1 + π2)2

4 =
α(π + Δπ21)2

4 ,

is reached at
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g * =
ᾱ(π −π1 + π2)

2 =
α(π + Δπ21)

2 .

Keeping in mind that the osmotic pressures in the chambers are related to the concentrations
by Van’t Hoff equation (144) and the concentrations are related to the flow rates g1, g2, and g,
we obtain

π =CRT =C1
g1RT
g1 + g ,

Δπ21 = (C2−C1)RT =( g2C20 + gC1
g2 + g −C1)RT .

In view of these relations, expression (155) for the engine power takes the form:

2 20 11 1
1

1 2

2 20 1 1

2 1
max.

g

g C gCC g gp g RT C
g g g g

g C gC C g gg RT
g g g g

a

a

é ùæ ö+
= + - -ê úç ÷ç ÷+ +ê úè øë û
é ùæ ö+

= - - ®ê úç ÷ç ÷+ +ê úè øë û

(156)

The expression for the efficiency is written as

2 20 1 1

2 2 1
max.

g

g C gC C gg gRT
g g g g g

h
a

é ùæ ö+
= - - ®ê úç ÷ç ÷+ +ê úè øë û

(157)

The points of maximum with respect to g for the criteria (156) and (157) coincide. Therefore,
we can use either of them in the conditions of optimality to find g *. The stationarity condition
of p with respect to g leads to an equation for the optimal flow rate:

2 2
2 20 2 1 1 1

12 2
2 1

2 ( 2 )
.

2 ( ) ( )
g C gg C g C g g gRTg C

g g g g
a é ùæ ö+ + +

ê ú= -ç ÷
ç ÷+ +ê úè øë û

(158)

The solution to Eq. (158) will be g *: it is the optimal value of flow rate g at which the efficiency
η and power p take their maximal values. The values of flow rate g * depends on the values of
g1, g2, and C1. Its substitution into the equations for p and η determines the maximal power

p *(g1, g2, C1) and efficiency η *(g1, g2, C1). The nonnegative nature of p * and η * imposes
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constraints on the possible values of g1, g2, and C1. For example, increasing g1 and g2 or

decreasing C1 causes an increase in p *.

4.4. Conclusion

The estimates obtained in the present paper for the limiting performance of diffusion engines
can be used to make their reversible-thermodynamics analysis more accurate and consider the
influence of the kinetic factors (mass transfer relations, membrane permeabilities) and
production flow rate. These estimates can also be used for the optimization of more complex
membrane systems. The capacity of membrane systems increases in proportion to the mem‐
brane permeability. In this case, the performance of membranes is decreased by the nonuni‐
formity of concentrations in the solution, polarization phenomena, and the other factors
ignored in obtaining the above estimates.
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constraints on the possible values of g1, g2, and C1. For example, increasing g1 and g2 or

decreasing C1 causes an increase in p *.

4.4. Conclusion

The estimates obtained in the present paper for the limiting performance of diffusion engines
can be used to make their reversible-thermodynamics analysis more accurate and consider the
influence of the kinetic factors (mass transfer relations, membrane permeabilities) and
production flow rate. These estimates can also be used for the optimization of more complex
membrane systems. The capacity of membrane systems increases in proportion to the mem‐
brane permeability. In this case, the performance of membranes is decreased by the nonuni‐
formity of concentrations in the solution, polarization phenomena, and the other factors
ignored in obtaining the above estimates.
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1. Introduction

Theoretical studies of viscous incompressible flows over continuous stretching surfaces
through a quiescent fluid have their origins in the pioneering work of Crane 1970. These
types of flows occur in many industrial processes, such as in glass fibre production, food
stuff processing reactor fluidization, and transpiration cooling. The prime aim in almost
every extrusion is to maintain the surface quality of the extrudate. The pioneering works of
Crane have been extended by many researchers to explore various aspects of the flow and
heat and mass transfer occurring in infinite domains of the fluid surrounding the stretching
sheet, [Liu and Andersson 2008; Abd EL-Aziz 2009; Abel and Mahesha 2008; Shateyi and
Motsa 2009; Ziabakhsh et al. 2010; Motsa and Sibanda 2011], among others.

Many practical diffusive processes involve molecular diffusion of species in the presence of
chemical reaction within and/or at the boundary. Chemical reaction can tremendously alter
diffusion rates in convective heat and mass transfer processes. The effect of a chemical
reaction depends on whether the reaction is heterogenous or homogeneous, as well as
whether it occurs at an interface or a single phase volume reaction. We call a reaction of
order n, if the reaction rate is proportional to the nth power of the concentration. The study
of chemical reaction processes is useful for improving a number of chemical technologies
such as polymer production and food processing. Various aspects of this problem have been
studied by some researchers (Alam et al. 2009; Shateyi et al. 2010; Cortel 2007; Alam and
Ahammad 2011; Afify and Elgazery 2012).

There has been much interest in the study of radiative heat transfer flows due to the effect
of radiation on performance of many engineering systems applying electrically conducting
fluids. Many engineering processes such as nuclear plants, gas turbines, satellites and space
vehicles, take place at high temperatures and thus the effect of thermal radiation cannot be
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2 Mass Transfer

ignored. Recently, flow, heat and/or mass transfer with thermal radiation have been studied
by (Abd El-Aziz 2008; Shateyi and Motsa 2009; Pal and Mondal 2011).

In this chapter, we explore the semi analytic solution of the non linear heat and mass
transfer over an unsteady stretching permeable surface with prescribed wall conditions in the
presence of thermal radiation and a non-uniform chemical reaction. The proposed method
of solution employed in this work is based on an extension of the quasilinearization method
(QLM) that was initially proposed in Bellman and Kalaba (1965). This method employs
Taylor series linearization to convert a nonlinear two-point boundary value problem into an
iterative scheme of solution which can be integrated using various numerical techniques.
Mandelzweig and his co-workers (see for example, Krivec et al. 1991; Mandelzweig 2005;
Krivec and Mandelzweig 2008, among others) have recently extended the application of
the QLM to a wide variety of nonlinear BVPs and established that the method converges
quadratically. The integration of the QLM iteration scheme is performed using the
Chebyshev spectral collocation method Canuto et al. 1988. Several studies (see for example,
Awad et al.2011; Makukula et al. 2010a; Makukula et al. 2010b; Makukula et al. 2010c;
Makukula et al. 2010d; Motsa 2011; Motsa and Shateyi 2010; Motsa 2011 and Shateyi Motsa
2011) have shown that blending the Chebyshev spectral method with iteration schemes like
the QLM results in a highly accurate method which can be used to solve a wide variety of
nonlinear boundary value problems.

In this work we present new iteration schemes which are based on systematically extending
the QLM. The objective of this work is to demonstrate that the convergence rate of the QLM
can be significantly improved by using the proposed iterations schemes.

2. Mathematical formulation

The study investigates the unsteady laminar boundary layer in a quiescent viscous
incompressible fluid on a horizontal sheet which comes through a slot at the origin. At
t = 0, the sheet is stretched with velocity Uw(x, t) along the x-axis, keeping the origin in the
fluid of ambient temperature T∞ and concentration C∞. The RosseLand approximation is
used to describe the radiative heat flux in the energy equation. We also assume a variable
chemical reaction.

The velocity, temperature and concentration fields in the boundary layer are governed by the
two dimensional boundary layer equations for mass, and chemical species given by

∂u

∂x
+

∂v

∂y
= 0, (1)

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
= ν

∂2u

∂y2
, (2)

∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
= α0

∂2T

∂y2
−

1

ρcp

∂qr

∂y
, (3)

∂C

∂t
+ u

∂C

∂x
+ v

∂C

∂y
= Dm

∂2C

∂y2
− Kl(C − C∞)n, (4)

Where u, v are the velocity components in the x and y directions,respectively, ν is the
kinematic viscosity,g is the acceleration due to gravity, ρ is the density of the fluid, T and T∞
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are the temperature of the fluid inside the thermal boundary layer and of the fluid in the free
stream, respectively while C and C∞ are the corresponding concentrations, α0 is the thermal
diffusivity, cp is the specific heat at constant pressure, Dm is the mass diffusivity and qr is the
radiative heat flux.

The boundary conditions are given as follows:

u = Uw, v = Vw, T = Tw, C = Cw at y = 0, (5)

u → 0, T → T∞, C = C∞, as y → ∞. (6)

The stretching velocity Uw(x, t), the surface temperature Tw(x, t) and the surface
concentration are assumed to be of the form: Uw(x, t) = a/(1 − ct), Tw(x, t) = T∞ + bx/(1 −
ct), Cw(x, t) = C∞ + bx/(1 − ct), where a, b and c are positive constants with (ct<1), and
both a and c have dimension reciprocal time.

The radiative heat flux qr is described by the Rosseland approximation such that

qr = −

4σ∗

3K

∂T4

∂y
, (7)

where σ∗ and K are the Stefan-Boltzman constant and the mean absorption coefficient,
respectively. Following Chamkha (1997), we assume that the temperature differences within
the flow are sufficiently small so that the T4 can be expressed as a linear function after using
Taylor series to expand T4 about the free stream temperature T∞ and neglecting higher order
terms. This results in the following approximation

T4
≈ 4T3

∞
T − 3T4

∞
(8)

Using equations (7) and (8) in equation (3) we obtain

∂qr

∂y
= −

16σ∗T3
∞

3K

∂2T

∂y2
.

2.1. Similarity solutions

Now we introduce the following dimensionless functions of f , θ and φ and similarity
variable η (Ishak et al., 2009).

η =

(

Uw

νx

)
1
2

y, ψ = (νxUw)
1
2 f (n), θ(n) =

T − T∞

Tw − T∞

, φ =
C − C∞

Cw − C∞

, (9)

where

ψ(x, y, t) is a stream function defined as u =
∂ψ
∂y and v = −

∂ψ
∂x
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4 Mass Transfer

The governing equations are then transformed into a set of ordinary equations and associated
boundary conditions as given below:

f
′′′ + f f

′′

− ( f
′)2

− A( f
′ +

η

2
f
′′) = 0, (10)

(3R + 4)θ′′ + 3RPr[ f θ′ − 2 f
′θ −

A

2
(3θ + ηθ′)] = 0, (11)

φ′′ + Sc[ f φ′

− 2 f
′φ −

A

2
(3φ + ηφ′)]− ScKφn = 0, (12)

where A=c/a is the component that measures the unsteadiness, Pr = ν/α is the Prandtl
number, R = 16σT3

∞
/3Kk is the radiation parameter, Sc = ν/Dm is the Schmidt number and

K = Kl(Cw − C∞)n−1x/Uw(x, t) is the local chemical reaction parameter.

The boundary conditions are:

f (0) = fw, f
′(0) = 1, φ(0) = 1, θ(0) = 1, (13)

f
′(∞) = 0, θ(∞) = 0, φ(∞) = 0, (14)

with fw < 0 and fw > 0 corresponding to injection and suction, respectively.

3. Method of solution

To solve the governing system of equations (12 - 14) we observe that equation (10) depends
on f (η) only. Thus, it can be solved independently of the other equations in the system. The
solution for f (η) is then substituted in equations (11) and (12) which can also be solved for
θ and φ separately. We begin by obtaining the solution for f (η). We assume that an estimate
of the the solution of (10) is fγ. For convenience, we introduce the following notation

f0 = f , f1 = f
′, f2 = f

′′, f3 = f
′′′. (15)

In terms of the new variables (15), equation (10) can be written as

L[ f0, f1, f2, f3] + N[ f0, f1, f2, f3] = 0, (16)

where

L[ f0, f1, f2, f3] = f3 − A( f1 +
η

2
f2), N[ f0, f1, f2, f3] = f0 f2 − f

2
1 (17)

We introduce the following coupled system,

L[ f0, . . . , f3] + N( f0,γ, . . . , f3,γ) +
3

∑

s=0

( fs − fs,γ)
∂N

∂ fs

( f0,γ, . . . , f3,γ) + G( f0, . . . , f3) = 0, (18)

G( f0, . . . , f3) = N( f0, . . . , f3)− N( f0,γ, . . . , f3,γ)−
3

∑

s=0

( fs − fs,γ)
∂N

∂ fs

( f0,γ, . . . , f3,γ). (19)
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Note that when equations (18) and (19) are added, we obtain equation (16). Separating the
known and unknown variables, equation (18) can be written as

L[ f0, . . . , f3] +
3

∑

s=0

fs

∂N

∂ fs

( f0,γ, . . . , f3,γ) + G( f0, . . . , f3) = 0 (20)

where

H( f0,γ, . . . , f3,γ) =
3

∑

s=0

fs,γ
∂N

∂ fs

( f0,γ, . . . , f3,γ)− N( f0,γ, . . . , f3,γ) (21)

We use the quasilinearization method (QLM) of Bellman and Kalaba (1965) to solve equation
(20). The QLM determines the (i + 1)th iterative approximation fs,i+1 as the solution of the
differential equation

L[ f0,i+1, . . . , f3,i+1] +
3

∑

s=0

fs,i+1
∂N

∂ fs

( f0,γ, . . . , f3,γ) + G( f0,i, . . . , f3,i) (22)

+
3

∑

s=0

( fs,i+1 − fs,i)
∂G

∂ fs

( f0,i, . . . , f3,i) = H( f0,γ, . . . , f3,γ).

Separating the unknowns fs,i+1 from the known functions fs,i yields

L[ f0,i+1, . . . , f3,i+1] +
3

∑

s=0

[

∂N

∂ fs

( f0,γ, . . . , f3,γ) +
∂G

∂ fs

( f0,i, . . . , f3,i)

]

fs,i+1 = (23)

3

∑

s=0

fs,i
∂G

∂ fs

( f0,i, . . . , f3,i)− G( f0,i, . . . , f3,i) + H( f0,γ, . . . , f3,γ),

subject to

f0,i+1(0) = 0, f1,i+1(0) = 1, f1,i+1(∞) = 0, (24)

We assume that fs,0 is obtained as a solution of the linear part of equation (20) given by

L[ f1,0, . . . , f3,0] +
3

∑

s=0

fs,0
∂N

∂ fs

( f0,γ, . . . , f3,γ) = H( f0,γ, . . . , f3,γ), (25)

which yields the iteration scheme

L[ f0,r+1, . . . , f3,r+1] +
3

∑

s=0

fs,r+1
∂N

∂ fs

( f0,r, . . . , f3,r) = H( f0,r, . . . , f3,r). (26)
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6 Mass Transfer

It can easily be shown that equation (26) is the standard QLM iteration scheme for solving
(16).

When i = 0 in (23) we can approximate fs as

fs ≈ fs,1. (27)

Thus, setting i = 0 in (23) we obtain

L[ f0,1, . . . , f3,1] +
3

∑

s=0

[

∂N

∂ fs

( f0,γ, . . . , f3,γ) +
∂G

∂ fs

( f0,0, . . . , f3,0)

]

fs,1 =

3

∑

s=0

fs,0
∂G

∂ fs

( f0,0, . . . , f3,0)− G( f0,0, . . . , f3,0) + H( f0,γ, . . . , f3,γ), (28)

which yields the iteration scheme

L[ f0,r+1, . . . , f3,r+1] +
3

∑

s=0

[

∂N

∂ fs

( f0,r, . . . , f3,r) +
∂G

∂ fs

( f
(0)
0,r+1, . . . , f

(0)
3,r+1)

]

fs,r+1 =

3

∑

s=0

f
(0)
s,r+1

∂G

∂ fs

( f
(0)
0,r+1, . . . , f

(0)
3,r+1)− G( f

(0)
0,r+1, . . . , f

(0)
3,r+1) + H( f0,r, . . . , f3,r) (29)

where f
(0)
s,r+1 is the solution of

L[ f
(0)
0,r+1, . . . , f

(0)
3,r+1] +

3

∑

s=0

f
(0)
s,r+1

∂N

∂ fs

( f0,r, . . . , f3,r) = H( f0,r, . . . , f3,r). (30)

The general iteration scheme obtained by setting i = m (m ≥ 2) in equation (23), hereinafter
referred to as scheme-m is

L[ f0,r+1, . . . , f3,r+1] +
3

∑

s=0

[

∂N

∂ fs

( f0,r, . . . , f3,r) +
∂G

∂ fs

( f
(m−1)
0,r+1 , . . . , f

(m−1)
3,r+1 )

]

fs,r+1 =

3

∑

s=0

f
(m−1)
s,r+1

∂G

∂ fs

( f
(m−1)
0,r+1 , . . . , f

(m−1)
3,r+1 )− G( f

(m−1)
0,r+1 , . . . , f

(m−1)
3,r+1 ) + H( f0,r, . . . , f3,r) (31)
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where f
(m−1)
s,r+1 is obtained as the solution of

L[ f
(m−1)
0,r+1 , . . . , f

(m−1)
3,r+1 ] +

3

∑

s=0

[

∂N

∂ fs
( f0,r, . . . , f3,r) +

∂G

∂ fs
( f

(m−2)
0,r+1 , . . . , f

(m−2)
3,r+1 )

]

f
(m−1)
s,r+1 =

3

∑

s=0

f
(m−2)
s,r+1

∂G

∂ fs
( f

(m−2)
0,r+1 , . . . , f

(m−2)
3,r+1 )− G( f

(m−2)
0,r+1 , . . . , f

(m−2)
3,r+1 ) + H( f0,r, . . . , f3,r) (32)

The iterative schemes (26) and (31) can easily be solved using numerical methods such
as finite differences, finite elements, Runge-Kutta based shooting methods or collocation
methods. Several studies, (see for example, Awad et al.2011; Makukula et al. 2010a;
Makukula et al. 2010b; Makukula et al. 2010c; Makukula et al. 2010d; Motsa 2011; Motsa
and Shateyi 2010; Motsa 2011 and Shateyi Motsa 2011), have shown that the Chebyshev
spectral collocation (CSC) method is very robust in solving iterations schemes of the type
discussed in this work. The CSC method is based on approximating the unknown functions
by the Chebyshev interpolating polynomials in such a way that they are collocated at the
Gauss-Lobatto points defined as

zj = cos
π j

M
, j = 0, 1, . . . , M. (33)

where M is the number of collocation points used (see for example Canuto et al.
1988, Trefethen 2000). For the convenience of numerical implementation, the domain [0, ∞)
is truncated as [0, Le] where Le is chosen to be a sufficiently large real number. In order to
implement the method, the physical region [0, Le] is transformed into the region [−1, 1] using
the mapping

η = Le
z + 1

2
, −1 ≤ z ≤ 1 (34)

The derivatives of f at the collocation points are represented as

dn f

dηn
=

M

∑

k=0

D
2
kj f (zk), j = 0, 1, . . . , M (35)

where D = 2D/Le, with D being the Chebyshev spectral differentiation matrix (see for
example, Canuto et al. 1988, Trefethen 2000). Thus, applying the CSC on the functions fs we
obtain

fs = D
s
F (36)

where F = [ f0(z0), f0(z1), . . . , f0(zM−1), f0(zM)]T .

Thus, applying the spectral method, with derivative matrices on equation (26) and the
corresponding boundary conditions gives the following matrix system

CrFr+1 = Hr (37)
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with the boundary conditions

f0,r+1(zM) = 0,
M

∑

k=0

DMk f0,r+1(zk) = 0,
M

∑

k=0

D0k f0,r+1(zk) = 1, (38)

where

Cr = D
3 +

�

a2,r −
A

2
ηd

�

D
2 + (a1,r − A)D + a0,r. (39)

The vector Hr corresponds to the function H when evaluated at the collocation points and
as,r (s = 0, 1, 2) is a diagonal matrix corresponding to the vector of ai,r which is defined as

as,r =
∂N

∂ fs

(40)

and ηd is an (M + 1) × (M + 1) diagonal matrix of η. The boundary conditions (38) are
imposed on the first, Mth and (M + 1)th rows of Cr and Hr to obtain
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0
0



















(41)

Starting from a suitable initial guess f0,0(η), the iteration scheme (41) can be used to
iteratively give approximate solutions of the governing equation (10). The application of
the CSC on the general iteration schemes (31) and (32) can be done in a similar manner for
any value of m.

4. Results and discussion

In this section we present the results for the governing physical parameters of interest.
In applying the Chebyshev spectral method described in the previous section M = 100
collocation points were used. The value of Le for numerically approximating infinity was
chosen to be Le = 20. In order to assess the accuracy of the proposed iteration methods,
the present numerical results were compared against results generated using the MATLAB
routine bvp4c. For illustration purposes, results are presented for the first three iterations
schemes obtained by setting m = 0, 1, 2.

In Table 1 we give a comparison between the results of scheme-0 against results generated
using bvp4c. We observe that the QLM results converge very rapidly to the bvp4c results.
It takes only three or four iterations to achieve an exact match that is accurate to order 10−8

for the selected parameters of A. We also observe in this table that stretching increases the
absolute values of the skin friction.
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iter. A = 0 A = 0.5 A = 1 A = 1.5 A = 2

1 -1.000000000 -1.166255146 -1.317872855 -1.455413216 -1.581765234

2 -1.000000000 -1.167211134 -1.320520326 -1.459662889 -1.587362322

3 -1.000000000 -1.167211513 -1.320522065 -1.459665895 -1.587366111

4 -1.000000000 -1.167211515 -1.320522065 -1.459665895 -1.587366111

5 -1.000000000 -1.167211517 -1.320522065 -1.459665895 -1.587366111

bvp4c -1.000000000 -1.167211517 -1.320522065 -1.459665895 -1.587366111

Table 1. Comparison of the bvp4c values of f ′′(0) at different values of A for Scheme-0 (QLM)

iter. A = 1 A = 2 A = 3 A = 4

Scheme-0

1 -1.215913833273934 -1.508012270141307 -1.750647835613831 -1.963118416905635

2 -1.315711765474042 -1.586229425552791 -1.816415412229436 -2.022058898487201

3 -1.320495400678920 -1.587365641569519 -1.816850675892770 -2.020976536521761

4 -1.320522063086358 -1.587366111631070 -1.816849325533777 -2.020950025633773

5 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

6 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

Scheme-1

1 -1.315711765474042 -1.586229425552791 -1.816415412229436 -2.022058898487201

2 -1.320522063086358 -1.587366111631070 -1.816849325533777 -2.020950025633773

3 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

4 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

5 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

6 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

Scheme-2

1 -1.315240928788073 -1.585906261457893 -1.816236653612290 -2.021499891062478

2 -1.320522059975388 -1.587366111619187 -1.816849325470411 -2.020950025519239

3 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

4 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

5 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

6 -1.320522064602713 -1.587366111619306 -1.816849325468859 -2.020950025517386

Table 2. f ′′(0) at different values of A for scheme-0,1,2
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iter. A = 1 A = 2 A = 3 A = 4

Scheme-0

1 0.104608231328780 0.079353841477999 0.066201489855027 0.057831608611751
2 0.004810299128671 0.001136686066515 0.000433913239423 0.001108872969816
3 0.000026663923793 0.000000470049787 0.000001350423911 0.000026511004376
4 0.000000001516355 0.000000000011764 0.000000000064918 0.000000000116388
5 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000
6 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000

Scheme-1

1 0.004810299128671 0.001136686066515 0.000433913239423 0.001108872969816
2 0.000000001516355 0.000000000011764 0.000000000064918 0.000000000116388
3 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000
4 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000
5 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000
6 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000

Scheme-2

1 0.005281135814640 0.001459850161413 0.000612671856568 0.000549865545092
2 0.000000004627325 0.000000000000119 0.000000000001552 0.000000000001853
3 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000
4 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000
5 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000
6 0.000000000000000 0.000000000000000 0.000000000000000 0.000000000000000

Table 3. f ′′(0) at different values of A

Tables 2 and 3 give the results of the comparison of the values of f ′′(0) between three levels of
the iteration schemes and their corresponding errors. In computing the errors it was assumed
that the result corresponding to the 6th iteration is the converged solution. From numerical
experimentation it was found that all the iteration schemes would have completely converged
to a fixed value by the time the 5th or 6th iteration is used. The results from Table 2 and
3 clearly indicate that the the convergence to the solution progressively improves when you
use the higher level iteration schemes. For instance, from Table 3 we note that it takes only 2
iterations to achieve full convergence in scheme-1 and scheme-2 compare to four iterations in
scheme-0. This results demonstrates the improvement offered by the proposed new iteration
scheme on the original quasilinearization method which corresponds to scheme-0.

In Figs. 1 - 7 we give illustrations showing the effect of the governing parameters on the
flow properties. Unless otherwise specified, the sample illustrations were generated using
R = 1, Pr = 0.7, Sc = 1, K = 1, A = 1. In Figs. 1 - 3 we show the velocity, temperature
and concentration profiles for different values of A. In Fig. 1 we observe that the velocity
f ′(η) is a monotonically decreasing function of the stretching parameter A. From Figs. 2
and 3, we observe that both the temperature and concentration distributions are reduced as
values of the stretching parameter increase. The velocity, thermal and solutal boundary layer
thicknesses all decrease as the values of A increase. As a consequence the transition from
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laminar flow to turbulent flow is delayed. This shows that stretching of surfaces can be used
as a flow stabilizing mechanism.
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Figure 1. The variation of A on the flow velocity, f ′(η)
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Figure 2. Effect of A on the fluid temperature, θ(η)
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A = 0, 0.5, 1, 1.5, 2
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Figure 3. Effect of A on the fluid concentration, φ(η)

Fig. 4 depicts the effects of the Prandtl number on the temperature distributions. We observe
that as Pr increases, the temperature profiles and the thermal boundary layer thickness
become smaller. This is because when Pr increases, the thermal diffusivity decreases, leading
to the decrease of the energy transfer ability that decreases the thermal boundary layer.
The effect of thermal radiation R on the temperature field is shown in Fig. 5. From this
figure we see that the effect of increasing the thermal radiation parameter R is to reduce the
temperature profiles.
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Figure 4. Temperature profiles for various values of Pr

Fig. 6 shows the dimensionless concentration profiles for different values of the Schmidt
number Sc. We clearly see from this figure that the concentration boundary layer thickness
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Fig. 6 shows the dimensionless concentration profiles for different values of the Schmidt
number Sc. We clearly see from this figure that the concentration boundary layer thickness
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decreases as the Schmidt number Sc increases. This phenomenon occurs because when
Sc, the mass diffusivity decreases and the fluid becomes heavier. The effects of chemical
reaction K on the concentration distributions is displayed in Fig. 7. It should be noted
here that physically positive values of K implies the destructive reaction. We observe in this
figure that an increase in the chemical reaction leads to the decrease in the concentration can
profiles. This shows that diffusion rate can be tremendously altered by chemical reaction.
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Figure 5. Effect of R on the fluid temperature, θ(η)
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Figure 7. The solute concentration profiles for various values of K.

5. Conclusion

In this chapter we explored the semi-analytic solution of the non linear heat and mass
transfer flow over an unsteady stretching permeable surface with prescribed wall conditions
in the presence of thermal radiation and non-uniform chemical reaction. From the present
investigation we may conclude the following:

1. Blending the QLM scheme with Chebyshev spectral collocation method leads to more
accurate and faster convergence scheme.

2. Radiation significantly affect the fluid flow properties.

3. The diffusion rate is significantly altered by chemical radiation.

4. The velocity, temperature and concentration profiles decrease with increasing values of
the stretching parameter A.
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1. Introduction

The modelling of separation chromatographic processes reported in the literature is, in gen‐
eral, related to macroscopic approaches for the phenomenological representation of the
mass transfer mechanisms involved. In such models the microscopic aspects of the porous
medium structure, related to the separation mechanisms, are incorporated implicitly, limit‐
ing the quality of the representation of the separation systems, which are strongly influenced
by the micro porous adsorbent.

The modelling of fluid flow in porous media through the application of interconnected net‐
works, which considers the global result from a system of interconnected microscopic ele‐
ments, is related to the concepts of percolation theory.

The classical macroscopic models of chromatography have limitations in representing the
structural parameters of the solid adsorbents, such as topology and morphology, as well as
population effects of the molecules in the liquid phase, i.e. multi-molecules movement. Such
important microscopic properties can be represented applying interconnected network
models which can lead to a better understanding of the phenomenological aspects that con‐
tribute to the separation mechanisms in micro-porous media.

In the simulation of the molecules flow through the column porous medium, a stochastic ap‐
proach is utilized to represent the adsorption, diffusion and convection phenomena.

© 2013 Câmara et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Câmara et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The molecules can move freely in the network structure, from one neighbor site to another,
being respected the requirement that the final position is not occupied by another molecule.
Therefore, two molecules cannot occupy the same network site.

This chapter is dedicated to the modelling of continuous chromatography with a network
approach combined with Monte Carlo like random walk stochastic methods. The porous
structure of the solid adsorbent phase of the chromatographic column is represented by two
and three dimensional networks, respectively square and cubic lattices (Oliveira et al., 2008;
Biasse et al. 2010), in which population effects are taken into account, being related to the
movement of multi-molecules modeled by stochastic phenomena of adsorption, desorption,
diffusion and advection.

The use of network models to study chromatographic separation processes has been ob‐
served in the literature with different techniques and applications (Loh & Wang, 1995; Kier
et al., 2000; Loh & Geng, 2003; Geng & Loh, 2004; Bryntensson, 2002; Oliveira et al., 2008,
Biasse et al., 2010). In the work of Kier et al. (2000), a square network model was applied in
the representation of the chromatographic column utilizing a cellular automata approach.
The authors assumed arbitrarily pre-defined probabilities for the particles motion and inter‐
actions among them. Loh & Geng (2003) applied a cubic network model of interconnected
cylindrical pores in the study of chromatographic systems of perfusion. Topological and
morphological aspects, such as connectivity and pore size distribution, were analyzed, being
observed a great influence of such porous adsorbent media characteristics on the mass trans‐
fer of the phenomena studied. In Geng & Loh (2004), the porous structure of the column was
modeled considering three different Gaussian distributions of pore size, in order to repre‐
sent the macro-pores, the micro-pores and the interstitial pores.

In this chapter, the fluid advection is assumed to be the main factor contributing to the mol‐
ecules movement in the network structure. Such assumption is reasonable since the fluid
movement in the chromatographic column comes from the external driving force provided
by the pumping system. Two pore dimensions are assumed in the porous structure of ad‐
sorbent, the small and large cavities, which leads to steric and non-steric effects, respective‐
ly, due to the required space for the molecules movement.

The application of interconnected network models combined with stochastic phenomena of
adsorption, diffusion and advection represents the main dynamical behaviors of the chro‐
matographic processes of separation. The multi-molecules population effects allow the
study of the dynamics of percolation through the chromatographic column, being therefore
possible to evaluate the influence of molecules concentration on the mass transport phenom‐
ena along the chromatographic column.

2. Phenomenological and structural modelling

In the adsorption phenomenon, the molecule arriving at a new site can be adsorbed ac‐
cording to a probability of adsorption (pads). In this case, the system generates a random
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number  R,  from  a  uniform  distribution  between  0  and  1,  being  it  compared  to  a  pre-
defined adsorption probability (pads). The molecule is then adsorbed at the new site if the
random number R is  smaller than the adsorption probability (R < pads).  The same proce‐
dure is  applied in the desorption of  a  previously adsorbed molecule,  with a desorption
probability  (pdes).  The relation between the adsorption and desorption probabilities  con‐
sidered in the simulations is

pads + pdes =1,   (0≤ pads ≤1) (1)

The adsorption and desorption phenomena are represented by

A + s 
→
k1

←
k2

 A.s (2)

in which a molecule of solute A can be adsorbed at or desorbed from a site s according to a
kinetic constant of adsorption (k1) or desorption (k2), respectively. From Eq. (2) it can be ob‐
served that the adsorption rate is proportional to the concentration of both solute A and va‐
cant sites s.

The simulation of the dynamic process of chromatographic separation in adsorption columns
was performed combining the network modelling of the column porous structure with the sto‐
chastic modelling of molecules movement and interactions percolating the system.

In the schematic representation of the adsorption column shown in Fig. 1, the symbols C0

and C represent the solute concentrations at the entrance and at the exit  of the column,
respectively.

A  square  network  was  used  to  model  surface  phenomenon  (studying  equilibrium  iso‐
therms) and a cubic one to model the diffusion phenomenon. The porous medium of the
chromatography column was  represented by  a  two or  three-dimensional  cubic  network
model  of  interconnected  sites  (Vide  Fig.  2).  In  such  structure  the  connectivity,  i.e.  the
number of neighbors connected to each site, is equal to four (2D) or six (3D). Each inter‐
section  node  or  site  in  the  network  corresponds  to  a  potential  adsorption  location,  in
which the solute molecule may be adsorbed, being permitted only one adsorbed molecule
per intersection.

In Fig. 2 one can see the graphical representation of both models used with the percolation
threshold values (pcs) considered over the site approach. The percolation threshold is the
minimum probability of site occupation that represents the percolation through the whole
system, becoming a cluster that goes from one extreme of the network to the other.
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Figure 1. Chromatographic column represented by a three-dimensional cubic network.

Figure 2. Graphical representation of two-dimension square network (A) and cubic network (B) with respective perco‐
lation threshold values (pcs)

2.1. Adsorption isotherm model

In this stage, molecules adsorption in stirred tanks was modeled, so that the adsorption sur‐
face was represented as a two-dimensional network. In Fig. 3 the process is represented, the
liquid phase molecule can be adsorbed at the adsorbent surface material, being the latter
represented as the network at the tank bottom.
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Figure 3. Stirred tank represented by a two-dimensional square network.

In this model it is assumed that the liquid phase molecules can be adsorbed at the network
according to an adsorption probability (pads), defined as

pads =
Cit
Ci0

(3)

where Cit
 and Ci0

 represent the liquid phase molecules concentration at adsorption times
previously prescribed as t  and t =0 respectively. It is known that at time t =0, the concentra‐
tion is Cit

=Ci0
. The network used was a 100 x 100 sites, so that it takes to a number of 10.000

adsorbent sites that can be occupied, or not, by the molecules in the system. For each time
step (t) a liquid phase molecule can adsorb to the surface according to a previously prescri‐
bed adsorption probability (pads). The adsorption takes place if the random number (R), tak‐
en by a uniform random number generator, is lower than (pads), that is, R < pads. Another
condition is that the random chosen position is not occupied by another molecule. The ad‐
sorbed molecules are subtracted from the liquid phase. It is considered a final time equal to
106, so that a infinite adsorption time, or equilibrium, is represented. It is not considered the
interaction between adsorbed molecules, i.e. the superficial diffusion processes are not taken
into account.

2.2. Diffusion phenomenon modelling

The diffusion phenomenon model was preformed through the "random walks" technique
both for the two-dimensional and three-dimensional percolation at the square network and
at the cubic network, respectively. Using this procedure one can use diffusion parameters
for chromatography porous media and topological properties from network models, and
obtain a fundamental universal correlation for these complex phenomena. Two different dif‐
fusion phenomena were studied at this stage: the first assumes that a certain molecule may
follow any direction at the network; and the second that assumes that a molecule is only
able to diffuse in the axial direction. The second case establishes diffusion relations for the
axial dispersion for a chromatographic column, which is a important phenomenon that
draws a lot of attention in separation chromatographic processes. In general, on the macro‐
scopic models, only dispersion at the axial direction is taken into account, neglecting the
transversal dispersion, that makes the numerical solutions to be simpler. In the present
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modelling, both axial and transversal dispersion are implicit on the stochastic "random
walk" model, since the molecule is able to diffuse on both directions.

Equation 4 represents the diffusion mechanism, in which the molecule can diffuse in (n) di‐
rections with equal diffusion probability (pi) for each direction. In general, for the square
and cubic network, with axial dispersion, (n) corresponds respectively to 4 and 6, but when
axial dispersion is considered (n) corresponds to 3 and 5, respectively, being neglected the
backward diffusion along the axial direction. In all cases, the moving probability for each
direction (i) is considered to be equal.

∑
i=1

n
p

i
=1 (4)

At first, a probability of occupation for network elements (poc) in each direction i is consid‐
ered to be equal. Simulations for poc <1 were also done, in such a way to represent the poros‐
ity (ε) of the porous adsorbent media. A porosity represents the empty space fraction in the
chromatographic column, being proportional to the occupation probability (poc ∝ε). In the
case that poc =1, it is considered that the column is completely empty, and therefore (ε =1).
Networks with poc <1 were built randomly, being the existence of a certain site conditioned
to the generation of a random number R, and the satisfaction of R < poc condition.

Simulations for different time ranges were made (10, 25, 50 and 75), being monitored the
distance (d p) by the "random walk" and also the area (Ap), the latter counted in site units. In
the case of 3D, the latter has a relationship with the volume (Vd ), also counted in site units.
For each time-step, a different molecule direction was randomly chosen, in a such way that
the destination site was forced to exist; A random number of events N =106 was performed
in order to obtain a distance (d p) by the "random walk" with smaller dispersion.

In the case of smaller molecular diffusion (Dm), it was observed a certain proportion Dm ∝d p

with the distance, obeying to the power law (Stauffer and Aharony, 1992, Biasse et al., 2010).
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In the simulation of the molecules movements, four rules (MR – movement rules) are con‐
sidered to be representative of the diffusion and advection mechanisms. Such rules are sche‐
matically represented in Fig. 4.

From Fig. 4 it can be observed that the movement rules are determined by the directions
considered in each situation. In the movement rules (I) and (II), the molecules can move in
all directions of the structure while in the movement rules (III) and (IV) the molecules can‐
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not move in the direction 6, which corresponds to the movement against the longitudinal
main stream flow direction, i.e. the upstream movement is not allowed. The MR-(II) and (IV)
are similar to MR-(I) and (III), respectively, with a higher chance of movement in the direc‐
tion 5 (longitudinal or axial direction).

The MR-(I) is considered to be representative of the diffusion mechanism of solute mole‐
cules through the porous structure.

This assumption is coherent as there is not a driving mechanism forcing the flow in any par‐
ticular direction of the network. In this case, according to the first law of Fick (Bird et al.,
2002), the solute flow is determined by the concentration gradient of molecules, without sig‐
nificant effects of external forces. The diffusion mechanism of MR-(I) is governed by

pi = 1
6 ,   i =1,2, …, 6 (6)

in which Pi represents the probability of the solute molecule to move in the i-th direction of
the network. According to Eq. (6), the chance of the molecules to follow any direction (six
directions) in the network is the same.

The MR-(II), (III) and (IV) are considered to be representative of the advective mechanism as
these configurations favor the flow in the axial downstream direction of the column.

The advective mechanism MR-(II) is governed by

pi =
1 - p5

5 ,  i =1,2, …, 6(i ≠ i5),  p5 > 1
6  (7)

in which p5 represents the probability of the solute molecule to move in the axial downward
direction of the column. In this case, the chance of the solute molecule to move in the axial
downward direction is greater than the other directions, and the probabilities related to the
movements in the remaining directions are the same.

Figure 4. Movement rules (MR) for the solute molecules with the corresponding directions.
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The advective mechanisms MR-(III) and (IV) are determined, respectively, by

pi = 1
5 ,   i =1,2, …, 5 (8)

pi =
1 - p5

4 ,  i =1,2, …, 4,    p5 > 1
5 (9)

From Eq. (8) it can be observed that the solute movement in the direction 6 is prohibited,
having the same probability for the moves in the other directions. In Eq. (9) as in Eq. (7), the
probability of moving in the direction 5 is greater than in the other directions.

The simulation of the flow of solute molecules was carried out according to the procedure
described next. The molecules were introduced randomly at the column entrance (at the no‐
des with k = 1), maintaining the concentration constant at this section (C0). The molecules
concentration (C) at the column exit (k = 30) was calculated as the ratio of the number of
molecules occupying the network intersections (sites) and the total number of intersections.
In each step of the simulation, corresponding to a discrete time (t *), all the network sites oc‐
cupied by molecules were checked, being assumed for each molecule a direction of move‐
ment according to the MR to be followed. A molecule was kept at its original location if the
new site, it was supposed to be move to, was occupied by another molecule or was located
outside the lateral limits of the network domain. The molecules at the entrance could move
only in the axial downward direction, being kept for every discrete time t *, a constant value
for the concentration at this section (C0, k = 1). At the column exit (k = 30) the concentration

(C) was monitored as a function of the discrete time (t *).

Figure 5. Representation of molecule movement along the column: (A) the non-steric model and (B) with steric mod‐
el. Obs.: The arrows represent the allowed movement that the molecule can do, and crossed arrows represent move‐
ment that can´t be done.
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An important parameter to be taken into account in the stochastic modelling is the number
of simulations (N), which indicates the number of times that the same procedure of the sim‐
ulation is performed using the same control parameters. The increase in the number of sim‐
ulations (N) leads to a decrease in the dispersion of the calculated value.

The steric effects were also investigated, that is, while the solid phase is able to adsorb one
molecule at each site, one possibility is that the liquid phase site is able to contain one mole‐
cule and another possibility is that it is able to contain a unlimited number of molecules. In
Fig. 5 are represented those two possibilities, being (A) for the case without the steric limita‐
tion and (B) representing the steric restriction.

3. Results and discussions

3.1. Langmuir isotherm model for surface adsorption

In Fig. 6 are represented the adsorption isotherms: in (A) are the results obtained for the
simulations using a square network and in (B) are the experimental and deterministic model
adapted from Silva (2004). One can observe that the results obtained using the stochastic ad‐
sorption method are representative for the studied phenomenon with the classic Langmuir
isotherm.

These results show that the stochastic phenomenology is determinant to the behavior of
equilibrium systems with multimolecules, and the overall result is governed by the individ‐
ual actions of each component.

Figure 6. Results obtained with the stochastic simulation (A) and the experimental and classical modelling (B) by Silva
(2004).
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3.2. Results for the diffusion phenomenon (2D and 3D modelling)

In Figs. 7, 8 and 9 are represented the percolation evolution both in the square and cubic net‐
works using different moving mechanisms. In Fig. 7 are represented the percolation using a
square network of 50x50 nodes, for a time equal to 2000 steps, for four directions, and occu‐
pation probability poc =1 (Fig. 7 A) andpoc =0.7 (Fig. 7 B).

In Fig. 8 are represented results for the same conditions considered before, but allowing on‐
ly 3 directions for the dispersion mechanism. One can observe a greater tendency towards
the axial diffusion.

A evolution percolation method for 3D is presented in Fig. 9 for two movement mecha‐
nisms.

Figure 7. Diffusion through the square network for four directions with poc = 1 (A) and poc = 0.7 (B).

Figure 8. Diffusion through the square network for three directions with poc = 1 (A) and poc = 0.7 (B).
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Figure 9. Representation for cubic percolation considering six directions (A) and five directions (B).

In Figs. 10 and 11 are presented the distance (d p) with time in log scale. Using this scale, the
power law (Biasse et al., 2010) represented by Eq. (5) becomes

log (d p)= log (c) + k .log (t) (10)

We can obtain the expoent k , that corresponds to the angular coefficient of the expression
above. The k  exponent is important because of its relation to the molecular diffusivity and
time, being this a fundamental parameter for this relation and sensitive to those values.

From the analysis of Figs. 10 and 11 we are able to observe that diffusivity, which presents a
relation with d p, has a direct link to the power law established by Eq. (5), once the model
leads to a good correlation with the simulated data for the percolation both for the square
(2D) and cubic (3D) networks. The results presented high correlation coefficients, which in‐
dicates a good agreement to the power law. Both situations for the regular network with
poc =1, for the 2D (Fig. 10A) and 3D (Fig. 11A) networks, presented ideal percolation with
universal exponents equal to 0.5014 and 0.4987, respectively. In those cases, because both are
regular, with poc =1 and movement in all directions, the correlation coefficient was very

closed to 1 (R 2 =1).

Figure 10. Results for 2D networks for four (A) and three (B) moving directions
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It is observed, in axial and radial dispersion situations, represented by Figs. 10B and 11B, a
significant increase in the value of k  exponent when compared to the conditions with diffu‐
sion in all directions, demonstrating that diffusion was higher in those cases. For example,
we can point out the difference between Figs. 10A and 10B (with poc =1), where the k  expo‐
nent was increased by 79,7%. With respect to the porosity ε effect, that has a relation to the
poc was observed that the reduction of poc from 1 to 0.7 had a more significant effect over the
k  exponent on 2D networks than on 3D ones. This effect can be observed by the greater
slope in Fig. 10. Therefore the porosity reduction leads to a more significant slope on the dif‐
fusion for the 2D network represented by lower k  exponents. The 3D network, has a lower
percolation threshold when compared to the 2D network, presenting a structure with a larg‐
er number of possible percolation ways, that with the possibility for the "random walk" to
go over larger distances, leading therefore to the larger values of k  exponents when com‐
pared to 2D networks with the same value of poc <1.

Figure 11. Results for 3D network for six (A) and five (B) movement directions.

The analysis of the power law Eq. 5 (Biasse et al., 2010), not only related to the distance (d p)
but mainly in terms of (Ap) and (V p), took to equivalent results to those previously reported,
showing a good agreement of the experimental data with the power law model assumed.
Table 1 presents the values of k  exponents and the corresponding correlation coefficients.
The values for Ap and V p were obtained in percolated site units, being these units respec‐
tively related to 2D and 3D. Such as in the previous cases reported, related to d p, it was ob‐
served a reduction of exponent k  for the axial and radial dispersion (three and five
directions) situations. It was also observed a more significant reduction of k  with the porosi‐
ty reduction in 2D networks.

3.3. Results of 3D network column with advective phenomenon

All results presented in this section were obtained for 5000 simulations. In Figs. 12 and 13
the test results varying pads are presented. One can observe that for pads =0 there is a concen‐
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tration step, because since no molecule is retained at each time, all of them are allowed to
move to the next column section until they reach the exit section. Another observation is
that when pads is increased there is a delay in the variation of the concentration at the col‐
umn exit, because the chances for the molecule to be adsorbed are higher.

Table 1. Exponents (k ) from power law related to the area Ap (2D) and volume V d  (3D).

Figure 12. Chromatography column exit for pads = 0 and pads = 1.

Figure 13. Chromatography column exit for different values of pads.
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In Fig. 14 it is presented a comparison of the simulation results, without considering axial
dispersion, with the experimental data acquired by Cruz (1997). One can observe the good
results obtained by the network simulations, despite the breakthrough curve too sharp
when equilibrium is reached (C

C0
=1), in which the curve does not fit well, probably because

of the effects of axial dispersion.

Figure 14. Dimensionless concentration at the column exit as a function of time. A comparison between the experi‐
mental data of Cruz (1997) and network simulations without axial dispersion

Another important parameter to be considered here is the equilibrium fraction (keq), i.e. the
fraction between adsorption and desorption. Another way to find the value for that ratio is
comparing the amount of particles adsorbed and the amount of particles in the liquid phase
(qe

ce
). Using this model one can confirm that there is a direct relationship between the con‐

centration fraction and the pads
pdes

. See Table 2.

Table 2. Relationship between keq and pads
pdes

In Fig. 15 the same network, as the one used to obtain the results shown in Fig. 14 and Table
2, was considered assuming also the axial dispersion phenomenon.

Finally, in Fig. 16 are presented the simulation results (3D network model) for the discrete
relative concentration (C / C0) as a function of the adsorption probability ( C

C0
) taking into

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling120



In Fig. 14 it is presented a comparison of the simulation results, without considering axial
dispersion, with the experimental data acquired by Cruz (1997). One can observe the good
results obtained by the network simulations, despite the breakthrough curve too sharp
when equilibrium is reached (C

C0
=1), in which the curve does not fit well, probably because

of the effects of axial dispersion.

Figure 14. Dimensionless concentration at the column exit as a function of time. A comparison between the experi‐
mental data of Cruz (1997) and network simulations without axial dispersion

Another important parameter to be considered here is the equilibrium fraction (keq), i.e. the
fraction between adsorption and desorption. Another way to find the value for that ratio is
comparing the amount of particles adsorbed and the amount of particles in the liquid phase
(qe

ce
). Using this model one can confirm that there is a direct relationship between the con‐

centration fraction and the pads
pdes

. See Table 2.

Table 2. Relationship between keq and pads
pdes

In Fig. 15 the same network, as the one used to obtain the results shown in Fig. 14 and Table
2, was considered assuming also the axial dispersion phenomenon.

Finally, in Fig. 16 are presented the simulation results (3D network model) for the discrete
relative concentration (C / C0) as a function of the adsorption probability ( C

C0
) taking into

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling120

account the steric and non-steric effects. The relative concentration indicates a measure of
the porous medium resistance to the molecules percolating through the system.

The resistance to the percolation through the chromatographic column decreases as the rela‐
tive concentration (pads) increases and vice-versa. Therefore, values close to one show a
structure without any resistance to the molecules to percolate the column structure.

Figure 15. Dimensionless Concentration at the column exit as a function of time. Comparison of experimental data
acquisition by Cruz (1997) and network simulation considering axial dispersion.

The highest medium resistance corresponds to an adsorption probability near 0.68 which is
the minimum point of the curve. At this point the number of molecules percolating the sys‐
tem is reduced to the lowest level.

Figure 16. Relative concentration as a function of the adsorption probability considering steric and non-steric effects.

It must be noted that the medium resistance disappears at adsorption probability equal to 1
as at this point the adsorption is irreversible (no desorption is observed), and no molecule
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already adsorbed goes back to the liquid phase of the cavity, and therefore there is no inter‐
ference in the movement of the other molecules.

4. Conclusions

The network stochastic surface multimolecular modelling was able to represent the behavior of
Langmuir type adsorption isotherms. Such computational tool can be used to better understand
the adsorption mechanisms to surfaces, resulting in the improvement of adsorbent materials.

The diffusion modelling through the 2D and 3D network "random walks" presented results
obeying the power law with universal exponents well defined, being the latter related to the
diffusive coefficients.

The effects of the power law were observed through the distance  C
C0

, the area d p and the

volume Ap, being these values related to the diffusion phenomenon. Axial and radial disper‐
sion mechanisms were also represented with a power law modelling, being that behavior re‐
lated the variations of porosity Vd  and probability of occupation ε.

A final important result is the observation of the existence of a direct relationship between
the adsorption and desorption probabilities ratio with the equilibrium constant poc.
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1. Introduction

In the last few decades, fluid flow with heat and mass transfer on a continuously stretching
surface has attracted considerable attention because of its many applications in industrial
and manufacturing processes. Examples of these applications include the drawing of plastic
films, glass-fibre and paper production, hot rolling and continuous casting of metals and
spinning of fibers. The kinematics of stretching and the simultaneous heating or cooling
during such processes play an important role on the structure and quality of the final product.

Sakiadis [30, 31] was the first to study the boundary layer flow due to a continuous
moving solid surface. Subsequently, a huge number of studies dealing with different
types of fluids, different forms of stretching velocity and temperature distributions have
appeared in the literature. Ali [2] investigated similarity solutions of laminar boundary-layer
equations in a quiescent fluid driven by a stretched sheet subject to fluid suction or injection.
Elbashbeshy [13] extended this problem to a three dimensional exponentially continuous
stretching surface. The problem of an exponentially stretching surface with an exponential
temperature distribution has been discussed by Magyari and Keller [19]. The problem of
mixed convection from an exponentially stretching surface was studied by Partha et al.
[24]. They considered the effect of buoyancy and viscous dissipation in the porous medium.
They observed that these had a significant effect on the skin friction and the rate of heat
transfer. This problem has been extended by Sajid and Hayat [28] who investigated heat
transfer over an exponentially stretching sheet in the presence of heat radiation. The same
problem was solved numerically by Bidin and Nazar [6] using the Keller-box method. Flow
and heat transfer along an exponentially stretching continuous surface with an exponential
temperature distribution and an applied magnetic field has been investigated numerically by
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2 Will-be-set-by-IN-TECH

Al-Odat et al. [1] while Khan [17] and Sanjayanand and Khan [29] investigated heat transfer
due to an exponentially stretching sheet in a viscous-elastic fluid.

Thermal-diffusion and diffusion-thermo effects in boundary layer flow due to a vertical
stretching surface have been studied by, inter alia, Dursunkaya and Worek [10] while MHD
effects, injection/suction, heat radiation, Soret and Dufour effects on the heat and mass
transfer on a continuously stretching permeable surface was investigated by El-Aziz [12].
He showed that the Soret and Dufour numbers have a significant influence on the velocity,
temperature and concentration distributions.

Srinivasacharya and RamReddy [33] analyzed the problem of mixed convection in a viscous
fluid over an exponentially stretching vertical surface subject to Soret and Dufour effects.
Ishak [15] investigated the effect of radiation on magnetohydrodynamic boundary layer
flow of a viscous fluid over an exponentially stretching sheet. Pal [9] analyzed the effects
of magnetic field, viscous dissipation and internal heat generation/absorption on mixed
convection heat transfer in the boundary layers on an exponentially stretching continuous
surface with an exponential temperature distribution. Loganathan et al. [18] investigated
the effect of a chemical reaction on unsteady free convection flow past a semi-infinite vertical
plate with variable viscosity and thermal conductivity. They assumed that the viscosity of the
fluid was an exponential function and that the thermal conductivity was a linear function of
the temperature. They noted that in the case of variable fluid properties, the results obtained
differed significantly from those of constant fluid properties. Javed et al. [16] investigated
the non-similar boundary layer flow over an exponentially stretching continuous in rotating
flow. They observed a reduction in the boundary layer thickness and an enhanced drag force
at the surface with increasing fluid rotation.

The aim of the present study is to investigate the effects of cross-diffusion, chemical reaction,
heat radiation and viscous dissipation on an exponentially stretching surface subject to an
external magnetic field. The wall temperature, solute concentration and stretching velocity
are assumed to be exponentially increasing functions. The successive linearisation method
(SLM) which has been used in a limited number of studies (see [3, 5, 20–22, 32]) is used to
solve the governing coupled non-linear system of equations. Recent studies such as [4, 22, 23]
have suggested that the successive linearisation method is accurate and converges rapidly to
the numerical results when compared to other semi-analytical methods such as the Adomian
decomposition method, the variational iteration method and the homotopy perturbation
method. The SLM method can be used in place of traditional numerical methods such
as finite differences, Runge-Kutta shooting methods, finite elements in solving non-linear
boundary value problems. We compared the results with the Matlab bvp4c numerical
routine.

2. Governing equations

Consider a quiescent incompressible conducting fluid of constant ambient temperature T∞

and concentration C∞ in a porous medium through which an impermeable vertical sheet
is stretched with velocity uw(x) = u0ex/ℓ, temperature distribution Tw(x) = T∞ + T0e2x/ℓ

and concentration distribution Cw(x) = C∞ + C0e2x/ℓ where C0, T0, u0 and ℓ are positive
constants. The x-axis is directed along the continuous stretching surface and the y-axis
is normal to the surface. A variable magnetic field B(x) is applied in the y-direction. In
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addition, heat radiation and cross-diffusion effects are considered to be significant. The
governing boundary-layer equations subject to the Boussinesq approximations are

∂u

∂x
+

∂v

∂y
= 0, (1)

u
∂u

∂x
+ v

∂u

∂y
= ν

∂2u

∂y2
+ gβT(T − T∞) + gβC(C − C∞)−

(

ν

K
+

σB2

ρ

)

u, (2)

u
∂T

∂x
+ v

∂T

∂y
=

k

ρcp

∂2T

∂y2
+

ν

cp

(

∂u

∂y

)2

+
DmKT

cscp

∂2C

∂y2
−

1

ρcp

∂qr

∂y
, (3)

u
∂C

∂x
+ v

∂C

∂y
= Dm

∂2C

∂y2
+

DmKT

Tm

∂2T

∂y2
− γ(C − C∞), (4)

The boundary conditions are given by

u = uw(x), v = 0, T = Tw(x), C = Cw(x) at y = 0,
u → 0, T → T∞, C → C∞ as y → ∞.

}

(5)

where u and v are the velocity components along the x and y axis, respectively, T and C
denote the temperature and concentration, respectively, K is the permeability of the porous
medium, ν is the kinematic viscosity, g is the acceleration due to gravity, βT is the coefficient
of thermal expansion, βC is the coefficient of concentration expansion, B is the uniform
magnetic field, ρ is the liquid density, σ is the electrical conductivity, Dm is the mass
diffusivity, cs is the concentration susceptibility, cp is the specific heat capacity, Tm is the
mean fluid temperature, KT is the thermal diffusion ratio and γ is the rate of chemical
reaction.

The radiative heat flux term qr is given by the Rosseland approximation (see Raptis [26] and
Sparrow [27]);

qr = −

4σ∗

3k∗
∂T4

∂y
, (6)

where σ∗ and k∗ are the Stefan-Boltzman constant and the mean absorption coefficient,
respectively. We assume that the term T4 may be expanded in a Taylor series about T∞

and neglecting higher-order terms to get

T4
∼= 4T3

∞
T − 3T4

∞
, (7)

Substituting equations (6) and (7) in equation (3) gives

u
∂T

∂x
+ v

∂T

∂y
=

(

k

ρcp
+

16σ∗T3
∞

3ρcpk∗

)

∂2T

∂y2
+

ν

cp

(

∂u

∂y

)2

+
DmKT

cscp

∂2C

∂y2
, (8)
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4 Will-be-set-by-IN-TECH

A similarity solutions may be obtained by assuming that the magnetic field term B(x) has
the form

B(x) = B0ex/2ℓ (9)

where B0 is the constant magnetic field. The system of partial differential equations (1) - (4)
and (8) can be simplified further by introducing the stream function ψ where

u =
∂ψ

∂y
and v = −

∂ψ

∂x
, (10)

together with transformations

η =
y

L

�

Re

2
ex/2ℓ, ψ =

√

2Reν ex/2ℓ f (η),

T = T∞ + T0e2x/ℓθ(η), C = C∞ + C0e2x/ℓφ(η)







. (11)

Substituting (11) into the governing partial differential equations gives

f ′′′ + f f ′′ − 2 f ′2 −

�

M +
1

ReD

�

f ′ + 2
Grx

Re2
(θ + N1φ) = 0, (12)

1

Pr

�

1 +
4

3
Rd

�

θ′′ + f θ′ − 4 f ′θ + Gb( f ′′)2 + Df φ′′ = 0, (13)

1

Sc
φ′′ + f φ′

− 4 f ′φ + Srθ′′ − 2Rφ = 0. (14)

The corresponding dimensionless boundary conditions take the form

f (η) = 0, f ′(η) = 1, θ(η) = 1, φ(η) = 1 at η = 0
f ′(η) → 0, θ(η) → 0, φ(η) → 0 as η → ∞

�

(15)

where M is the magnetic parameter, Grx is the Grashof number Re is the Reynolds number,
N1 is the buoyancy ratio, ReD is the Darcy-Reynolds number, Da is the Darcy number, Pr
is the Prandtl number, Rd is the thermal radiation parameter, Gb is the viscous dissipation
parameter or Gebhart number, Df is the Dufour number, Sc is the Schmidt number, Sr is the
Soret number and R is the chemical reaction rate parameter. These parameters are defined
as

M =
2σB2

0ℓ

ρu0
, Grx =

gβTT0ℓ
3e2x/ℓ

ν2
, Re =

uwℓ

ν
, N1 =

βcC0

βTT0
, (16)

ReD =
2

ReDa
, Da =

K

ℓ2
, Pr =

ν

α
, Rd =

4σ∗T3
∞

kk∗
, Gb =

u2
0

cp T0
, (17)

Df =
DmKTC0

cscpνT0
, Sc =

ν

Dm
, Sr =

DmKTT0

TmνC0
, R =

αℓ

u0
. (18)
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The ratio Grx/Re2 in equation (12) is the mixed convection parameter which represents
aiding buoyancy if Grx/Re2 > 0 and opposing buoyancy if Grx/Re2 < 0. The skin friction
coefficient Cf x, the Nusselt number Nux and the Sherwood Shx number are given by

Cf x =
2µ

ρu2
w

∂u

∂y

∣

∣

∣

∣

y=0

=

√

2x

ℓ Rex
f ′′(0), (19)

Nux = −

x

Tw − T∞

∂T

∂y

∣

∣

∣

∣

y=0

= −

√

xRex

2ℓ
θ′(0) (20)

Shx = −

x

Cw − C∞

∂C

∂y

∣

∣

∣

∣

y=0

= −

√

xRex

2ℓ
φ′(0) (21)

where Rex = xuw(x)/ν is the local Reynolds number.

3. Method of solution

The system of equations (12)-(14) together with the boundary conditions (15) were solved
using a successive linearisation method (SLM) (see [22, 32]). The SLM is based on the
assumption that the unknown functions f (η), θ(η) and φ(η) can be expanded as

f (η) = fi(η) +
i−1

∑

m=0

Fm(η), θ(η) = θi(η) +
i−1

∑

m=0

Θm(η), φ(η) = φi(η) +
i−1

∑

m=0

Φm(η), (22)

where fi, θi and φi are unknown functions and Fm, Θm and Φm (m ≥ 1) are successive
approximations which are obtained by recursively solving the linear part of the equation
system that results from substituting firstly expansions in the governing equations. The
initial guesses F0(η), Θ0(η) and Φ0(η) are chosen to satisfy the boundary condition

F0(η) = 0, F′

0(η) = 1, Θ0(η) = 1, Φ0(η) = 1 at η = 0
F′

0(η) → 0, Θ0(η) → 0, Φ0(η) → 0 as η → ∞

}

. (23)

Suitable choices in this problem are

F0(η) = 1 − e−η , Θ0(η) = e−η and Φ0(η) = e−η . (24)

Starting from the initial guesses, the subsequent solutions Fi, Θi and Φi (i ≥ 1) are
obtained by successively solving the linearised form of the equations which are obtained
by substituting equation (22) in the governing equations. The linearised equations to be
solved are

a1,i−1F′′′

i + a2,i−1F′′

i + a3,i−1F′

i + a4,i−1Fi + a5,i−1Θi + a6,i−1Φi = r1,i−1, (25)

b1,i−1Θ
′′

i + b2,i−1Θ
′

i + b3,i−1Θi + b4,i−1F′′

i + b5,i−1F′

i + b6,i−1Fi + b7,i−1Φi = r2,i−1, (26)

c1,i−1Φ
′′

i + c2,i−1Φ
′

i + c3,i−1Φi + c4,i−1F′

i + c5,i−1Fi + c6,i−1Θ
′′

i = r3,i−1. (27)
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subject to the boundary conditions

Fi(0) = F
′

i
(0) = F

′

i
(∞) = Θi(0) = Θi(∞) = Φi(0) = Φi(∞) = 0, (28)

where the coefficient parameters are

a1,i−1 = −1, a2,i−1 =
i−1

∑

m=0

f
′

m, a3,i−1 = −4
i−1

∑

m=0

f
′

m − M −

1

ReD

, a4,i−1 =
i−1

∑

m=0

f
′′

m

a5,i−1 = 2
Grx

Re2
, a6,i−1 = 2N1

Grx

Re2
, b1,i−1 =

i−1

∑

m=0

fm, b2,i−1 = −4
i−1

∑

m=0

θm, b3,i−1 =
i−1

∑

m=0

θ′m,

b4,i−1 =
3 + 4Rd

3Pr
, b5,i−1 =

i−1

∑

m=0

fm, b6,i−1 = −4
i−1

∑

m=0

f
′

m, b7,i−1 = Df , c1,i−1 = −4
i−1

∑

m=0

φm

c2,i−1 =
i−1

∑

m=0

φ′

m, c3,i−1 = Sr, c4,i−1 =
1

Sc
, c5,i−1 =

i−1

∑

m=0

fm, c6,i−1 = −2R − 4
i−1

∑

m=0

f
′

m,

r1,i−1 = −

i−1

∑

m=0

f
′′′

m −

i−1

∑

m=0

fm

i−1

∑

m=0

f
′′

m + 2
i−1

∑

m=0

f
′2
m +

(

M +
1

ReD

)

i−1

∑

m=0

f
′

m

−

2Grx

Re2

i−1

∑

m=0

(θm + N1φm)

r2,i−1 = −

i−1

∑

m=0

1

Pr
(φ′′

m +
4Rd

3Pr
θ′′m)−

i−1

∑

m=0

fm

i−1

∑

m=0

θ′m + 4
i−1

∑

m=0

f
′

m

i−1

∑

m=0

θm − Gb

i−1

∑

m=0

f
′′2
m −

Df

i−1

∑

m=0

φ′′

m

r3,i−1 = −

1

Sc

i−1

∑

m=0

φ′′

m

i−1

∑

m=0

fm

i−1

∑

m=0

φ′

m + 4
i−1

∑

m=0

fm

i−1

∑

m=0

θm − Sr

i−1

∑

m=0

φ′′

m + 2R

i−1

∑

m=0

φm

The solutions Fi, Θi and Φi for i ≥ 1 are found by iteratively solving equations (25)-(27).
Finally, after M iterations, the solutions f (η), θ(η) and φ(η) may be written as

f (η) ≈
M

∑

m=0

Fm(η), θ(η) ≈
M

∑

m=0

Θm(η), Φ(η) ≈
M

∑

m=0

Φm(η). (29)

where M is termed the order of SLM approximation. Equations (25)-(27) are solved using
the Chebyshev spectral collocation method. We first transform the domain of solution [0, ∞)
into the domain [−1, 1] using the domain truncation technique where the problem is solved
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∑

m=0

fm, c6,i−1 = −2R − 4
i−1

∑

m=0

f
′

m,

r1,i−1 = −

i−1

∑

m=0

f
′′′

m −

i−1

∑

m=0

fm

i−1

∑

m=0

f
′′

m + 2
i−1

∑

m=0

f
′2
m +

(

M +
1

ReD

)

i−1

∑

m=0

f
′

m

−

2Grx

Re2

i−1

∑

m=0

(θm + N1φm)

r2,i−1 = −

i−1

∑

m=0

1

Pr
(φ′′

m +
4Rd

3Pr
θ′′m)−

i−1

∑

m=0

fm

i−1

∑

m=0

θ′m + 4
i−1

∑

m=0

f
′

m

i−1

∑

m=0

θm − Gb

i−1

∑

m=0

f
′′2
m −

Df

i−1

∑

m=0

φ′′

m

r3,i−1 = −

1

Sc

i−1

∑

m=0

φ′′

m

i−1

∑

m=0

fm

i−1

∑

m=0

φ′

m + 4
i−1

∑

m=0

fm

i−1

∑

m=0

θm − Sr

i−1

∑

m=0

φ′′

m + 2R

i−1

∑

m=0

φm

The solutions Fi, Θi and Φi for i ≥ 1 are found by iteratively solving equations (25)-(27).
Finally, after M iterations, the solutions f (η), θ(η) and φ(η) may be written as

f (η) ≈
M

∑

m=0

Fm(η), θ(η) ≈
M

∑

m=0

Θm(η), Φ(η) ≈
M

∑

m=0

Φm(η). (29)

where M is termed the order of SLM approximation. Equations (25)-(27) are solved using
the Chebyshev spectral collocation method. We first transform the domain of solution [0, ∞)
into the domain [−1, 1] using the domain truncation technique where the problem is solved
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in the interval [0, L] where L is a scaling parameter used to invoke the boundary condition
at infinity. This is achieved by using the mapping

η

L
=

ξ + 1

2
, − 1 ≤ ξ ≤ 1, (30)

We discretize the domain [−1, 1] using the Gauss-Lobatto collocation points given by

ξ = cos
π j

N
, j = 0, 1, 2, . . . , N, (31)

where N is the number of collocation points used. The functions Fi, Θi and Φi for i ≥ 1 are
approximated at the collocation points as follows

Fi(ξ) ≈
N

∑

k=0

Fi(ξk)Tk(ξ j), Θi(ξ) ≈
N

∑

k=0

Θi(ξk)Tk(ξ j), Φi(ξ) ≈
N

∑

k=0

Φi(ξk)Tk(ξ j)j = 0, 1, . . . , N,

(32)
where Tk is the kth Chebyshev polynomial given by

Tk(ξ) = cos
�

k cos−1(ξ)
�

. (33)

The derivatives of the variables at the collocation points are represented as

drFi

dηr
=

N

∑

k=0

D
r
kjFi(ξk),

dr
Θi

dηr
=

N

∑

k=0

D
r
kjΘi(ξk),

dr
Φi

dηr
=

N

∑

k=0

D
r
kjΦi(ξk)j = 0, 1, . . . , N, (34)

where r is the order of differentiation and D = 2
LD with D being the Chebyshev spectral

differentiation matrix (see, for example [7, 8]), whose entries are defined as

D00 =
2N2 + 1

6
,

Djk =
cj

ck

(−1)j+k

ξ j − ξk
, j �= k; j, k = 0, 1, . . . , N,

Dkk = −

ξk

2(1 − ξ2
k)

, k = 1, 2, . . . , N − 1,

DNN = −

2N2 + 1

6
.















































(35)

Substituting equations (30)-(34) into equations (25)-(27) leads to the matrix equation

Ai−1Xi = Ri−1, (36)
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In equation (36), Ai−1 is a (3N + 3)× (3N + 3) square matrix and Xi and Ri−1 are (3N + 3)× 1
column vectors defined by

Ai−1 =





A11 A12 A13

A21 A22 A23

A31 A32 A33



 , Xi =





Fi

Θi

Φi



 , Ri−1 =





r1,i−1

r2,i−1

r3,i−1



 , (37)

where

Fi = [ fi(ξ0), fi(ξ1), ..., fi(ξN−1), fi(ξN)]T ,

Θi = [θi(ξ0), θi(ξ1), ..., θi(ξN−1), θi(ξN)]T ,

Φi = [φi(ξ0), φi(ξ1), ..., φi(ξN−1), φi(ξN)]T ,

r1,i−1 =
�

r1,i−1(ξ0), r1,i−1(ξ1), ..., r1,i−1(ξN−1), r1,i−1(ξN)
�T

,

r2,i−1 =
�

r2,i−1(ξ0), r2,i−1(ξ1), ..., r2,i−1(ξN−1), r2,i−1(ξN)
�T

,

r3,i−1 =
�

r3,i−1(ξ0), r3,i−1(ξ1), ..., r3,i−1(ξN−1), r3,i−1(ξN)
�T

,

A11 = a1,i−1D
3 + a2,i−1D

2 + a3,i−1D + a4,i−1I, A12 = a5,i−1I + a6,i−1I, A13 = I,

A21 = b1,i−1D
2 + b2,i−1D + b3,i−1I, A22 = b4,i−1D

2 + b5,i−1D + b6,i−1I, A23 = b7,i−1D
2,

A31 = c1,i−1D
2 + c2,i−1D + c3,i−1I, A32 = c4,i−1D + c5,i−1I, A33 = c6,i−1D

2.

In the above definitions T stands for transpose, ak,i−1 (k = 1, . . . , 6), bk,i−1 (k = 1, . . . , 7),
ck,i−1 (k = 1, . . . , 6), and rk,i−1 (k = 1, 2, 3) are diagonal matrices of order (N + 1)× (N + 1),
I is an identity matrix of order (N + 1)× (N + 1). Finally the solution is obtained as

Xi = A
−1
i−1Ri−1. (38)

4. Results and discussion

In generating the results presented here it was determined through numerical
experimentation that L = 15 and N = 60 gave sufficient accuracy for the linearisation
method. In addition, the results in this work were obtained for Pr = 0.71 which physically
corresponds to air and the Schmidt number Sc = 0.22 for hydrogen at approximately 25◦

and one atmospheric pressure. The Darcy-Reynolds number was fixed at ReD = 100.

Tables 1 - 7 show, firstly the effects of various parameters on the skin-friction, the local
heat and the mass transfer coefficients for different physical parameters values. Secondly,
to confirm the accuracy of the linearisation method, these results are compared to those
obtained using the Matlab bvp4c solver. The results from the two methods are in excellent
agreement with the linearisation method converging at the four order with accuracy of up to
six decimal places.

The effect of increasing the magnetic filed parameter M on the skin-friction coefficient f ′′(0),
the Nusselt number −θ′(0) and the Sherwood number −φ′(0) are given in Table 1. Here
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In equation (36), Ai−1 is a (3N + 3)× (3N + 3) square matrix and Xi and Ri−1 are (3N + 3)× 1
column vectors defined by

Ai−1 =





A11 A12 A13

A21 A22 A23

A31 A32 A33



 , Xi =





Fi

Θi

Φi



 , Ri−1 =





r1,i−1

r2,i−1

r3,i−1



 , (37)

where

Fi = [ fi(ξ0), fi(ξ1), ..., fi(ξN−1), fi(ξN)]T ,

Θi = [θi(ξ0), θi(ξ1), ..., θi(ξN−1), θi(ξN)]T ,

Φi = [φi(ξ0), φi(ξ1), ..., φi(ξN−1), φi(ξN)]T ,

r1,i−1 =
�

r1,i−1(ξ0), r1,i−1(ξ1), ..., r1,i−1(ξN−1), r1,i−1(ξN)
�T

,

r2,i−1 =
�

r2,i−1(ξ0), r2,i−1(ξ1), ..., r2,i−1(ξN−1), r2,i−1(ξN)
�T

,

r3,i−1 =
�

r3,i−1(ξ0), r3,i−1(ξ1), ..., r3,i−1(ξN−1), r3,i−1(ξN)
�T

,

A11 = a1,i−1D
3 + a2,i−1D

2 + a3,i−1D + a4,i−1I, A12 = a5,i−1I + a6,i−1I, A13 = I,

A21 = b1,i−1D
2 + b2,i−1D + b3,i−1I, A22 = b4,i−1D

2 + b5,i−1D + b6,i−1I, A23 = b7,i−1D
2,

A31 = c1,i−1D
2 + c2,i−1D + c3,i−1I, A32 = c4,i−1D + c5,i−1I, A33 = c6,i−1D

2.

In the above definitions T stands for transpose, ak,i−1 (k = 1, . . . , 6), bk,i−1 (k = 1, . . . , 7),
ck,i−1 (k = 1, . . . , 6), and rk,i−1 (k = 1, 2, 3) are diagonal matrices of order (N + 1)× (N + 1),
I is an identity matrix of order (N + 1)× (N + 1). Finally the solution is obtained as

Xi = A
−1
i−1Ri−1. (38)

4. Results and discussion

In generating the results presented here it was determined through numerical
experimentation that L = 15 and N = 60 gave sufficient accuracy for the linearisation
method. In addition, the results in this work were obtained for Pr = 0.71 which physically
corresponds to air and the Schmidt number Sc = 0.22 for hydrogen at approximately 25◦

and one atmospheric pressure. The Darcy-Reynolds number was fixed at ReD = 100.

Tables 1 - 7 show, firstly the effects of various parameters on the skin-friction, the local
heat and the mass transfer coefficients for different physical parameters values. Secondly,
to confirm the accuracy of the linearisation method, these results are compared to those
obtained using the Matlab bvp4c solver. The results from the two methods are in excellent
agreement with the linearisation method converging at the four order with accuracy of up to
six decimal places.

The effect of increasing the magnetic filed parameter M on the skin-friction coefficient f ′′(0),
the Nusselt number −θ′(0) and the Sherwood number −φ′(0) are given in Table 1. Here
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we find that increasing the magnetic filed parameter leads to reduces Nusselt number and
Sherwood number as well as skin friction coefficient in case of aiding buoyancy. These results
are to be expected, and are, in fact, similar to those obtained previously by, among others
(Ishak [15] and Ibrahim and Makinde [14]).

SLM results

M 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -0.130330 -0.137803 -0.138236 -0.138242 -0.138242

0.1 -0.172947 -0.179731 -0.179950 -0.179952 -0.179952

0.5 -0.334846 -0.339272 -0.339242 -0.339242 -0.339242

1.0 -0.521003 -0.523599 -0.523568 -0.523568 -0.523568

−θ′(0)

0.0 1.422819 1.354658 1.354263 1.354252 1.354252

0.1 1.407222 1.345231 1.345006 1.345004 1.345003

0.5 1.349392 1.308530 1.308480 1.308480 1.308480

1.0 1.286198 1.264064 1.264037 1.264037 1.264037

−φ′(0)

0.0 1.297706 1.288178 1.288065 1.288063 1.288063

0.1 1.294285 1.285273 1.285212 1.285212 1.285212

0.5 1.281653 1.274574 1.274572 1.274572 1.274572

1.0 1.267871 1.262761 1.262760 1.262760 1.262760

Table 1. The effect of various values of M on skin-friction, heat and mass transfer coefficients when

Grx/Re2 = 1.5, Gb = 0.5, Rd = 0.2, Df = 0.3, Sr = 0.2, R = 2 and N1 = 0.1

In Table 2 an increase in the mixed convection parameter Grx/Re2 (that is, aiding buoyancy)
enhances the skin friction coefficient. This is explained by the fact that an increase in the
fluid buoyancy leads to an acceleration of the fluid flow, thus increasing the skin friction
coefficient. Similar results were obtained in the past by Srinivasacharya and RamReddy [33]
and Partha et al. [24]. Also, the non-dimensional heat and mass transfer coefficients increase
when Grx/Re2 increases. This is because an increasing in mixed convection parameter,
increases the momentum transport in the boundary layer this is leads to carried out more heat
and mass species out of the surface, then reducing the thermal and concentration boundary
layers thickness and hence increasing the heat and mass transfer rates.

Tables 3 and 4 show the effects of increasing the radiation parameter Rd and the chemical
reaction parameter R on the skin-friction, and the heat and mass transfer rates respectively.
The skin-friction coefficient is enhanced by the radiation parameter. It is however reduced by
the chemical reaction parameter (Loganathan et. al[18]). Increasing the radiation parameter
Rd and chemical reaction parameter R have the same effect on heat and mass transfer rates,
that is, −θ′(0) decreases while −φ′(0) is increases. Large values of Rd and R lead to a
decrease in the buoyancy force and, consequently, a decrease in the thicknesses of both the
thermal and the momentum boundary layers (see Sajid [28]).
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SLM results

Grx/Re2 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -1.459148 -1.469821 -1.469885 -1.469885 -1.469885

0.5 -1.042194 -1.044162 -1.044208 -1.044208 -1.044208

1.0 -0.674522 -0.678490 -0.678447 -0.678447 -0.678447

1.5 -0.334846 -0.339272 -0.339242 -0.339242 -0.339242

−θ′(0)

0.0 0.973213 0.934517 0.933372 0.933372 0.933372

0.5 1.135051 1.134112 1.134083 1.134083 1.134083

1.0 1.253215 1.236804 1.236738 1.236738 1.236738

1.5 1.349392 1.308530 1.308480 1.308480 1.308480

−φ′(0)

0.0 1.200469 1.201715 1.201709 1.201709 1.201709

0.5 1.234639 1.233314 1.233299 1.233299 1.233299

1.0 1.260335 1.255659 1.255655 1.255655 1.255655

1.5 1.281653 1.274574 1.274572 1.274572 1.274572

Table 2. The effect of various values of Grx/Re2 on skin-friction, heat and mass transfer coefficients when

M = 0.5, Gb = 0.5, Rd = 0.2, Df = 0.3, Sr = 0.2, R = 2 and N1 = 0.1

SLM results

Rd 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -0.390151 -0.384799 -0.385087 -0.385088 -0.385088

0.2 -0.334846 -0.339272 -0.339242 -0.339242 -0.339242

0.5 -0.267055 -0.286928 -0.286715 -0.286715 -0.286715

1.0 -0.178534 -0.223773 -0.224247 -0.224239 -0.224239

−θ′(0)

0.0 1.508929 1.466549 1.466541 1.466540 1.466540

0.2 1.349392 1.308530 1.308480 1.308480 1.308480

0.5 1.184709 1.146728 1.146321 1.146321 1.146321

1.0 1.008715 0.976294 0.974693 0.974674 0.974674

−φ′(0)

0.0 1.267312 1.263619 1.263567 1.263567 1.263567

0.2 1.281653 1.274574 1.274572 1.274572 1.274572

0.5 1.298805 1.286546 1.286483 1.286483 1.286483

1.0 1.320928 1.300398 1.299833 1.299832 1.299832

Table 3. The effect of Rd on skin-friction, heat and mass transfer coefficients when

M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Df = 0.3, Sr = 0.2, R = 2 and N1 = 0.1
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SLM results

Grx/Re2 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -1.459148 -1.469821 -1.469885 -1.469885 -1.469885
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1.5 -0.334846 -0.339272 -0.339242 -0.339242 -0.339242
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0.0 1.200469 1.201715 1.201709 1.201709 1.201709

0.5 1.234639 1.233314 1.233299 1.233299 1.233299

1.0 1.260335 1.255659 1.255655 1.255655 1.255655

1.5 1.281653 1.274574 1.274572 1.274572 1.274572

Table 2. The effect of various values of Grx/Re2 on skin-friction, heat and mass transfer coefficients when

M = 0.5, Gb = 0.5, Rd = 0.2, Df = 0.3, Sr = 0.2, R = 2 and N1 = 0.1

SLM results

Rd 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -0.390151 -0.384799 -0.385087 -0.385088 -0.385088

0.2 -0.334846 -0.339272 -0.339242 -0.339242 -0.339242

0.5 -0.267055 -0.286928 -0.286715 -0.286715 -0.286715

1.0 -0.178534 -0.223773 -0.224247 -0.224239 -0.224239

−θ′(0)

0.0 1.508929 1.466549 1.466541 1.466540 1.466540

0.2 1.349392 1.308530 1.308480 1.308480 1.308480

0.5 1.184709 1.146728 1.146321 1.146321 1.146321

1.0 1.008715 0.976294 0.974693 0.974674 0.974674

−φ′(0)

0.0 1.267312 1.263619 1.263567 1.263567 1.263567

0.2 1.281653 1.274574 1.274572 1.274572 1.274572

0.5 1.298805 1.286546 1.286483 1.286483 1.286483

1.0 1.320928 1.300398 1.299833 1.299832 1.299832

Table 3. The effect of Rd on skin-friction, heat and mass transfer coefficients when

M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Df = 0.3, Sr = 0.2, R = 2 and N1 = 0.1
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SLM results

R 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -0.332793 -0.334754 -0.334629 -0.334629 -0.334629

0.5 -0.333949 -0.336858 -0.336797 -0.336797 -0.336797

1.0 -0.334431 -0.337995 -0.337952 -0.337952 -0.337952

3.0 -0.334965 -0.339959 -0.339936 -0.339936 -0.339936

−θ′(0)

0.0 1.413844 1.364409 1.364235 1.364232 1.364232

0.5 1.392460 1.347513 1.347472 1.347472 1.347472

1.0 1.376336 1.333290 1.333247 1.333247 1.333247

3.0 1.326247 1.286737 1.286682 1.286682 1.286682

−φ′(0)

0.0 0.773109 0.807913 0.809416 0.809448 0.809448

0.5 0.950211 0.956980 0.957025 0.957025 0.957025

1.0 1.076976 1.076044 1.076055 1.076055 1.076055

3.0 1.452263 1.442740 1.442734 1.442734 1.442734

Table 4. The effect of R on skin-friction, heat and mass transfer coefficients when

M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Rd = 0.2, Df = 0.3, Sr = 0.2 and N1 = 0.1

Table 5 shows the influence of the viscous dissipation parameter Gb. The skin-friction
coefficient and the Sherwood number increase as Gb increases. However, the heat transfer
rate is reduced when Gb is increased.

The effect of the Soret parameter on the skin-friction, the heat and the mass transfer
coefficients is presented in Table 6. Clearly, increasing this parameter leads to increase in
the heat transfer rate and a decrease in both the skin friction coefficient and the mass transfer
rate. Similar findings were reported by Partha et al. [25].

Table 7 shows the effect of the Dufour number on the skin-friction, the heat and the
mass transfer coefficients. It seen that as the Dufour parameter increases, the skin-friction
coefficient and mass transfer rate are enhanced while the mass transfer rate is reduced. The
Soret and Dufour numbers have opposite effects on Nusselt and Sherwood numbers.
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SLM results

Gb 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -0.351301 -0.354490 -0.354558 -0.354558 -0.354558

0.5 -0.334846 -0.339272 -0.339242 -0.339242 -0.339242

1.0 -0.320079 -0.325029 -0.324930 -0.324930 -0.324930

2.0 -0.295309 -0.299203 -0.298988 -0.298988 -0.298988

−θ′(0)

0.0 1.364554 1.341183 1.341179 1.341179 1.341179

0.5 1.349392 1.308530 1.308480 1.308480 1.308480

1.0 1.340317 1.278965 1.278884 1.278884 1.278883

2.0 1.337606 1.227792 1.227640 1.227640 1.227640

−φ′(0)

0.0 1.278392 1.271621 1.271607 1.271607 1.271607

0.5 1.281653 1.274574 1.274572 1.274572 1.274572

1.0 1.284491 1.277309 1.277310 1.277310 1.277310

2.0 1.289013 1.282196 1.282194 1.282194 1.282194

Table 5. The effect of Gb on skin-friction, heat and mass transfer coefficients when

M = 0.5, Grx/Re2 = 1.5, Rd = 0.2, Df = 0.3, Sr = 0.2, R = 2 and N1 = 0.1

SLM results

Sr 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.1 -0.271640 -0.289773 -0.289559 -0.289559 -0.289559

0.5 -0.332574 -0.337635 -0.337603 -0.337603 -0.337603

1.0 -0.338023 -0.341848 -0.341863 -0.341863 -0.341863

1.5 -0.338296 -0.341846 -0.341878 -0.341878 -0.341878

−θ′(0)

0.1 1.192649 1.151536 1.151190 1.151190 1.151190

0.5 1.343705 1.304565 1.304512 1.304512 1.304512

1.0 1.363632 1.324409 1.324369 1.324369 1.324369

1.5 1.371163 1.331565 1.331527 1.331527 1.331527

−φ′(0)

0.1 1.311432 1.298783 1.298733 1.298733 1.298733

0.5 1.233004 1.228589 1.228590 1.228590 1.228590

1.0 1.146766 1.147516 1.147516 1.147516 1.147516

1.5 1.061229 1.066875 1.066878 1.066878 1.066878

Table 6. The effect of Sr on skin-friction, heat and mass transfer coefficients when

M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Rd = 0.3, R = 2 and N1 = 0.1
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SLM results

Gb 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.0 -0.351301 -0.354490 -0.354558 -0.354558 -0.354558

0.5 -0.334846 -0.339272 -0.339242 -0.339242 -0.339242

1.0 -0.320079 -0.325029 -0.324930 -0.324930 -0.324930

2.0 -0.295309 -0.299203 -0.298988 -0.298988 -0.298988

−θ′(0)

0.0 1.364554 1.341183 1.341179 1.341179 1.341179

0.5 1.349392 1.308530 1.308480 1.308480 1.308480

1.0 1.340317 1.278965 1.278884 1.278884 1.278883

2.0 1.337606 1.227792 1.227640 1.227640 1.227640

−φ′(0)

0.0 1.278392 1.271621 1.271607 1.271607 1.271607

0.5 1.281653 1.274574 1.274572 1.274572 1.274572

1.0 1.284491 1.277309 1.277310 1.277310 1.277310

2.0 1.289013 1.282196 1.282194 1.282194 1.282194
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Table 6. The effect of Sr on skin-friction, heat and mass transfer coefficients when
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SLM results

Df 1st order 2nd order 3rd order 4th order bvp4c

f ′′(0)

0.1 -0.2897226 -0.3041903 -0.3039915 -0.3039916 -0.3039916

0.3 -0.2670553 -0.2869281 -0.2867154 -0.2867154 -0.2867154

0.7 -0.2181199 -0.2504226 -0.2503761 -0.2503747 -0.2503747

1.5 -0.1168316 -0.1785689 -0.1797718 -0.1797642 -0.1797642

−θ′(0)

0.1 1.2407545 1.2030266 1.2027860 1.2027860 1.2027860

0.3 1.1847094 1.1467282 1.1463211 1.1463211 1.1463211

0.7 1.0731585 1.0350043 1.0341356 1.0341344 1.0341344

1.5 0.8462011 0.8114925 0.8093554 0.8093376 0.8093375

−φ′(0)

0.1 1.2343382 1.2276842 1.2276800 1.2276800 1.2276800

0.3 1.2988048 1.2865458 1.2864829 1.2864829 1.2864829

0.7 1.3245499 1.3072132 1.3069707 1.3069708 1.3069708

1.5 1.3489087 1.3224155 1.3214809 1.3214790 1.3214790

Table 7. The effect of Df on skin-friction, heat and mass transfer coefficients when

M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Rd = 0.5, R = 2 and N1 = 0.1
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Figure 1. Effect of magnetic parameter M on the (a) velocity and, (b) temperature when Grx/Re2 = 1.5, Gb = 0.5, Rd =
1, Df = 0.3, Sr = 0.2, R = 0.1 and N1 = 0.1

The effects of the various fluid and physical parameters on the fluid properties are displayed
qualitatively in Figures 1 - 7. Figure 1 illustrates the effect of the magnetic parameter M

on the boundary layer velocity and the temperature within the thermal boundary layer.
As expected, we observe that increasing the magnetic filed parameter reduces the velocity
due to an increase in the Lorentz force which acts against the flow if the magnetic field is
applied in the normal direction. This naturally leads to an increase in the temperature (and
concentration) within the boundary layer as less heat is conducted away.
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Figure 2. Effect of the mixed convection parameter Grx/Re2 on the (a) velocity and (b) temperature when M = 0.1, Gb =
0.1, Rd = 0.01, Df = 0.3, Sr = 0.2, R = 0.2 and N1 = 0.1

Figure 2 shows the dimensionless velocity and temperature for various values of the mixed
convection parameter Grx/Re2 in the case of both aiding and opposing flow. We note that
when the convection parameter increases, the velocity increases (the velocity is higher for
aiding flow and less for opposing flow). The temperature (and solute concentration although
not shown here) reduces as the convection parameter increases. Similar results were reported
by Srinivasacharya and RamReddy [33].

Figure 3 shows the influence of the thermal radiation parameter Rd and the viscous
dissipation Gb on the fluid velocity. The velocity increase with increasing thermal radiation
parameter
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Figure 3. Effect of (a) the thermal radiation parameter Rd, and (b) viscous dissipation parameter Gb on the fluid velocity when

M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Df = 0.3, Sr = 0.2, R = 0.1 and N1 = 0.1

Figure 4 shows the influence of the thermal radiation parameter Rd and the viscous
dissipation Gb on the temperature within the thermal boundary layer. Naturally, the
temperature increases with an increase in the thermal radiation and viscous dissipation
parameters.
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Figure 2. Effect of the mixed convection parameter Grx/Re2 on the (a) velocity and (b) temperature when M = 0.1, Gb =
0.1, Rd = 0.01, Df = 0.3, Sr = 0.2, R = 0.2 and N1 = 0.1

Figure 2 shows the dimensionless velocity and temperature for various values of the mixed
convection parameter Grx/Re2 in the case of both aiding and opposing flow. We note that
when the convection parameter increases, the velocity increases (the velocity is higher for
aiding flow and less for opposing flow). The temperature (and solute concentration although
not shown here) reduces as the convection parameter increases. Similar results were reported
by Srinivasacharya and RamReddy [33].

Figure 3 shows the influence of the thermal radiation parameter Rd and the viscous
dissipation Gb on the fluid velocity. The velocity increase with increasing thermal radiation
parameter
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Figure 3. Effect of (a) the thermal radiation parameter Rd, and (b) viscous dissipation parameter Gb on the fluid velocity when

M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Df = 0.3, Sr = 0.2, R = 0.1 and N1 = 0.1

Figure 4 shows the influence of the thermal radiation parameter Rd and the viscous
dissipation Gb on the temperature within the thermal boundary layer. Naturally, the
temperature increases with an increase in the thermal radiation and viscous dissipation
parameters.
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Figure 4. Effect of (a) the thermal radiation parameter Rd, and (b) viscous dissipation parameter Gb on the temperature within

the thermal boundary layer when M = 0.5, Grx/Re2 = 1.5, Gb = 0.5, Df = 0.3, Sr = 0.2, R = 0.1 and N1 = 0.1

The effect of the viscous dissipation parameter Gb on the solute concentration is shown in
Figure 5. The solute concentration decreases with increasing viscous dissipation.
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Figure 5. Effect of (a) the thermal radiation parameter Rd, and (b) the viscous dissipation parameter Gb on the solute

concentration when M = 0.5, Grx/Re2 = 1.5, Rd = 1, Df = 0.3, Sr = 0.2, R = 0.1 and N1 = 0.1

In Figure 6 we show the effect of increasing the Dufour Df (that is, reducing the Soret
Sr) parameter on the fluid velocity, temperature and solute concentration, respectively. The
fluid velocity is found to increase with both parameters. An increase in Df enhances the
temperature within the thermal boundary layer.
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Figure 6. Effect of the Dufour number Df on the (a) velocity, and (b) temperature when M = 0.5, Grx/Re2 = 1.5, Gb =
0.5, Rd = 0.2, R = 0.1 and N1 = 2

The effect of the chemical reaction parameter R on the fluid properties is shown in Figure 7.
We note that the velocity reduces as the chemical reaction parameter R increases. However,
the solute concentration within boundary layer naturally decreases with an increase in the
chemical reaction.
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Figure 7. Effect of the chemical reaction parameter R on the (a) velocity, and (b) concentration distributions when M =
2, Grx/Re2 = 1.5, Gb = 0.5, Rd = 1, R = 0.1, Df = 0.3, Sr = 0.2 and N1 = 5

5. Conclusion

In this chapter we have studied the effects of cross-diffusion and viscous dissipation on heat
and mass transfer from an exponentially stretching surface in porous media. We further
considered the effects of thermal radiation and a chemical reaction. The governing equations
were solved using the successive linearisation method. This has been shown to give accurate
results. The effects of various physical parameters on the fluid properties, the skin-friction
coefficient and the heat and the mass transfer rates have been determined. It was found, inter
alia, that the velocity increase with the mixed convection parameter while the temperature
and concentration profiles decrease. An increase in both viscous dissipation and radiation
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The effect of the chemical reaction parameter R on the fluid properties is shown in Figure 7.
We note that the velocity reduces as the chemical reaction parameter R increases. However,
the solute concentration within boundary layer naturally decreases with an increase in the
chemical reaction.
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Figure 7. Effect of the chemical reaction parameter R on the (a) velocity, and (b) concentration distributions when M =
2, Grx/Re2 = 1.5, Gb = 0.5, Rd = 1, R = 0.1, Df = 0.3, Sr = 0.2 and N1 = 5

5. Conclusion

In this chapter we have studied the effects of cross-diffusion and viscous dissipation on heat
and mass transfer from an exponentially stretching surface in porous media. We further
considered the effects of thermal radiation and a chemical reaction. The governing equations
were solved using the successive linearisation method. This has been shown to give accurate
results. The effects of various physical parameters on the fluid properties, the skin-friction
coefficient and the heat and the mass transfer rates have been determined. It was found, inter
alia, that the velocity increase with the mixed convection parameter while the temperature
and concentration profiles decrease. An increase in both viscous dissipation and radiation
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parameters reduced the concentration distribution while the temperature was enhanced by
viscous dissipation and radiation parameters. The skin-friction, heat and mass transfer
coefficients decreased with an increase in the magnetic field strength. The skin-friction
and mass transfer coefficients decreased whereas the heat transfer coefficient increased with
increasing Soret numbers.
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1. Introduction

Coupled head and mass transfer by mixed convection in a micro-polar fluid-saturated
porous medium due to a stretching sheet has numerous applications in geophysics and
energy related engineering problems that engineering problems that includes both metal
and polymer sheets. The micro rotation of each particle about its centroid as well as the
translatory motion of each particle are taken into account in the study of micro polar fluids.

Past studies on micro polar fluids include, among others, the boundary layer flow of a micro
polar fluid over a plate (Rees and Bassom 1996), the flow of a micro polar fluid over a
stretching sheet (Raptis,1998) and the flow of a micro polar of fluid in a porons medium
(Rawat et al.2007; Motsa et al. 2010; Pal and Chatterjec 2011) .

In many engineering areas processes occur at high temperature so knowledge of radiation
heat transfer plays very significant roles and cannot be neglected. Thermal radiation effects
become important when the difference between the surface and the ambient temperature is
large. Numerous studies have been made to analyze the effect of radiation boundary layer
flows under different geometry, (Pal 2009, Pal and Mondal 2010; Shateyi and Motsa 2009;
Shateyi and Motsa 2011; Pal and Chatterjec 2011), among others.

In view of the above discussions, we envisage to investigate the steady two-dimensional
mixed convection and mass transfer flow past a semi infinite vertical porous plate embedded
in a micro polar fluid-saturated porous medium in the presence of thermal radiation,
Ohmic dissipation, inertia effects and dispersion effects as these parameters have significant
contribution to convective transport process. The problem considered in this chapter has
many practical situations such as polymer extrusion processes and the combined effects of
the physical parameters will have a large impact on heat and mass transfer characteristics.
In this chapter we also aim to solve the current problem using the successive linearization
method (Motsa 2011; Motsa and Sibanda 2012) .
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2 Mass Transfer

2. Mathematical formulation

We consider a steady two-dimensional magnetohydrodynamic laminar mixed convection
heat and mass transfer flow of a viscous incompressible fluid over a vertical sheet in a
micro polar fluid-saturated porous medium. A uniform transverse magnetic field B0 is
applied normal to the flow. In this chapter, we assume that the applied magnetic field
is taken being weak so that Hall and ion-slip effects maybe neglected. The radiative heat
flux in the x-direction is considered negligible in comparison to the y-direction. Under the
usual boundary layer approximation, along with Boussinesq’s approximations the governing
equations describing the conservation of mass, momentum, energy and concentration in the
presence of thermal radiation and ohmic heating are governed by the following equations:

∂u

∂x
+

∂v

∂y
= 0, (1)

u
∂u

∂x
+ v

∂u

∂y
=
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ν +
k∗1
ρ

)

∂2u

∂y2
+

k∗1
ρ

∂N
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−

(

νϕ

k
+

σB2
0

ρ

)

u −

Cb
√

k
ϕu2 + gβt(T − T∞)

+gβc(C − C∞), (2)
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u
∂N

∂x
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∂N

∂y

)

= γ
∂2N

∂y2
− k∗1(2N +

∂u

∂y
), (3)

u
∂T

∂x
+ v

∂T

∂y
=

1

ρcp

∂

∂y

(

κ
∂T

∂y

)

−

1

ρcp

∂qr

∂y
+

δB2
0

ρcp
u2 +

µ

ρcp

(

∂u

∂y

)2

, (4)

u
∂C

∂x
+ v

∂C

∂y
= D

∂2C

∂y2
. (5)

Where u, v are the velocity components along the x- and y - direction, ρ is the density of
the fluid, T and C are the temperature and concentration, respectively, Cb is the form of
drag coefficient which is independent of viscosity and other properties of the fluid but is
dependent on the geometry of the medium, k is the permeability of the porous medium, βt

and βc are the coefficients of thermal and concentration expansions, respectively, γ is the
spin gradient and k∗1 is the vortex viscosity, cp is the specific heat constant pressure, ν is
the kinematic viscosity, σ is the electrical conductivity of the fluid,B0 is externally imposed
magnetic field strength, D is the molecular diffusivity , j is the micro inertia per unit mass,
N is the component of microrotation or angular velocity whose rotation is in the x − y plane
direction. The spin gradient viscosity γ, defines the relationship between the coefficient of
viscosity and micro-inertia as follows (Kim 1999):

γ = µ

(

1 +
K

2

)

j, (6)

with K = k∗1/ν being the material parameter. We take j = ν/b as a reference length. The
thermal conductivity κ is assumed to vary linearly with temperature and is of the form:
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κ = κ∞[1 + ǫθ(η)], (7)

where ǫ is a small parameter, and following the Rosseland approximation, the radiative heat
flux qr is modeled as,

qr = −

4σ∗

3k∗
∂T4

∂y
, (8)

where σ∗ is the Stefan-Boltzmann constant and k∗ is the mean absorption coefficient. We
assume that the difference in temperature within the flow are such T4 can be expressed as
linear combination of the temperature and then T4 can be expanded in Taylor’s series about
T∞ as follows:

T4 = T4
∞
+ 4T3

∞
(T − T∞) + 6T2

∞
(T − T∞)2 + ................... (9)

Now neglecting higher order terms beyond the first degree in (T − T∞) gives

T4
∼= −3T4

∞
+ 4T4

∞
T. (10)

Using equations (8) and (10) we obtain

∂qr

∂y
= −

16T3
∞

σ∗

3k∗
∂2T

∂y2
, (11)

Using equation (11) in equation (4) gives

u
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∂x
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ρcp
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(

∂u

∂y

)2

, (12)

The appropriate boundary conditions for the problem under study are given by:

u = uw = bx, v = 0, N = −n
∂u

∂y
at y = 0, u → 0, N → 0 as y → ∞, (13)

T = Tw = T∞ + A0

( x

l

)2
, C = Cw = C∞ + A1

( x

l

)2
, at y = 0, (14)

where A0, A1 are constants, l being the characteristics length, Tw is the wall temperature of
the fluid and T∞ is the ambient fluid temperature, Cw is the wall concentration of the solute
and C∞ is the concentration of the solute far away from the sheet, n is a constant taken as
0 ≤ n ≤ 1.
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4 Mass Transfer

2.1. Similarity solutions

In order to reduce the governing equations into a convenient system of ordinary differential
equations. We introduce the following self-similar solution of the form:

u = bx f ′(η), v = −

√

bν f (η), η =

√

b

ν
y, (15)

N = bx(b/ν)
1
2 g(η), θ(n) =

T − T∞

Tw − T∞

, φ(η) =
C − C∞

Cw − C∞

, (16)

where f is the dimensionless stream function and η is the similarity variable. Substituting
these into the governing equations, we obtain the following nonlinear ordinary differential
equations:

(1 + K) f ′′′ + f f ′′ − (1 + α) f ′2 −

(

M2 +
1

Da

)

f ′ + Kg′ + Grtθ + Grmφ = 0, (17)

(

1 +
K

2

)

g′′ + f g′ − f ′g − 2Kg − K f ′′ = 0, (18)

1

Pr
(1 + R + ǫθ)θ′′ + f θ′ +

ǫ

Pr
(θ′)2

− 2 f ′θ + M2Ec( f ′)2 + Ec( f ′′)2 = 0, (19)

1

Sc
φ′′ + f φ′

− 2φ f ′ = 0, (20)

where α = Cb
√

k
ϕx is the local inertia coefficient parameter, 1

Da =
ϕr
Kb is inverse Darcy number,

M =
√

δ
ρb B0 is the Hartmann number, Grt =

gβt(T−T∞)
b2 l

is the local Grashof number, Grc =

gβc(C−C∞)
b2 l

local concentration Grashof number and K = k∗/ν is the material parameter,

Pr =
µcp

k∞

is the Prandtl number, Ec = b2 l2

Acp
is Ekert number, R = 16δ∗T3

∞

3k∞k∗ is the thermal

radiation parameter, Sc = ν
D is the Schmidt number. The appropriate boundary conditions

12 and 13 now become:

f (η) = 0, f ′(η) = 1, g(η) = −n f ′′(η), θ(η) = 1, φ(η) = 1, at η = 0, (21)

f ′(η) → 0, g(η) → 0, θ(η) → 0 φ(η) → 0 as → ∞. (22)

3. Method of solution

The governing nonlinear problem (16 - 19) is solved using the successive linearization method
(SLM). In its basic form, the SLM ([4, 5]) seeks to linearize the governing nonlinear differential
equations to a system of linear differential equations which, in most cases, cannot be solved
analytically. The Chebyshev pseudospectral method (or any other collocation method or
numerical scheme) is then used to transform the iterative sequence of linearized differential
equations into a system of linear algebraic equations.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling148



4 Mass Transfer

2.1. Similarity solutions

In order to reduce the governing equations into a convenient system of ordinary differential
equations. We introduce the following self-similar solution of the form:

u = bx f ′(η), v = −

√

bν f (η), η =

√

b

ν
y, (15)

N = bx(b/ν)
1
2 g(η), θ(n) =

T − T∞

Tw − T∞

, φ(η) =
C − C∞

Cw − C∞

, (16)

where f is the dimensionless stream function and η is the similarity variable. Substituting
these into the governing equations, we obtain the following nonlinear ordinary differential
equations:

(1 + K) f ′′′ + f f ′′ − (1 + α) f ′2 −

(

M2 +
1

Da

)

f ′ + Kg′ + Grtθ + Grmφ = 0, (17)

(

1 +
K

2

)

g′′ + f g′ − f ′g − 2Kg − K f ′′ = 0, (18)

1

Pr
(1 + R + ǫθ)θ′′ + f θ′ +

ǫ

Pr
(θ′)2

− 2 f ′θ + M2Ec( f ′)2 + Ec( f ′′)2 = 0, (19)

1

Sc
φ′′ + f φ′

− 2φ f ′ = 0, (20)

where α = Cb
√

k
ϕx is the local inertia coefficient parameter, 1

Da =
ϕr
Kb is inverse Darcy number,

M =
√

δ
ρb B0 is the Hartmann number, Grt =

gβt(T−T∞)
b2 l

is the local Grashof number, Grc =

gβc(C−C∞)
b2 l

local concentration Grashof number and K = k∗/ν is the material parameter,

Pr =
µcp

k∞

is the Prandtl number, Ec = b2 l2

Acp
is Ekert number, R = 16δ∗T3

∞

3k∞k∗ is the thermal

radiation parameter, Sc = ν
D is the Schmidt number. The appropriate boundary conditions

12 and 13 now become:

f (η) = 0, f ′(η) = 1, g(η) = −n f ′′(η), θ(η) = 1, φ(η) = 1, at η = 0, (21)

f ′(η) → 0, g(η) → 0, θ(η) → 0 φ(η) → 0 as → ∞. (22)

3. Method of solution

The governing nonlinear problem (16 - 19) is solved using the successive linearization method
(SLM). In its basic form, the SLM ([4, 5]) seeks to linearize the governing nonlinear differential
equations to a system of linear differential equations which, in most cases, cannot be solved
analytically. The Chebyshev pseudospectral method (or any other collocation method or
numerical scheme) is then used to transform the iterative sequence of linearized differential
equations into a system of linear algebraic equations.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling148
Numerical Analysis of Mixed Convection Magnetohydrodynamic Heat and Mass Transfer past a Stretching Surface in a Micro-Polar

To solve the system of nonlinear equations (16 - 19), we introduce the following notation,

(z1, z2, z3, z4) = ( f , g, θ, φ) (23)

to represent the governing independent variables. In terms of the variables (23), we define
the following vector of derivatives of zj (j = 1, 2, 3, 4), with respect to η

Z1 = [ f , f ′, f ′′, f ′′′] = [z
(0)
1 , z

(1)
1 , z

(2)
1 , z

(3)
1 ], (24)

Z2 = [g, g′, g′′] = [z
(0)
2 , z

(1)
2 , z

(2)
2 ], (25)

Z3 = [θ, θ′, θ′′] = [z
(0)
3 , z

(1)
3 , z

(2)
3 ], (26)

Z4 = [φ, φ′, φ′′] = [z
(0)
4 , z

(1)
4 , z

(2)
4 ]. (27)

In general we have

Zi = [z
(0)
i , z

(1)
i , . . . , z

(ni)
i ], (28)

where z
(0)
i = zi, z

(p)
i is the pth derivative of zi with respect to η and ni (i = 1, 2, . . . m) is the

highest derivative order of the variable zi appearing in the system of equations. The system
(16 - 19) can be written as a sum of it’s linear L and nonlinear components N as

L[z1(η), z2(η), z3(η), z4(η)] +N [z1(η), z2(η), z3(η), z4(η)] = 0 (29)

subject to the boundary conditions

Ai[z1(0), z2(0), z3(0), zm(0)] = Ka,i, Bb[z1(∞), z2(∞), z3(∞), z4(∞)] = Kb,i, (30)

where Ai and Bi are linear operators and Ka,i and Kb,i are constants for i = 1, 2, . . . , 4. In
addition, we define Li and Ni to be the linear and nonlinear operators, respectively, that
operate on the Zi for i = 1, 2, 3, 4 With these definitions, equation (29) and (30) can be written
as

Li[Z1, Z2, Z3, Z4] + Ni[Z1, Z2, Z3, Z4] =
4

∑

j=1

nj

∑

p=0

α
[p]
i,j z

(p)
j + Ni[Z1, Z2, Z3, Z4] = 0 (31)

where α
[p]
i,j are the constant coefficient of z

(p)
j , the derivative of zj (j = 1, 2, 3, 4) that appears

in the ith equation for i = 1, 2, 3, 4

The boundary conditions (30) can be written as
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6 Mass Transfer

4

∑

j=1

nj−1

∑

p=0

β
[p]
ν,j z

(p)
j (0) = Ka,ν, ν = 1, 2, . . . , ma (32)

4

∑

j=1

nj−1

∑

p=0

γ
[p]
σ,j z

(p)
j (∞) = Kb,σ, σ = 1, 2, . . . , mb (33)

where β
[p]
ν,j (γ

[p]
σ,j ) are the constant coefficients of z

(p)
j in the boundary conditions, and ma, mb

are the total number of prescribed boundary conditions at η = 0 and η = ∞ respectively.
We remark that the sum ma + mb is equal to the sum of the highest orders of the derivatives
corresponding to the dependent variables zi, that is

ma + mb =
m

∑

i=1

ni. (34)

The SLM assumes that the solution of (29) can be obtained as the convergent series

zi(x) =
+∞

∑

r=0

zi,r, (35)

which, for numerical implementation is truncated at r = s and written as

zi(x) = zi,s +
s−1

∑

r=0

zi,r. (36)

A recursive iteration scheme is obtained by substituting (36) into the governing equation (29)
and linearizing by neglecting nonlinear terms in zi,s and all it’s derivatives. Substituting (36)
in (29 - 30) and linearizing gives

Li[Z1,s, Z2,s, Z3,s, Z4,s] +
4

∑

j=0

nj

∑

p=0

z
(p)
j,s

∂Ni

∂z
(p)
j

[....] = −Li[....]− Ni[....], (37)

subject to

4

∑

j=1

nj−1

∑

p=0

β
[p]
ν,j z

(p)
j,s (0) = 0, ν = 1, 2, . . . , ma (38)

4

∑

j=1

nj−1

∑

p=0

γ
[p]
σ,j z

(p)
j,s (∞) = 0, σ = 1, 2, . . . , mb (39)
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The SLM assumes that the solution of (29) can be obtained as the convergent series
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which, for numerical implementation is truncated at r = s and written as
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A recursive iteration scheme is obtained by substituting (36) into the governing equation (29)
and linearizing by neglecting nonlinear terms in zi,s and all it’s derivatives. Substituting (36)
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The initial approximation ,zj,0(η), required to start the iteration scheme (37) is chosen to be
a function that satisfies the boundary conditions (30). As a guide, the initial guess can be
obtained as a solution of the linear part of (29) subject to the boundary conditions (30), that
is, we solve
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To solve the iteration scheme (37), it is convenient to use the Chebyshev spectral collocation
method. For brevity, we omit the details of the spectral methods, and refer interested readers
to [[12, 13])]. Before applying the spectral method, it is convenient to transform the domain
on which the governing equation is defined to the interval [-1,1] on which the spectral method
can be implemented. We use the transformation η = ηe(τ + 1)/2 to map the interval [0, ηe] to
[-1,1]. Here, it is assumed that ηe is a finite real number which is chosen to be large enough
to numerically approximate infinity. The basic idea behind the spectral collocation method is
the introduction of a differentiation matrix D which is used to approximate the derivatives
of the unknown variables zi(η) at the collocation points as the matrix vector product

dzi

dη
=

N̄

∑

k=0

Dlkzi(τk) = DZi, l = 0, 1, . . . , N̄ (44)

where N̄ + 1 is the number of collocation points (grid points), D = 2D/ηe, and
Z = [z(τ0), z(τ1), . . . , z(τN)]T is the vector function at the collocation points. Higher order
derivatives are obtained as powers of D, that is

z
(p)
j = D

p
Zj. (45)

Applying the Chebyshev spectral collocation on the recursive iteration scheme (37) gives
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Zj,s = Φi,s−1, i, j = 1, 2, 3, 4 (46)

where Zi,s = [zi,s(τ0), zi,s(τ1), . . . , zi,s(τN)]T , Λi,j, Πi,j and Φi are given by
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nj
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nj
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∂Ni
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D
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and

Φi,s−1 = −Li[....]− Ni[....], (48)

respectively.

Defining ∆ = Λ + Π, we can write equation (46) in matrix form as











∆1,1 ∆1,2 · · · ∆1,m

∆2,1 ∆2,2 · · · ∆2,m
...

...
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∆m,1 ∆m,2 · · · Λm,m
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=









Φ1,s−1

Φ2,s−1

Φ3,s−1

Φ4,s−1









(49)

where Zi,s, Φi,s−1 are vectors of size (N̄ + 1)× 1 and ∆i,j are (N̄ + 1)× (N̄ + 1) matrices .
After imposing the boundary conditions on the matrix system (49), and starting from Zi,0,
the recursive sequence (49) is solved iteratively for s = 1, 2, 3 . . . and the approximate solution
for each zi(η) is obtained from the series

zi(η) = zi,0(η) + zi,1(η) + zi,2(η) + zi,3(η) + . . . (50)

4. Results and discussion

This section presents the effects of various parameters on the velocity, temperature,
microrotation and concentration profiles. We remark that the, unless otherwise specified,
the SLM results presented in this analysis where obtained using N = 100 collocation points
and ηe = 20 was used as a numerical approximation infinity. In order to get physical insight
into the problem, the effects of these parameters encountered in the governing equations of
the problem are analyzed with the help of figures. Figures 1 to 3 depicts effects of the local
inertia coefficient parameter α, on the velocity, concentration and microrotation distributions.
From Figure 1 it is observed that the horizontal velocity profiles decrease with the increasing
values of α due to the fact that the second-order quadratic drag is offered by the porous
medium to the fluid motion. This drag force results in decreased fluid in the boundary layer.
In turn the reduced fluid flow causes the concentration φ(η) to increase as depicted in Figure
2. As expected the increasing values of the local inertia coefficient parameter α, causes the
gyration component g(η) as shown in Figure 3.
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Figure 1. Variation of f ′(η) for different values of α with K = 0.2; Da = 1; Grt = 1; M = 1; Grm = 1; Pr = 0.71; R = 1; ǫ =
0.01; Ec = 1; Sc = 1; n = 0.5.
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Figure 2. Plot of φ(η) for different values of α with K = 0.2; Da = 1; Grt = 1; M = 1; Grm = 1; Pr = 0.71; R = 1; ǫ =
0.01; Ec = 1; Sc = 1; n = 0.5.
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Figure 3. Variation of g(η) for different values of α with K = 0.2; Da = 1; Grt = 1; M = 1; Grm = 1; Pr = 0.71; R = 1; ǫ =
0.01; Ec = 1; Sc = 1; n = 0.5.

The effects of thermal Grashof number Grt on the velocity, temperature, concentration and
microrotation distributions are displayed in Figure 4 through Figure 7. From Figure 4 we
observe that the horizontal velocity profiles increase with increasing values of the thermal
Grashof number Grt. Buoyancy force acts like a favourable pressure gradient which in turn
accelerates the fluid flow within the boundary layer. This accelerated fluid flow leads to
the reduction of both the fluid temperature and concentration as can be seen from Figure
5 and Figure 6, respectively. The microrotation profiles are significantly affected by the
thermal buoyancy parameter as shown in Figure 7. The increasing values of Grt causes the
microrotation significantly decrease.
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Figure 4. The influence of Grt on f ′(η) with K = 0.2; α = 0.5; Da = 1; Mm = 1; Grm = 1; Pr = 0.71; R = 1; ǫ = 0.01; Ec =
1; Sc = 1; n = 0.5.
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Figure 6. Ploto f φ(η) for various values of Grt when K = 0.2; α = 0.5; Da = 1; Mm = 1; Grm = 1; Pr = 0.71; R = 1; ǫ =
0.01; Ec = 1; Sc = 1; n = 0.5.
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Figure 7. Plot of g(η) when varying Grt with K = 0.2; α = 0.5; Da = 1; Mm = 1; Grm = 1; Pr = 0.71; R = 1; ǫ = 0.01; Ec =
1; Sc = 1; n = 0.5.

Figures 8-11 display results of velocity, temperature, concentration and microrotation
distribution for various values of the magnetic parameter M. As expected, the existence of
the magnetic field is to decrease the velocity in the boundary layer because the application of
the transverse magnetic field results in a drag type of force known as Lorentz force. The drag
force resists the fluid flow which results in reducing the velocity of the fluid in the boundary
layer. The temperature in the boundary layer increases with increasing values of M, as shown
in Figure 9. From Figure 10, we also observe that the concentration distributions increase as
the magnetic parameter M increases. As the magnetic field is applied in the direction of
the gyration component, the increasing values of M cause the microrotation distribution to
increase as depicted in Figure 11.
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Figure 8. The influence of M on f ′(η) with K = 0.2; α = 0.5; Da = 1; Grt = 1; Grm = 1; Pr = 5; R = 1; ǫ = 0.01; Ec =
1; Sc = 1; n = 0.5.
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Figure 9. Plot of θ(η) for various values of M with K = 0.2; α = 0.5; Da = 1; Grt = 1; Grm = 1; Pr = 5; R = 1; ǫ =
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Figure 10. Variation of φ(η) for different values of M with K = 0.2; α = 0.5; Da = 1; Grt = 1; Grm = 1; Pr = 5; R = 1; ǫ =
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Figure 11. Plot of g(η) when varying M when K = 0.2; α = 0.5; Da = 1; Grt = 1; Grm = 1; Pr = 5; R = 1; ǫ = 0.01; Ec =
1; Sc = 1; n = 0.5.

The influence of the Darcy number Da on the velocity, temperature, concentration and
microrotation profiles is depicted in Figure 12-15. It is clearly observed from these figures
that the velocity distribution f ′(η) increasing with increasing values of the Darcy number
Da, whereas revers trend is seen on the temperature, concentration and microrotation
distributions. This is because the presence of porous medium is to increase the resistance
to the flow which causes the fluid flow to decrease.
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Figure 12. Variation of f ′(η) for different values of Da with K = 0.2; α = 0.5; Grt = 1; Mm = 1; Grm = 1; Pr = 5; R =
1; e = 0.01; Ec = 1; Sc = 1; n = 0.5.
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Figure 13. Plot of θ(η) for different values of Da K = 0.2; α = 0.5; Grt = 1; Mm = 1; Grm = 1; Pr = 5; R = 1; e =
0.01; Ec = 1; Sc = 1; n = 0.5.
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Figure 14. Influence of Da on φ(η) when K = 0.2; α = 0.5; Grt = 1; Mm = 1; Grm = 1; Pr = 5; R = 1; e = 0.01; Ec =
1; Sc = 1; n = 0.5.
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Figure 15. The effect of Da on g(η) when K = 0.2; α = 0.5; Grt = 1; Mm = 1; Grm = 1; Pr = 5; R = 1; e = 0.01; Ec =
1; Sc = 1; n = 0.5.

5. Conclusion

Numerical analysis has been carried out in this chapter to study mixed convection heat and
mass transfer in MHD flow past a stretching sheet in a micropolar fluid saturated medium
under the influence of Ohmic heating. The governing partial differential equations which
describe the problem are transformed in a system of ordinary differential equations by using
suitable similarity transformations. A recently developed iterative technique together with
Chebyshev spectral collocation method is used to solve the highly non-linear and coupled
ordinary differential equations. The effects of various physical parameters on the velocity,
microrotation, temperature and concentration are obtained. The following main conclusions
can be drawn from the present study:

1. The fluid velocity increases with increase in the Grashof numbers, but decreases with
increasing values of the Hartman number, local inertia coefficient parameter and inverse
Darcy number.

2. The microrotation profiles decrease with thermal/solutal buoyancy force, and the Darcy
number, whereas opposite trends are seen by enhancing values of the magnetic field and
inertia coefficient parameter.

3. The fluid temperature increases with increasing values of magnetic field, inertia
coefficient parameter, while opposite effects are seen by enhancing buoyancy forces and
Darcy number.

4. Concentration decreases with increasing values of buoyancy forces and the Darcy number,
whereas reverse trends are seen with increasing values of magnetic field, inertia coefficient
parameter.
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5. Conclusion

Numerical analysis has been carried out in this chapter to study mixed convection heat and
mass transfer in MHD flow past a stretching sheet in a micropolar fluid saturated medium
under the influence of Ohmic heating. The governing partial differential equations which
describe the problem are transformed in a system of ordinary differential equations by using
suitable similarity transformations. A recently developed iterative technique together with
Chebyshev spectral collocation method is used to solve the highly non-linear and coupled
ordinary differential equations. The effects of various physical parameters on the velocity,
microrotation, temperature and concentration are obtained. The following main conclusions
can be drawn from the present study:

1. The fluid velocity increases with increase in the Grashof numbers, but decreases with
increasing values of the Hartman number, local inertia coefficient parameter and inverse
Darcy number.

2. The microrotation profiles decrease with thermal/solutal buoyancy force, and the Darcy
number, whereas opposite trends are seen by enhancing values of the magnetic field and
inertia coefficient parameter.

3. The fluid temperature increases with increasing values of magnetic field, inertia
coefficient parameter, while opposite effects are seen by enhancing buoyancy forces and
Darcy number.

4. Concentration decreases with increasing values of buoyancy forces and the Darcy number,
whereas reverse trends are seen with increasing values of magnetic field, inertia coefficient
parameter.
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Chapter 7

Modeling of Heat and Mass Transfer
and Absorption-Condensation Dust
and Gas Cleaning in Jet Scrubbers

M. I. Shilyaev and E. M. Khromova

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/53094

1. Introduction

The process of complex cleaning of gases, injected into the atmosphere, for instance, by ther‐
mal power plants, metallurgical, chemical or other industrial enterprises, from dust and
harmful gaseous admixtures by means of their irrigation by wash liquids (water or specially
selected water solutions) is considered. This process can be implemented in gas pipes or
gas-cleaning apparatuses (direct flow or counter flow jet scrubbers) [1]. The process of gas
cleaning from dust and gas admixtures is carried out in the following manner. The fluid dis‐
persed by jets is introduced into the dust-vapor-gas flow in the form of droplets, interacts
with it, and under nonisothermal conditions the increased moisture content leads to inten‐
sive condensation of liquid vapors on particles, their significant enlargement and efficient
absorption of liquid droplets due to collisions of the latter with particles [2]. Simultaneously,
the liquid droplets and condensate on particles absorb harmful gas components, dissolving
them and removing from the vapor-gas flow.

The authors failed to find the mathematical description of this complex process in litera‐
ture.  From the engineering point of view the importance of development of generalized
mathematical  models,  which  reflect  properly  the  interaction  of  heat  and  mass  transfer
with the effects of gas components removal and dust capture by the droplets of irrigating
liquid in jet  scrubbers  and reactors,  is  undisputable,  and it  is  determined by significant
opportunities for optimization of operation conditions and constructions of energy-inten‐
sive and large-scale equipment in various industries both in terms of reducing of material
and energy costs.
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the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
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2. Problem statement, main equations and assumptions

In the current work we suggest the model for mathematical description of the above process
with the following assumptions:

1. droplets and particles are considered monodispersed with equivalent sizes, equal to
mass-median by distributions;

2. concentrations of droplets of irrigating liquid, dust particles and harmful gas compo‐
nents are low, what allows us to use the Henry’s law for equilibrium of gas components
in liquid and gas phases at the interface and assume that the solution in droplet is ideal;

3. the mean-mass temperature of droplets and temperature of their surfaces are equal be‐
cause of their small sizes [3];

4. the typical time of gas component dissolution in droplet is significantly less than the
typical time of mass transfer processes, commonly occurring in the apparatus;

5. the motion velocities of particles with condensate on their surface (“formations”) and
vapor-gas flow are equal;

6. the moisture content in the flow can be high, what requires consideration of the Stefan
correction in mass transfer equations for evaporation-condensation process on droplets
and “formations”;

7. we do not take into account the evaporation-condensation correction for the resistance
and heat transfer coefficients of droplets and “formations”, it is insignificant and be‐
comes obvious only at the initial stages of the process at high moisture contents [4];

8. in equation of droplet motion we take into account variability of its mass;

9. the radiant component in the process of heat transfer is neglected because of low tem‐
peratures of droplet, “formations” and flow;

10. mutual coalescence of droplets and “formations” is not taken into account, and merging
of droplets and “formations” due to collision is the basis of condensation-inertial mech‐
anism of dust capture in jet scrubbers [2].

Under the above conditions equations of model system will take the following form:

Motion equation of a mass-median droplet with variable mass

d ;d d
d

d

V V m
R g

mt t
= + -

r r
r rd d

d d
(1)

equation of heat transfer between droplet and vapor-gas flow
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сf md
dТd
dτ =-αdπδd

2(Тd - Т)+∑ ri
dmid
dτ +сδρδVc

πδd
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4 ηStk (Tδ-T0); (2)

equation of mass transfer between droplet and the i-th component of vapor-gas flow
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m d b pd r r
t

= - -
d
d

(3)

equation of mass transfer between “formation” and the i-th component of vapor-gas flow
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i i i

m
d db pd r r

t
= - -δd

d
(4)

continuity equation for i-th reacting components, including vapor of liquid

( )U ;i id i
i d
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d
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+ = - -

¶

r d d
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(5)

continuity equation for (mass concentration) of non-reacting component of the vapor-gas
mixture

( ) 0;g
gdiv U

r
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t

¶
+ =

¶

r
(6)

continuity equation for (mass concentration) of “formations”
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(7)

continuity equation for (mass concentration) of droplets
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m
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r d
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(8)

equation of heat transfer between “formation” and vapor-gas flow
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( )2 ;i
i

T m
ñ m T T rd d
d d d da pd

t t
= - - +å

d d
d d

(9)

equation of convective heat transfer between vapor-gas flow and droplets and “formations”

( ) ( ) ( )0 2 2 ;d d d d
ñ T T

T T n T T nd d dr a pd a pd
t
-

= - + -
d

d
(10)

general rate of droplet mass change due to evaporation-condensation and absorption of re‐
moved gas components (droplet collision is assumed unlikely) and “formation” absorption

2

Stk4
d id d

c
m m

Vd
pd

r h
t t

= +å
d d
d d

(11)

general rate of “formation” mass change (“formation” collision is assumed unlikely )

;im md d

t t
=å

d d
d d

(12)

continuity equation for (mass concentration) of dry particles

( )
2

p
Stk .

4
d

p p c ddiv U V n
r pd

r r h
t

¶
+ = -

¶

r
(13)

The following closure relationships shall be added to equations (1-13):

for the force of droplet aerodynamic resistance per a unit of droplet mass,

R
→

d = − ξ̃
(V→ d - U

→ )
τd

; (14)

where relative coefficient of droplet resistance is ξ̃ =ξ / ξс, ξс =24 / Red ,

0,63 4 1,38 51 0,197 Re 2,6 0,1  Re 3 10  10 Re 5 ,( )d d dx -= + + × £ é£ × ùë û
% (15)

2

c d,Re , ;
18

f d c d
d d

V
V V U

r d d r
t

m m
= = = -

r r
(16)
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coefficient of “formation” entrainment according to the empirical formula of Langmuir–
Blodgett with Fuchs correction on engagement effect [1]

Stk
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2,5 ,
0,5 d

dh
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= +ç ÷+è ø

(17)
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18 f f
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t t r r
d m

= = » (18)

where ρfδ is efficient density of “formation’;

mass transfer coefficient of the i-th component with droplets both via evaporation-condensa‐
tion and absorption-desorption [2]

Nuid =
βidδd

Di
=2(1 + 0, 276Red

0,5Sсi
0,33) Kci, Sсi =

μ
ρDi

; (19)

Stefan correction on increased moisture content
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id i
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P P
K

B
+

= + (20)

barometric (total) pressure

;g iB P P= +å (21)

density of vapor-gas mixture

;g ir r r= +å (22)

state equation for gas components and vapor of liquid

, , , ;g g i i i id i i
g i id i

d

M P M P M P M P
RT RT RT RT

d
d

d
r r r r= = = = (23)

diffusion coefficient of the i-th component in non-reacting component of the vapor-gas flow
(we assume that its fraction in the flow is predominant)
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coefficient of droplet heat transfer according to Drake’s formula
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countable concentrations of droplets and “formations”
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heat and mass transfer coefficients of “formations”
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heat capacity of the vapor-gas mixture

;i ic
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= å (29)

specific heat of gas absorption with the made assumptions [6]
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m
r M RT

T
-=
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(30)

it can be assumed for water vapors that rd≈2500 kJ/kg [2-4];
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according to Henry’s law for partial saturation pressure at the interface between i-th gas
components, the equilibrium condition is [6]

, ,, ;id px i id i px i iP m x P m xd d= = (31)
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d
d

=
+

(32)

where xid,δ is a molar part, equal to the number of moles of dissolved gas per the total num‐
ber of moles in solution, Мdis is the molar mass of dissolvent.

The equation for mass concentration of dissolved i-th gas component in the kilogram per 1
kg of dissolvent in the droplet and “formation” is written as

, ,
3
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6 .mid id

d f f

c md d

t t pd r
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d d
d d (33)

Diameters of specific spherical volume of dissolvent for “formation” δf and droplet δd are
calculated by equations:
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m md
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t p r t pr
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d d
d d

(34)

“formation” diameter is

( )33 0
6

, ,s f
s

mdd d r r
pr

= + » (35)

where ρs is solution density, kg/m3.

The reactive force in equation (1) is neglected because of evaporation-condensation and ab‐
sorption [2]. In equation (2) specific heat capacity сf is taken constant and equal to specific
heat capacity of dissolvent because of low concentrations of absorbed dust and absorbed
gases. For small particles and significant amount of condensate on them [2] we will take сδ
equal to specific heat capacity of dissolvent сf. In this equation the first summand in the right
determines convective heat transfer between the droplet and flow, the second summand de‐
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termines the total heat of phase transitions due to evaporation-condensation and absorp‐
tion-desorption of gas components, and the third summand determines heat introduced by
“formations” into the droplet due to their absorption at collision. In equations (3) and (4)
dmid / dτ, dmiδ / dτ are the rates of droplet and “formation” mass change due to the process‐
es of evaporation-condensation or absorption-desorption of the i-th gas component. In rela‐
tionships (16) dynamic viscosity of the vapor-gas flow μ is calculated by generalized
Wilkey’s formulas, in our case on the basis of research performed in [2] and [4] with consid‐
eration of low concentrations of reacting gas components we will determine μ by Sutherland
formulas [2, 4] for a non-reacting component of the vapor-gas mixture. The coefficient of
mixture heat conductivity λ will be calculated similarly by Sutherland formula [2, 4] in for‐
mulas (25) and (28). The diffusion components of the vapor-gas flow will be determined by
their dependences on temperature in the non-reacting component by formula (24). The cor‐
rection for Stefan flow of gas components is not taken into account because of their low con‐
centrations (Kci =1). In the current study we will consider water as the absorbent and mpx ,i

will be taken from tables depending on temperature [6]. If there are no data for some gases
in [6], for instance, for SO2, we suggest to recalculate volumetric 1 and weight qs solubility
[7] as the limit ones by mpx ,i, this will be described in detail in this work.

3. Numerical implementation of the model, comparison of calculation
results with experimental data

As it is shown in [2], in most technically implemented situations it is possible to use a single-
dimensional model for calculation of heat and mass transfer in irrigation chambers, what is
determined by the vertical position of apparatuses (hollow jet scrubbers HJC); at their hori‐
zontal position it is determined by high velocities of cleaned gases, dust particles and drop‐
lets (Venturi scrubber VS), when the gravity force, influencing the flow components and
causing its 2D character, is low in comparison with the inertia forces.

The calculation scheme of the problem for the vertical construction of apparatus is shown in
Fig. 1а). The scheme of interaction between a droplet of washing liquid dispersed by the jets
with vapor-gas flow and dust particles is shown in Fig. 1b).

The hollow jet scrubber HJS can have direct-flow and counter-flow construction. In the di‐
rect-flow scheme the initial parameters of the vapor-gas flow, irrigating liquid and dust are
set on one side (inlet) of apparatus, and the resulting parameters are achieved at the appara‐
tus outlet. In the counter-flow scheme the parameters of vapor-gas flow and dust are set on
one side of apparatus, the parameters of irrigating liquid are set on the opposite side (at ap‐
paratus outlet). Scheme 1а) is attributed to the counter-flow. From the point of numerical
implementation the direct-flow scheme is the Cauchy problem, and the counter-flow
scheme is the boundary problem. Let’s perform calculations for the direct-flow scheme ac‐
cording to the known experimental data for generalized volumetric mass transfer coeffi‐
cients, shown in [6, p. 562], for different gases absorbed on dispersed water. The calculation
scheme is shown in Fig. 2 (it is conditional, the construction can differ).

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling170



termines the total heat of phase transitions due to evaporation-condensation and absorp‐
tion-desorption of gas components, and the third summand determines heat introduced by
“formations” into the droplet due to their absorption at collision. In equations (3) and (4)
dmid / dτ, dmiδ / dτ are the rates of droplet and “formation” mass change due to the process‐
es of evaporation-condensation or absorption-desorption of the i-th gas component. In rela‐
tionships (16) dynamic viscosity of the vapor-gas flow μ is calculated by generalized
Wilkey’s formulas, in our case on the basis of research performed in [2] and [4] with consid‐
eration of low concentrations of reacting gas components we will determine μ by Sutherland
formulas [2, 4] for a non-reacting component of the vapor-gas mixture. The coefficient of
mixture heat conductivity λ will be calculated similarly by Sutherland formula [2, 4] in for‐
mulas (25) and (28). The diffusion components of the vapor-gas flow will be determined by
their dependences on temperature in the non-reacting component by formula (24). The cor‐
rection for Stefan flow of gas components is not taken into account because of their low con‐
centrations (Kci =1). In the current study we will consider water as the absorbent and mpx ,i

will be taken from tables depending on temperature [6]. If there are no data for some gases
in [6], for instance, for SO2, we suggest to recalculate volumetric 1 and weight qs solubility
[7] as the limit ones by mpx ,i, this will be described in detail in this work.

3. Numerical implementation of the model, comparison of calculation
results with experimental data

As it is shown in [2], in most technically implemented situations it is possible to use a single-
dimensional model for calculation of heat and mass transfer in irrigation chambers, what is
determined by the vertical position of apparatuses (hollow jet scrubbers HJC); at their hori‐
zontal position it is determined by high velocities of cleaned gases, dust particles and drop‐
lets (Venturi scrubber VS), when the gravity force, influencing the flow components and
causing its 2D character, is low in comparison with the inertia forces.

The calculation scheme of the problem for the vertical construction of apparatus is shown in
Fig. 1а). The scheme of interaction between a droplet of washing liquid dispersed by the jets
with vapor-gas flow and dust particles is shown in Fig. 1b).

The hollow jet scrubber HJS can have direct-flow and counter-flow construction. In the di‐
rect-flow scheme the initial parameters of the vapor-gas flow, irrigating liquid and dust are
set on one side (inlet) of apparatus, and the resulting parameters are achieved at the appara‐
tus outlet. In the counter-flow scheme the parameters of vapor-gas flow and dust are set on
one side of apparatus, the parameters of irrigating liquid are set on the opposite side (at ap‐
paratus outlet). Scheme 1а) is attributed to the counter-flow. From the point of numerical
implementation the direct-flow scheme is the Cauchy problem, and the counter-flow
scheme is the boundary problem. Let’s perform calculations for the direct-flow scheme ac‐
cording to the known experimental data for generalized volumetric mass transfer coeffi‐
cients, shown in [6, p. 562], for different gases absorbed on dispersed water. The calculation
scheme is shown in Fig. 2 (it is conditional, the construction can differ).
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Figure 1. The HJS scheme: 1 – gas-distributing grate, 2 – droplet catcher, 3 – water collector, 4 – jets, Н – scrubber
operation height; b) the scheme of droplet interaction with the flow and dust particle

jets 

To droplet catcher

Г

H

Gas-distributing
 grate
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Dusty steam and gas flow
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Figure 2. The scheme of direct-flow HJS

The problem will be solved in the stationary statement. The boundary conditions are set at

x=0 (τ=0) in the following manner:
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for the vapor-gas flow U =U0, d =d0, di =di0, Т =Т00;
for dispersed liquid Vd =Vd 0, δd =δd 0, q =q0, Td =Тd 0;
for dust ρp =ρp0, δ =δ0.

} (36)

Continuity equations (6) and (8) in stationary single-dimensional case can be reduced to the
following, as in [2], analytical dependences:

U =U0
T

T00

В −∑ Р j0

В −∑ Рj
≈U0

T
T00

Kave + dΣ
Kave + dΣ0

; (37)
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0 0
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r r r r r r= = = = (38)
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å
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k is the number of reacting components, including liquid vapors, Мg is molecular mass of a
non-reacting component of gas;

1 1

1 1

,
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i i i
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å å
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efficiency of dust capture and gas component removal is determined by relationships:
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3.1. Calculation with the use of mpx [6] or Henry’s coefficient Е [7]

Calculation results on absorption of СО2 by water droplets in the direct-low hollow jet
scrubber are shown in Fig. 3. There are no any restrictions for calculations by solubility limit
(concentration of gas dissolving in the droplet). However, the solubility limits exists as the
experimental fact for gases, presented in tables of Hand-books as absorption coefficient α, in
volumetric fractions reduced to 0 °С and pressure of 0.1 MPa or in the form of solubility co‐
efficient qр in mass fractions to solution or dissolvent [8, 9]. Thus, in [9] for α(Т), m3 of gas/
m3 of water, for СО2 and СН4 the following data are shown (Table 1).
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Figure 3. Calculation of СО2 absorption in direct-flow jet scrubber: Н =12.75 m; q =0.015 m3/m3; δd0 =700 μm; Vd0

=24.5 m/s; U0 =0.25 m/s; Тd0 =278 К; Т00 =293 К; d0 =0.02 kg/kg of dry air; dCO2
 =0.2 kg of СО2/kg of dry air; ηCO2

=0.022262

Т, К 273 283 293 303 313 323 333 353 373

αCO2 1.713 1.194 0.878 0.665 0.530 0.436 0.359 … …

αCH4
∙103 55.6 41.8 33.6 27.6 23.7 21.3 19.5 17.7 17.0

Table 1. Absorption coefficients for СО2 and СН4 α, m3/m3 of water at В=0.1 MPa and Т0=273 К

It follows from this table that the limit value of СО2 concentration in a water droplet is
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сmсо2,lim =αсо2ρсо2(Т0, В0)=αсо2(Т)
Мсо2

В0

RТ0
=αсо2

44⋅101325
8, 314⋅103 ⋅273

=

=1, 964⋅10−3 ⋅αсо2(Т),
кgСО2
кgwater ,

(43)

where αсо2(Т) is the table value of absorption coefficient for СО2 (Table 1).

This value shall limit concentration of СО2 dissolved in the droplet. It can be seen in Fig. 3а)
that according to Table 1 calculated value of сmid  does not reach the solubility limit and it is
one order lower. Thus, сmid ,lim (Тd =278, 63К, see Fig. 3c)) =2.81∙10-3 kg of СО2/kg of water. It
can be seen in Fig. 3b) that as a result of water vapor condensation and СО2 absorption the
size of droplet increases insignificantly, less than by 0.05 %, i.e., a small amount of water va‐
pors condenses on the droplet and a small amount of СО2 is absorbed by the droplet, Fig.
3а). The calculated amount of the mass of gas component absorbed by liquid droplets in the
scrubber is determined by formula, kg/h∙m2,

, . .,0 0 0 3600.i th d a i iW d Ur h= (44)

For calculated situation with consideration of partial density of dry air at the inlet ρd .a.,0

=1.0363 kg/m3, gas content dСО2,0
=0.2 kg/kg of dry air, U0=0.25 m/s and ηСО2

=0.022262 accord‐

ing to formula (44) we will obtain

,
21,0363 0,2 0,25 0,022262 3600 4,153 .i thW kg h m= × × × × ×= (45)

Let’s compare the obtained result with the value achieved via the empirical volumetric mass
transfer coefficient, shown in [6, p. 562] (in our nomenclature):

3

0,67
,00,9 0,45 0,65

0
NH ,0

1/72 .0 h,i
iv

D
U Q H

D
b -

æ ö
ç ÷=
ç ÷
è ø

(46)

Here Q is irrigation density, m/h, DNH3,0
=0,198 10-4 m2/s is coefficient of methane diffusion in

air at В0=0.1 MPa and Т0=273 К, Н is calculated scrubber height, m.

Let’s write down the value of obtained coefficient per an area unit of apparatus cross-section
via coefficient βiv in the following form, kg/h∙m2:

, ,i e iv iW lb r= D (47)

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling174



сmсо2,lim =αсо2ρсо2(Т0, В0)=αсо2(Т)
Мсо2

В0

RТ0
=αсо2

44⋅101325
8, 314⋅103 ⋅273

=

=1, 964⋅10−3 ⋅αсо2(Т),
кgСО2
кgwater ,

(43)

where αсо2(Т) is the table value of absorption coefficient for СО2 (Table 1).

This value shall limit concentration of СО2 dissolved in the droplet. It can be seen in Fig. 3а)
that according to Table 1 calculated value of сmid  does not reach the solubility limit and it is
one order lower. Thus, сmid ,lim (Тd =278, 63К, see Fig. 3c)) =2.81∙10-3 kg of СО2/kg of water. It
can be seen in Fig. 3b) that as a result of water vapor condensation and СО2 absorption the
size of droplet increases insignificantly, less than by 0.05 %, i.e., a small amount of water va‐
pors condenses on the droplet and a small amount of СО2 is absorbed by the droplet, Fig.
3а). The calculated amount of the mass of gas component absorbed by liquid droplets in the
scrubber is determined by formula, kg/h∙m2,

, . .,0 0 0 3600.i th d a i iW d Ur h= (44)

For calculated situation with consideration of partial density of dry air at the inlet ρd .a.,0

=1.0363 kg/m3, gas content dСО2,0
=0.2 kg/kg of dry air, U0=0.25 m/s and ηСО2

=0.022262 accord‐

ing to formula (44) we will obtain

,
21,0363 0,2 0,25 0,022262 3600 4,153 .i thW kg h m= × × × × ×= (45)

Let’s compare the obtained result with the value achieved via the empirical volumetric mass
transfer coefficient, shown in [6, p. 562] (in our nomenclature):

3

0,67
,00,9 0,45 0,65

0
NH ,0

1/72 .0 h,i
iv

D
U Q H

D
b -

æ ö
ç ÷=
ç ÷
è ø

(46)

Here Q is irrigation density, m/h, DNH3,0
=0,198 10-4 m2/s is coefficient of methane diffusion in

air at В0=0.1 MPa and Т0=273 К, Н is calculated scrubber height, m.

Let’s write down the value of obtained coefficient per an area unit of apparatus cross-section
via coefficient βiv in the following form, kg/h∙m2:

, ,i e iv iW lb r= D (47)
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where Δρi is calculated concentration pressure on the way of gas component obtaining х=0,
х=l, where l corresponds to the coordinate, where thermodynamic equilibrium is achieved
for the i-th component in the flow.

Substituting (46) into (47) and assuming l=H, as it was made at treatment of experimental
data in [6], we get

( )
3

0,67
0,45 ,00,9 0,35

, 0
N

2
0

H ,0
kg h720 3600 m, ,i

i e i
D

W U U q H
D

r
æ ö
çD
ç ÷
è

×÷=
ø

(48)

where q is irrigation coefficient, m3 of water/ м3 of vapor-gas flow at apparatus inlet.

Let’s transform formula (48), and finally for calculation we obtain dependence

3

0,67
,01,35 0,45 0,35

, 0
NH ,0

28685,9 .i
i e i

D
W U q H

D
r
æ ö
ç ÷= D
ç ÷
è ø

(49)

For the considered situation Di ,0 = DCO2,0
=0, 138⋅10−4m2/s [6].

Let’s take the average experimental data of [6] as the calculation working height of absorber
Нave=(Нmin Hmax)1/2=(4.3 12)1/2≈7 m, then for calculated value
ΔρСО2

=ρd .a.,0dСО2,0
ηi =1, 0363⋅0, 2⋅0, 022262=0, 004614 kg/m3

( ) ( ) ( )
0,67

1,35 20,45 0,35
,

0,13828685,9 0,25 0,015 7 0,004614 4,772
0,198

kg h mi eW æ ö
× »ç ÷

ø
×=

è
(50)

since Di = Di ,0
B0
B ( T

T0
)1,75

 and total multiplier 
B0
B ( T

T0
)1,75

 in (50) is reduced.

Calculated (45) and experimental (50) results differ by Δ≈13 %. If we take Н=4.3 m, then
Wi ,e =4, 024 kg/h m2 and Δ≈3 %. At Н=12 m, Wi ,e =5, 76 kg/h m2 and Δ=28 %.

It follows from formula (42) for calculated concentration difference at apparatus inlet and
outlet that

Δρi ,cal =( Uout
U0

−1)ρiin + Δρi,

where calculated value is Δρi ,cal =ηiρi ,in. Thus, for Uout= U0 Δρi ,cal =ηiρi ,in =Δρi, i.e., the calcu‐
lated value of concentration difference coincides with real value Δρi. Therefore, we can
make a conclusion that efficiency of dust capture and mass transfer shall be calculated not
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by the measured difference of dust concentrations and extracted gas components at the inlet
and outlet, but by difference of their mass fluxes in accordance with the law of mass conser‐
vation, and if velocities at the inlet and outlet are equal or close efficiencies can be calculated
by real concentration difference. Distribution of mass flux of СО2 along the scrubber height
is shown in Fig. 3d). It is obvious from Figs. 3c) and 3d) that the process of absorption com‐
pletes long before the flow escape from the scrubber, for the given version of calculation at
х/Н≈0.1 (≈1.3 m). Hence, the residual height of the scrubber is excessive, and it can not be
determined experimentally.

Previous comparison can be made in the relative form, what will prove the validity of calcu‐
lation of mass transfer coefficient as a measure determining process intensity, on the basis of
model in comparison with its experimental expression [6]:

( )
3 3

, . .,0 0 0
0,67 0,67

, 0,35,0 ,01,35 0,45 0,35 0,45
0 0

NH ,0 NH ,0

3600 0,1255 ,
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i th d a i i

i e
i i

i

W d U
W D D

U q H q HU
D D

r h

r

= =
æ ö æ ö
ç ÷ ç ÷D
ç ÷ ç ÷
è ø è ø

(51)

where it is assumed that Δρi =ηiρd .a.,0di0. Thus, for our case
Wi ,th
Wi ,e

=
0, 1255

0, 616⋅0, 151⋅Н 0,35 ⋅0, 785
=

1, 72
Н 0,35 =0, 87at Н=7 m and 

Wi ,th
Wi ,e

=1, 03 at Н=4.3 m.

Here Δρi has the meaning of efficient drop of gas concentration, not real, but corresponding
to extraction of the gas component due to absorption on a liquid droplet. Real drop of СО2

concentrations at the inlet and outlet at the example of Fig. 4 is even negative:
ΔρСО2

=ρСО2,in
−ρСО2,out =0, 1245−0, 2099= −0, 0854 kg/m3, here Uin=U0=0.25 m/s, Uout=0.1439

m/s.

Extractions per a total volume of apparatus can be presented as, kg/h,

2
, , ;i th iv th iG D Hb r pD = D (52)

2
, , .i e iv e iG D Hb r pD = D (53)

On the other hand

βiv ,th =
ΔGi ,th

ΔρiπD 2H
=
ρd .a.,i0di0U0ηi3600πD 2

ΔρiπD 2H
.

Hence, with consideration of formulas (46) and (53) we will obtain the relationship for volu‐
metric mass transfer coefficients (theoretical and experimental ones)
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βiv ,th
βiv ,e

=
3600U0ΔρiπD 2

28685, 9U0
1,35q 0,45H −0,65Δρi( Di ,0

DN H 3,0
)0,67

πD 2Н
,

after elementary reductions in numerator and denominator this corresponds to formula (51).
Here D is apparatus diameter.

Calculations results for the same situation as in Fig. 3 are shown in Fig. 4, but for the in‐
creased moisture content d0=0.5 kg/kg of dry air. The theoretical value of absorbed СО2 is:

Wi ,th =0, 6226⋅0, 2⋅0, 25⋅0, 029136⋅3600=3, 265 kg/h•m2.
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Figure 4. Fig. 4. Calculation of СО2 absorption in the direct-flow jet scrubber: Н =12.75 m; q =0.015 m3/m3; δd0 =700
μm; Vd0 =24.5 m/s; U0 =0.25 m/s; Тd0 =278 К; Т00 =293 К; d0 =0.5 kg/kg of dry air; dCO2

 =0.2 kg of СО2/kg of dry air; ηCO2

=0.029136

Calculation by formula (48) for height Н=4.3 m gives the following

Wi ,e =28685, 9⋅ (0, 25)1,35(0, 15)0,45(4, 3)0,350, 00363⋅0, 785=3, 165 кg/h•m2,

what differs from the theoretical value by 3 %. Here ΔρСО2
=0, 00363 kg/m3 by calculation

(ΔρСО2
=0, 62226⋅0, 2⋅0, 029136). We should note that even for the increased moisture con‐

tents the size of droplets increases slightly due to condensation and absorption (less than by
1 %) (Fig. 4b). For calculated scrubber height Нave=7 m Wi ,e =3, 75 kg/h∙m2 (Δ=15.6 %).

According to comparison, the model agrees well with the experimental data.

Modeling of Heat and Mass Transfer and Absorption-Condensation Dust and Gas Cleaning in Jet Scrubbers
http://dx.doi.org/10.5772/53094

177



In calculations tabular data mрх for water solution of СО2 [6] were approximated by tempera‐
ture dependence Т,

( )2 42,389 994,6 100765 1 Pa.0 ,pxm T T= - + (54)

Partial pressures of saturated water vapors on droplet and “formation” surfaces were calcu‐
lated by formula [2] (the partial pressure of saturated vapors of gas components were not
taken into account)

,
, cr 1 2 2

cr
exp ln ,d

sd
T

P P A A f
T

d
d

æ ö
= +ç ÷ç ÷

è ø
(55)

where

f 2 =
4( Тd ,δ

Tcr
−1)

T
Tcr

+ f −1 5, 3ln
Тd ,δ
Tcr

,

f 1 = ( Тd ,δ
Tcr

−1) ( Тd ,d
Tcr

+ 1)2

5 + 0, 5 ,

Рcr = 221.29 105 Па; tcr = 374.1 °С; А1 = 7.5480; А2 = 2.7870.

For hydrogen sulfide mрх for water solution [6] was approximated by dependence:

( )2 40,0251 148,73 36374 10 , Pa.pxm T T= - + - (56)

Calculation results on absorption of hydrogen sulfide on a water droplet from the vapor-gas
flow are shown in Fig. 5.

Theoretical value of Wi ,th  for Н2S (ρd .a.,0 =1, 0029kg/m3) is

,
21,0029 0,2 0,25 0,062478 3600 11,28 kg/h m .i thW = × × × × = (57)

Calculation by formula (48) with experimental mass transfer coefficient gives for Н=4.3 m
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,
228685,9 0,1539 0,151 1,66615 0,01253 0,7426 10,335 kg/h m , i eW = × × × × × = (58)

where ( DH 2S

DNH3

)0,67

= ( 0, 127
0, 198 )0,67

=0, 7426, ΔρH 2S
≈ηρSO2,0

≈0, 22031⋅1, 0029⋅0, 2=0, 01253

kg/m3. Difference between results of (57) and (58) is Δ≈8 %. For calculated height Н=7 m
Wi ,e =12, 257 kg/h m2 and Δ≈8 % on the other hand. In calculations for Н2S the limit of con‐
centration (solubility) in water is not exceeded (solubility for 20 °С is about 3.85 10-3 kg of
Н2S/kg of water) (see Fig. 5а)). According to the diagrams, here absorption is completed at
1.3 – 1.5 m from the scrubber inlet.
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Figure 5. Calculation of hydrogen sulfide absorption: Н =12.75 m; q =0.015 m3/m3; δd0 =700 μm; Vd0 =24.5 m/s; U0

=0.25 m/s; Тd0 =278 К; Т00 =293 К; d0 =0.02 kg/kg of dry air; dH 2S ,0 =0.2 kg of Н2S/kg of dry air; ηH 2S =0.062478

3.2. Calculation of absorption by solubility of l and qs

If there are no tabular data for mрх (or Е) of any gas, and solubility information is available in
the hand-book, for instance, for l, m3 of gas/m3 of water and for qs, g of gas/100 g of water,
we can relate l and qs to the limit density of saturated gas on the droplet surface ρid,lim., kg/m3,
taking into account that the process of its dissolution occurs in droplet volume fast, i.e., the
typical time of gas dissolution is significantly less than the typical time of droplet stay in the
working volume of scrubber. Then,
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Thus, in [8, p. 260-261] there are tabular data for SO2 for l and qs, where we have shown re‐
calculation of ρSO2d ,lim by formula (59) in the last line of Table 2:

t, ºC 0 10 20 30 40

l 79.8 56.7 39.4 27.2 18.8

qs 22.8 16.2 11.3 7.8 5.41

ρSO2d ,lim = 10
qs
l

2.8571 2.8571 2.8680 2.8676 2.8777

Table 2. Volumetric l and weight qs solubility coefficients for SO

According to this Table, ρSO2d ,lim=2.8655≈2.9 kg/m3 and it is almost constant value.

First, for this case we calculate mрх:

Pid ,lim = PS O2d ,lim =ρSO2d ,lim
RTd
МSO2

=2, 8655
8, 314⋅103

64 Тd ; (60)
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As a result, the following approximation was obtained by formula (61) for SO2

(mpx)SO2
=2976, 58Т 2 −1594158Т + 215090898, Pa., (63)

Knowing (mpx)SO2
, we determine specific heat of SO2 absorption by water:
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Following calculation is performed by the general scheme (formulas (31)–(35)).

Results of calculation are shown in Fig. 6 at ventilation of air humidity d0=0.02 kg/kg of dry
air, dSO2,0

=0.2 kg/kg of dry air, dCH4,0
=0.2 kg/kg of dry air. Other parameters are shown in

captions to the figure. It was obtained for this calculation version that ηSO2
=51.1 %, ηCH4

=0.08
%. The limit value of SO2 concentration in a droplet is not achieved even for СН4. According
to tabular data on absorption coefficient α, m3/m3 of water (see Table 1):

cmid ,lim =0, 717⋅10−6α, kg of СН4/ kg of water.

According to calculation of extracted SO2 for the given case (ρd .a.,0 =0, 8121kg/m3):

Wi ,th =0, 8121⋅0, 2⋅900⋅0, 51072=74, 656 kg/h•m2,

Wi ,e =28685, 9⋅0, 1539⋅0, 151⋅ (12)0,35 ⋅0, 8121⋅0, 2⋅0, 51072⋅0, 715=94, 34 kg/h•m2

for Н=12 m,

Wi ,e =28685, 9⋅0, 1539⋅0, 151⋅ (7)0,35 ⋅0, 8121⋅0, 2⋅0, 51072⋅0, 715=78, 13 kg/h•m2

at Нave=7 m (Нave = 4, 3⋅12≈7m). Here ( DSО2,0

DNH3,0
)0,67

=0, 715.

Comparison of Wi ,th  and Wi ,e for SO2 proves good agreement between theory and experi‐
ment.

According to calculation, Fig. 6c), methane is not absorbed by water. However, even for
methane comparison of calculation with experiment yields satisfactory agreement:

Wi ,th =0, 1624⋅900⋅0, 00079541=0, 11626 kg/h•m2;

Wi ,e =28685, 9⋅0, 1539⋅0, 151⋅0, 1624⋅0, 00079541⋅0, 715=0, 1026 kg/ h•m2

at Н=4.3 m, Δ=11.75 %. At Н=7 m, Wi ,e =0, 1217 kg/ h∙m2 and Δ=4.5 %.

We should note that absorber height Н in experimental dependence for βiv is taken improper‐
ly. The optimal and calculated height of setup should equal path l, where the process of com‐
ponent extraction is completed. In most cases of calculations, it completed earlier at the height
less than the accepted height of absorber Н=12.75 m. Therefore, at comparison of calculation
and experimental data in experimental dependence for mass transfer coefficient we have var‐
ied the calculated height in the range of the heights of tested setups from 4.3 to 12 m [6].

For СН4 mрх is approximated by dependence
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mpx =(−47, 154Т 2 + 35490Т −5962310) 104, Pa. (65)
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Figure 6. Calculation of SO2 and CH4 absorption in direct-flow jet scrubber: Н =12.75 m; q =0.015 m3/m3; δd0 =700 μm;
Vd0 =24.5 m/s; U0 =0.25 m/s; Тd0 =278 К; Т00 =293 К; d0 =0.02 kg/kg of dry air; dSO2,0 =0.2 kg/kg of dry air; dCH4,0 =0.2

kg/kg of dry air; ηSO2
=0.51064; ηCH4

=0.00079541

3.3. Calculation of combined absorption-condensation dust-gas cleaning

Calculations of combined condensation dust capture and absorption extraction of hydrogen
sulfide from the vapor-air flow in direct-flow hollow scrubber are shown in Fig. 7. Calculat‐
ed parameters are shown below the figure. According to Fig. 7а), even at increased moisture
content the size of droplets increases weak due to condensation. Therefore, for similar proc‐
esses the equation of droplet motion can be calculated with a constant mass.

An increase in the size of “formations” is more significant due to condensation of water va‐
pors on them: for δ0=0.01 μm it is 2.1, for δ0=0.1 μm it is 2.3, and for δ0=1 μ it is 32 and more
for the same total concentration of dust at the inlet of 1.72 g/m3. In the first case, particles are
not caught, in the second case, about 5.76 % of particles are caught, and in the third case, 100
% of particles are caught at the inlet to the apparatus. For this version of calculation the sta‐
ble state by concentrations of Н2S dissolved in droplets and in condensate on “formations”
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3.3. Calculation of combined absorption-condensation dust-gas cleaning

Calculations of combined condensation dust capture and absorption extraction of hydrogen
sulfide from the vapor-air flow in direct-flow hollow scrubber are shown in Fig. 7. Calculat‐
ed parameters are shown below the figure. According to Fig. 7а), even at increased moisture
content the size of droplets increases weak due to condensation. Therefore, for similar proc‐
esses the equation of droplet motion can be calculated with a constant mass.

An increase in the size of “formations” is more significant due to condensation of water va‐
pors on them: for δ0=0.01 μm it is 2.1, for δ0=0.1 μm it is 2.3, and for δ0=1 μ it is 32 and more
for the same total concentration of dust at the inlet of 1.72 g/m3. In the first case, particles are
not caught, in the second case, about 5.76 % of particles are caught, and in the third case, 100
% of particles are caught at the inlet to the apparatus. For this version of calculation the sta‐
ble state by concentrations of Н2S dissolved in droplets and in condensate on “formations”
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occurs far from the flow escape from the scrubber. For particles water vapor condensation at
flow escape from the scrubber has been also competed already (see Fig. 7g). Therefore, in
this case the height of absorber above 1.5 m is excessive, and in construction it can be limited
by 2 m. According to Figs. 7d) and 7e), concentration of Н2S dissolved in condensate on the
particle and in droplets increases, but it does not exceed the solubility limit (in this case it is
about 3.85∙10-3 kg of Н2S/kg of water).
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Figure 7. Calculation of combined air cleaning from submicron dust and hydrogen sulfide in direct-flow scrubber: Н
=2 m; q =0.015 m3/m3; δd0 =700 μm; Vd0 =24.5 m/s; U0 =0.25 m/s; Тd0 =278 К; Т00 =333 К; d0 =0.2 kg/kg of dry air; dH 2S ,0

=0.2 kg/kg of dry air; ρp0 =1.72 g/m3; δ0=1 μm; ηH 2S =0.075411; ηp=1.0

3.4. Calculation of absorption and condensation dust capture in Venturi scrubber

Calculation results on Н2S absorption and condensation capture of dust with different sizes
in Venturi scrubber are shown in Fig. 8. As an example the Venturi scrubber with following
parameters was chosen for calculations: diameter of Venturi tube mouth dm=0.02 m, diffuser
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length l=0.2 m, diffuser opening angle α=6° (α=6–7°, l/dm=10–15 are recommended for nor‐
malized Venturi tube [6, 10]), vapor-gas flow velocity in the tube mouth U0=80 m/s, initial
velocity of droplets in the tube mouth Vd0=4 m/s, irrigation coefficient q=0.015 m3/m3, tem‐
perature of the vapor-gas flow and droplets in the tube mouth Т00=333 К and Тd0=278 К, re‐
spectively, concentration of dust particles at the inlet ρp0=1.72 g/m3, size of dust particles
δ0=0.1 μm, moisture content in water vapor at the inlet was set d0=0.2 kg/kg of dry air, gas
content dH 2S ,0 =0.1 kg/kg of dry air. Efficient of Н2S extraction and dust capture were deter‐
mined ηH 2S

=0.072959 and ηp=0.52904, respectively.

The mean-mass size of droplets in the tube mouth was calculated by Nukiyama-Tanasava
formula [1]:

0,45

1,5
0

0 0

0,585 53,4 , m,f f
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d f f f

q
U V

s m
d

r r s

æ ö
ç ÷= +
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è ø

(66)

where ρf (kg/m3), μf (Pa∙s), σf (N/m) and q (m3/m3) are density, dynamic viscosity, surface
tension coefficient of pneumatically atomized liquid, and irrigation coefficient.

Velocity U was calculated with consideration of diffuser expansion angle [2, 11].

Dependences of droplet size along the diffuser length are presented in Fig. 8а). It can be
seen that firstly condensation of water vapors occurs intensively, then this process stops at
the length of х/l≈0.2, and the size of droplets stays constant up to the scrubber outlet. At this,
the quantitative droplet size changes slightly along the diffuser length (it stays almost con‐
stant: the maximal increase is a little bit higher than 0.3 %).

A change in droplet temperature due to convective heat transfer between droplets and va‐
por-gas flow, thermal effects of water vapor condensation on droplets, and gas dissolution is
shown in Fig. 8d). A change in mass concentration of Н2S dissolved in a droplet is shown in
Fig. 8c). It is obvious that absorption is almost completed at the length of tube diffuser 1 for
this version of calculation. The same circumstance is illustrated by mass concentration of
Н2S in “formation” condensate along the diffuser in Fig. 8c). According to the figure, the sol‐
ubility limit on “formations” and droplets is not achieved as in the hollow jet scrubbers. A
change in “formation” size due to water vapor condensate on their surfaces is illustrated in
Fig. 8f). It can be seen that firstly water vapors condense very intensively, then at the dis‐
tance of about x/l≈0.1 this process completes, the size increases more than twice and stays
constant until the leaving from the scrubber. Efficiency of dust capture in this version is up
to 53 %. Calculation at the same parameters of the vapor-gas flow and dust at the scrubber
inlet with mouth dг=0.1 m and constrictor length l=1 m gives ηp=0.77729, ηH 2S

=0.074965. It fol‐
lows from the diagrams in this figure that for the calculated version it is practically reasona‐
ble to be limited by diffuser length x/l≈0.4 (х=0.08 m), where the processes of dust capture
(Fig. 8g)) and absorption are completed (Fig. 8b)). Therefore, the residual length of 0.12 m is
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excessive. Figs. 8b) and 8g) illustrate distributions of dust and Н2S mass fluxes along the dif‐
fuser of Venturi tube.
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Figure 8. Calculation of Н2S absorption and dust capture in Venturi scrubber (calculated parameters are presented in
the text)

It is necessary to note that these calculation versions do not meet the conditions of optimal
scrubber operation; they only illustrate the character of complex gas cleaning. To determine
the optimal regimes, a series of calculation on the basis of suggested model should be car‐
ried out and analyzed for the specific industrial conditions.

Let’s turn to comparison of calculation results with the known experimental data. The ex‐
perimental volumetric mass transfer coefficient is shown in [6] for NH3 absorption in the
Venturi tube with mouth diameter dm=0.02 m. There no geometrical and other parameters.
This coefficient is presented as

3NH 1,56 0,57
, 0260 ,iv e lU qb = (67)
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where ql is irrigation coefficient in l/m3, U0 is in m/s, and βiv is in 1/h.

The experimental value of Н2S absorbed in Venturi tube is expressed by formula, kg/h,

2H S
, , , ,i e iv e i e difG Vb rD = D (68)

where Vdif is diffuser volume, Δρi is calculated drop of gas concentration along the diffuser
length, kg/m3, corresponding to experimental data.

The theoretical value of mass of absorbed gas, kg/h, is
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where (see Fig. 9) the volume of truncated cone is
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Substituting (67), (71) into (70), at α=6°, l=0.2 m, dm=0.02 m, U0=80 m/s, ql=15 l/m3 we get the
following, assuming that Δρi ,th ≈Δρi ,e,

,
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where for Н2S ( Di ,0
DNH3,0

)0,67
=0.7426, i.e., the difference between the theory and experiment is

less than 6 %, what is a good agreement, considering the assumed parameters for normal‐
ized Venturi tube.
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The amount of absorbed Н2S for the version of calculation in Fig. 8 (ηH 2S
=0.072959, ρd .a.,0

=0.7541 kg/m3) is

Wi ,th =0, 7541⋅0, 1⋅0, 072959⋅80
3, 14(0, 02)2

4 3600=0, 5 kg/h.

For the scrubber with dm=0.1 m, l=1 m at the same dust and gas parameters at the inlet
Wi ,e =12, 78 kg/h.

The experimental values of efficiency of condensation capture of submicron dust are com‐
pared with results of model calculation inn [2, 11, 12] at the example of deposition of ash
particles from cracking gases under the industrial conditions in hollow jet scrubbers [13];
good agreement is achieved.

4. The choice of the value of calculated concentration difference for the
absorbed gas component

Let’s consider this important question in detail as an addition to iss. 2 at the example of wa‐
ter absorption of SO2, comparing calculation and experimental data [6] on volumetric mass
transfer coefficient.

It follows from equation (3) that
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where, according to formulas (26) and (38)
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In (73) and (74), according to calculation results, it is assumed that δd =δd 0.

Let’s put βid  from (19) to (73) at Kci =1 and nd  from (74), we obtain, proved by estimates,
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where

Red ≈
Vdхδd 0ρ

μ . (76)

Lets’ turn dependence (74) to the following form using the theorem about an average for in‐
tegral:
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where ν̄ =(μ̄ / ρ̄) is the average value of kinematic viscosity of the vapor-gas flow in the
scrubber volume, m2/s, D̄NH3

 is the average value of diffusion coefficient of methane NH3,

V̄ dх is average velocity of droplets on the 0–Н way at motion from scrubber inlet to the out‐
let, m/s, Δρid = |ρid −ρi | .

Expressing velocity U0 and Vdх in m/h, and assuming δd 0 =7⋅10−4m (700 μm),

D̄NH3
(Тd ,ave ≈278, 5К)=0, 198⋅10−4( 285

273 )1,75
=0, 205⋅10−4m2/s (see Fig. 10 b)),

ν̄ =(285К)≈1, 5⋅10−6 m2/s, V̄ dх ≈5, 25 m/s (see Fig. 10 e)), (DSO2,0 / DNH3,0)0,67 =0, 715, we ob‐

tain for calculation parameters of Fig. 10 Wi ,th ≈83 kg/h∙m2, where ∫
0

H

Δρidd x =0, 6437 kg/m2

is obtained via model calculation (see Fig. 11).
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Figure 10. Calculation of SO2 absorption in direct-flow jet scrubber: Н =12.75 m; q =0.015 m3/m3; δd0 =700 μm; Vd0

=24.5 m/s; U0 =0.25 m/s; Тd0 =278 К; Т00 =293 К; d0 =0.02 kg/kg of dry air; dSO2,0 =0.2 kg/kg of dry air; ηSO2
=0.51722

We should note that multiplier (Di ,0 / DNH3,0)0,67 was included into formula (76) as a correc‐
tion like to was dome for empirical dependence (46).

Numerical calculation by the model give the value of SO2 extraction

2 2, . .,0 SO
2

,0 0 SO 3600 1,0743 0,2 0,25 0,51722 kg/h m3600 100 .i th d aW d Ur h= = × × × × × ×= (78)

The difference is 17 %, what is a sequence of simplifications and averaging in dependence
(76).

If we assume average concentration difference in accordance to average experimental height
Н=7 m Δρi =0, 6437 / 7=0, 092kg/m3, then

Wi ,e =28685, 9U0
1,35q 0,45H 0,35Δρi( Di ,0

DNH3,0
)0,67

=28685, 9⋅0, 1539⋅0, 151⋅1, 976⋅0, 092⋅0, 715=86, 6 kg / h ⋅m 2.

The difference with Wi ,e=83 kg/h∙m2 is 4.2 %.
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If we take Δρi =ρd .a.,0dSO2,0
ηSO2

=0, 111 kg/m3, then Wi ,e=104.5 kg/h∙m2, what differs from re‐
sult of (77) by similar 4.3 % with accuracy of estimation error. This proves the fact that calcu‐
lated volumetric mass transfer coefficient agrees empirical dependence (46) of [6].

On the basis of analysis performed the calculated concentration difference should be recom‐
mended for practical application as the most appropriate

,0 ,
0

H
i i i H

U
U

r r rD = - (79)

at determination of the value of extracted gas component by formula (49), thus, it is necessa‐
ry to measure ρi ,0, ρi ,H  and U0, UH  at apparatus inlet and outlet. Calculation of moisture
content is shown in Fig. 10 c), at this, it was obtained that UH =0, 2234 m/s, ρd .a.,0 =1, 0743
kg/m3.

5. Conclusions

The suggested physical-mathematical model of complex heat and mass transfer and conden‐
sation-absorption gas cleaning from dust and harmful gaseous components is confirmed by
the known experimental data and can be used for engineering calculations and optimization
of construction and operation parameters of hollow jet scrubbers of direct and counter flow
types. This was proved by its numerical implementation for the specific conditions. Calcula‐
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Figure 11. Distribution of ΔρSO2,d  along the scrubber height for calculation parameters of Fig. 10.
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tions on absorption of some gases (СО2, Н2S, SO2, CH4) on water droplets, dispersed by
coarse centrifugal nozzles in hollow direct-flow jet scrubber and pneumatic Venturi scrub‐
ber from wet air is shown in the current paper together with calculation of combined ab‐
sorption-condensation air cleaning from Н2S and various-sized fine dust in these
apparatuses at an increased moisture content. The system of model equations is written at
some certain conditions for the multicomponent vapor-gas mixture with particle. This
makes it possible to use this system for calculation of complex gas cleaning from several
harmful gas components and several fractions of dust particles and investigate regularities
of this process.

Nomenclature

V
→

d  vector of droplet velocity

U
→

 nvector of vapor-gas low velocity

g
→

 vector of gravity acceleration

md  droplet mass (variable value due to evaporation-condensation and absorption), kg

cf  specific heat capacity of liquid, J/ kg∙К

Тd  mean mass temperature of droplets, К

αd  heat transfer coefficient of droplet, W/m2∙К

δd  mass-median size of droplet, m

Т temperature of vapor-gas flow, К

ri specific heat of absorption, evaporation-condensation, J/kg

cδ specific heat capacity of “formation”, J/kg∙К

ρδ mass concentration of “formations’ in the vapor-gas flow, kg/m3

Vc = |V
→

d −U
→ |  module of relative droplet velocity, m/s

ηStk coefficient of “formation” capture by droplets

Tδ mean mass temperature of “formations”, К

βid  coefficient of droplet mass transfer with the i-th component of vapor-gas flow by concen‐
tration difference, m/s

ρid  and ρi partial densities (mass concentrations) of saturated vapors of dissolvent and gas
components near droplet surface and far from it (in the flow), kg/m3
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nd  and nδ calculated concentrations of droplets and “formations” in the flow, 1/m3

ρg  partial density of non-reacting gas component, kg/m3

ρd  mass concentration of droplets, kg/m3

αδ heat transfer coefficient of “formation”, W/m2∙К

δ size of “formation”, m

ρ density of vapor-gas flow, kg/m3

c specific heat capacity of vapor-gas flow, J/ kg∙К

ρp mass concentration of dry dust particles in the flow, kg/m3

ρf  density of liquid (droplets), kg/m3

μ dynamic viscosity of vapor-gas flow, Pa∙s

Mi molar masses of components of the vapor-gas mixture, kg/kmole

R =8, 314 kJ/kmole∙К universal gas constant

Di diffusion coefficient of mixture component, m2/s

Pi partial pressure of the i-th component of the vapor-gas mixture, Pa

Pid ,δ partial saturation pressures of mixture components, calculated by droplet and “forma‐
tion” temperature, Pa

mpx ,i constants of phase equilibrium of solutions of i-ths components of extracted gases, Pa

xid ,δ mole fractions of gas components dissolved in a droplet and “formation” condensate

cmid ,δ mass fractions of gas components in droplet and “formation” dissolvent, kg/kg of dis‐
solvent

Мdis molar mass of dissolvent, kg/kmole

dmvδ / dτ rate of “formation” mass change due to evaporation-condensation of liquid, kg/s

δ0 initial size of dust particles, m

ρs density of solution on “formation” due to condensation of liquid vapors and absorp-tion
of gas components, kg/m3

d  moisture content, kg of vapors/kg of dry non-reacting component of vapor-gas mixture

di gas content, kg of reacting gas component/ kg of dry non-reacting component of vapor-
gas mixture

q =Qf / Qsg0 irrigation coefficient
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Qf  volumetric flow rate of liquid, m3/s

Qsg0 volumetric flow rate of vapor-gas mixture at apparatus inlet, m3/s
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Chapter 8

Fouling in Membrane Filtration and Remediation
Methods

A.  Abdelrasoul, H.  Doan and A.  Lohi

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/52370

1. Introduction

The growth of the membrane technologies has fell far behind the initial anticipation, one of
the major obstacles, which hinders more widespread of its application, is that the filtration
performance inevitably decreases with filtration time. This phenomenon is commonly termed
as membrane fouling, which refers to the blockage of membrane pores during filtration by the
combination of sieving and adsorption of particulates and compounds onto the membrane
surface or within the membrane pores. Pore blockage reduces the permeate production rate
and increases the complexity of the membrane filtration operation. This is the most challenging
issue for further membrane development and applications.

Permeate flux and transmembrane pressure (TMP) are the best indicators of membrane
fouling. Membrane fouling leads to a significant increase in hydraulic resistance, manifested
as permeate flux decline or TMP increase when the process is operated under constant-TMP
or constant-flux conditions. In a system where the permeate flux is maintained by increasing
TMP, the energy required to achieve filtration increases. Over a long period of operation,
membrane fouling is not totally reversible by backwashing. As the number of filtration cycles
increases, the irreversible fraction of membrane fouling also increases. In order to obtain the
desired production rate, chemical cleaning is required for membrane to regain most of its
permeability. The resultant elevated cost makes membranes economically less feasible for
many separation processes. There are also concerns that repeated chemical cleaning might
affect the membrane life.

Fouling can be broadly classified into backwashable or non-backwashable, and reversible
or  irreversible  based  on  the  attachment  strength  of  particles  to  the  membrane  surface.
Backwashable  fouling  can  be  removed  by  reversing  the  direction  of  permeate  flow
through the pores of the membrane at the end of each filtration cycle. Non-backwashable

© 2013 Abdelrasoul et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
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fouling is  the  fouling that  cannot  be  removed by normal  hydraulic  backwashing in  be‐
tween filtration cycles. However, non-backwashable fouling of the membrane can be han‐
dled  by  chemical  cleaning.  On  the  other  hand,  irreversible  fouling  cannot  be  removed
with flushing,  backwashing,  chemical  cleaning,  or  any other  means,  and the  membrane
cannot be restored to its original flux. Fouling also can be classified, based on the type of
fouling material,  into four categories:  inorganic fouling/scaling,  particle/colloidal  fouling,
microbial/biological  fouling,  and  organic  fouling.  Inorganic  fouling  or  scaling  is  caused
by the accumulation of particles when the concentration of the chemical species exceeds
its  saturation concentration.  Several  studies  have  shown that  increased concentration of
Ca2+ and Mg2+ caused more fouling [1-3]. On the other hand, organic fouling occurs due
to  the  clogging  of  the  membrane  by  organic  substances,  and organic  carbons  generally
concentrate on the internal surface of the membrane [4]. Based on the analysis of the ex‐
tracted  solution  during  chemical  cleaning,  it  was  found  that  most  soluble  organic  fou‐
lants were of low molecular weights, and calcium was the major inorganic foulant [5].

Natural organic matter (NOM) is the organic material present in surface or ground water
and contains various high molecular weight organic compounds. NOM includes both hu‐
mic  and non-humic  fractions.  The humic  fraction consists  of  high molecular  weight  or‐
ganic  molecules.  Common  non-humic  NOM  foulants  are  proteins,  amino  sugars,
polysaccharides, and polyoxyaromatics [6].  Several studies have shown that NOM is the
major  ultrafiltration membrane foulant,  and different  components  of  NOM cause differ‐
ent  forms  of  fouling  [7-9].  According  to  Makdissy  et  al.,  the  organic  colloidal  fraction
causes significant  fouling [10].  However,  polysaccharides are identified as  the dominant
foulant [11]. Other studies reported that most fouling was caused by hydrophobic NOM
components  [12].  Nevertheless,  neutral  hydrophilic  NOM  components  were  found  the
major  foulants  by  some researchers  [13].  The  NOM components,  as  the  major  foulants,
can be ranked in the order neutral hydrophilics > hydrophobic acids > transphilic acids >
charged hydrophilics. Due to conflicting results from different researchers and many fac‐
ets of membrane fouling, there would be no universal solution for membrane fouling re‐
mediation,  but  it  has  to  be  dealt  with  and  designed  specifically  for  a  certain  type  of
foulant and membrane in use, as presented later in this paper.

2. Membrane fouling mechanism

A typical flux-time curve of ultrafiltration (UF), as shown in Figure 1, starts with (I) a rapid
initial drop of the permeate flux, (II) followed by a long period of gradual flux decrease, and
(III) ended with a steady-state flux.

Flux decline in membrane filtration is a result of the increase in the membrane resistance by
the membrane pore blockage and the formation of a cake layer on the membrane surface. The
pore blocking increases the membrane resistance while the cake formation creates an addi‐
tional layer of resistance to the permeate flow. Pore blocking and cake formation can be
considered as two essential mechanisms for membrane fouling.
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The rapid initial drop of the permeate flux can be attributed to quick blocking of membrane
pores. The maximal permeate flux always occurs at the beginning of filtration because
membrane pores are clean and opened at that moment. Flux declines as membrane pores are
being blocked by retained particles. Pores are more likely to be blocked partially and the degree
of pore blockage depends on the shape and relative size of particles and pores. The blockage
is generally more complete when the particles and pores are similar in both shape and size
[15-17]. Pore blocking is a quick process compared with cake formation since less than one
layer of particles is sufficient to achieve the full blocking [16, 18].

Further flux decline after pore blockage is due to the formation and growth of a cake layer on
the membrane surface. The cake layer is formed on the membrane surface as the amount of
retained particles increases. The cake layer creates an additional resistance to the permeate
flow and the resistance of the cake layer increases with the growth of cake layer thickness.
Consequently, the permeate flux continues decreasing with time.

3. Mathematical models for membrane fouling

Pursuant to the understanding of different roles of aquatic components in membrane fouling,
different mathematical models have been developed to describe the membrane fouling. The

Figure 1. A Schematic presentation of the three stages in flux decline [14]
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most widely used empirical model is the cake filtration model that focuses on the role of
particles larger than membrane pore sizes. In this model, the hydrodynamic resistance of cake
layer [Rc, m-1] is defined as:

ˆ .c c dR R m= (1)

where Ȓc [m/kg] is the specific cake resistance of the cake layer on the membrane surface and
md [kg/m2] is the mass of deposit per unit surface area of membrane. The corresponding
permeate flux (J, m3/m2.s) is expressed using Darcy’s law and a resistance-in-series model (RIS)
as below:

 ( )m c

P
μ R R

J D
+

= (2)

where ΔP (Pa) is transmembrane pressure, μ (Pa-s) is the solution viscosity and Rm (1/m) is
the hydrodynamic resistance of clean membrane. Additional work has been done to relate Ȓc

to the structure of the cake layer formed by particles or aggregates [19, 20]. The cake filtration
model has been used to fit filtration data and reasonable results have been obtained [21].
However, the model does not explain the mechanisms of fouling, but only indicates the
proportionality between the increase in hydrodynamic resistance and the mass of deposit on
the membrane as filtration proceeds under some conditions. The values of Ȓc vary from 1010

to 1016 m/kg for different aquatic substances [22]. Babel et al. [23] found that Ȓc for a Chlorella
algae culture changed from 1011 to 1012 m/kg when the growth condition became inhibitive.
Foley [24] reviewed different factors affecting the permeability of the cake layer formed in
dead-end microfiltration of microbial suspensions. It was found that Ȓc is dependent on cell
morphology, surface properties, operating pressure, and time. The resistance-in-series model
has been used frequently to analyze membrane fouling phenomenon. Although it is easy to
apply, one should be cautious in the use of this model as it doesn’t consider pore blocking
mechanism.

Kosvintsev et al. [25] developed another model to describe fouling by physical sieving of low
pressure membranes by particles larger than membrane pore sizes. According to their analysis,
membrane fouling by cake filtration does not start right after the onset of filtration, and the
fouling is rather dominated by pore blocking until the membrane surface is covered by
particles. This model describes the permeate volume as a function of permeate time, dominated
by pore blocking at constant pressure as follows:

(1  )1  *V ln t
n

b
g b

= + (3)
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where V is the permeate volume (cm3), βit is the ratio of the membrane area fouled with
particles to the area of clean pores. This constant must be identified from experimental
measurement for a given membrane and it should be slightly greater than unity. n the number
of particles per unit volume of the feed, γ is the ratio of the pores area to the total membrane

area and t* is the dimensionless filtration time = γ n ∫0
t dV

dt . More details of the model are
presented in the authors’ recent work [26]. This model was limited to pore blocking fouling
and the effect of cake layer on the permeate volume was not considered.

Zydney et al. combined two fouling mechanisms, pore blockage and cake formation, to
describe fouling of low pressure membranes by proteins and humic acids [27, 28]. Again, this
model is established by assuming that the fouling is caused primarily by large particles,
aggregates of proteins and humic acids. The mathematical development is based on constant
pressure operation and varying flux, and it can be written as below:

exp 1 expb b m b b

o m m c m

K PC R K PCJ t t
J R R R Rm m

é ùæ ö æ öD D
= - + - -ê úç ÷ ç ÷ç ÷ ç ÷+ ê úè ø è øë û

(4)

where J and J0 (m3/s) are the permeate flux at a given time and the initial flux through the
unfouled membrane respectively, Kb (m2/kg), a pore blockage parameter, is equal to the
blocked membrane area per unit mass of aggregates convected to the membrane. This
parameter can be measured experimentally. Cb (kg/m3) is the bulk concentration of large
aggregates, Rm (1/m) is the clean membrane resistance, Rc is cake layer resistance (1/m), μ is
the solution viscosity and ΔP is the transmembrane pressure (Pa). Both resistances can be
measured experimentally. The right-hand side of the equation has two terms that are related
to pore blocking and cake formation, respectively. The first term (pore blocking) dominates
the early stage of fouling, and the second term (cake filtration) governs fouling at longer times.
The impact of solution chemistry on membrane fouling is, however, not included in the model,
but was rather considered as a prerequisite for the aggregation of proteins or humic acids.

In comparison to the aforementioned models, adsorptive fouling of membranes by particles
smaller than membrane pore sizes is incorporated in the following model. The impact of the
adsorption layer on the permeability of membranes can be estimated using a modified form
of Hagen-Poiseulle capillary filtration model [29] as below:

'
4[1  ]

o p

J
J r

d
= - (5)

where J and J0 (m3/m2.s) are the permeate flux after the formation of the adsorptive fouling
layer and the initial flux, respectively, under a given transmembrane pressure, δ '(m) is the
thickness of the adsorption layer that can be measured experimentally and rp (m) is the
membrane pore radius. The major difficulty in applying the adsorptive fouling model to
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filtration of natural surface waters lies in the complex nature of aquatic NOM. In other words,
the value of δ ' is not easy to obtain either theoretically or experimentally. This problem is
further complicated by the heterogeneity of membrane surface properties.

4. Chemical attachment of foulants on membrane surfaces

An underlying question on membrane fouling is the origin of the attachment of foulants on
the membrane surface. The major forces contribute to attachment are dispersion interaction
force and polar interactions force [30]. These forces apply to material entities at different scales.

4.1. Chemical attachment by dispersion interaction

Foulants stay together on membrane surfaces most likely due to the presence of physiochem‐
ical interactions, such as the dispersion interaction between aqueous entities. This dispersion
interaction is due to Van der Waals attractive force between molecules across water and is
balanced by the electrostatic repulsion between particles and the membrane surface due to the
presence of surface charges. As shown in energy curve figure (2) the height of the energy barrier
depends not only on how strong the attractive interaction is, but also on the magnitude of the
repulsive electrostatic interaction. Therefore, it is usually considered beneficial to increase the
charge density of the similarly charged interacting entities to reduce attachment.

To represent the dispersion interaction, the Hamaker constant can be used. It is the property
of a material, which represents the strength of van der Waals interactions forces between
macroscopic bodies through a third medium as shown in Figure (3). Typical values of the
Hamaker constant are in the range of 10-19 - 10-21 Joules. It can be estimated using the Lifshitz
theory of macroscopic van der Waals interactions forces, which ignores the atomic structures
of the interacting molecules, and calculates the forces between them in terms of their dielectric
constants (ε) and refractive indices (n) [31, 32].The Hamaker constant, A, for two macroscopic
phases 1 and 2 interacting across a medium 3 is approximated as:

( )
( ) ( ) ( ) ( )
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where “1” and “2” denote two interacting bodies inside medium “3”, A is the Hamaker
constant, ve is the medium absorption frequency (for H2O, ve = 3 x 1015 s-1), ε is the dielectric
constant that indicates the extent to which a material concentrates electric flux, n is the
refractive index, K is the Boltzamnn constant, h is the Plank constant and T is the absolute
temperature [33].
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Figure 2. Energy curve of interaction forces [33]

Figure 3. Interaction between 2 microscopic bodies 1 and 2 through medium 3 [33]

Fouling in Membrane Filtration and Remediation Methods
http://dx.doi.org/10.5772/52370

201



Table 1 lists the Hamaker constants representing the van der Waals interaction between
polystyrene latex particles and different membrane materials across water, calculated using
the macroscopic approach [30]. The Hamaker constant at zero frequency, Av=0, represents the
static interaction and this term is always less than or closed to ¾ KT. The Hamaker constant
at zero frequency is less than the total strength of van der Waals interactions forces. Hamaker
constants at frequencies above zero, Aν>0, is related to the three refractive indices, or funda‐
mentally, the dispersion interaction between these surfaces. As shown in Table 1, the minimum
and the maximum interaction force are observed in PTFE and alumina membranes with latex
particles, respectively. The dispersion interaction between latex and PVDF is slightly less than
half of that between two latex particles which indicates less irreversible fouling. [33]

Interaction System 1 (1-3-2) Dielectric Constant (kHz) 2 Refractive Index 3 Hamaker Constant x 1021 (J)

ε1 ε3 ε2 n1 n3 n2 A v=0 A v > 0 A tot

Latex -Water- PTFE 2.55 80 2.1 1.557 1.333 1.359 2.75 1.55 4.3

Latex -Water- PVDF 2.55 80 6.4 1.557 1.333 1.42 2.47 5.12 7.59

Latex -Water- CA 2.55 80 4.5 1.557 1.333 1.475 2.59 8.27 10.9

Latex -Water- PP 2.55 80 1.5 1.557 1.333 1.49 2.79 9.12 11.9

Latex -Water- Cellulose

nitrate
2.55 80 6.4 1.557 1.333 1.51 2.47 10.2 12.7

Latex -Water- PES 2.55 80 3.5 1.557 1.333 1.55 2.65 12.5 15.1

Latex -Water- Latex 2.55 80 2.55 1.557 1.333 1.557 2.72 12.8 15.6

Latex -Water- PC 2.55 80 2.95 1.557 1.333 1.586 2.69 14.4 17.1

Latex -Water- Alumina 2.55 80 11.6 1.557 1.333 1.75 2.16 22.9 25.1

Latex -Water- fused quartz 2.55 80 3.8 1.557 1.333 1.448 2.63 6.74 9.37

Note: 1 PTFE: Polytetrafluoroethylene, PVDF: Polyvinylidene fluoride, CA: Cellulose acetate, PP: Polypropylene, PES:
Polyethersulfone, PC: Polycarbonate; dielectric constant [31], Refractive index [32]; A tot = A v > 0 + A v=0

Table 1. Hamaker constants calculated using the Lifshitz equation for representative particle-membrane interaction
systems [30]

4.2. Physiochemical attachment by “polar” interactions

The Derjaguin and Landau, Verwey and Overbeek ( DLVO) theory has been extended,
including different types of interactions, to applications with aqueous phase. Van Oss
postulated the concepts of apolar and polar interactions to classify and predict these interac‐
tions [30]. The apolar interaction mainly consists of dispersion interaction. On the other hand,
the polar (or Lewis acid-base) interaction is comprised of the interactions between Lewis acid-
base pairs in the system, including the two interacting entities and surrounding water
molecules. These interactions are useful in explaining the advantage of hydrophilizing the
membrane surface to reduce the irreversible attachment of particles and other fouling materials
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on membrane surface. According to the concept of apolar/polar interactions, the strength of
chemical attachment depends not only on the dispersion interaction (apolar), but also, or even
more dominantly, on the polar interactions. The latter can be either attractive or repulsive
based on the hydrophilicity of the two interacting surfaces.

For two hydrophilic surfaces, the polar interaction is repulsive and counteracts the attractive
dispersion interaction. Therefore, the total interaction becomes either weakly attractive or
repulsive even in the absence of electrostatic repulsion which leads to reduce fouling. In
comparison, the polar interactions would be fairly attractive between hydrophobic surfaces,
which are additive to the attractive dispersion interactions. Consequently, electrostatic
repulsion becomes the dominant factor in balancing the attractive and repulsive interaction
which enhances fouling. Therefore, there are in principle at least two possible approaches to
make the membrane less vulnerable to the attachment of aquatic contaminants: hydrophili‐
zation of membrane surfaces (to enhance thermodynamic stability) and ionization of mem‐
brane surfaces (to achieve kinetic stability). Both approaches have been investigated by several
researchers [34, 35-39]. The presence of polar interaction has also been used to explain different
affinities of silica and latex particles on hydrophilic membranes [40]. Hydrophobic polystyrene
latex particles showed less affinity to three commercial hydrophilic membranes than silica
particles, as measured using atomic force microscopy (AFM). The hydrogen bonding attraction
between silica particles and membrane surfaces was speculated to be the primary reason for
the greater attachment. Regardless of the true mechanisms, such results suggest that the
molecular structure of membranes and aquatic particles can be important to their interactions.
Another complicated problem is the presence of NOM in natural water. The sorption or
deposition of NOM moieties on particle and membrane surfaces can form an additional
polymeric layer at solid/water interfaces.

4.3. Chemical attachments between heterogeneous surfaces

All previous chemical attachment mechanisms are based on the assumption that the interact‐
ing surfaces have homogeneous surface properties, and thus can be characterized using some
global parameters, such as: charge density, hydrophobicity, and the Hamaker constant.
However, this may not be realistic because particles could have heterogeneous surfaces.
Different parts of the surface have different affinities to the membrane. In addition, the
membrane surface, especially that modified, also likely has heterogeneous surface properties
relevant to foulant attachment. This heterogeneity can be attributed to different physical and/
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electrostatic repulsion [41]. In another investigation, the surface heterogeneity of nanofiltration
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that the stickiness of membrane surfaces to foulants can be heterogeneous, rather than
uniformly homogenous as considered previously.

5. Factors affecting fouling

• Membrane properties: pore size, hydrophobicity, pore size distribution and membrane
material.

• Solution properties: solid (particle) concentration, particle size and nature of components.

• Operating conditions: pH, temperature, flow rate and pressure.

5.1. Membrane properties

In an aqueous environment a membrane can be attractive or repulsive to water. The compo‐
sition of the membrane and its corresponding surface chemistry determine its interaction with
water, thus affecting its wettability. The wettability of the membrane can be determined by
measuring the contact angle between the membrane surface and a droplet of liquid, as shown
in Figure (4). Hydrophilic membranes are characterized by the presence of active groups that
have the ability to form hydrogen-bonds with water and so these membranes have wettability
as can be seen in Figure (4.b). Hydrophobic membranes have the opposite interaction to water
compared to hydrophilic membranes as they have little or no tendency to adsorb water and
water tends to bead on their surfaces (i.e. discrete droplets) as shown in Figure (4.a). This tends
to enhance fouling. Hydrophobic membranes possess low wettability due to the lack of active
groups in their surface for the formation of hydrogen-bonds with water. Particles, which foul
membranes in aqueous media, tend to be hydrophobic. They tend to cluster or group together
to form colloidal particles because this process lowers the interfacial free energy. Usually,
greater charge density on a membrane surface is associated with greater membrane hydro‐
philicity. Polysulfone, cellulose acetate, ceramic and thin-film composite membranes used for
water treatment and wastewater recovery typically carry some degree of negative surface
charge and hydrophilic. Thus, fouling can be reduced with use of membranes with surface
chemistry which have been modified to render them hydrophilic.

(a) (b) 

Figure 4. a) Hydrophobic membrane, (b) Hydrophilic membrane [14]

Membrane morphology also has a considerable effect on fouling as pore size, pore size
distribution and pore geometry especially at the surface of the membrane. These determines
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the predominant fouling mechanisms such as pore blocking and cake formation as previously
discussed in section 2.

5.2. Solution properties

The properties of the feed solution also significantly influence membrane fouling. Some of the
important feed properties are solid (particle) concentration, particle properties, pH and ionic
strength. Generally, an increase in the feed concentration results in a decline in the permeate
flux. This is due to the increase in membrane fouling by the presence of a higher foulant
concentration. Particles may be present in the feed because of the nature of the feed or through
precipitation of soluble feed component(s). The particles can cause fouling by pore blocking,
pore narrowing or cake formation, dependent on the particle sizes. Higher permeate fluxes
and cake thicknesses are usually obtained with larger particles [43]. Large particle size is one
of the factors that inhibit deposition. In a filtration process, the particle sizes in the feed often
cover a wide range. The presence of fine as well as coarse particles results in a lower cake
porosity as the fine particles can slide between the large ones, filling the interstices. The range
of the particle size distribution plays a major role in the selective deposition at high crossflow.
In addition to the particle size, the particle shape affects the porosity of the cake formed on the
membrane surface. In general, the lower the particle sphericity, the greater is the porosity [43].

Some other factors, such as: pH, ionic strength, and electric charges of particles, are also
important. The pH and ionic strength of the feed affect the charge on the membrane, the charge
on the particles, conformation and stability of, and thereby adhesiveness of particles/molecules
and the size of the cake. For example, a study of the impact of pH of the latex emulsion on
membrane fouling showed that the latex emulsion pH should be high enough to prevent the
coagulation of latex particles, and hence, to increase the antifouling properties of the latex
emulsion. Also, it has been showed that a reduction in pH could decrease the molecular size
of NOM and thus enhances adsorption onto membrane, resulting in a significant fouling.

5.3. Operating conditions

The effect of temperature on the permeate flux was investigated and found that at higher
temperatures, the permeate flux increased, indicating a lower degree of fouling. Changing the
feed temperature from 20°C to 40°C lead to an increase in the permeate flux up to 60% [44].
This might be due to the fact that changes in the feed water temperature resulted in changes
in the permeate diffusion rate through the membrane.

The cross-flow velocity is defined as the superficial velocity of the feed stream travelling
parallel to the membrane surface. The effect of the cross-flow velocity on permeate flux has
been studied for a wide variety of feed solutions. It is believed that increasing the cross-flow
velocity positively affects the mass transfer coefficient of the solute and the extent of mixing
near the membrane surface [45]. Consequently, the permeate flux is increased with cross-flow
velocity. Higher mixing experienced with larger cross-flow velocity leads to a reduction of
aggregation of the feed solids in the gel layer, essentially due to increasing diffusion of these
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components back towards the bulk, leading to an overall reduction in the effect of concentra‐
tion polarization.

The control of the transmembrane pressure (TMP) which is the pressure difference between
the feed and permeate stream is essential as it greatly affects the permeation rate. At a higher
TMP, the force of the fluid flowing towards the membrane is increased, leading to a higher
permeate flux. Increasing the applied pressure influence the permeate flux as illustrated in
Figure (5). At very low pressure p1, the flux is close to pure water flux at the same pressure. As
the applied pressure is increased to pressure p2, the higher flux causes increased concentration
polarization of the retained material at the membrane surface increases. If the pressure is
increased further to p3 which considered the critical pressure, concentration polarization
becomes enough for the retained solutes at the membrane surface to reach the gel concentra‐
tion, cgel. Once a gel layer has formed, further increase in the applied pressure does not lead to
further increase in the permeate flux above this critical value. The gel layer thickness and the
density of the retained material at the membrane surface layer, however, increase. This limits
the permeate flux through the membrane, and hence, the flux reaches a steady state level. It
was reported that no fouling was experimentally observed when the process was operated
under this critical flux [14].

6. Remediation of membrane fouling

Fouling remediation can be done through pre-treatment the feed to limit its fouling propensity,
improving the antifouling properties of the membrane, membrane cleaning and backwash
conditions and optimization of the operating conditions already discussed previously.

6.1. Feed pre-treatment

Membranes are susceptible to fouling; therefore, pretreatment of the feed is required to control
colloidal, organic, and biological fouling as well as scaling. The pretreatment scheme must be
capable of controlling membrane fouling to such an extent that a practical cleaning frequency
can be achieved. For low-pressure membranes, a number of pretreatment methods are
currently used.

6.1.1. Coagulation

Coagulation involves the addition of chemicals coagulants, such as: FeCl3, FeSO4, alum,
polyaluminum chloride, etc.., to increase the size of suspended and colloidal particles in the
feed prior to filtration. It was found that reversible fouling was reduced with coagulation pre-
treatment, but the extent of irreversible fouling was unchanged. This can be attributed to the
fact that large particles are formed from small particles, and hence, reversible fouling decreases
with the use of coagulation. However, smaller particles, which are not coagulated, still remain
in the feed and causes irreversible fouling. Factors affecting membrane fouling includes
coagulant dosage, pH, nature of dissolved organic matters as well as Ca2+ content of the feed
water [14]. Moreover it was found that following coagulation pretreatment, most membrane

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling206



components back towards the bulk, leading to an overall reduction in the effect of concentra‐
tion polarization.

The control of the transmembrane pressure (TMP) which is the pressure difference between
the feed and permeate stream is essential as it greatly affects the permeation rate. At a higher
TMP, the force of the fluid flowing towards the membrane is increased, leading to a higher
permeate flux. Increasing the applied pressure influence the permeate flux as illustrated in
Figure (5). At very low pressure p1, the flux is close to pure water flux at the same pressure. As
the applied pressure is increased to pressure p2, the higher flux causes increased concentration
polarization of the retained material at the membrane surface increases. If the pressure is
increased further to p3 which considered the critical pressure, concentration polarization
becomes enough for the retained solutes at the membrane surface to reach the gel concentra‐
tion, cgel. Once a gel layer has formed, further increase in the applied pressure does not lead to
further increase in the permeate flux above this critical value. The gel layer thickness and the
density of the retained material at the membrane surface layer, however, increase. This limits
the permeate flux through the membrane, and hence, the flux reaches a steady state level. It
was reported that no fouling was experimentally observed when the process was operated
under this critical flux [14].

6. Remediation of membrane fouling

Fouling remediation can be done through pre-treatment the feed to limit its fouling propensity,
improving the antifouling properties of the membrane, membrane cleaning and backwash
conditions and optimization of the operating conditions already discussed previously.

6.1. Feed pre-treatment

Membranes are susceptible to fouling; therefore, pretreatment of the feed is required to control
colloidal, organic, and biological fouling as well as scaling. The pretreatment scheme must be
capable of controlling membrane fouling to such an extent that a practical cleaning frequency
can be achieved. For low-pressure membranes, a number of pretreatment methods are
currently used.

6.1.1. Coagulation

Coagulation involves the addition of chemicals coagulants, such as: FeCl3, FeSO4, alum,
polyaluminum chloride, etc.., to increase the size of suspended and colloidal particles in the
feed prior to filtration. It was found that reversible fouling was reduced with coagulation pre-
treatment, but the extent of irreversible fouling was unchanged. This can be attributed to the
fact that large particles are formed from small particles, and hence, reversible fouling decreases
with the use of coagulation. However, smaller particles, which are not coagulated, still remain
in the feed and causes irreversible fouling. Factors affecting membrane fouling includes
coagulant dosage, pH, nature of dissolved organic matters as well as Ca2+ content of the feed
water [14]. Moreover it was found that following coagulation pretreatment, most membrane

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling206

fouling was due to the smaller hydrophilic NOM particles [13]. This finding is consistent with
the fact that most metal-based coagulants are known to preferentially remove hydrophobic
rather than hydrophilic substances. Coagulation reduced the rate of membrane fouling by
minimizing pore plugging and increasing the efficiency of membrane backwashing.

Coagulation can be done by In-line coagulation process (IC), which refers to the dosing of
coagulant into the feed stream. Rapid mixing in the feed stream allows the flocs to form (but
not to settle) and finally enter the filtration unit (e.g., UF). Therefore, In-line coagulation doesn’t
require the sedimentation or prefiltration step prior to UF. Despite a larger fouling load in
terms of suspended matter, IC may improve membrane performance due to the change in the
fouling mechanism to cake formation rather than pore blocking. Once a cake is built up, it can
be removed by backwashing easily. For in-line coagulation, the influence of membrane
polymer nature and structure on fouling is alleviated. Cleaning frequency is also reduced and

Figure 5. The effect of pressure on membrane flux [14]
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cleaning aggressiveness could be lowered. Consequently, the permeate flux increases, and the
effect of seasonal water quality variations on filtration can be better controlled [46].

Sedimentation process can be used following the coagulation process. In this combined
pretreatment method, a coagulant is applied and the formed flocs are settled out by sedimen‐
tation. The supernatant is then fed to the membrane filtration unit. In one study at East St.
Louis, when UF was used after coagulation-sedimentation (CS) for 400 h, no membrane fouling
was observed [47]. The coagulation or CS pretreatment process was very effective in increasing
UF membrane life because this process removed the primary foulants such as high molecular
weight humics [48].

Alternative process is coagulation-adsorption, which refers to adsorption of foulants using an
adsorbent such as powdered activated carbon (PAC) between the coagulation step and UF. In
one study, wastewater with the initial COD of 165 mg/L and turbidity of 90 NTU was treated
with 120 mg FeCl3/L at pH of 5.5. The COD and turbidity of the treated water were reduced
to 23 mg/L and 12 NTU, respectively. When a further treatment step by adsorption with PAC
was used, the COD dropped further to 7 mg/L [49]. The use of adsorption (PAC) and coagu‐
lation (alum and polyaluminum chloride) as pretreatment steps prior to membrane filtration
was also investigated to remove organics. Significant improvement in the removal of organic
materials and trihalomethane precursors were obtained [50].

Flocculation is another pretreatment method that can remove particles and colloids and hence
improve the permeate flux. It is used to achieve three objectives: eliminating the penetration
of colloidal particles into the membrane pores, increasing the critical flux, and modifying the
characteristics of the deposits. The use of flocculation prior to membrane filtration reduced
clogging of the membrane by aggregating smaller particles, thereby retaining them on the
surface of the membrane. The larger flocs on the membrane surface are washed off by the
retentate due to the tangential force (cross-flow) of the incoming solution, thus preventing
membrane clogging. Flocculation can be used in combination with coagulation. Flocculation
enhances the formation of larger flocs from particle aggregates generated by coagulation. In
addition, flocculants induce floc formation from smaller particles that would not form particle
clusters by coagulants.

6.1.2. Magnetic ion exchange

Magnetic ion exchange (MIEX) is a chemical process in which dissolved ions and charged
species in water are adsorbed to polymer beads. Once they are saturated, the beads can be
recovered and regenerated using a brine solution to desorb the charged species and ions. As
a large percentage of the dissolved organic carbon (DOC) is polar, so it can be removed by
MIEX, by exchanging chloride ions on the resin surface for polar dissolved and colloidal
organic materials. Numerous studies have shown that ion exchange preferentially removes
high charge density, medium-to-low molecular weight organic materials, which can consist
of hydrophobic, transphilic and hydrophilic organic fractions. Ion exchange can therefore be
synergistic with coagulation in reducing DOC loading entering the membrane unit, where
coagulation removes the lower charge density, higher molecular weight hydrophobic frac‐
tions. A number of DOC removal methods were compared: alum coagulation (without pH
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control), alum coagulation (with pH controlled at 6), ion exchange using MIEX resin, and
combined treatment of alum coagulation and MIEX. The relative effectiveness of those
pretreatment methods for DOC removal was ranked in the order: alum/ MIEX > MIEX > alum
pH 6 > alum (no pH control) [51]. Also, it was found that MIEX could remove more NOM than
coagulation process could, even at very high coagulant concentrations [52]. When it is used as
a pretreatment step, up to 80% of NOM can be removed prior to UF. Moreover, combining
coagulation with MIEX was found to be able to remove 90 % of trihalomethane and haloacetic
acid precursors from water [53].

6.1.3 Micellar-Enhanced filtration

Micellar enhanced ultrafiltration is an emerging technique that it is used to improve the
performance of a filtration process by adding a surfactant to the feed in order to promote the
entrapment of foulants in the micelles formed by the surfactant. Surfactants are molecules that
contain a hydrophobic tail (usually long chain hydrocarbon) and a hydrophilic head. Above
a specific concentration, surfactant molecules come together to form clusters or micelles. This
concentration is termed the critical micelle concentration (CMC) and differs depending on the
type of surfactant.

There are numerous types of surfactants used in industry today, categorized by the charge of
the hydrophilic portion of the molecule: anionic (negatively charged), cationic (positively
charged), non anionic (neither positively nor negatively charged), and zwitterionic (both
negatively and negatively charged). The formation of micelles increases the particle size,
allowing the use of membranes with larger pore sizes for the same feed. Some surfactants also
interfere with hydrophobic interactions between bacteria and membranes. In addition,
surfactants can disrupt functions of bacterial cell walls. Therefore, they reduce fouling
dominated by the biofilm formation. The choice of a surfactant is based on its compatibility
with the solid for the solid recovery and reuse and its effect on the filtration system. A study
has been conducted to compare the use of dodecylbenzesulfonic acid, as an anionic surfactant,
and dodecylamine, as a cationic surfactant, to improve the removal of lead and arsenic from
municipal wastewater [54]. It was concluded that while both surfactants enhanced separation
of the heavy metals, the cationic surfactant was more effective than the anionic one. In another
study, sodium dodecyl sulphate (SDS), as an anionic surfactant, and trimethylammonium
bromide (CTAB), as cationic surfactant, were used to improve ultrafiltration of latex paint
wastewater [55]. With SDS at twice its CMC, a reduction of 58% of permeate flux was observed.
In contrast, using CTAB at twice its CMC, the permeate flux increased up to 134%. The
effectiveness of surfactant also depends on the membrane material and its surface charge. One
study indicated that for hydrophilic membranes, the permeate flux was reduced when
ethoxylated alkyl phenol alcohol (Triton X-100), a non-ionic surfactant, was used above its
CMC. However, for hydrophobic membranes, no significant flux reduction was observed with
the same surfactant [56].
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6.2. Membrane properties modification

Membrane properties affect the solute-membrane interaction and, consequently, the extent of
adsorption and fouling. For filtration of proteins, since proteins adsorb more strongly to
hydrophobic surfaces than hydrophilic ones, the use of hydrophilic membranes (cellulose
esters, aliphatic polyamides) can help reducing membrane fouling. Chemical modification of
a membrane (for example, sulfonation of polysulfone) or blending a hydrophobic polymer
(polyetherimide, polyvinylidenefluoride) with a hydrophilic one (polyvinylpyrrolidone) can
enhance the anti-fouling property of membranes. Another way to influence the solute-
membrane interaction can be achieved by the pretreatment of the membrane with hydrophilic
surfactants or enzymes. Conventional ultrafiltration membranes, such as: polysulfone,
polyethersulfone or polyvinylidene fluoride, can be made more hydrophilic by surface
modification using various methods [57, 58]:

• Plasma treatment of the membrane surface;

• Polymerization or grafting of the membrane surface initiated by UV, heat or chemicals;

• Interfacial polymerization;

• Introduction of polar or ionic groups to the membrane surface by reaction with bromine,
fluorine, strong bases and strong acids.

Hydrophilization of the membrane surface also can be done by pre-coating the membrane with
a nonionic surfactant. This method is very attractive for practical application because of it is
simple. With this treatment, ultrafiltration of antifoam rejection was improved significantly,
and hence, the permeate flux was almost doubled [59]. Alternatively, ozone can be used to
modify the membrane surface and its hydrophobicity. This treatment introduces peroxide
groups to the polymer surface, which can initiate graft polymerization of monomers with
hydrophilic groups, and thus improves the hydrophilicity of the polymer surface. The
concentration of peroxide groups formed can be used to determine the effectiveness of the
ozonation process. The effect of ozonation on the permeate flux was studied using a polysul‐
fone UF membrane. It was found that ozonation increased the permeate flux by 10%, and
membrane surface oxidation by the mixture of ozone and hydrogen peroxide was even more
effective. Ozone prolonged the period required to reach appreciable fouling rather than
eliminated it [57]. The applied ozone dose and ozonation time determine the amount of
peroxide groups generated and thus the degree of hydrophilicity enhancement of the mem‐
brane surface.

6.3. Membrane fouling cleaning

Membrane cleaning is an integral part of a membrane system operation and has a significant
impact on the process operation. Fouling materials can be removed by hydraulic means such
as backwashing or by chemical means such as enhanced backwash (EBW). Cleaning operation
can be classified as cleaning in-place (CIP) or off-line chemical cleaning (or soaking). In CIP
the membrane module is cleaned without removing it from the installation while in off-line
cleaning the module is removed from the system and soaked in a chemical.
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Backwashing is done by reversing the flow across the membrane, using the permeate to remove
foulants accumulated on the membrane surface and/or clogged the membrane pores.

In EBW a cleaning chemical is added to the backwash water and the water is recirculated for
a short period of time (10-15 min). Chemical cleaning is an integral part of a membrane process
operation, which has a profound impact on the performance and economics of the process.
Currently, types of cleaning chemicals used are recommended by membrane manufacturers.
Some of them are proprietary cleaners while others are commercial chemicals. Chemical
cleaning is required for the membrane to regain most of its permeability. Chemical cleaning
is performed when flushing and/ or backwashing cannot restore the permeate flux. In chemical
cleaning, the chemical dose is usual higher than that for the enhanced backwashing and the
frequency of chemical cleaning is usual lower (approximately 1 per week). Moreover, the
enhanced backwashing can be fully automated while the chemical cleaning involves manual
labor due to its off-line operation. Proper selection of chemical cleaning agents, conditions for
their application and understanding their performance are important. A cleaning agent is
usually selected based on the types of foulants. The effectiveness of various operating strategies
for different fouling types is summarized in Table 2. As indicated in Table 2, the chemical
cleaning is an effective control strategy for a majority of membrane fouling types.

Type of Fouling

Effects of Operating Strategy

Hydraulic Cleaning /

Backwashing
Feed Chlorination Feed Acidification

Chemical

Cleaning

Inorganic - - ++ ++

Particulate ++ - - ++

Microbial + ++ +* ++

Organic - + - ++

Notes: “-”: No effect/ negative effects; “+”: some positive affects; “++”: positive effects; “*”: together with feed
chlorination.

Table 2. Effects of operating strategies on membrane fouling [14]

Calcium, magnesium and silica scaling, often a serious problem in reverse osmosis operation,
is generally not a concern in ultrafiltration because these ions permeate through the membrane.
Ultrafiltration of cheese whey, in which high calcium levels can lead to calcium scaling, is an
exception. Because many feed waters contain small amount of soluble ferrous salts, hydrate
iron oxide scaling is a problem. In ultrafiltration, these salts are oxidized to ferric iron by
entrained air. Ferric iron is insoluble in water; hence, an insoluble iron hydroxide gel forms
and accumulates on the membrane surface. Such deposits are usually removed with citric or
hydrochloric acid wash. Chemicals commonly used for cleaning UF and MF membranes in
water industry fall into five categories, as summarized in Table 3
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Category Major Functions Typical Chemicals

Caustic Hydrolysis, solubilisation NaOH

Oxidants / disinfectants Oxidation, disinfection NaOCl, H2O2, peroxyacetic acid

Acids Solubilization Citric, nitric, hydrochloric acid

Chelating agents Chelation Citric acid, EDTA

Surfactants
Emulsifying, dispersion, surface

conditioning
Surfactants, detergents

Table 3. Major categories of membrane cleaning chemicals [14]

Regardless of the membrane system used, chemical cleaning is cumbersome and requires
shutdown of the unit. This results in a reduction of the overall plant capacity and produces a
waste that may be difficult to dispose of. There are also concerns that repeated chemical
cleaning might affect the membrane life. Chemical cleaning should thus be limited. Because
membrane cleaning is essentially conducted through chemical reactions between cleaning
chemicals and fouling materials, factors that affect the cleaning efficiency are concentration,
temperature, length of the cleaning period and hydrodynamic conditions. The cleaning
chemical concentration can affect both the equilibrium and the rate of the reaction. The cleaning
chemical concentration plays a key role not only to maintain a reasonable reaction rate but also
to overcome mass transfer barriers imposed by the fouling layer. In practice, the cleaning
chemical concentration is usually high enough to ensure a desirable reaction rate. It is mass
transfer, which dictates the limiting chemical concentration that is adequate for cleaning
purpose.

Temperature can affect membrane cleaning by (1) changing the equilibrium of a chemical
reaction, (2) changing the reaction kinetics, and (3) changing the solubility of fouling materials
and/or reaction products during the cleaning. Generally, membrane cleaning is more efficient
at elevated temperatures. However, compatibility of the membrane and other filter compo‐
nents regarding temperature should also be checked.

Membrane cleaning involves mass transfer of chemicals to the fouling layer and the reaction
products back to the bulk liquid phase. Therefore, hydrodynamic conditions that promote
contact between cleaning chemicals and fouling materials during cleaning are required. From
a mass transfer point of view, dynamic cleaning involving circulating cleaning solutions
through the system can be more effective than static cleaning such as soaking.

Moreover, mechanical cleaning can be used if chemical cleaning does not restore the permeate
flux. Tubular membrane modules could be effectively cleaned by forcing sponge balls of a
slightly larger diameter. The balls gently scrape the membrane surface, removing deposited
materials. Sponge-ball cleaning is an effective but relatively time-consuming process, so it is
performed rather infrequently.
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7. Conclusion

Membrane fouling is a critical problem that reduces the permeate flux, requires periodic
cleanings, and limits further membrane development due to the hindrance of wider applica‐
tion to various processes by fouling. Fouling is caused by the deposition of suspended or
dissolved solids in the feed on the external membrane surface, on the membrane pores, or
within the membrane pores. One of the two main factors, which has a significant effect on
membrane fouling, is the membrane properties, such as: pore size and distribution, hydro‐
phobicity and membrane material. Membranee fouling is a phenomenon involving the
interaction between the membrane and the solution. Therefore, another important factor
governing fouling is the solution properties, such as: concentration and nature of components
and the particle size distribution. In addition, operational conditions such as pH, temperature,
flow rate and pressure also greatly affect fouling.

Even though membrane fouling is inevitable during the filtration process, it can be controlled
and alleviated. Current approaches to deal with membrane fouling include mathematical
model prediction of membrane fouling and membrane fouling reduction using different
techniques such as pre-treatment of the feed water, membrane modification, improving the
operational conditions and cleaning. In order to determine the proper pre-treatment, a
complete and accurate analysis of the feedwater should be made. In addition, the interaction
of a particular membrane and a specific foulant needs be understood so that an appropriate
method can be selected. Finally the fouling behaviour and autopsy protocol for membrane
fouling can be concluded in four basic aspects: identification of fouling components, devel‐
opment of conceptual or phenomenological models for membrane fouling, establishment of
mathematical models to describe or predict fouling, and development of fouling control
strategies.

Nomenclature

Symbol Unit Physical Meaning

β dimensionless
Ratio of membrane area influenced with the particles suspension to open area of

the membrane pores

Cb kg/m3 Bulk concentration of large aggregates

J m3/m2.s Permeate flux at any time

J0 m3/m2.s Initial permeate flux

Kb m2/kg Pore blockage parameter

md kg/m2 Mass of deposits accumulated on unit surface area of membranes

mp kg Total mass of aggregates retained by the membrane

μ Pa-s Solution viscosity
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Symbol Unit Physical Meaning

n dimensionless Number of particles per unit volume

ΔP Pa Transmembrane pressure (TMP)

rp m Pore radius of membranes

Rc m-1 Hydrodynamic resistance of cake layers

Ȓc m/kg Specific resistance of cake layer on the membrane surface

Rm m-1 Hydrodynamic resistance of clean membranes

t* dimensionless Filtration time

V cm3 Permeate volume

δ' m Thickness of the adsorption layer

γ dimensionless Ratio of the pores area to the total membrane area

ε dimensionless Dielectric Constant
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1. Introduction

The solution of global energy problems of mankind, first and foremost associated with the
development of nuclear energy. Already by 2030 the share of nuclear power generation in total
electricity production should be about 25-30% (today - 16%). Currently, the total amount of
radioactive waste in Russia is estimated at 5 108 m3, the total β-activity of which is estimated
at 7.3 1019 Bq. At the same time on the liquid radioactive waste (LRW) accounts for about 85%
of total activity, and their treatment and disposal become the most important task of nuclear
energy.

One of the safest ways of disposal of waste of nuclear and chemical production is injection of
them into deep-seated subterranean formations. Therefore, an important issue is to study the
processes of the joint heat and mass transfer during the injection of waste into a porous collector
layer to predict and control the state of the areas covered by the influence of radioactive
impurities. The above forecast is carried out mainly by calculations, since the possibility of
experimentally sizing of deep zones of contamination is very limited.

The processes of mass transfer in porous media have long been the object of study for many
researchers. Have become classics of the G.I. Barenblatt [1], Bear J. [2, 3, 4], Bachmat Y. [5], A.
A. Ilyushin [6], V. M. Keyes [7], L. D. Landau [8], R. I. Nigmatullin [9], V. N. Nikolayevsky [10,
11], L. I. Sedov [12]. In the works of Prakash A. [13], A. A. Barmin [14], E. A. Bondarev [15], M.
L. Zhemzhurov [16, 17], E. V. Venetsianov, R. N. Rubinstein [18] the problems of the filtration
of solutions, taking into account the phenomenon of adsorption, are regarded. Fluid flow
through porous materials [19-24] are coincided to be well studied. Study of models of multi-
component flows is devoted to the work of R. E. Swing [25].
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Problems of disposal of radioactive waste in geological formations and the resulting ecological
problems discussed in works of A. S. Belitsky, E. Orlova [26], A. Rybalchenko, M. K. Pimenov
[27]. Modeling of temperature and radiation fields examined in works of D. M. Noskov, A. D.
Istomin, A. G. Kessler, A. Zhiganov [28-29] (Seversk Technological Institute), I. Kosareva, and
E. V. Zakharova [30-31] (Institute of Physical Chemistry RAS), and other researchers. In the
works of A. Lehova, Y. Shvarova studied the rate of radionuclides in groundwater, the
behavior of radioactive waste in the earth's crust after the injection. At the same time remain
relevant problem of determining the concentration dependence of the fields on the parameters
of injection of radioactive impurities, injection technology on the parameters of layers, etc.

The study of filtration processes in multilayer formations, as well as any thermodynamic
problems of contacts of the bodies and environments, leads to the necessity of solving the
problems of conjugation. To solve these problems are widely used numerical methods. The
analytical solutions are constructed only for simple cases, such as linear flow in mass-isolated
formation [32, 33]. And as the disposal at the request of the IAEA carried out on the timing of
the order of tens thousand years, in these circumstances, the porous layer, can hardly be
considered mass-isolated.

In this paper, in example of study of the filtration process of radioactive solutions, represented
a modification of the asymptotic method, allowing successfully construct approximated
solutions to conjugacy problems.

2. The mathematical formulation of the problem of heat and mass transfer
in fluid flow with radioactive contaminant in the deep layers

Let us consider problem of heat and mass transfer, which describe the interrelated fields of
concentration and temperature of the radioactive contaminant in the porous layer, through
which flows a liquid with impurities, and the covering and the underlying layers are water‐
proof.

Typically, in deep horizons an aqueous solution is injected. This solution consist of a different
soluble chemical compounds formed during the acid treatment process of structural elements
of reactors and other parts of the design (process waste), or in the decontamination of buildings,
cars, clothing and so on (non-technological waste) and includes a mixture of various radioac‐
tive nuclides [34]. Quite naturally the initial density of the solution divided into two factions

0 1
,

Nch Nrc

tot k i
k i

r r r
= =

= +å å (1)

where ρk  is the density of the dissolved non-radioactive components (for k = 0, we obtain the
density of the solvent) ρi is the concentration of radioactive i-th nuclide, Nch, Nrc - the number
of different non-radioactive and radioactive components in the solution, respectively.
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Consider an arbitrary reaction volume dV  in a porous layer containing a multi-component
mixture (1). Mass flow passing through the surface of dS reaction volume dV  can be repre‐
sented as the sum of four terms

,ch reac ex
j j j j j

S
dV j ndSr

t
¶

= + D + D + D
¶ ò ò

r r
(2)

where the first term takes into account the mass exchange with the environment through the
diffusion and convection currents, the second term describes the rate of change of mass in
chemical reactions, the third term takes into account the change in mass due to radioactive
decay of radionuclides and the fourth term describes the mass transfer processes between the
components of the solution and formation.

Denote by p the number of chemical reactions involving a j-component, and ωi is the reaction
rate per unit reactor volume, while the second term on the right side of (2) can be written as

1
,

p
ch
j ji i

i
k dVw

=
D =å ò (3)

where k ji - the stoichiometric coefficients of chemical reactions of j-component.

The third term can be represented as

( ) ,reac
j j

dVd a rD = - ò (4)

where α j - the radioactive decay constant of j -th radionuclide, δ - Kronecker delta function,
equal to either one if the of j-component of the radionuclide, or zero if otherwise.

We assume that the transition of the impurity molecules of the liquid in the skeleton and its
transition from a skeleton into a liquid are determined by the chemical potentials μs, μw. The
fourth term is of the form

( ) ( )μ ,μ μ ,μ ,ex
j w s j sg dV g dVD = -ò ò (5)

where g(μj, μs) - a function of mass transfer between the of j-component of the solution and
the skeleton of rock, g(μw,μs) - mass transfer function corresponding to the transition of matter
from the rock matrix in the solution.

Substituting (3) - (5) into (2) and transforming the surface integral into a volume integral, we
obtain
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( ) ( ) ( ) ( )
1

div , , .
p

j j ji i w s j sj
i

dV j dV k dV dV g dV g dVr w d a r m m m m
t =

¶
= - + - + -

¶ åò ò ò ò ò ò
r

(6)

By the arbitrariness of the reaction volume dV  and the continuity of the functions under the
integral, we obtain

( ) ( ) ( ) ( )
1

div , , .
p

j
j ji i w s j sj

i
j k g g

r
w d a r m m m m

t =

¶
= - + - + -

¶ å
r

(7)

The resulting equation is nonlinear, even in simple cases the values ωi are polynomial functions
of concentration. Therefore, in general, equation (7) forms a system of nonlinear partial
differential equations. The solution of this system is quite complicated both mathematically,
and in terms of its applicability to the description of particular phenomena.

Let us estimate in (7) the contribution of the second term. Obviously, the maximum change of
mass in chemical reactions, while other things being equal, will be observed in the following
two cases:

A + B→C ↑ (evaporation),
A + B→C ↓ (precipitation).

In both reactions the dissolved substances are excluded from consideration, which entails a
decrease in the concentrations of the components of the solution. But this type of unpredictable
chemical reactions creates the conditions for dangerous situations and in the deep burial of
radioactive waste should be excluded. The chemical reaction scheme (acid-base and redox)

( )0 .A B A B H¢ ¢+ + ® + + ±DK K (8)

are valid and give a slight variation in the concentration of the solution, because typical of
enthalpy ΔH 0 change is of the order of several hundred kilojoules per mole of interacting
substances and the corresponding change in mass 10−7 ÷10−12 kg, which is negligible in
comparison with the mass of dissolved chemical components. Therefore, the change in mass
due to chemical reactions will be neglected.

As shown in [35], the time of mass transfer between the fluid and the skeleton of the order of
0.1 s. Thus, the mass transfer, which is characterized by a concentration gradient, is almost
instantaneous compared to the time of injection of pollutant that may be from several months
to several years. Let us also neglect the processes of chemical compounds leaching from the
porous rock to the solution, i.e. assume the condition g(μw,μs)− g(μ j, μs)≈0.

Based on the above, equation (7) takes the form
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(9)

Divide the resulting equation into two components: non-radioactive and radioactive fractions

( ) ( ) ( )div 0 , div ,k i
k i i

j j
r r

a r
t t

¶ ¶
+ = + = -

¶ ¶

r r
(10)

where the index k takes values 1, Nch̄ , and the index i takes value 1, Nrc̄.

Because of the neglected mass changes in the course of chemical reactions and mass transfer
processes in the equilibrium case, it follows that the concentration of impurities non-radioac‐
tive fraction with high accuracy can be taken as constant, i. e. ρk =const. Then the system of
equations (10) can be written as

( ) ( ) ( )div 0, div ,i
i i

w j
r

a r
t

¶
= + = -

¶

rr (11)

where  - a vector velocity of the fluid.

Write out the flow j
→

i as the sum of two terms j
→

i = j
→

Di + ρiv
→ , where j

→
Di - the diffusion flux,

ρiw
→ - the convective flow, and, taking into account the first equation (11), the second equation

takes form

( ) ( )div .i
Di i i

j w
r

r a r
t

¶
+ + ×Ñ = -

¶

r r (12)

According to the Onsager linear theory, the flow for a multicomponent mixture can be written
as follows

,ij j
Di k

k k

L
j

T
m

r
r

æ ö¶
ç ÷= - Ñç ÷¶è ø

å
r

(13)

where L ij - the Onsager kinetic coefficients, μ j - the chemical potential of j-th radionuclide.

The real radioactive solutions, arriving at the burial in a deep-seated formations, depending
on the half-life have a total volumetric activity of about 10-6 ~101 Ci/l. Let us estimate the mass
of radionuclides in solution. Strontium-90 from the volumetric activity 1 Ci/l has a mass of
about 7.57 10-6 kg, and Ruthenium-106 is the same volumetric activity of the mass of the order
of 0.3 10-6 kg. These estimates of the mass of radionuclides provide a basis for considering
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solution under investigation to be a very dilute solution (with respect to radionuclide frac‐
tions). Therefore, the correlation between the diffusion fluxes of components j and k will be
negligible.

Thus, the assumption of a very dilute solution leads to the following representation of (13)

,ii i
Di i

i

L
j

T
m

r
r

æ ö¶
= - Ñç ÷ç ÷¶è ø

r
(14)

Introducing the notation Dii =
L ii
T ( ∂μi

∂ρi
), we obtain

.Di ii ij D r= - Ñ
r

(15)

Relation (15) is known as Fick's first law, where Dii is the diffusion coefficient of i-th - radio‐
nuclide.

In many cases, the diffusion coefficient Dii can be considered to be constant, then using (15) in
equation (12), we obtain a system of equations for evolution of radionuclides in a porous layer

( ) .i
ii i i i

D w
r

r r a r
t

¶
- D + ×Ñ = -

¶
r (16)

Equation (16) is written for the porous layer, but it does not take into account the presence of
porosity and sorption of radionuclides in the skeleton of the formation. To account for these
effects, we introduce an auxiliary space-time function m =m(t , x, y, z), such that

∫m(t , x, y, z)dV =V por , where V por  - the volume of pore space. Obviously, the Vs =V −V por  -

the volume occupied by the formation. Integrating each term of the of equation (16) by volume

( ) .i
ii i i i

dV D dV w dV dV
r

r r a r
t

¶
- D + × Ñ = -

¶ò ò ò ò
r (17)

Under the integral expression ρidV  can be represented as the sum of two terms as
ρidV =ρisdVs + ρiwdV por , because the other terms, taking into account the mass transfer
between the solution and the formation, give a zero contribution due to the steady equilibrium.
Therefore
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Using the definition of an auxiliary function m, it is easy to obtain the following obvious
relations

( ), 1 .por sdV mdV dV m dV= = - (19)

Substituting (19) in equation (18), we obtain
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(1 ) (1 )

(1 ) .

i iis iw
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Again, because of the arbitrary choice of the reaction volume dV  and continuity of integrand
functions, we obtain

( ) ( )(1 ) (1 ) (1 ) .i iis iw
is is iw iw iw s wi i

m m D m D m w m m m
r r

r r r a r a r
t t

¶ ¶
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We assume that the dependence of the impurity concentration in the skeleton of its concen‐
tration in the fluid is linear (Henry's isotherm) and does not depend on the volume activity,
that is a good approximation for relatively small concentrations of fraction of radionuclide

w.i
is i iKr rG= (22)

Then the mass transfer equations take the form:
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(23)

where the function m- void factor, depending on lithological and mineral composition of the

layer, KiГ
i  - the Henry's coefficient of i-th - radionuclide.
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The final form of the equations of evolution of radionuclides in solution (liquid phase) in a
porous layer, taking into account the porosity and adsorption on the skeleton, one can divide
both sides of equation (23) by a factor ((1−m)KiГ

i + m)

( )w
w w wv ,i

ii i ii i i
D

r
r r a r

t
¶

¢- D + ×Ñ = -
¶

r (24)

here Dii =(Dis
i (1−m)KiΓ

i + m Diw
i ) / ((1−m)KiΓ

i + m) - the effective diffusion coefficient in the layer,

v→ ′
ii =mw→ / ((1−m)KiΓ

i + m) - modified velocity of propagation of i-th - radionuclide in a porous
layer, (the rate of convective transport of radioactive contaminants).

Note that equation (24) is derived for the case when a radionuclide decaying, forms a non-
radioactive nuclide. Possible decay scheme

A→ B →C (stable),

i. e. when the decay product B will also be radioactive. The equation takes into account the
formation of a child radionuclide

w

w w wwv ,
c

c c c cD
r

r r a r a r
t

¶
¢- D + ×Ñ = -

¶
r (25)

where ρw
с - density of the child radionuclide, ρw - density of the parent radionuclide. Investi‐

gations of these cases [36], [37] in the work are not included.

The rate of filtration of snap motion of the liquid phases is determined by Darcy's law

v→ = −
k
μ grad P .

In most common filtration processes, the deformation of the porous skeleton, compressibility,
and associated with this changes in the temperature of liquids are small. The main effects that
determine the motion of the system are the non-equlibrium joint motion of several liquid
phases, molecular and convective diffusion of solute in the phases of the components, the
absorption of the solid phase or sorption of the components, mass transfer between phases.

Thus, the system of equations describing the mass transfer during injection of liquid radioac‐
tive wastes in deep porous horizon is as follows:

( )
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w w w

w
w w w
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div w 0 ,

v ,

v .

i
i i i i i i
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(26)
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For a complete statement of the problem requires knowledge of the radiochemical composition
of the solution, flow rate of the injection, diffusion parameters and the geometry of the
simulated porous layer. Note that if the injection rate is known, it is easy to determine the rate
of filtration. Then integrating Darcy's equation, we can describe the pressure field in the
formation.

The problem under consideration has cylindrical symmetry about the axis of the well, through
which the liquid wastes are ejected; it is convenient to represent the system of equations (26)
in a cylindrical coordinate system.

Writing the first equation (26) in a cylindrical coordinate system and, given that the liquid is
distributed in the porous layer only in the radial direction, we obtain the equation for the
velocity field:

∂ (rwr)
∂rd

=0,

solving this equation and applying the obvious boundary condition wr | r=r0
=w0, where w0 -

velocity of the fluid from the cased hole in the porous layer, we have

0 0 dw w / .r r r= (27)

Then the remaining equations of (26) using (27), and the anisotropy of diffusion coefficients
and thermal conductivity in the directions r and z in a cylindrical coordinate system can be
written as
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(28)

where v0 =mw0 - the rate of fluid filtration, Dri, Dzi - an effective diffusion coefficient in the
direction rd and zd, respectively, and the multiplier γi = (1−m)KiΓ + m .

It is assumed that the real porous layer is represented by a multiphase system, where each
phase consists of a sufficiently large number of randomly distributed small particles. Particle
size, small in comparison with the basic physical quantities are assumed to be so large that
within each particle condition of "local equilibrium" [38] and all the conservation laws are
satisfied [9]. All contact surfaces of particles of different nature are surfaces of discontinuity
of some physical fields. However, the above assumptions allow us in physically small volumes
to define the space of continuous functions, carrying out the description of the fields of each
phase. This determination is carried out by a predetermined method of averaging, from which,
in general, depend on the results obtained in [9]. As with most occurring filtration processes,
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the deformation of the porous skeleton, compressibility and associated changes in temperature
fluids rely small.

Given that the determining factor in the process of mass transfer is the concentration of the
parent nuclide, confine ourselves to the problem for a single pollutant, which is radioactive
and chemically active. The first equation (28) is represented as

( )
w w

w w
v

.
1

D
m K m

r r
r a r

t G

¶ Ñ
+ - D = -

¶ - +

r
(29)

Here we have introduced the notation

D =
Ds(1−m)Kг + Dwm

(1−m)Kг + m (30)

D is the effective diffusion coefficient in the layer. From (29) that in the equation describing
the migration of contaminants, it is necessary to take into account the convective transport of
pollutants, "complicated by" the presence of porosity in the skeleton and mass transfer
processes occurring between the pollutant and the skeleton. Equation (29) to determine the
rate of convective transport of pollutants in porous layer v→ ′, by analogy with the rate of
convective heat transfer and flow rate v→

( )
v

v .
1 m K mG

¢ =
- +

r
r

(31)

The rate of convective transport of the impurity v→ ′ determines the position of the front of
pollution Rd, just as the filtration rate v→  determines the position of the front of injected fluid
Rw. The position of the injected fluid front is determined from the mass balance of the injected
fluid and, for the case of injection at a constant speed v0 into the layer through a cased hole of
radius r0, the corresponding expression is given by

2 2 20 0
w 0 0 0 0 0

2v
2 w .

r QR r r r r
m mH

t tt
p

= + = + = + (32)

3. The mathematical formulation of the problem of mass transfer

Fig. 1 shows the geometry of the problem in a cylindrical coordinate system whose axis
coincides with the axis of the borehole. The environment is presented by three areas with flat
boundaries. Injection of impurities into the area is out of the hole radius, covering and
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underlying layers are impermeable, middle area is a the porous region, all layers are consid‐
ered homogeneous and anisotropic on the diffusion properties. Observation is carried out at
a distance from the axis of the borehole

Figure 1. The geometry of the problem: 0, 1, 2 - porous, covering and underlying layers, respectively, 3 – borehole

Through a hole of small (compared to the distance to the observation point) radius r0 in an
infinite horizontal layer of thickness −h < zd <h  water with a radioactive contaminant are
injected. In arriving liquid at r ≤ r0 the concentration of impurities kept constant and equal to
ρ0. The concentration of pollutants in the layer changes due to convective transport along the
direction r , the diffusion along r , z and the concentration of sources. As such sources of
radioactive decay of pollutant are considered. Field of densities during the filtration of
radioactive solutions was investigated in [36, 39-50].

The mathematical formulation of the problem of mass transfer for all areas involves the
diffusion equation with taking into account the radioactive decay in the covering

2

z1 r12
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r r rz

r r r
r t

t
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- - = - > > >ç ÷ç ÷¶ ¶ ¶¶ è ø
1d 1d 1d

d 1d d d
d d dd

(33)

and the underlying
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layers, as well as the equation of convective diffusion, taking into account the radioactive decay
in the porous layer

d d d d
d d d d

d d d dd
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The conditions of conjugation represent the equality of densities and fluxes of dissolved
substances at the interface of the layers

d d d d
d d1 d d2, ,
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= = (36)

d d d d

d 1d d 2d

d d d d
1 2, .z z z z

z h z h z h z h

D D D D
z z z z
r r r r

= = =- =-

¶ ¶ ¶ ¶
= =

¶ ¶ ¶ ¶ (37)

The density of pollutant at the entrance of porous layer assumed to be constant
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Assuming that at the initial time the density of the of pollutant is equal to zero

d 1d 2d0 0 0
0.

t t t
r r r

= = =
= = = (39)

In addition, at infinity the conditions of regularity
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Let us turn then to the dimensionless quantities
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ρd
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We also introduce the analogue of the Péclet number

Pd=v ′0r0 / Dz 1 ,

where v ′0 is the rate of convective transport of the pollutant at a distance r0 from the axis of
the borehole. With this notation equations (33) - (40) take the form
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Let us estimate the ratio of the third and fourth terms in equation (43)
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Boundary, initial conditions and conjugation conditions are not changed
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The system of equations (44) - (50) defines a mathematical formulation of the problem of mass
transfer.

4. Expansion of the solution to the problem of mass transfer on the
asymptotic parameter

Let us consider the more general problem, which is obtained by introducing into the equations
and boundary conditions of arbitrary asymptotic parameter ε of formal substitution in the
diffusion coefficient Dz for Dz / ε. In accordance with the designations this performed by
replacing 

0
1D for ε

0
1D and 

0
2D = D1

2
0
1D for ε

0
2D. Note that the original problem can be obtained

from the solution of a parameterized the problem when ε =1. The problem (44) - (50) is thus a
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particular case of the more general parameterized problem, containing a parameter of the
asymptotic expansion both in the equation for the layer and in the conditions of conjugation
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To find the solution to (51) - (57), one can represent the density function ρ of each region by
the asymptotic formula of the parameter ε

( ) ( ) ( ) ( ) ( ) ( )0 1 (0) (1)... , ... , 1,2.n n n nn n
i i i i i ir r er e r q r r er e r q= + + + + = + + + + = (58)

Substituting expression (58) in (51) - (57) and grouping terms in powers of the expansion
parameter ε, one can easily obtain

( ) ( )
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Analysis of the formulation of the problem shows that the factors of powers of ε in (61) contain
the neighboring coefficients of the expansion, and in this sense, are linked. To solve the
corresponding equations implemented decoupling procedure.

4.1. The mathematical formulation of the problem of mass transfer in a zero
approximation

If we formally consider ε in equation (61) to be infinitely small, we obtain 
1
0D∂2ρ (0) / ∂ z 2 =0.

The result of integration ∂ρ (0) / ∂ z = A(r , t) with the boundary conditions (62) allows us to
establish that A(r , t)=0.Thus, in the zero approximation, the density of the pollutant
ρ (0) =ρ (0)(r , t) is a function only of r and t. Consequently, in the zero approximation the density
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of the pollutant in each cylindrical cross section with the axis z is the same in height of the
carrier layer. Next, equating to zero coefficients near ε in equation (61), we obtain
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1 0(0) 2
00

1 2 At 0.PdD
t r rz

r r r r¶ ¶ ¶
- + + =

¶ ¶¶
(67)

Since ρ (0)(r , t) does not depend on z,  the auxiliary function E (r , t), composed of the terms of
the equation (67) containing ρ(0)
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is also independent of z. Then (1) can be written as
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12
0
1 2 , .D E r t

z
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Integrating successively, one can find the expression for the first derivative of the first
coefficient ρ (1) of the variable z
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z
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and the first coefficient of expansion in the form of a quadratic trinomial
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with the functional coefficients to be determined. From the boundary conditions (62) with the
cofactor ε we have
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Hence, one can obtain an expression for the functional coefficients and through the traces of
derivatives of the outer regions
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Substituting (73) in (74), one can obtain the desired equation for the zero approximation of the
density of impurities in the layer
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The final statement of the problem in the zero approximation also includes the equations in
the covering and underlying formations
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and the appropriate initial and boundary conditions
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Expressions (76) - (82) represent the boundary value problem for zero expansion coefficient
ρ (0) or zero approximation. Note that in contrast to the original, which is the problem of
conjugation for parabolic equations, it is mixed, since the equation contains traces of deriva‐
tives from the outer regions.

Finding the zero approximation of the density of the radioactive contaminant is important
because just that approach arises in the zero approximation of the temperature problem.

4.2. The zero approximation of the problem of mass transport as the solution of the averaged
problem

Let us average a parameterized problem (51) - (57) over z within the carrier layer according to
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one can obtain the following formulation of the averaged parameterized problem:
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The resulting problem coincides with problem (83) - (89) for the zero approximation of the

density of pollutant. The uniqueness of solutions implies that ρ =ρ (0), i. e. zero approximation
describes the known way averaged solutions to the original problem. If average the original
nonparameterized problem (44) - (50), it also coincides with the problem for zero approxima‐
tion of the field densities of the pollutant.

4.3. The mathematical formulation of the problem of mass transfer in the first
approximation

Equations (41) - (43) for the coefficients for ε take the form
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appropriate boundary and initial conditions are represented as
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The solution to the problem is sought in the form of quadratic polynomial for z according to
(71), where the auxiliary functions E (r , t) and F (r , t) are defined by (73) - (74), and the function
Q(r , t) is unknown. For its determination we can write (92) as
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here L̑  is the operator
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Using (71) and (98), and linearity of the operator L̑ , one can obtain
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Integrating the last expression over z
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Integrating the last expression over z
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From the expression (101) and the boundary conditions (62) we have
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From (90) and (91) one can get the equation for the definition of Q
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The equation for the determination of first coefficient of expansion is obtained by substituting
(57), (58) and (55) in (98) with using (100)
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The problem to determine the first coefficient of expansion also includes equations (90), (91)
for the density field in the covering and underlying layers, respectively.

It is easy to see that the problem formulated by (90), (91), (105), (93) - (96) with the condition
(97) has a trivial solution, so the condition (97) is redundant and should be weakened.

4.4. The problem for the remainder — Additional boundary condition

Substituting the expansion (58) with n = 1 in the parameterized problem (51) - (57), we obtain
a problem for the remainder term
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Restrict our investigation of the problem, averaged over the thickness of the layer. By averaging
the second derivative over the vertical coordinate, use the conjugation conditions (109)
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The final formulation of the averaged problem for the remainder term represented as
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It is easy to show that the averaged problem (110) - (116) for the remainder term has a trivial
solution if and only if
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that is, when in the averaged problem for remainder term there are no sources. Averaging
(107) with regard to (109), one can show that (122) is satisfied identically. Thus, in order to the
averaged problem for the remainder term had a trivial solution it is sufficient for the average
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condition (121) to be satisfied. Therefore, in order to get the exact on the average solution of
(44) - (50) on the field of density in the layer, in the formulation of the problem for the first
coefficients of the asymptotic expansion (90) (91), (105) (95) - (97) the boundary condition (97)
must be replaced by non-local (121).

5. Solution to the problem of mass transfer in the zero approximation

5.1. Solution to the problem in the zero approximation

In the image space of Laplace-Carson the problem (76) - (82) in the zero approximation is
represented as
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Taking into account the boundary conditions (126), as well as the fact that in the zero approx‐
imation the density of the pollutant in the porous layer is independent of z and is a function
only of r and t, the solution of equations (123), (124) can be rewritten as follows:
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1 exp At 1 ,u u p zr r= - + - (129)

( ) ( ) ( ) ( )( )0 0 1
2 2exp At 1 .u u D p zr r= + + (130)

These expressions allow us to determine the values of the traces of derivatives from the outer
regions included in the equation for the layer, through the density of impurities in it
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Substituting (131) into equation (125), after simple transformations we obtain an ordinary

differential equation for the determination of ρ (0)u
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from which we finally get
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Translation in the original  space is  carried out by the reference [51].  The expression for
the  density  of  radioactive  contaminants  for  the  porous  layer  in  the  original  space  is
represented as
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Also transition is feasible in the original space for the coating (129) and underlying (130) layers
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The first factor in the solution (134) - (136) describes the decrease in the density of the pollutant
as a result of radioactive decay, the second - the Heaviside function, determines the radius of
the spread of contamination zone and the third (the expression in curly brackets) takes into
account changes of the density due to the diffusion of pollutants, and radioactive decay of
diffusing nuclide. Since the contribution of radioactive decay is described by the factor of
exp(−At r 2 / 2Pd), then it can be argued that the concentration of the radioactive contaminant
is reduced by a factor of e due to the decay at the distances defined by the simple relation Re=h

2Pd/At= 2v0r0 /α. It follows that for short-lived isotopes, zone of contamination is low. On
the other hand, to reduce the zone of influence of long-lived radioactive isotopes, the rate of
filtration should be reduced.

The resulting solution (134) contains the Heaviside function, which vanishes for r ≥ 2Pd t ,
and helps to determine the radius of the zone of radioactive contamination
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0 02Pd 2v .p tR h r t== (137)

The most important physical results are described by the zero approximation of the asymptotic
expansion, the first and the following coefficients determine the "correction term". In addition,
due to the smallness of the diffusion coefficient (Dz~10-9÷10-11), the spread of a contaminant in

water-resistant layers in the vertical direction is negligible compared to the convective
transport in a porous layer and has little effect on the size of the zone of contamination.

5.2. The solution to the problem of mass transfer in the first approximation

In the space transformations of Laplace-Carson, the problem (90), (91), (105), (95) - (97), (121)
for the first coefficient of expansion is represented as
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The initial conditions and conjugation conditions at the boundaries are represented as
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( )1

0
0.u

r
r

=
= (144)

The operator L̑  in the image space has the form

L̑ u = p + At + γ
Pt
r
∂
∂r .

The action of this operator on the zero expansion in the image space is determined by the
formula

( ) ( ) ( )0 0At
1 .

2
u u up

L Dr r
+

= - +
) 2

1 (145)

The solution in the first approximation, according to (71), is sought in the form of quadratic
polynomial

( ) 2
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2
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(146)

in which E u and F u are expressed through the zero approximation according to (73), (74)
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and the function Q u, according to (104), is defined by the equation
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Solutions of equations (139), (140) shall be as follows:
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exp At 1 , exp At 1 .u u u u
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p z D p zr r r r
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Let us find the traces of the outer regions of the right side of equation (138)
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Note also that the action of the operator L̑ и on functions
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according to (147), this leads to the following:
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The final equation for determination of Q и takes the form
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It’s general solution is represented as
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Constant C is determined from the averaging (144)
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Hence, one can obtain
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As a result, the solution for the first coefficient of expansion in the images is represented as
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Determination of the originals is carried out by help of the following correspondence:

p + γ exp( − β(p + γ))→ 1
π t

exp(−γt −
β
4t )−

−
γ
2 exp( βγ) erfc( 1

2
β
t + γt)−exp(− βγ) erfc( 1

2
β
t − γt) ,

p exp( − β(p + γ))→ β
2t πt

exp(− β4t −γt).
Finally, we obtain for the porous layer
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for the covering layer
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and for the underlying layer
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Note that when r = 0 the first coefficient of expansion (158)
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depends on the variable z and does not vanish, that is constructed solution does not satisfy the
boundary condition (48). To eliminate the marked lack, it is necessary to build a boundary-
layer functions in a neighborhood of r = 0.

5.3. Construction of boundary-layer solutions

Let us represent the solution to (78) - (82) as

1 1 1 2 2 2, ,r r r r r r= + P = +P = +P) ) ) (165)

where ρ̑ = ρ̑(r , z, t) - the regular part, Π =Π(y, z, t) - boundary-layer part of the expansion by
the asymptotic parameter, y = r 2 / 2ε the stretched variable [44]. Substituting (165) to (44) - (50)
and applying the transformation of Laplace-Carson over the variable t, in the image space we
obtain a problem for the boundary-layer functions

( ) ( ) ( ) ( ) ( ) ( )0 1 0 1 0 1
1 1 1 2 2 2ε ..., ε ..., ε ...è u u u u u u u uP = P + P + P = P + P + P = P + P + (166)

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling250
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Note that when r = 0 the first coefficient of expansion (158)
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(164)

depends on the variable z and does not vanish, that is constructed solution does not satisfy the
boundary condition (48). To eliminate the marked lack, it is necessary to build a boundary-
layer functions in a neighborhood of r = 0.

5.3. Construction of boundary-layer solutions

Let us represent the solution to (78) - (82) as

1 1 1 2 2 2, ,r r r r r r= + P = +P = +P) ) ) (165)

where ρ̑ = ρ̑(r , z, t) - the regular part, Π =Π(y, z, t) - boundary-layer part of the expansion by
the asymptotic parameter, y = r 2 / 2ε the stretched variable [44]. Substituting (165) to (44) - (50)
and applying the transformation of Laplace-Carson over the variable t, in the image space we
obtain a problem for the boundary-layer functions

( ) ( ) ( ) ( ) ( ) ( )0 1 0 1 0 1
1 1 1 2 2 2ε ..., ε ..., ε ...è u u u u u u u uP = P + P + P = P + P + P = P + P + (166)
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in the following way:
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1 1 2 2... 0, ... 0, .. 0.u u u u u u

y y z y ze e e®¥ + ®¥ + ®¥P + P + = P + P + = P + P + = (173)

The problem for the zero coefficients has only the trivial solution

( ) ( ) ( )0 0 0
1 2 0.u u uP = P = P = (174)

The problem for the first coefficient is divided into three independent parts. The first one is

the problem for the boundary layer functions in the layer of the form

Filtration of Radioactive Solutions in Jointy Layers
http://dx.doi.org/10.5772/56042

251



( )
( )

( )1 12

2 At 0, 0, 1,
u u

p y z
yz

¶ P ¶P
- + = > <

¶¶
(175)

( ) ( )1 1

1 1 0 ,
u u

z zz z= =-
¶P ¶P

= =
¶ ¶

(176)

( ) ( ) ( ) ( )
1 2

1 1 2 20
0 0 1 1

1At 1 1 ,
2 6 2

u u
y y

D zp D z Dr= =

é ùæ ö
P = - = - + - + - -ê úç ÷ç ÷ê úè øë û

(177)

( )1 0.u
y®¥P = (178)

The solution to this problem found by the method of separation of variables and is defined by
the formula
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Returning to the original, we obtain an expression for the first coefficient of expansion of the
boundary-layer functions in the layer
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(180)
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Equation (180) allows determining the boundary values of the first boundary layer coefficients
for the surrounding half-spaces, the problem to determine which are the following:

( )
( ) ( ) ( ) ( ) ( )
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Solutions to (181), (182) is represented through Π (1)и by the following form:
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which in the originals are represented as
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The solution to the nonstationary problem (44) - (50) in the asymptotic approximation, taking
into account the boundary-layer functions, represented as the sum of (134), (161) and (180) in
the layer and, relevantly, for the surrounding area

( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )0 1 1 0 1 1 0 1 1
1 1 1 1 2 2 2 2, , .r r e r r r e r r r e r= + + P = + + P = + + P (187)

6. Conclusion

Figure 2 shows the dependence (134), the density of radioactive contaminants on the radial
coordinate in the zero approximation for different times of injection with (curves 1, 2, 3) and
without (curve 4), radioactive decay, as well as in diffusional approximation (curve 5). In many
technological and non-technological liquid wastes of atomic industry, as one of the component
contains a radioactive isotope of strontium Sr90

38 with a half-life T1/2 =28years, which is a very
dangerous chemical element for the biological structures due to its ability to replace atoms of
calcium. Calculated options: half-thickness of the layer h = 1m, the diffusion coefficients D1z=
D2z =10-11m2/c, Dz=10-9 m2/c; borehall radius of 0.1 m, the polluter - Strontium 90; activity of the
solution - 1 Ci / l (high level waste ), the initial density of radioactive substances in the solution
7.34 g/m3; injection volume 100 m3/day (At = 75.8, Pe =1.84 107)
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The solution to the nonstationary problem (44) - (50) in the asymptotic approximation, taking
into account the boundary-layer functions, represented as the sum of (134), (161) and (180) in
the layer and, relevantly, for the surrounding area
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6. Conclusion

Figure 2 shows the dependence (134), the density of radioactive contaminants on the radial
coordinate in the zero approximation for different times of injection with (curves 1, 2, 3) and
without (curve 4), radioactive decay, as well as in diffusional approximation (curve 5). In many
technological and non-technological liquid wastes of atomic industry, as one of the component
contains a radioactive isotope of strontium Sr90

38 with a half-life T1/2 =28years, which is a very
dangerous chemical element for the biological structures due to its ability to replace atoms of
calcium. Calculated options: half-thickness of the layer h = 1m, the diffusion coefficients D1z=
D2z =10-11m2/c, Dz=10-9 m2/c; borehall radius of 0.1 m, the polluter - Strontium 90; activity of the
solution - 1 Ci / l (high level waste ), the initial density of radioactive substances in the solution
7.34 g/m3; injection volume 100 m3/day (At = 75.8, Pe =1.84 107)
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Figure 2. Plots of density on distance for different times of observation: Given the radioactive decay of 1 - 5 years, 2 -
15 years old, 3 - 25 years, 4 - 25 years (in the absence of decay At = 0), 5 - 25 years (in the absence of decay in non-
diffusive approximation)

Figure 2 allows carrying out estimate of the contribution of diffusion and radioactive decay.
The figure shows that the account of the radioactive decay (see curves 3 and 4) is the priority
in comparison with the account of the mass transfer of the layer (curves 4 and 5) with the
surrounding formations by diffusion. The figure also implies that the contribution of diffusion
is essential in the front zone of radioactive contamination, where it is comparable with the
magnitude of the density of matter in solution. With the zero approximation the size of the
zone of contamination are determined.

Figure 3. The dependence of the density of radioactive contaminants on the radial coordinate for the dimensionless
time t = 0.01 (a), t = 0.001 (b): 1.2 - without and with taking into account the boundary-layer correction, respectively, 3
- zero approximation at z = 0

On the fig. 3 a, b it is shown that taking into account the boundary layer solution eliminates
the disadvantage of the first approximation, which consists in the fact that the density of
radioactive contaminants exceeds one (curve 1). In the calculations agreed: Pd=2⋅107,

0
1D =0.01, 

1
2D =1, ε =0.05, Ad = 2200, which corresponds to the half-life T1/2 =1 year. Boundary

layer correction results in the behavior of the curve in accordance with the conditions of the
problem (see curves 1, 2) and at the same time clarifies the first approximation. Note that for
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short times accounting of the first expansion coefficient leads to refinements of the design
parameters up to 20% (curves 1 and 3 in Fig.3 b). At the same time the importance of taking
into account the boundary-layer functions in the near-well zone is illustrated (r <70).

As the figure 3 b shows, on the border of the front distribution of contaminants occurs a sharp
jump of density, indicating the presence of internal moving boundary layer, the patterns of
which have not been investigated, and mathematical methods of eliminating it - not developed.

Appendix: Note on the stationary solution to the problem

It is extremely important to find a stationary solution to set the maximum size of the zone of
contamination. The equations describing the stationary regime are obtained from (44) - (50) if
we consider the first term (∂ρi / ∂ t) to be zero. The solution to this problem is given in [39, 40,
43]. Here we note that the solution to the stationary problem can be obtained from the first
asymptotic approximation for t →∞.

Figure 4. The dependence of the densities of radioactive contaminants in the porous layer for the stationary case
(zero approximation) on the distance from the borehole at different decay constants: 1 - Ad = 0.01, 2 - 0.1, 3 - 1. Other
parameters: Pd = 102, δ= 10−4, D1

2 = 1

Fig. 4 shows the dependence of the density of radioactive contaminants on the radial coordi‐
nate at the center of layer for various radioactive contaminants: curve 1 - 239Pu (T1/2 = 2,24 104

years), curve 2 – 226Ra (T1/2 = 1590 years), curve 3 – 90Sr (T1/2 = 28 years).

The zero approximation in this case is the most important; it determines the general form of
the dependence. The value of the density of the pollutant decreases exponentially, and as
follows from the graphs, even for the middle half-life and most dangerous radionuclides (90Sr,
137Cs) at distances of 200 h (200 m) of the order of percent of maximum, observed in the area
of injection.
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Figure 5. The dependence of the density radioactive contaminants in the stationary case (zero approximation) on the
z coordinate at different distances from the borehole: 1 - r = 0, 2 – 100, 3 - 200. Other parameters: Ad = 0.01, Pd = 102,
δ= 10−4, D1

2 = 1

Figure 5 shows a picture of the field distribution of the radioactive contaminant in the
stationary case along the vertical coordinate (zero approximation). "Slices" are given for
distances 0, 100h and 200h from the axis of borehall. We see that for the middle half-life nuclides
(Т1/2 ~ 30 years) in the covering and underlying layers pollutant density decreases rapidly, and
even at distances of 0,5h are negligible.

In general, the increase in the parameter Pd (rate of the injection of the solutions) leads to the
"elongation" of the graphic along the radial direction, reducing the At (which corresponds to
an increase in the average lifetime of the nuclide) - to "enhance" the graph along the axes r and
z. The field of pollutant remains limited.

Figure 6. The dependence of the density of radioactive contaminant on the distance to the borehole axis Graphs are
constructed (for the dimensionless time t = 100): the grid method - 1 and the method of asymptotic expansion - 2.
Other parameters: At = 0.1, Pd = 102, δ= 10−3, D1

2 = 1
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Fig. 6 shows the results obtained using a modified method of asymptotic expansions and the
numerical solution to the problem of mass transfer by the grid method. Numerically was
solved the problem (67) - (74), neglecting the radial diffusion.

Comparisons of the curves shown in Fig. 6 allow to conclude that the results obtained by
numerical and asymptotic methods are in a good agreement.

So, based on the asymptotic method, approximated analytical solution to the problem of
subterranean waste disposal is obtained, and accounting the boundary layer correction allows
to provide the calculation of the areas of radioactive contaminants in the subterranean horizons
with high accuracy at all distances from the injection borehall, and thus to clarify the forecast
of the areas of radioactive contamination to ensure the environmental safety.

In conclusion, note that the above modification of the asymptotic method is quite general and
provides the construction of "exact on the average" analytical solutions as to the nonstationary
problem of the underground waste disposal as well as to the other problems of underground
thermo- and hydrodynamics. The zero approximation of the asymptotic solution is of the
particular importance, because it describes the average value of the variables, which is
important for many practical problems.

List of designations

A, B, C, E, F,M – auxiliary functions;

α, Ad, At – dimensional and dimensionless constants for radioactive decay for the diffusion and

the temperature problem, respectively, 1/c;

λz1, λz, λz2,

λr1, λr , λr2

coefficients of thermal conduction for the covering, porous, and the underlying layers

in the vertical and radial directions, respectively, W/(m·K);

ρп, ρп1, ρп2 – density of the porous, covering and underlying layers, kg/m3;

ρd, ρ1d, ρ2d – dimensional concentration of the impurity in a porous, covering and underlying

layers, kg/m3;

ρf , ρs dimensionless densities of the impurity in the carrier, the skeleton;

Dr,D1r, D2 ,

Dz,D1z, D2z

–
coefficients of diffusion of the layers in the radial and vertical directions, m2/s;

δi,j – the Kronecker delta,

μs, μw – chemical potentials of the skeleton and water, respectively

g(μs, μw) – function of the mass transfer between the skeleton and the fluid;

H, h – power and half-thickness of the porous layer, m;

KГ – Henry’s coefficient;

L̄ – differential operator;
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Fig. 6 shows the results obtained using a modified method of asymptotic expansions and the
numerical solution to the problem of mass transfer by the grid method. Numerically was
solved the problem (67) - (74), neglecting the radial diffusion.

Comparisons of the curves shown in Fig. 6 allow to conclude that the results obtained by
numerical and asymptotic methods are in a good agreement.

So, based on the asymptotic method, approximated analytical solution to the problem of
subterranean waste disposal is obtained, and accounting the boundary layer correction allows
to provide the calculation of the areas of radioactive contaminants in the subterranean horizons
with high accuracy at all distances from the injection borehall, and thus to clarify the forecast
of the areas of radioactive contamination to ensure the environmental safety.

In conclusion, note that the above modification of the asymptotic method is quite general and
provides the construction of "exact on the average" analytical solutions as to the nonstationary
problem of the underground waste disposal as well as to the other problems of underground
thermo- and hydrodynamics. The zero approximation of the asymptotic solution is of the
particular importance, because it describes the average value of the variables, which is
important for many practical problems.

List of designations

A, B, C, E, F,M – auxiliary functions;

α, Ad, At – dimensional and dimensionless constants for radioactive decay for the diffusion and

the temperature problem, respectively, 1/c;

λz1, λz, λz2,

λr1, λr , λr2

coefficients of thermal conduction for the covering, porous, and the underlying layers

in the vertical and radial directions, respectively, W/(m·K);

ρп, ρп1, ρп2 – density of the porous, covering and underlying layers, kg/m3;

ρd, ρ1d, ρ2d – dimensional concentration of the impurity in a porous, covering and underlying

layers, kg/m3;

ρf , ρs dimensionless densities of the impurity in the carrier, the skeleton;

Dr,D1r, D2 ,

Dz,D1z, D2z

–
coefficients of diffusion of the layers in the radial and vertical directions, m2/s;

δi,j – the Kronecker delta,

μs, μw – chemical potentials of the skeleton and water, respectively

g(μs, μw) – function of the mass transfer between the skeleton and the fluid;

H, h – power and half-thickness of the porous layer, m;

KГ – Henry’s coefficient;

L̄ – differential operator;
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Pd – analog of the parameter Peclet;

Rp – radiuses of the radionuclide contamination;

p, s – parameters of the Laplace-Carson,;

r0 – radius of the bonehole, m;

rd, zd, r, z – dimensional and dimensionless cylindrical coordinates, m;

τ, t – dimensional and dimensionless time, s;

m, m0 , m1 – effective, initial and maximum porosity;

v – filtration rate, m/s;

– rate of convective transport of contaminant in the porous layer, m/s;

w – the true velocity of the fluid, m/s;

qd, q – dimensional and dimensionless source function (mass, kg/(s·m3);)

k , k1, k2 – stoichiometric coefficients;

θ, θ1, θ2 – the remainder term of the asymptotic expansion in a porous, covering and underlying

layers.
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Chapter 10

Study of Effect of Temperature Radient on Solid
Dissolution Process Under Action of Transverse
Rotating Magnetic Field

Rafał Rakoczy, Marian Kordas and Stanisław Masiuk

Additional information is available at the end of the chapter
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1. Introduction

The design, scale-up and optimization of industrial processes conducted in agitated systems
require, among other, precise knowledge of the hydrodynamics, mass and heat transfer pa‐
rameters and reaction kinetics. Literature data available indicate that the mass-transfer proc‐
ess is generally the rate-limiting step in many industrial applications. Because of the
tremendous importance of mass-transfer in engineering practice, a very large number of
studies have determined mass-transfer coefficients both empirically and theoretically. From
the practical point of view, the agitated systems are usually employed to dissolve granular
or powdered solids into a liquid solvent [3].

Transfer of the solute into the main body of the fluid occurs in the three ways, dependent
upon the conditions. For an infinite stagnant fluid, transfer will be by the molecular diffu‐
sion augmented by the gradients of temperature and pressure. The natural convection cur‐
rents are set up owing to the difference in density between the pure solvent and the
solution. This difference in inducted flow helps to carry solute away from the interface. The
third mode of transport is depended on the external effects. In this way, the forced convec‐
tion closely resembles natural convection expect that the liquid flow is involved by using the
external force.

One of the key aspects in the dynamic behaviour of the mass-transfer processes is the role of
hydrodynamics. On a macroscopic scale, the improvement of hydrodynamic conditions can
be achieved by using various techniques of mixing, vibration, rotation, pulsation and oscilla‐
tion in addition to other techniques like the use of fluidization, turbulence promotes or mag‐
netic and electric fields etc. The transverse rotating magnetic field (TRMF) is a versatile
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option for enhancing several physical and chemical processes. Studies over the recent deca‐
des were focused on application of magnetic field (MF) in different areas of engineering
processes [21, 22]. Static, rotating or alternating MFs might be used to augment the process
intensity instead of mechanically mixing. The practical applications of TRMF are presented
in the relevant literature [6, 16, 18, 23, 26, 27, 29].

Recently, TRMF are widely used to control different processes in the various engineering
operations [2, 9, 10]. This kind of magnetic field induces a time-averaged azimuthal force,
which drives the flow of the electrical conducting fluid in circumferential direction. Accord‐
ing to available in technical literature, the mass-transfer during the solid dissolution to the
surrounding liquid under the action of TRMF has been deliberated [21, 22]. These papers
present literature survey for the applications of magnetic field (MF) and the magnetically as‐
sisted fluidization (MAF) in the mass transfer enhancement.

It should be noticed that the temperature gradient induces buoyancy-driven convective flow
in the fluid. This temperature gradient has a significant practical interest to the mass transfer
process. It is reported that the difference between the surface temperature of solid sample
and the liquid temperature has strong influence on the dissolution process [1].

The main objective of the present study is to investigate the solid dissolution process that is
induced under the action of TRMF and the gradient temperature between solid surface and
liquid. According to the information available in technical literature, the usage of TRMF and
gradient temperature is not theoretical and practical analyzed. The obtained experimental
data are generalized by using the empirical dimensionless correlations.

2. Theoretical background

2.1. Equation of magnetic induction

The flow under the action of TRMF may be determined by taking into consideration the fol‐
lowing magnetohydrodynamic Ohm law

m
=

1

m

rot B J (1)

The current density ( J̄ ) and the total electric field current (Ē ) may be expressed as follows

( )s é ù= + ´ë ûeJ E w B (2)

s m
= - ´ +

e m

rot BE w B (3)

The general Eq.(3) may be rewritten as:
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( ) s m
= - ´ +

e m

rot rot Brot E rot w B (4)

Taking into consideration the following expressions

D = - +B rot rot B grad divB (5)

t
¶

= -
¶

Brot E (6)

= 0divB (7)

we obtain from the Eq.(3) the well-known advection-diffusion type relation [8, 17]

( )t s m
D¶

= ´ +
¶ e m

BB rot w B (8)

The above equation (8) is also called the induction equation and it characterizes the tempo‐
ral evolution of the magnetic field where

n
s m

=
1

m
e m

(9)

is effective diffusion coefficient (magnetic viscosity or magnetic diffusivity).

Taking into accunt the above relation, Eq. (8) may be revritten in the following form

( ) n
t
¶

= ´ + D
¶ m

B rot w B B (10)

The term, rot(w̄ × B̄), in Eq.(8) dominates when the conductivity is large, and can be regarded
as describing freezing of MF lines into the liquid. The term, νmΔ B̄, in the B-field equation
may be treated as a diffusion term. When the electrical conductivity, σe, is not too large, MF
lines diffuse within the fluid.

Taking into account the below definitions of the dimensionless parameters

t nt n
t n t t t

* ** * * * *
- - * -

D ¶ ¶
= = = = = = D = =

¶ ¶
0

1 2 1
0 0 0 0 0 0 0

1; ; ; ; ; ; ;m
m

m

B w l rotB w l rot
B w l l l (11)

Study of Effect of Temperature Radient on Solid Dissolution Process
http://dx.doi.org/10.5772/51296

269



we get the modified form of the relation (8)

( ) n
t t

*
* * ** *

*

é ù¶ é ù é ùê ú = ´ + Dê úê ú ë ûë û¶ê úë û

0 00 0 0
2

0 0 0

m BB B w B rot w B B
l l (12)

The above form of Eq. (8) may be used to examine the effect of liquid flow on the MF distri‐
bution. The non-dimensional forms of these equations may be scaled against the term

( νm0
B0

l0
2 ). The dimensionless form of the equation (12) may be expressed by

( )n t n

*
* * ** *

*

é ù¶ é ù é ùê ú = ´ + Dê úê ú ë ûë û¶ê úë û0 0

2
0 0 0

0m m

l B w l rot w B B
t (13)

This equation includes the following dimensionless groups

mFo
n t

= 0 0
2
0

m

l (14)

and

mRe
n

=
0

0 0

m

w l
(15)

The magnetic Reynolds number (Rem) is analogous to the traditional Reynolds number, de‐
scribes the relative importance of advection and diffusion of the MF.

Taking into account the above definitions of the non-dimensional groups (Eqs (14) and (15)),
we obtain the following general relationship of the magnetic induction equation

( )m
m

Re
Fo t

*
* * ** *

*

é ù¶ é ù é ùê ú = ´ + Dê úê ú ë ûë û¶ê úë û

1 B rot w B B (16)

It should be noticed that the time of magnetic diffusion, τd , may defined as follows

m

1
Fo

t t s m
n

Þ Þ =
0

2
20

0 0
1 ~ ~ d e m

m

l l (17)

Taking into account the following relation
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( )´ º - + -rot w B B grad w w grad B wdivB Bdiv w (18)

we obtain the modified form of Eq. (8)

n
s m
D

= Þ = Dm
e m

Bw grad B w grad B B (19)

The governing Eq.(19) may be rewritten in a symbolic shape which is useful in the case of
the dimensionless analysis

n
n

* * ** * *é ù é ù= Dê ú ê úë û ë û
0 00 0
2

0 0

m
m

Bw B w grad B B
l l (20)

The above Eq.(20) admits the following relation

n
0 00 0
2

0 0

~ m Bw B
l l (21)

where w0 ≡ωTRMF l0 andΔ ∗ =
Δ
l0

−2 ⇒Δ ∗ =
Δ
δ0

−2 .

An important consequence of the above expression (Eq.(21)) is that the skin depth (or the
penetration depth), δ, may be given as follows

n n nd d
d w

Þ Þ =0 00 0 0
02

0 0 0

~ ~m m m

WPM

Bw B l
l w (22)

This parameter may be used to describe the well-known skin effect. From the practical point
of view, this phenomenon is characterized by the so-called shielding parameter

w
n

=
2
0WPM

m

lS (23)

This dimensionless parameter see ( Eq (23)) is usually applied characterize the interaction
between the MF and the electrical conductivity of liquid. The condition S ≪1 means that
MF is not changed by the conducting liquid. On the contrary, the condition S ≫1 describes
the typical skin effect which means that MF can penetrate into the highly electrically con‐
ductive liquid.
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2.2. Influence of transverse rotating magnetic field on solid dissolution process

Under forced convective conditions, the mathematical description of the solid dissolution
process may be described by means of the differential equation of mass balance for the com‐
ponent i

( )r r
t

¶
+ = F

¶
i

i i idiv w (24)

where Φi is the mass flux of component i (the volumetric mass source of component i).

The flux density of component i (J ī) may be given by

r=i i iJ w (25)

The diffusion flux density is described by means of the following expression

( )r r= Þ = -dyf i i dyf i iJ dif w J w w (26)

The relation between J ī and Jdyf̄  is defined as

( )r r r r= + Þ = - +i dyf i i i i i iJ J w w w w w (27)

Including the relation (27) in equation (24) gives the following relationship for the mass bal‐
ance of component i

( )r r
t

¶ é ù+ + = Fë û¶
i

dyf i idiv J div w (28)

Introducing the relation

( ) ( ) ( )r r r= +i i idiv w div w w grad (29)

in Eq.(28) gives the mass balance of component i

( ) ( )r r r
t

¶ é ù+ + + = Fë û¶
i

i i dyf iw grad div w div J (30)

The concentration of component i may be expressed as follows
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r r r
r

= Þ =i
i i ic c (31)

Taking into account the above equation, we find the modified form of Eq.(30)

( ) ( ) ( ) ( )r
r r

t
¶ é ù+ + + = Fë û¶

i
i i dyf i

c
w grad c c div w div J (32)

Eq.(32) may be rewritten by

( ) ( ) ( ) ( )
r rr r r r
t t t

¶ ¶ ¶
+ = + + +

¶ ¶ ¶
i i

i i i i

c cw grad c w grad c c c wgrad (33)

or

( ) ( ) ( )rr r r r
t t

¶ ¶é ù é ù+ + + + + = Fê ú ë û¶ ¶ë û
i

i i dyf i
c w grad c c w grad div w div J (34)

The term in square brackets is so-called the continuity equation and this relation may be
simplified in the following form

( ) ( ) ( )r rr r r
t t
¶

+ + = Þ + =
¶

0 0dw grad div w div w
d (35)

This leads to the final expression for the mass balance of component i:

( )r r
t

¶ é ù+ + = Fë û¶
i

i dyf i
c w grad c div J (36)

The total diffusion flux density (Jdyf̄ ) is expressed as a sum of elementary fluxes considering

the concentration(J ī(ci)), temperature(J ī(T )), thermodynamic pressure gradient(J ī(p)), and

the additional force interactions J ī(F̄ ) (e.g. forced convection as a result of fluid mixing) in

the following form

( ) ( ) ( ) ( )= + + +dyf i i i i iJ J c J T J p J F (37)

A more useful form of this equation may be obtained by introducing the proper coefficients
as follows
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( ) ( ) ( )r r r r= - - - +ln lndyf i i i t i p i FJ D grad c D k grad t D k grad p D k F (38)

Under the action of TRMF the force F̄  may be defined as the Lorenz magnetic forceFem̄. This
force is acting as the driving force for the liquid rotation and it may be described by

( )s sé ù= ´ Þ = + ´ ´ë ûem em e eF J B F E w B B (39)

The above relation may be simplified as follows (the electric field vector Ē  is omitted)

( )( )s= ´ ´em eF w B B (40)

The related Lorenz force to the unit of liquid mass may be rewritten in the form

( )( )s
r

= ´ ´
1

em eF w B B (41)

Introducing the relation Eq.(41) in Eq.(38) gives the following relationship

( ) ( ) ( ) ( )( )( )r r r s= - - - + ´ ´ln ln
emdyf i i i t i p i eFJ D grad c D k grad t D k grad p D k w B B (42)

Taking into account the above relation (Eq.(42)) we obtain the following general relationship
for the mass balance of component i

( ) ( ) ( ) ( )

( )( )( )
t

s
r r

¶ é ù+ + - - - +ë û¶

é ù F
+ ´ ´ =ê ú

ê úë û

ln ln

em

i
i i i i t i p

i F i
e

c w grad c div D grad c D k grad t D k grad p

D k
div w B B

(43)

The obtained Eq.(43) suggests that this dependence may be simplified in the following form

( ) ( ) ( )( )( )s
t r r

¶ é ù F
+ + é- ù + ´ ´ =ê úë û¶ ë û

i m i
i i i e

c Dw grad c div D grad c div w B B (44)

It should be noticed that the coefficient of magnetic diffusion Dm may be expressed as fol‐
lows

=
emm i FD D k (45)
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This coefficient may be defined by means of the following expression

t s m
n

= Þ = Þ =
2

2 0
0

i
m i d m i e m m

m

c lD c D c l D (46)

Taking into consideration the above relation (Eq.(46)) we obtain the relationship

( ) ( ) ( )( )( )s
t n r r

é ù¶ F
+ + é- ù + ´ ´ =ê úë û¶ ë û

2
0i i i

i i i e
m

c c lw grad c div D grad c div w B B (47)

The above relation (Eq.(47)) may be treated as the differential mathematical model of the
solid dissolution process under the action of TRMF. The right side of this equation repre‐
sents the source mass of component i

( ) ( ) ( ) ( ) ° ( ) °( )b
b b bF = - - ÞF = - - ÞF = - ÞF = -i m

i i r i i i r i i i i i iV V V

dF c c c c c c
dV (48)

where (−cĩ) is the driving force for the solid dissolution process.

Introducing Eq.(48) in Eq.(47), gives the following relationship

( ) ( ) ( )( )( ) ( ) °b
s

t n r r
é ù¶

+ + é- ù + ´ ´ = -ê úë û¶ ë û

2
0 i ii i V

i i i e
m

cc c lw grad c div D grad c div w B B (49)

Taking into account the below definition of the dimensionless parameters

° °
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t mt m
t m

bn rn r b
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*** * * *

*** *
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= = = = = =

é ù= = = =ë û é ùë û

= = =

0 0 0 0
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0 0
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0 0 0

; ; ; ; ; ;

; ; ;

; ; ;

i i i m
i i i m

i i i m

im V
m i V

m i V

c c w Dc c w D
c c w D

BB
B

graddiv Divdiv Div grad
l l l

(50)

we obtain the governing Eq.(50) in a symbolic form

( ) ( )

( )( ) ( ) ( ) °

t t

b bs
s

n r n r r r

* * * * * * * *
*

* *
*

* * ** *
* * *

é ù¶ é ù é ùé ù+ - +ê ú ë ûê ú ë ûë û¶ë û
é ùé ù é ùé ùé ù ë û ë ûæ ö ê ú+ ´ ´ = -ê úç ÷ê ú ê úè øê úë ûë û ê úë û

0 0 0 0

00 0
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0 0 0 0

0 0

i i i ii
i i i

i i i ii e V Vi
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m m

c c w D cc w grad c div D grad c
l l

c cc w B l cdiv w B B
(51)
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The non-dimensional form of this equation may be scaled against the convective term

( ci0
w0

l0
). The dimensionless form of Eq.(51) may be given as follows

( ) ( )

( )( ) ( ) ( ) °

t t
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n r n r r r

* * * * * * * *
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* *
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* * ** *
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é ùé ù é ùé ùé ù ë û ë ûæ ö ê ú+ ´ ´ = -ê úç ÷ê ú ê úè øê úë ûë û ê úë û
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2 2
00 0 0

0 0 0

ii
i i i

i i ie V Vi
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m m

Dl c w grad c div D grad c
w l w

l cB l cdiv w B B
w

(52)

This relation includes the following dimensionless groups characterizing the dissolution
process under the action of TRM

S
t

-Þ 10

0 0

l
w (53)

Sc Pen
n

- - -æ öæ ö
Þ Þ Þç ÷ç ÷

è øè ø
0 0 1 1 1

0 0 0

Rei i
i i

D D
l w w D (54)

QPr Ha Pr
s s n
n r n r n

æ öæ ö
Þ Þ Þç ÷ç ÷ç ÷ç ÷è øè ø

0 0

0 0

2 2 2 2
0 0 0 0 2

0 0

e e
m m

m m

B l B l
(55)

( ) ( )
Sh Sc Re

b b n
r r n

- -
æ öé ù é ù æ ö æ ö æ öæ öë û ë ûç ÷Þ Þç ÷ ç ÷ ç ÷ç ÷ç ÷ç ÷ è øè ø è ø è øè ø

0

0

2 2 2
0 1 10 0

2 2
0 0 0 0

i i p iV V

i s s

l d D D D
w D w D d d (56)

Taking into account the proposed relations (53-56), we find the following dimensionless
governing equation

( ) ( )

( )( ) ( ) °

S Pe

Ha Pr Sh Sc Re

t

b
s

n r r

* *- * * - * * * *
*

* *
*

* * ** * - -
* * *

é ù¶ é ù é ùé ù+ - +ê ú ë ûê ú ë ûë û¶ë û
é ùé ùé ùé ù æ ö ë ûæ ö ê ú+ ´ ´ = -ê ú ç ÷ç ÷ê ú ê úè øê ú è øë ûë û ê úë û

1 1

2
2 1 1

2

i
i i i i

i iVi
m e

m s

c w grad c div D grad c

cc Ddiv w B B
d

(57)

From the dimensionless form of Eq.(57) it follows that

Sh Sc Re Ha Pr Sh Sc Ha RePr Sh Sc Ta Pr- - - -æ ö æ ö æ ö
Þ Þç ÷ ç ÷ ç ÷

è ø è øè ø

2 2 2
1 1 2 1 2 1

2 2 2~ ~ ~s s
m m m m

s

D d d
d D D (58)
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Under convective conditions a relationship for the mass-transfer similar to the relationships
obtained for heat-transfer may be expected of the form [11]

( )Sh Sc= Re,f (59)

The two principle dimensionless groups of relevance to mass-transfer are Sherwood and
Schmidt numbers. The Sherwood number can be viewed as describing the ratio of convec‐
tive to diffusive transport, and finds its counterpart in heat transfer in the form of the Nus‐
selt number [3].

The Schmidt number is a ratio of physical parameters pertinent to the system. This dimen‐
sionless group corresponds to the Prandtl number used in heat-transfer. Moreover, this
number provides a measure of the relative effectiveness of momentum and mass transport
by diffusion.

Added to these two groups is the Reynolds number, which represents the ratio of convec‐
tive-to-viscous momentum transport. This number determines the existence of laminar or
turbulent conditions of fluid flow. For small values of the Reynolds number, viscous forces
are sufficiently large relative to inertia forces. But, with increasing the Reynolds number,
viscous effects become progressively less important relative to inertia effects.

Evidently, for Eq.(59) to be of practical use, it must be rendered quantitative. This may be
done by assuming that the functional relation is in the following form [4, 13]

Sh Sc= 1 1
1 Reb ca (60)

The mass-transfer coefficients in the mixed systems can be correlated by the combination of
Sherwood, Reynolds and Schmidt numbers. Using the proposed relation [60], it has been
found possible to correlate a host of experimental data for a wide range of operations. The
coefficients of relation [60] are determined from experiment. Under forced convection condi‐
tions the relation may be expressed as follows [7]

Sh Sc0.5 0.33~ Re (61)

The exponent upon of the Schmidt number is to be 0.33 [5, 12, 14, 19, 25] as there is some
theoretical and experimental evidence for this value [24], although reported values vary
from 0.56 [28] to 1.13 [15].

Mass transfer process under the TRMF conditions is very complicated and may be described
by the non-dimensional Eq.(57). Use of the dimensionless Sherwood number as a function of
the various non-dimensional parameters yields a description of liquid-side mass transfer,
which is more general and useful. Taking into account that the magnetic Prandtl number
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Prm =const  (for waterPrm =const) and the ratio of diameters solid sample and diameter of

container
ds
D = idem, the obtained relationship (see Eq.(58)) may be expressed as follows

( )Sh Sc Ta Pr Sh Ta Sc- æ ö
Þ =ç ÷

è ø

2
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2~ ,s
m m m

d f
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Basing on the considerations given above, the correlations of mass transfer process under
the TRMF action have the general form

Sh Ta Sc= 2 2
2

b c
ma (63)

2.3. Influence of temperature gradient on the solid dissolution controlled process

As mentioned above, the temperature gradient has strong influence on the solid dissolution
process. The heat transfer from the sample to the ambient fluid may be modeled by means
of the well-known Nusselt type equation.

( )Nu= Re,Prf (64)

In the present report we consider the process dissolutions described by a similar but some‐
what modified relationship between the dimensionless Sherwood number and the numbers
which are defined the intensity of the magnetic effects in the tested experimental set-up with
the TRMF generator. It should be assumed that the relationship for the heat transport under
the TRMF conditions can be characterized in the following general form

( )Nu Ta= ,Prmf (65)

In order to establish the effect of all important parameters on this process in the wide range
of variables data we proposed the following general relationship.

Nu Ta= 3 3
3 Prb c

ma (66)

The solid dissolution process under the action of TRMF and the gradient temperature be‐
tween the solid surface and the liquid may be described by means of the following equa‐
tions system

Sh Ta Sc
Nu Ta

ì =ï
í

=ïî

2 2

3 3
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3 Pr

b c
m

b c
m

a
a (67)
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From the above relation (Eq.(67)), the ratio of Sherwood and Nusselt numbers is given by

Sh ScTa
Nu

æ ö= ç ÷
è ø

4

4
4 Pr

c
b

ma (68)

where a2 ≠a3 ∧  a4 =
a2
a3

; b2 ≠b3 ∧  b4 =b2 −b3 and c2 = c3 ∧  c4 =0.33.

In the relevant literature the ratio of the Schmidt and Prandtl numbers is called as the di‐
mensionless Lewis number (the ratio of thermal diffusivity to mass diffusivity)

ScLe Le Len
n

æ öæ ö æ ö= Þ = Þ =ç ÷ç ÷ ç ÷
è ø è øè øPr i i

a a
D D (69)

According to Eq.(69) and the above assumptions, the ratio of Sherwood and Nusselt num‐
bers is defined as follows

Sh Ta Le
Nu

= 4 0.33
4

b
ma (70)

The enhancement effect of the solid dissolution process due to heat transfer process ob‐
tained from Eq.(70) is given by

Ta Leb l
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=ç ÷ç ÷

è øè ø
4 0.33

4
bi s

m
i s

d a
D D (71)

The ratio ( βi
αs

) may be defined by means of the following relationship
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Introducing the thermal diffusivity (a =
λ

cpρ
⇒λ =acpρ) in Eq.(72), gives the relation
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Finally, form relation (73) it follows that
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3. Experimental details

3.1. Experimental set-up

All experimental measurements of mass-transfer process using the TRMF were carried out
in a laboratory set-up including electromagnetic field generator. A schematic of the experi‐
mental apparatus is presented in figure 1.

Figure 1. Sketch of experimental set-up: 1 - generator of rotating magnetic field, 2 - glass container, 3,4 - conductivity
samples, 5 - electronic control box, 6 - a.c. transistorized inverter, 7 - personal computer, 8 - multifunctional electronic
switch, 9 - Hall sample

This setup may be divided into: a generator of the rotating electromagnetic field (1), a glass
container (2) with the conductivity samples (3-4), an electric control box (5) and an inverter
(6) connected with multifunctional electronic switch (8) and a personal computer (7) loaded
with special software. This software made possible the electromagnetic field rotation con‐
trol, recording working parameters of the generator and various state parameters.

From preliminary tests of the experimental apparatus, the glass container is not influenced
by the working parameters of the stator. The TRMF was generated by a modified 3-phase
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stator of an induction squirrel-cage motor, parameters of which are in accordance with the
Polish Standard PN-72/E-06000. The stator is supplied with a 50 Hz three-phase alternating
current. The transistorized inverter (4) was used to change the frequency of the rotating
magnetic field in the range of f TRMF =1−50Hz. The stator of the electric machine, as the RMF
generator is made up of a number of stampings with slots to carry the three phase winding.
The number of pair poles per phase winding, p, is equal to 2. The windings are geometrical‐
ly spaced 120 degrees apart. The stator and the liquid may be treated as apparent virtual
electrical circuit of the closed flux of a magnetic induction. The stator windings are connect‐
ed through the a.c. transistorized inverter to the power source. The generator produces an
azimuthal electromagnetic force in the bulk of the TRMF reactor with the magnetic field
lines rotating in the horizontal plane.

For the experimental measurements, MF is generated by coils located axially around of the
cylindrical container. As mentioned above, this field is rotated around the container with the
constant angular frequency,ωTRMF . The TRMF strength is determined by measuring a mag‐
netic induction. The values of the magnetic induction at different points inside the glass con‐
tainer are detected by using a Hall sample connected to the personal computer. The typical
example of the dependence between the spatial distributions of magnetic induction and the
various values of the alternating current frequency for the cross-section of container is given
[20]. The obtained results in this paper suggest that the averaged values of magnetic induc‐
tion may be analytically described by the following relation

[ ] ( )é ù= - -ë û14.05 1 exp 0.05TRMF TRMFavg
B f (75)

3.2. Rock-salt sample

Two conductive samples connected to a multifunction computer meter were used to meas‐
uring and recording of the concentration of the achieve solution of the salt. The mass of the
rock salt sample decreasing during the process of dissolution is determined by an electronic
balance that connected with rocking double-arm lever. On the lever arm the sample was
hanging, the other arm connected to the balance. In the present investigation the change in
mass of solid body in a short time period of dissolution is very small and the mean area of
dissolved cylinder of the rock salt may be used. Than the mean mass-transfer Raw rock-salt
(>98% NaCl and rest traces quantitative of chloride of K, Ca, Mg and insoluble mineral im‐
purities) cylinders were not fit directly for the experiments because their structure was not
homogeneous (certain porosity). Basic requirement concerning the experiments was creating
possibly homogeneous transport conditions of mass on whole interfacial surface, which was
the active surface of the solid body. These requirements were met thanks to proper prepar‐
ing of the sample, mounting it in the mixer and matching proper time of dissolving. As an
evident effect were fast showing big pinholes on the surface of the dissolved sample as re‐
sults of local non-homogeneous of material. Departure from the shape of a simple geometri‐
cal body made it impossible to take measurements of its area with sufficient precision. So it
was necessary to put those samples through the process of so-called hardening. The turned

Study of Effect of Temperature Radient on Solid Dissolution Process
http://dx.doi.org/10.5772/51296

281



cylinders had been soaked in saturated brine solution for about 15 min and than dried in a
room temperature. This process was repeated four times. To help mount the sample in the
mixer, a thin copper thread was glued into the sample’s axis. The processing was finished
with additional smoothing of the surface with fine-grained abrasive paper. A sample pre‐
pared in this way had been keeping its shape during dissolving for about 30 min. The dura‐
tion of a run was usually 30 sec. The rate of mass-transfer involved did not produce
significant dimensional change in diameter of the cylinder. The time of a single dissolving
cycle was chosen so that the measurement of mass loss could be made with sufficient accu‐
racy and the decrease of dimensions would be relatively small (maximum about 0.5 mm).

Figure 2. Sketch of rock-salt sample with the heating set-up

Before starting every experiment, a sample which height, diameter and mass had been known
was mounted in a mixer under the free surface of the mixed liquid. The reciprocating plate ag‐
itator was started, the recording of concentration changes in time, the weight showing changes
in sample’s mass during the process of solution, and time measuring was started simultane‐
ously. After finishing the cycle of dissolving, the agitator was stopped, and then the loss of
mass had been read on electronic scale and concentration of NaCl (electrical conductivity) in
the mixer as well. This connection is given by a calibration curve, showing the dependence of
the relative mass concentration of NaCl on the electrical conductivity [21].
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3.3. Rock-salt sample heated by means of the cartridge heater

In the case of this experimental investigations the gradient temperature between the surface
and liquid was caused by using the cartridge heater (power ~1200W). This tubular device
was inserted into drilled holes of rock-salt sample for heating. Moreover, the heating set-up
was contained the temperature controller and sensors. The sensors for the temperature con‐
trol was placed between the working surface of the sample and the heater. These sensors
was also located on the surface of the solid sample. The sketch of rock-salt sample with the
heating set-up is graphically presented in figure 2. The sample was kept at a constant tem‐
perature (65oC, 70oC or 80oC). The heat transfer from the sample to ambient fluid was realiz‐
ed for the various temperature (20oC, 40oC and 60oC). The system of temperature sensors
was used to control the temperature of the water during the solid dissolution process.

3.4. Experimental calculation of mass transfer coefficient

The mass transfer coefficient under the action of TRMF may be calculated form the fol‐
lowing  equation

°
°( )

b b
t t

- = Þ =
-

1i i
i m i i

m i

dm dmF c
d dF c (76)

The above Eq.(76) cannot be integrated because the area of solid body, Fm, is changing in
time of dissolving process. It should be noted that the change in mass of solid body in a
short time period of dissolving is very small and the mean area of dissolved cylinder may be
used. The relation between loss of mass, mean area of mass-transfer and the mean driving
force of this process for the time of dissolving duration is approximately linear and then the
mass-transfer coefficient may be calculated from the simple linear equation
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The averaged surface Fm is defined as follows

[ ] [ ]p=m s savg avg
F d h (78)

The volumetric mass transfer coefficient (βi)V  in Eq.(48) is described by relation
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l
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3.5. Experimental calculation of heat transfer coefficient

The heat transfer from the sample to liquid may by modelled by the following relationship

a= Þ D = D1 2ls l s m l pQ Q F T m c T (80)

This equation can be rewritten as
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and the averaged heat transfer coefficient is given as follows
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The  averaged  coefficient  of  heat  transfer  ( αs avg)  varies  with  the  parameters  of  the

TRMF mixing  process  and  depends  on  the  operating  conditions  and  physical  proper‐

ties  of  the  liquid.

4. Results and discussion

Under the TRMF conditions a relationship for the mass-transfer can be described in the gener‐

al formSh= f (T am, Sc). The results of experiments suggest that the Sherwood number, the

magnetic Taylor number and the Schmidt number may be defined as follows (see Eqs 53-56)
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The TRMF Reynolds number (Rem =
ωTRMF D 2

νl
) with ωTRMF =2π f TRMF  as angular frequency

of TRMF equal to angular field frequency of the field generated by the a current of frequen‐
cy. The product ωTRMF D plays the role of a rotational velocity. The above dimensionless
groups (Eqs 83-85) were calculated with the physical properties in the temperature range
20-60oC (the liquid temperature).

The effect of dissolution process under the action of TRF can be described by using the vari‐
able ShSc−0.33 proportional to the terma(T am)b. The experimental results obtained in this

work are graphically illustrated in log(ShSc−0.33) versus log(a(T am)b) in figure 3. Moreover,
the influence of the temperature gradient between the surface temperature of solid and the
liquid temperature on the mass transfer coefficient is presented in this figure.

In order to establish the effect of all important parameters on the dissolution process in the an‐
alyzed set-up, we propose the following relationship to work out the experimental database

( )Sh Ta
Sc

=0.33
b

ma (86)

The presented results in figure 3 suggest that these points may be described by a unique mon‐
otonic function. The constants and exponents are computed by employing the Matlab soft‐
ware and the principle of least squares and the proposed relationships are collected in table 1.

Figure 4 shows the effect of the constant temperature of the surface of rock-salt sample and
the variation of the liquid temperature on the Sherwood number.

Table 1. The developed relationships for the obtained experimental data
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Figure 3. The graphical presentation of mass transfer data under the action of TRMF: a)Ts = var; Tl = 20oC , b)

Ts = var; Tl = 40oCand c) Ts = var; Tl = 60oC

Figure 4. The comparison of obtained results: : a)Ts = 65oC ; Tl = var, b) Ts = 70oC ; Tl = varand c) Ts = 80oC ; Tl = var

Figures 3 and 4 present a graphical form of the collected relations in table 1, as the full
curves, correlated the experimental data very well with the percentage relative error±10%.
Figure 5 gives an overview results in the form of the proposed analytical relationships for
the experimental investigations (see table 1)

Figure 5. Dependence between experimental and predicted ( Sh
Sc 0.33 ) values
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As can be clearly seen (see Figure 3) mass transfer rates expressed as ( Sh
Sc 0.33 ) increase with

increasing the values of magnetic Taylor number. It is found that as the intensity of magnet‐
ic field increases, the velocity of liquid inside the cylindrical container increases. It may be
concluded that the TRMF strongly influenced on the mass transfer process. It should be no‐
ticed that this process may be improved by means of the gradient temperature between the
surface of rock-salt sample and the liquid. Figure 3 shows that Sherwood number increases
with the increasing difference between the temperature of rock-salt surface and the liquid
temperature. It is clear that the effect of TRMF on the dissolution process is also depended
on the temperature gradient.

Comparison of the obtained results for the analyzed process is graphically presented in fig‐
ure 4. This figure shows that for the given temperature of surface of rock-salt sample the
mass transfer coefficients in tested set-up are strongly depended on the values of magnetic
Taylor number. These plots also confirm that the gradient temperature has significant effect
on the mass transfer process. Initially, the high mass transfer rates is achieved by the liquid
temperature 40oC and 60oC. Further increase of the magnetic field intensity leads to even
higher mass transfer rates for the liquid temperature is equal to 20oC. It should be noticed
that the NaCl-cylinder was placed in the middle of container. When the TRMF rotated slow‐
ly the liquid was mixed near the wall of cylindrical container. When the TRMF rotated fast‐
er, the resulting liquid movement directly leads to an increase of the mass and heat transfer
coefficients. This difference appears to be linked to the increase in the difference between the
surface temperature of rock-salt sample and the liquid temperature associated with increas‐
ing the influence of TRMF. The high value of the exponents of magnetic Taylor number and
the multiplicative coefficients seen in the relations given in table 1 agree with the existence
of more intensive flow near the hot surface of the rock-salt sample promoted by the increase
of the magnetic induction and the temperature of the cartridge heater.

Figure 6. The graphical presentation of mass and heat transfer data at TRMF
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The enhancement due to heat transfer process is modeled in terms given in Eq.(70). The
graphical presentation of the calculated experimental points is presented in figure 6.

The constant a4 and exponent b4 in Eq.(70) are computed by using the principle of least
square. Applying the software Matlab the analytical relationship may be obtained

( )Sh Ta Le
Nu

= 0.12 0.331.5 m (87)

where the ratio of the dimensionless Sherwood and Nusselt numbers is function of the ade‐
quate dimensionless groups. The fit of experimental data with Eq.(87) is given in figure 7.
The averaged absolute relative error was estimated at 2.12%.

Figure 7. Comparison of model prediction (Eq.(87)) with experimental data

Figure 6 shows that the ratio of mass and heat transfer coefficients (via ratio of Sherwood
and Nusselt numbers) increases with the magnetic Taylor number. This figure shows a
strong increase in mass transfer process when the TRMF is applied. It was found that the
intensification of this process is depended on the temperature gradient between the temper‐
ature of surface of salt-rock sample and the liquid temperature.

In order to evaluate the influence of the gradient temperature on the mass transfer under the
action of TRMF, the comparison between the obtained database and the empirical correla‐
tion for the dissolution process under the TRMF is presented. For comparison these results
with literature, it is recommended to correlate them under analogous form. The dissolution
process under the action of TRMF is correlated by means of the equation [22]

{ }Sh Ta Sc æ ö= + ç ÷
è ø

0.33
0.015 0.332 22.5 m x

x
D

(88)
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Taking into account that the dimensionless location of a NaCl-cylindrical sample ( x
D ) is

equal to 0.125 (the sample was located in the middle of cylindrical container) and the local
Taylor number ({Tam}x) is treated as the magnetic Taylor number(T am), the Eq.(88) may be

rewritten in the following form

{ } ( )Sh Ta Sc Sh Ta Sc= + Þ = +0.015 0.0150.33 0.332 11.3 2 11.3m I mx (89)

As a matter of fact, Eq.(70) may be written by alternate equations as follows

( )Sh Ta Le Nu= 0.12 0.331.5II m (90)

The comparison in this case may be realized by considering the calculated averaged val‐
ues of the dimensionless Schmidt( Sc avg =477), Lewis ( Le avg =74) and Nusselt ( Nu avg =102)
numbers.  For established averaged values of these dimensionless groups the Eqs (89-90)
reduce  to

( )Sh Ta= + 0.0152 86.5I m (91)

( )Sh Ta= 0.12616.3II m (92)

The graphical comparison between Eq.(91) and Eq.(92) are illustrated in the plot in figure 8.
This figure demonstrates that the dimensionless Sherwood number for the analyzed case
(ShII ) increases with increasing the magnetic Taylor number. It was found that as the inten‐
sity of TRMF increases, the influence of hydrodynamic conditions on the transport processes
inside the cylindrical container increases. The obtained relationship (Eqs (91-92)) indicate
that the transfer rates increase with Taylor number for case I ShI ~(Tam)0.015 and case II

ShII ~(T am)0.12. The mass transfer data obtained for the additional transfer gradient is conse‐
quently higher than the data obtained for the mass transfer under the action of TRMF.

It can be observed that the enhancement of the mass transfer coefficients due to temper‐

ature gradient may be evaluated by applying the ratio( ShII
ShI

). In the present study ( ShII
ShI

)
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Figure 9 shows the obtained relation (see Eq.(93)) as the function of the magnetic Taylor
number. It was found that as the intensity of TRMF has strong influence on the mass trans‐
fer rate. It is interesting to note that the enhancement of this process in the case of upper
values of the magnetic Taylor number is increased for the supported process by using the
cartrige heater.

Figure 8. Comparison of obtained results (ShII ) with literature data (ShI )

Figure 9. Graphical presentation of Eq.(93)

5. Conclusion

The present experimental study shows interestingfeatures cocncerning the effects of trans‐
verse rotating magnetic field (TRMF) on the mass transfer process. Inspecting the obtained
measuremenst reveals the following conclusions:
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1. The study of mass transfer process under the action of TRMF results is significant en‐
hancement of the solid dissolution rate per localization of a NaCl-cylindrical sample.
The mass transfer rate increases with an increase of a magnetic field level. It was found
that the TRMF strongly influcnecd the mass transfer process.

2. It should be noticed that the novel approach to the mixing process presented and based
on the application of TRMF to produce better hydrodynamic conditions in the case of
the mass-transfer process. From practical point of view, the dissolution process of solid
body is involved by using the turbulently agitated systems. In previous publications are
not available data describing the mass-transfer operations of the dissolution process un‐
der the TRMF conditions and the temperature gradient. Moreover, the influence of the
additional indirect heating on the mass-transfer was determined.

3. With the respect to the other very useful mass transfer equations given in the pertinent
literature, the theoretical description of problem and the equations predicted in the
present article is much more attractive because it generalizes the experimental data tak‐
ing into consideration the various parameters, which defined the hydrodynamic state
and the intensity of magnetic effects in the tested system (see chapter 2.2).

4. On the basis of the experimental investigations, the results were successfully correlated
by using the general relationship [74]. The influence of the TRMF and the temperature
gradient on this process may be also described using the non-dimensional parameters
formulated on the base of fluid mechanics equations. These dimensionless numbers al‐
low quantitative representation and characterization of the influence of hydrodynamic
state under the TRMF conditions on the mass-transfer process. The dimensionless
groups are used to establish the effect of TRMF on this operation in the form of the nov‐
el type dimensionless correlation [87].

5. In order to evaluate the influence of the gradient temperature on the mass transfer un‐
der the action of TRMF, the comparison between the obtained database and the empiri‐
cal correlation for the dissolution process under the TRMF is presented. This coparsion
is presented as the specific relation [93]. It can be observed that the enhancement of the
mass transfer coefficients due to temperature has strong influence on the mass transfer
rate (see Fig.8).

6. Nomenclature

B̄ magnetic induction kg ⋅A−1⋅ s −2

ci concentration k gi ⋅k g −1

cp specific heat capacity of liquid J ⋅k g −1⋅deg −1

ds sample diameter m
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D diameter of container m

Di diffusion coefficient m 2⋅ s −1

Dm magnetic diffusion m 2⋅ s −1

Ē electric field V ⋅m −1

f TRMF frequency of electrical current (equal to frequency of TRMF) s −1

Fm cylindrical surface of dissoluble sample m 2

Fem̄ Lorenz magnetic force N

h s length of sample m

l characteristic dimension m

J̄ electrical current density vector A⋅m −2

J ī flux density of component i k gi ⋅m −3⋅ s −1

Jdyf̄ diffusion flux density k gi ⋅m −3⋅ s −1

kp relative coefficient of barodiffusion
k gi ⋅m 2⋅k g −1⋅N −1

(k gi ⋅m ⋅ s 2⋅k g −2)

kp relative coefficient of thermodiffusion k gi ⋅k g −1⋅deg−1

kFem̄

relative coefficient of diffusion resulting from additional forced

interactions (e.g. magnetic field)

k gi ⋅m −1⋅N −1

(k gi ⋅ s 2⋅m −2⋅k g −1)

mi mass of dissoluble NaCl sample k gNaCl

p hydrodynamic pressure N ⋅m −2

Ql heat flow from liquid W

Qs heat flow from sample W

S shielding parameter -

T temperature deg

Tl t1
temperature of liquid at moment t1 deg

Tl t2

temperature of liquid at moment t2 (after time of dissolution

process)
deg

Ts temperature of sample deg

V volume of liquid m 3

w̄ velocity m ⋅ s −1

wī velocity of component i m ⋅ s −1

x distance (for localization of sample) m
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Table 2.

αs heat transfer coefficient W ⋅m −2⋅deg −1

βi mass transfer coefficient k gi ⋅m −2⋅ s −1

δ skin depth -

η dynamic viscosity kg ⋅m −1⋅ s −1

μm magnetic permeability kg ⋅m ⋅A−2⋅ s −2

λ thermal conductivity of liquid W ⋅m −1⋅deg −1

ν kinematic viscosity m 2⋅ s −1

νm magnetic viscosity m 2⋅ s −1

ρ density kg ⋅m −3

ρi concentration of component i k gi ⋅m −3

σe electrical conductivity A 2⋅ s 3⋅k g −1⋅m −3

τ time dissolution or time s

Φi mass flux of component i k gi ⋅m −3⋅ s −1

ωTRMF angular velocity of transverse rotating magnetic field rad ⋅ s −1

Greek letters

avg averaged value

l liquid

s sample

0 reference value

Subscripts

AC alternating current

MF magnetic field

TRMF transverse rotating magnetic field

Abbreviation

Ha = B0l0
σe0

νρ0
Hartman number
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Le =
a
Di

Lewis number

Nu =
αs avg D

λ
Nusselt number

Pei =
l0w0
Di0

mass Peclet number

Prm =
ν
νm0

magnetic Prandtl number

Q =
σe0

B0
2l0

2

νρ0
Chandrasekhar number

Re =
w0D
ν

Reynols number

S =
τ0w0

l0
Strouhal number

Sci =
ν

Di0
Schmidt number

Sh =
(βi)V 0dp

2

ρ0Di0

Sherwood number

Dimensionless numbers

Acknowledgements

This work was supported by the Polish Ministry of Science and Higher Education from

sources for science in the years 2012-2013 under Inventus Plus project

Author details

Rafał Rakoczy*, Marian Kordas and Stanisław Masiuk

*Address all correspondence to: rrakoczy@zut.edu.pl

Institute of Chemical Engineering and Environmental Protection Process, West Pomeranian

University of Technology, Poland

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling294



Le =
a
Di

Lewis number

Nu =
αs avg D

λ
Nusselt number

Pei =
l0w0
Di0

mass Peclet number

Prm =
ν
νm0

magnetic Prandtl number

Q =
σe0

B0
2l0

2

νρ0
Chandrasekhar number

Re =
w0D
ν

Reynols number

S =
τ0w0

l0
Strouhal number

Sci =
ν

Di0
Schmidt number

Sh =
(βi)V 0dp

2

ρ0Di0

Sherwood number

Dimensionless numbers

Acknowledgements

This work was supported by the Polish Ministry of Science and Higher Education from

sources for science in the years 2012-2013 under Inventus Plus project

Author details

Rafał Rakoczy*, Marian Kordas and Stanisław Masiuk

*Address all correspondence to: rrakoczy@zut.edu.pl

Institute of Chemical Engineering and Environmental Protection Process, West Pomeranian

University of Technology, Poland

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling294

References

[1] Aksielrud, G. A., & Mołczanow, A. D. (1981). Dissolution process of solid bodies, WNT
Poland (in polish).

[2] Al-Qodah, Z., Al-Bisoul, M., & Al-Hassan, M. (2001). Hydro-thermal behavior of
magnetically stabilized fluidized beds. Powder Technology, 115, 58-67.

[3] Basmadjian, D. (2004). Mass transferPrinciples and applications CRC Press LLC, USA.

[4] Bird, R. B., Stewart, W. E., & Lightfoot, E. N. (1966). Transport phenomena, Wiley, USA.

[5] Condoret, J. S., Riba, J. P., & Angelino, H. (1989). Mass transfer in a particle bed with
oscillating flow. Chemical Engineering Science, 44(10), 2107-2111.

[6] Fraňa, K., Stiller, J., & Grundmann, R. (2006). Transitional and turbulent flows driven
by a rotating magnetic field. Magnetohydrodynamics, 42, 187-197.

[7] Garner, F. H., & Suckling, R. D. (1958). Mass transfer form a soluble solid sphere.
AIChE Journal, 4(1), 114-124.

[8] Guru, B. S., & Hiziroğlu, H. R. (2004). Electromagnetic field theory fundamentals, Cam‐
bridge University Press.

[9] Hristov, J. (2003). Magnetic field assisted fluidization- A unified approach. Part 3:
Heat transfer in gas-solid fluidized beds- a critical re-evaluation of the results. a, Re‐
views in Chemical Engineering, 19(3), 229-355.

[10] Hristov, J. (2003). Magnetic field assisted fluidization- A unified approach. Part 7:
Mass Transfer: Chemical reactors, basic studies and practical implementations there‐
of. b, Reviews in Chemical Engineering, 25(1-3), 1-254.

[11] Incropera, F. P., & De Witt, D. P. (1996). Fundamentals of heat and mass transfer.
John Wiley & Sons Inc., USA.

[12] Jameson, G. J. (1964). Mass (or heat) transfer form an oscillating cylinder. Chemical
Engineering Science, 19, 793-800.

[13] Kays, W. M., & Crawford, M. E. (1980). Convective heat and mass transfer. McGraw-
Hill, USA.

[14] Lemcoff, N. O., & Jameson, G. J. (1975). Solid-liquid mass transfer in a resonant bub‐
ble contractor. Chemical Engineering Science, 30, 363-367.

[15] Lemlich, R., & Levy, M. R. (1961). The effect of vibration on natural convective mass
transfer. AIChE Journal, 7, 240-241.

[16] Melle, S., Calderon, O. G., Fuller, G. G., & Rubio, M. A. (2002). Polarizable particle
aggregation under rotating magnetic fields using scattering dichroism. Journal of Col‐
loid and Interface Science, 247, 200-209.

Study of Effect of Temperature Radient on Solid Dissolution Process
http://dx.doi.org/10.5772/51296

295



[17] Möβner, R., & Gerbeth, G. (1999). Buoyant melt flows under the influence of steady
and rotating magnetic fields. Journal of Crystal Growth, 197, 341-345.

[18] Nikrityuk, P. A., Eckert, K., & Grundmann, R. (2006). A numerical study of unidirec‐
tional solidification of a binary metal alloy under influence of a rotating magnetic
field. International Journal of Heat and Mass Transfer, 49, 1501-1515.

[19] Noordsij, P., & Rotte, J. W. (1967). Mass transfer coefficients to a rotating and to a vi‐
brating sphere. Chemical Engineering Science, 22, 1475-1481.

[20] Rakoczy, R., & Masiuk, S. (2009). Experimental study of bubble size distribution in a
liquid column exposed to a rotating magnetic field. Chemical Engineering and Process‐
ing: Process Intensification, 48, 1229-1240.

[21] Rakoczy, R., & Masiuk, S. (2010). Influence of transverse rotating magnetic field on
enhancement of solid dissolution process. AIChE Journal, 56, 1416-1433.

[22] Rakoczy, R. (2010). Enhancement of solid dissolution process under the influence of
rotating magnetic field. Chemical Engineering and Processing: Process intensification, 49,
42-50.

[23] Spitzer, K. H. (1999). Application of rotating magnetic field in Czochralski crystal
growth. Crystal Growth and Characterization of Materials, 38, 39-58.

[24] Sugano, Y., & Rutkowsky, D. A. (1968). Effect of transverse vibration upon the rate of
mass transfer for horizontal cylinder. Chemical Engineering Science, 23, 707-716.

[25] Tojo, K., Miyanami, K., & Mitsui, H. (1981). Vibratory agitation in solid-liquid mix‐
ing. Chemical Engineering Science, 36, 279-284.

[26] Volz, M. P., & Mazuruk, K. (1999). Thermoconvective instability in a rotating mag‐
netic field. International Journal of Heat and Mass Transfer, 42, 1037-1045.

[27] Walker, J. S., Volz, M. P., & Mazuruk, K. (2004). Rayleigh-Bénard instability in a ver‐
tical cylinder with a rotating magnetic field. International Journal of Heat and Mass
Transfer, 47, 1877-1887.

[28] Wong, P. F. Y., Ko, N. W. M., & Yip, P. C. (1978). Mass transfer from large diameter
vibrating cylinder. Trans. Item, 56, 214-216.

[29] Yang, M., Ma, N., Bliss, D. F., & Bryant, G. G. (2007). Melt motion during liquid-en‐
capsulated Czochralski crystal growth in steady and rotating magnetic field. Interna‐
tional Journal of Heat and Mass Transfer, 28, 768-776.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling296



[17] Möβner, R., & Gerbeth, G. (1999). Buoyant melt flows under the influence of steady
and rotating magnetic fields. Journal of Crystal Growth, 197, 341-345.

[18] Nikrityuk, P. A., Eckert, K., & Grundmann, R. (2006). A numerical study of unidirec‐
tional solidification of a binary metal alloy under influence of a rotating magnetic
field. International Journal of Heat and Mass Transfer, 49, 1501-1515.

[19] Noordsij, P., & Rotte, J. W. (1967). Mass transfer coefficients to a rotating and to a vi‐
brating sphere. Chemical Engineering Science, 22, 1475-1481.

[20] Rakoczy, R., & Masiuk, S. (2009). Experimental study of bubble size distribution in a
liquid column exposed to a rotating magnetic field. Chemical Engineering and Process‐
ing: Process Intensification, 48, 1229-1240.

[21] Rakoczy, R., & Masiuk, S. (2010). Influence of transverse rotating magnetic field on
enhancement of solid dissolution process. AIChE Journal, 56, 1416-1433.

[22] Rakoczy, R. (2010). Enhancement of solid dissolution process under the influence of
rotating magnetic field. Chemical Engineering and Processing: Process intensification, 49,
42-50.

[23] Spitzer, K. H. (1999). Application of rotating magnetic field in Czochralski crystal
growth. Crystal Growth and Characterization of Materials, 38, 39-58.

[24] Sugano, Y., & Rutkowsky, D. A. (1968). Effect of transverse vibration upon the rate of
mass transfer for horizontal cylinder. Chemical Engineering Science, 23, 707-716.

[25] Tojo, K., Miyanami, K., & Mitsui, H. (1981). Vibratory agitation in solid-liquid mix‐
ing. Chemical Engineering Science, 36, 279-284.

[26] Volz, M. P., & Mazuruk, K. (1999). Thermoconvective instability in a rotating mag‐
netic field. International Journal of Heat and Mass Transfer, 42, 1037-1045.

[27] Walker, J. S., Volz, M. P., & Mazuruk, K. (2004). Rayleigh-Bénard instability in a ver‐
tical cylinder with a rotating magnetic field. International Journal of Heat and Mass
Transfer, 47, 1877-1887.

[28] Wong, P. F. Y., Ko, N. W. M., & Yip, P. C. (1978). Mass transfer from large diameter
vibrating cylinder. Trans. Item, 56, 214-216.

[29] Yang, M., Ma, N., Bliss, D. F., & Bryant, G. G. (2007). Melt motion during liquid-en‐
capsulated Czochralski crystal growth in steady and rotating magnetic field. Interna‐
tional Journal of Heat and Mass Transfer, 28, 768-776.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling296

Chapter 11

Mass Transfer Over the Surface of Metal
Nanostructures Initiated and Stopped by Illumination

T.A. Vartanyan, N.B. Leonov, S.G. Przhibel’skii and
N.A. Toropov

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/51955

1. Introduction

Metal nanostructures play an increasing role in modern technologies. Being far from the
thermodynamic equilibrium they are vulnerable to the influence of external agents. In par‐
ticular, thermal stability of metal nanostructure is an issue in many applications. In this con‐
tribution we are going to discuss one counterintuitive way of stabilization of metal
nanostructure, namely, illumination. It is generally agreed that illumination will destroy
nanostructure if do not leave it intact. Nevertheless, we found that in some circumstances
illumination may lead to tiny restructuring of the nanostructure surface that improves its
thermal stability. This restructuring is not readily observable after illumination but lead to a
pronounce effect after annealing. Illuminated nanostructures acquire immunity to the heat‐
ing and change their structure much more slowly than the nanostructures that were not illu‐
minated in advance. Moreover, the final state of the illuminated nanostructures after
annealing differs considerable from that of unilluminated one being much more similar to
its initial state. Taking into account close connection between the structure and the optical
properties of the plasmonic metal nanostructures it is not surprising that after annealing il‐
luminated and non-illuminated regions may be differentiated by eye.

More traditionally, illumination may initiate structural changes of the metal nanostructures.
In particular, reshaping of metal nanoparticles that support plasmon excitation was studied
by optical means. Resonance enhancement of the transformation rate was observed in our
experiments on the arrays of alkali metal nanoparticles.

On the other hand, illumination can initiate structural transformations of the organic mole‐
cules adsorbed on the surface of metal nanostructures. In our experiments silver nanoparti‐

© 2013 Vartanyan et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Vartanyan et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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cles were prepared by vacuum evaporation on a sapphire substrate. Cyanine dye molecules
were spread over the silver nanoparticle arrays by spin-coating technique. The samples
were characterized by scanning electron microscopy and optical spectroscopy. A significant
increase of the dye photoinduced transformation rate was observed. Simultaneously, an en‐
hanced absorption and fluorescence were observed.

The extinction spectrum of the hybrid material was rationalized as a result of mutual inter‐
actions between the plasmon oscillations localized in the metal nanoparticles and resonance
absorption and refraction of dye molecules. Plasmon resonances are shifted due to the
anomalous refraction of dye molecules. Depending on the spectral position of the dye ab‐
sorption band relative to the inhomogeneously broadened plasmon band this shift may lead
to considerable clarification of the sample at particular wavelengths that was observed ex‐
perimentally. On the other hand, the absorption of dye molecules is enhanced due to the in‐
cident field amplification in the near field of metal nanoparticles. Even when the dye
absorption band overlaps with the tail of the plasmon band of silver nanoparticles, 3 to 5
times enhancement of the dye absorption was obtained. Besides that a nearly 4-fold increase
of cyanine dyes fluorescence intensity in the presence of metal nanoparticles was observed.

The photoinduced transformations of the dye molecules situated in the near field of the met‐
al nanoparticles were studied. The rate of the transformations on the surface of metal nano‐
particles was found to increase as compared to that on the surface of a dielectric substrate.

2. Illumination as a control over the surface mass transfer

Mass transfer over the solid surfaces is of crucial importance in many technological process‐
es like vacuum vapor deposition, heterogeneous catalysis and many others. For example,
when the granular metal films are grown via Volmer-Weber growth mode the atoms evapo‐
rated from the source first impinge on the surface and then diffuse over it. A nucleus of a
metallic phase is formed by several atoms met together after a long way through the surface
made separately by each of them. Then, the nucleus grows incorporating new atoms that
first diffuse over the substrate and then climb up the existing flat metal cluster to form a 3D
nanoparticle. All these processes being random, the resultant nanostructure is highly irregu‐
lar. Figure 1 plots the optical extinction spectrum of silver granular film grown on a sap‐
phire substrate. The broad band with a maximum at 420 nm shown as curve 1 is due to the
absorption by surface plasmons localized in the silver nanoparticles. The width of this band
is so large because there are nanoparticles of different shapes in the film. In particular, the
red tail of the plasmon band is due to the flat pancake-like nanoparticles. These shapes are
metastable and transform into more round shapes when heated. The band shifts in this case
to the blue as a whole.

Illumination provides a means of much more delicate action upon the particle. Being irradi‐
ated by ruby laser the granular film changes in such a way that its extinction spectrum ac‐
quire the form shown in Figure 1 by curve 2. The shape of the extinction spectrum
evidenced the light initiated mass transfer process over the surface of metal nanoparticles.
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Indeed, one can notice that the number of flat particles that contribute to the red absorption
is reduced while the number of the more round particles that contribute to the yellow ab‐
sorption is increased. Thus, laser illumination may be used to the fine tuning of the shape
distribution of metal nanoparticle. This possibility may be employed to obtain the values of
the plasmon dephasing times [1,2].

Figure 1. Light-induced mass transfer over the surface of silver nanoparticles. After illumination by three pulses of ru‐
by laser with the fluence of 44 mJ/cm2 the original extinction spectrum of the silver granular film on sapphire (1) trans‐
forms into (2). The observed changes in the extinction spectrum are due to the thermal diffusion of silver atoms over
the surface of metal nanoparticles comprising the granular film.

The observed changes of the extinction spectrum are due to the contraction and reshaping of
the nanoparticles in the course of the laser illumination. The sign variation of the optical
density difference bears witness of an important role played by surface diffusion. Should
evaporation be the sole consequence of the laser heating of the nanoparticles, one expects to
observe only a dip centered at the laser frequency. Contrary to that, diffusion leads to the
dip accompanied by a bump at a shorter wavelength, the laser frequency being in the mid‐
point between them. In reality both processes take place. A good fit to the experimental ob‐
servations may be obtained with the formula that takes into account evaporation as well as
diffusion. According to [3] the optical density difference ΔDis a function of the normalized
laser detuning

,x w -W
=

G
(1)

where Ω is the laser frequency, ωis the frequency at which one observes the extinction dif‐
ference and Γ is the dephasing rate of the plasmon resonance localized in the nanoparticles.
This function reads as
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where A and B are the constants that define the relative contributions of the evaporation and
diffusion processes, correspondently. Figure 2 plots the optical density difference ΔD ob‐
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tained experimentally as well as the theoretical curve computed according to Eqs. (1) and (2)
with the following parameters A=0.013 and B=0.36. As B is much larger than A, one may
conclude that it is the diffusion of silver atoms over the surface of silver nanoparticle that
contributes most in the mechanism of the spectral hole burning while the contribution of
evaporation is rather small.

Figure 2. Optical density difference ΔD obtained experimentally (3) and the theoretical fit (4). Both curves are related
to the right vertical axis. Two other curves related to the left vertical axis represent the optical density of the film be‐
fore and after illumination.

To make a meaningful fit a slight shift of the laser frequency is required. As it was shown in
[4], when the optical density of the film is considerable, as it is in our case, reflection is to be
accounted for even though an individual particle absorb the light much stronger than scatter
it. This additional contribution to the optical density of the film shifts the spectrum but does
not affect the relative values of the diffusion and evaporation contributions.

Figure 3. The original extinction spectrum of the silver granular film on sapphire (1) transforms into (2) after illumina‐
tion by second harmonic of Nd:YAG laser. The optical density difference ΔDbefore and after illumination is given by
curve (3). In this case contribution of the evaporation process is more pronounced than in the case of ruby laser illumi‐
nation.

Figure 3 plots the hole burnt in the extinction spectrum of the silver granular film after illu‐
mination by the second harmonic of the Nd:YAG laser at 532 nm. Obviously, the dip follows
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the laser frequency. On the other hand, relative contributions of the diffusion and evapora‐
tion processes in this case are different. Evaporation is much more evident in this case as
compared with the case of ruby laser.

3. Initiation of the surface diffusion via a non-thermal laser action

Mass transfer described in the previous section was initiated by a crude force of a pulsed
laser induced heating. More intriguing processes may be induced on the nanoparticle sur‐
face illuminated by cw lasers with low intensity. Heating is not operative in this case. Nev‐
ertheless, non thermal photo induced diffusion still causes the reshaping of metal
nanoparticles. As the spectral position of the plasmon resonance is very sensitive to the par‐
ticle shape, absorption spectroscopy may be employed to reveal this phenomenon. In the
Figure 4 we present the results of the selective action of the low intensity cw diode laser on
the ensemble of sodium nanoparticles on sapphire substrate. Due to the high reactivity of
sodium this experiment was performed in a sealed glass cell with sapphire windows. Excita‐
tion of the surface plasmons localized in the sodium nanoparticles is responsible for the
broad bell-shaped curve in the extinction spectrum. Illumination of the sodium granular
film by a diode laser operating at the wavelength of 875 nm for 600 s with the power of
40mW produces tiny changes in the extinction spectrum. Although being small these
changes are clearly visible in the differential spectrum also plotted in the Figure 4. Figure 5
and 6 plot the results of the similar experiments with lasers operating at the shorter wave‐
lengths 852 nm and 810 nm. A striking feature of this experiments is that the laser action on
the sodium nanoparticle shape is selective. Indeed, the zero crossing point of the differential
spectrum is close to the laser wavelength and follows it as the laser wavelength changes.
This may be clearly seen the Figure 7 where the position of the zero crossing point is plotted
against the laser wavelength. At present we do not have a theoretical description of the
spectral profile of the differential spectrum in this case. Nevertheless, one sees that general
features are similar to the case of the heating induced reshaping. Non-thermally induced
diffusion leads to the blue shift of the resonance frequencies of the plasmon resonances.
Thus, the particles acquire more round shapes.

4. Inhibition of the surface diffusion by UV irradiation

Thin metal films on dielectric substrate are widely used in different applications ranging
from microelectronics to heterogeneous catalysis. In most cases it is desirable that the struc‐
ture preserves its properties for a long time. In particular, it is of practical importance to im‐
prove the thermal stability of the films. On the other hand, to reach such stability is not easy
because the thin films are metastable. Thermal stability of the thin silver films is actively
studied [5-7] because the agglomeration speeds up at the elevated temperature and leads to
the undesirable changes in the film morphology as well as its chemical, electrical and optical
properties.
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Figure 4. The broad bell-shaped curve represents the absorption band due to the surface plasmons localized in the
sodium nanoparticles on the sapphire substrate. Tiny changes of the extinction spectrum after illumination for 600 s
with 40mW cw diode laser at 875 nm are revealed by plotting the difference spectrum.

Figure 5. Same is Figure 4 with cw diode laser illumination at 852 nm.

Figure 6. Same is Figure 4 with cw diode laser illumination at 810 nm.
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Figure 7. Selectivity of the laser action is made evident by the strong correlation between the position of the zero
crossing point (squares) and laser wavelength. The straight light aids the eyes to see that this correspondence is not
perfect.

Here we report on the new phenomenon of thin silver film stabilization under UV illumina‐
tion. The illumination itself does not lead to any noticeable changes in the film appearance.
At the same time, the illuminated films demonstrate enhanced stability against heating.

The films were obtained by thermal evaporation of silver on a sapphire substrate kept at the
room temperature. The film prepared in vacuum was transferred into a glass cell with the
sapphire windows. Then, the cell was evacuated and, finally, sealed off the vacuum system.
UV radiation was produced by a mercury lamp. An optical filter was used to deliver radia‐
tion in the range from 300 to 400 nm. The intensity of UV illumination was set to 20 mW
cm-2. The duration of illumination was typically about 3 hours. To be on the safe side, only
one half of the film was illuminated with the UV light. Another part of the film was used as
a reference that undergoes just the same annealing procedures as the part, which was treat‐
ed with the UV light.

Figure 8. Extinction spectra of the thin silver films on sapphire: Extinction spectra of silver films on sapphire. Curve 1
was obtained after deposition and holding at room temperature for 3 hours. Curves 2 and 4 show the results obtained
after annealing of the unirradiated film at 200°С for 5 and 30 minutes, respectively. Curve 3 shows the result obtained
after annealing of the irradiated film at the same temperature for 30 minutes.
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Figure 8 shows the results obtained in the course of annealing of the films. Just after the dep‐
osition the films undergo although very slight but noticeable changes. For this reason, the
curve designated as 1 represents the extinction spectrum of the film that was hold at room
temperature for 3 hour. This time required for the film to come into its metastable state that
may be preserved for many days. Illumination with the UV radiation does not lead to any
changes of the extinction spectrum. Hence, curve 1 represents the extinction spectra of the
irradiated as well unirradiated film. In the course of annealing at 200°С the unirradated film
passes through the states with the extinctions represented by curves 2 and 4. Curve 2 corre‐
sponds to annealing for 5 minutes and curve 4 corresponds to annealing for 30 minutes.
Curve 3 corresponds to the annealing of the irradiated film for 30 minutes. Obviously, the
annealing of the irradiated film proceeds much slowly than that of the unirradiated film.
The final result of the annealing of the irradiated film is not so dramatic as that of unirradi‐
ated film.

Theses observations obtained via optical means were confirmed by scanning electron micro‐
scopy. Microphotographs are shown in Figure 9. After annealing of an unirradiated film its
structure transforms into an array of well separated nearly spherical nanoparticles that may
be seen in the image 4 of Figure 9. These changes are in accord with the blue shift and nar‐
rowing of the plasmon resonance represented by curve 4 in Figure 8. On the other hand, in
image 3 of Figure 9 one finds much more in common with the image 1 of the initial film.
This corresponds to the optical extinction spectrum 3 with a prolonged red tail resembling
the red tail of the initial film 1.

It is to be mentioned that these results are representative in that sense that annealing at
higher temperatures (up to 280°С) and for longer times (up to 3 hours) changes nor the mor‐
phology neither extinction spectra of the films.

Using of the UV light is essential for obtaining the described stabilization effect. We tried the
irradiation at the wavelength of 440, 530 and 810 nm with the same intensity and duration of
the irradiation and seen no effect of irradiation at this wavelengths on the films thermal sta‐
bility.

5. Light induced transformations in the layers of organic molecules
spread over the granular metal films

Cyanine dye molecules include a chain made of an odd number of methine groups bound
together by alternating single and double bonds and two heteroaromatic rings at both ends
of the chain. The structure of the cyanine dye molecules used in our experiments is shown in
the Figure 10. Being adsorbed on the surface of a solid material, dye molecules form a layer
with several preferable orientations of the long molecular axis relative to the surface normal.
Heating and illumination are known to cause the reversible as well as irreversible mass
transfer in the molecular layer that may be used for sensing and information recording ap‐
plications [8,9]. It is tempting to study the possibility of enhancing these properties of the
dye molecular layers by spreading them over the metal nanostructures. If the absorption
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bands of the plasmon excitations in the metal nanostructure coincides or lies close to the ab‐
sorption bands of the dye molecules one expects the mutual interaction between two reso‐
nances that may lead both to their enhancement as well as inhibition.

Figure 9. SEM images of silver films: Micrograph 1 represents the original unirradiated film. Micrographs 2 and 4 rep‐
resent the results obtained after annealing of the unirradiated film at 200°С for 5 and 30 minutes, respectively. Micro‐
graph 3 represents the result obtained after annealing of the irradiated film at the same temperature for 30 minutes.

Figure 10. Structure of the cyanine dye molecule used in the experiments.

In our experiments silver nanoparticles were prepared by vacuum evaporation on a sap‐
phire substrate. Cyanine dye molecules were spread over the silver nanoparticle arrays by
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spin-coating technique. To achieve the homogeneity of the molecular layers the substrate
spins with the rate of 4000 revolutions per minute. The dye layer thickness was set by the
concentration of the solution used for spin coating. It was further checked by dissolution of
the dye layer in the known quantity of solvent and determination of the dye concentration
in it via optical means. The dye layer thickness in our experiments varied from 0.1 to 10
monolayers.

A special attention was paid to the stability of the granular metal film in the course of the
dye deposition by spin coating technique. It was found that the as prepared granular metal
film is not stable enough to ensure the reproducibility of the results. For this reason the
granular metal films obtained via vacuum vapor deposition were suspended in ethanol
overnight. After this treatment the optical density of the granular metal films reduces sub‐
stantially due to the loss of the metal particles with low adhesion to the substrate. Those par‐
ticles that remain on the surface after such treatment withstand many cycles of spin coating
by dyes and subsequent rinsing in ethanol without noticeable changes in their morphology
and optical properties.

Figure 11 plots the extinction spectrum of the dye molecular layer coated on the granular
silver film on the sapphire substrate (curve 3). For comparison, extinction spectra of the dye
molecular coated on the bare sapphire substrate (curve 1) and the granular silver film with‐
out dye (curve 2) are shown as well. The dye molecules contribution to the extinction of a
hybrid material is revealed by the curve (4) that is the difference between (3) and (2). Clear‐
ly, the dye molecules absorbed much stronger when they are put in the vicinity of the silver
nanoparticles as compared to the dye molecules on the bare sapphire substrate, the surface
densities of the dye molecules being the same in both cases.

Figure 11. Extinction spectra of the dye layer on the sapphire substrate (1), the granular silver film on the sapphire
substrate (2), and the dye layer coated over the granular silver film on the sapphire substrate. The curve (4) plots the
difference between (3) and (2), i.e. the dye molecules contribution to the extinction of a hybrid material. Clearly, the
dye molecules absorbed much stronger when they are put in the vicinity of the silver nanoparticles as compared to the
dye molecules on the bare sapphire substrate, the surface densities of the dye molecules being the same in both cases.

The curve (4) in the Figure (11) demonstrates not only the fact that the absorption by dye
molecules is enhanced in the vicinity of silver nanoparticles but also a more subtle effect of
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the reduced absorption of silver nanoparticles being coated by dye molecules. This may be
rationalized by considering the inhomogeneous broadening of the plasmon band and the
anomalous dispersion associated with the absorption bands of the dye molecules. It is well
known that the spectral position of the plasmon resonance depends on the refractive index
of the surrounding material. Near the blue edge of the dye absorption band the anomalous
dispersion leads to the low values of refractive index. Hence, the frequency of the plasmon
resonance is expected to rise and its spectral position to shift in the blue direction. As in the
spectral range under consideration the relative concentration of the nanoparticles rises with
the rise of the resonance frequency, the above mentioned sift of the resonance frequencies of
plasmon oscillations leads to the observed reduction of the hybrid material extinction. One
can expect that the extinction maximum shifts as well. Such a shift indeed observed but it is
rather small due to the damping of the plasmon resonance by interband transitions in silver.

The photoinduced transformations of the dye layers were observed under the action of the
of the second harmonic of the Nd:YAG laser at the wavelength of 532 nm. Five pulses of 8 ns
duration were delivered on the surface. The fluence was kept at the value of 8 mJ cm-2 to
avoid burning of the spectral holes described above. First, the laser induced transformations
were observed in the molecular layers on the bare sapphire substrate. Figure 12 plots the op‐
tical density of the dye layer before illumination (1) and after illumination (2). These
changes may be interpreted as the departure of the molecules that form the aggregates from
each other. In the extinction spectrum this process is seen as the reduction of absorption in
the wings and the increase of absorption in the central part the band.

Figure 12. Optical density of the dye layer on the bare sapphire substrate before illumination (1) and after illumina‐
tion (2).

The molecular movement under illumination in the case of the dye layer coated on the gran‐
ular metal film is quite different. Figure 13 plots the optical density of the dye layer before
illumination (1) and after illumination (2). To facilitate comparison with the case of the bare
sapphire substrate absorption of the silver granular film was subtracted. One can easily see
that even the sign of the laser induced is different from the case of dye layer on the bare sap‐
phire substrate. As absorption in the wings rises one can conclude that the dye molecules
moves to each other to produce the aggregated forms.
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Figure 13. Optical density of the dye layer coated on the granular silver film on the sapphire substrate before illumina‐
tion (1) and after illumination (2).

6. Conclusion

In this contribution we have presented experimental evidences that illumination is a con‐
venient control of surface mass transport. This starts with the ordinary thermal action of
light. In the case of granular metal films that consist of a collection of nanoparticles, this
thermal action may be highly selective because the narrow band laser irradiation interacts
strongly only with those particles that posses the plasmon resonance at the laser wave‐
length. Thus, although the diffraction limit avoids possibility to restrict the area of interac‐
tion tighter than a fraction of the wavelength, selectivity of the laser action is obtained in the
spectral domain. Even the low intensity illumination may be used to initiate the mass trans‐
fer over the surface of metal nanoparticles. The selectivity of the laser action has been dem‐
onstrated in this case too.

An important issue of the thermal stability of thin metal films may be addressed with the
ultraviolet irradiation. In this case we have shown that the granular silver film irradiated
with UV light reduces its susceptibility to the thermal stress to a great extent.

Finally it was shown that the dye molecular movement initiated by illumination is quite dif‐
ferent in the case of the dye molecules spread over the bare sapphire substrate and the gran‐
ular metal film on the sapphire substrate.
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1. Introduction

Legend has it that the Benedictine monk Dom Pierre Pérignon discovered the Champagne
method for making sparkling wines more than 300 years ago. As it happens, a paper pre‐
sented to the Royal Society in London described the Champagne production method in
1662, six years before Pérignon ever set foot in a monastery. In fact, Pérignon was first
tasked with keeping bubbles out of wine, as the effervescence was seen as vulgar at the time.
But then tastes changed and fizz became fashionable, so Pérignon’s mandate was reversed;
he went on to develop many advances in Champagne production, including ways to in‐
crease carbonation. In any case, the process was not regularly used in the Champagne re‐
gion of France to produce sparkling wine until the 19th century. Since that time, Champagne
has remained the wine of celebration, undoubtedly because of its bubbling behavior.

But what is the exact role of the bubbles? Is it just aesthetics? Do they contribute to only one
aspect, or to many aspects, of the subjective final taste? We have been rigorously analyzing
Champagne for more than a decade, using the physics of fluids in the service of wine in gen‐
eral and Champagne- tasting science in particular.

2. The Champagne method

Fine sparkling wines and Champagne result from a two-step fermentation process. After
completion of the first alcoholic fermentation, some flat Champagne wine (called base wine)
is bottled with a mixture of yeast and sugar. Consequently, a second fermentation starts in‐
side the bottle as the yeast consumes the sugar, producing alcohol and a large amount of
carbon dioxide (CO2). This is why Champagne has a high concentration of CO2 dissolved in
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it about 10 grams per liter of fluid and the finished Champagne wine can be under as much
as five or six atmospheres of pressure. As the bottle is opened, the gas gushes out in the
form of tiny CO2 bubbles. In order for the liquid to regain equilibrium once the cork is re‐
moved, it must release about five liters of CO2 from a 0.75 liter bottle, or about six times its
own volume. About 80 percent of this CO2 is simply outgassed by direct diffusion, but the
remaining 20 percent still equates to about 20 million bubbles per glass (a typical flute holds
about 0.1 liter). For Champagne connoisseurs, smaller bubble size is also a measure of quali‐
ty.For consumers and winemakers as well, the role usually ascribed to bubbles in Cham‐
pagne tasting is to awaken the sight sense. Indeed, the image of Champagne is intrinsically
linked to the bubbles that look like “chains of pearls” in the glass and create a cushion of
foam on the surface. But beyond this visual aspect, the informed consumer recognizes effer‐
vescence as one of the main ways that flavor is imparted, because bursting CO2 bubbles pro‐
pel the aroma of sparkling wine into the drinker’s nose and mouth (Figure 1).

Figure 1. A glass of Champagne is a feast for all the senses; indeed it is sight and sound that make sparkling wines
particularly special. Elegant bubble trains rise from nucleation sites suspended in the fluid (right). Bubbles reaching the
top of the glass burst and produce a fog of droplets (above). The questions being explored by enologists include how
the carbonation and effervescence induce fluid flow in, and affect the flavor of, the beverage. (All photographs are
courtesy of the authors.)

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling312



it about 10 grams per liter of fluid and the finished Champagne wine can be under as much
as five or six atmospheres of pressure. As the bottle is opened, the gas gushes out in the
form of tiny CO2 bubbles. In order for the liquid to regain equilibrium once the cork is re‐
moved, it must release about five liters of CO2 from a 0.75 liter bottle, or about six times its
own volume. About 80 percent of this CO2 is simply outgassed by direct diffusion, but the
remaining 20 percent still equates to about 20 million bubbles per glass (a typical flute holds
about 0.1 liter). For Champagne connoisseurs, smaller bubble size is also a measure of quali‐
ty.For consumers and winemakers as well, the role usually ascribed to bubbles in Cham‐
pagne tasting is to awaken the sight sense. Indeed, the image of Champagne is intrinsically
linked to the bubbles that look like “chains of pearls” in the glass and create a cushion of
foam on the surface. But beyond this visual aspect, the informed consumer recognizes effer‐
vescence as one of the main ways that flavor is imparted, because bursting CO2 bubbles pro‐
pel the aroma of sparkling wine into the drinker’s nose and mouth (Figure 1).

Figure 1. A glass of Champagne is a feast for all the senses; indeed it is sight and sound that make sparkling wines
particularly special. Elegant bubble trains rise from nucleation sites suspended in the fluid (right). Bubbles reaching the
top of the glass burst and produce a fog of droplets (above). The questions being explored by enologists include how
the carbonation and effervescence induce fluid flow in, and affect the flavor of, the beverage. (All photographs are
courtesy of the authors.)

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling312

One cannot understand the bubbling and aromatic exhalation events in champagne tasting,
however, without studying the flow-mixing mechanisms inside the glass. Indeed, a key as‐
sumption is that a link of causality may exist between flow structures created in the wine
due to bubble motion and the process of flavor exhalation [1]. But the consequences of the
bubble behavior on the dynamics of the Champagne inside the glass and the CO2 propelling
process are still unknown. Quantifying the exhalation of flavors and aromas seems a consid‐
erable challenge, something that is difficult to control experimentally, but this constitutes
the aim of our current work.

Figure 2. Bubbles in sparkling wines do not spring into existence unaided, but require a starting point. These nuclea‐
tion sites take the form of microscopic cellulose fibers, from the air or a towel used to dry the glass, which trap air
pockets as the glass is filled. Carbon dioxide from the wine diffuses into the gas pockets, producing bubbles like clock‐
work (left).

3. The birth of bubbles

The first step is to elucidate how bubbles themselves come into being. Generally speaking,
two ways exist, and sometimes coexist, to generate bubble chains in Champagne glasses
[2-6]. Natural effervescence depends on a random condition: the presence of tiny cellulose
fibers deposited from the air or left over after wiping the glass with a towel, which cling to
the glass due to electrostatic forces (Figure 2). These fibers are made of closely packed mi‐
crofibrils, themselves consisting of long polymer chains composed mainly of glucose. Each
fiber, about 100 micrometers long, develops an internal gas pocket as the glass is filled. Ca‐
pillary action tries to pull the fluid inside the micro-channel of the fiber, but if the fiber is
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completely submerged before it can be filled, it will hold onto its trapped air. Such gas trap‐
ping is aided when the fibers are long and thin, and when the liquid has a low surface ten‐
sion and high viscosity. Champagne has a surface tension about 30 percent less than that of
water, and a viscosity about 50 percent higher.

Figure 3. In order to study effervescence in Champagne and other sparkling wines, random bubble production must
be replaced with controlled creation of bubble streams. The glass bottom is etched with a ring that provides nuclea‐
tion sites for regular bubble trains (left). The ring consists of many small impact points (right) from a laser, one of
which is shown above. Glasses etched with a single nucleation point were used in studies to see how a single stream
of bubbles would induce motion in the surrounding fluid, and what shape that fluid motion would take.

These microfiber gas pockets act as nucleation sites for the formation of bubbles. To aggre‐
gate, CO2 has to push through liquid molecules held together by van der Waals forces,
which it would not have enough energy to do on its own. The gas pockets lower the energy
barrier to bubble formation (as long as they are above a critical size of 2 micrometers in radi‐
us, because below that size the gas pressure inside the bubble is too high to permit CO2 to
diffuse inside). It should be noted that irregularities in the glass surface itself cannot act as
nucleation sites such imperfections are far too small, unless larger micro scratches are pur‐
posely made. Once a bubble grows to a size of 10 to 50 micrometers, it is buoyant enough to
detach from the fiber, and another one forms like clockwork; an average of 30 bubbles per
second are released from each fiber. The bubbles expand from further diffusion of CO2 into
them as they rise, which increases their buoyancy and accelerates their speed of ascent [2,
5-6]. They usually max out at less than a millimeter in diameter over the course of their one-
to five-second travel time up the length of a flute. Because natural nucleation is very random
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and not easily controllable, another way to generate bubbles is to use a mechanical process
that is perfectly reproducible from one filling to the next. Glassmakers use a laser to engrave
artificial nucleation sites at the bottom of the glass; such modified glasses are commonly
used by Champagne houses during tastings (Figure 3). To make the effervescence pattern
pleasing to the eye, artisans use no fewer than 20 impacts to create a ring shape, which pro‐
duces a regular column of rising bubbles [3-5, 7].

4. Fizz and flow

The displacement of an object in a quiescent fluid induces the motion of fluid layers in its
vicinity. Champagne bubbles are no exception to this rule, acting like objects in motion, no
matter whether the method used to produce them was random or artificial. Viscous effects
make the lower part of a bubble a low-pressure area, which attracts fluid molecules around
it and drags some fluid to the top surface, although the bubbles move about 10 times faster
than the fluid (Figure 4). Consequently, bubbles and their neighboring liquid move as con‐
current upward flows along the center line of the glass. Because the bubble generation from
nucleation sites is continuous, and because a glass of Champagne is a confined vessel, this
constant upward ascent of the fluid ineluctably induces a rotational flow as well [2-5, 7-8].
To get a precise idea of the role bubbles play in the fluid motion, we observed a Champagne
flute with single nucleation site at the bottom (Figure 4). A bubble’s geometric evolution is
well studied in carbonated beverages. For example, we know that the bubble growth rate
during vertical ascent reliably leads to an average diameter of about 500 micrometers for a
10 centimeter migration length in a flute. In fact, for such a liquid supersaturated with dis‐
solved CO2 gas molecules, empirical relationships reveal the bubble diameter to be propor‐
tional to the cube root of the vertical displacement. Another property of bubbles is that they
can act as either rigid or flexible spheres as they rise, depending on the content of the fluid
they are in, and rigid spheres experience more drag than flexible ones. Champagne bubbles
do not act as rigid spheres, whereas bubbles in other fizzy fluids, such as beer, do. Beer con‐
tains a lot of proteins, which coat the outside of the bubbles as they ascend, preventing their
deformation. Beer is also less carbonated than Champagne, so bubbles in it do not grow as
quickly, making it easier for proteins to completely encircle them. But Champagne is a rela‐
tively low-protein fluid, so there are fewer surfactants to stick to the bubbles and slow them
down as they ascend. In addition, Champagne’s high carbonation makes bubbles grow rap‐
idly on their upwards trip, creating ever more untainted surface area, in effect cleaning
themselves of surfactants faster than new molecules can fill in the space. However, some
surfactants are necessary to keep bubbles in linear streams with none; fluid flows would jos‐
tle the bubbles out of their orderly lines.

We carried out filling experiments at room temperature to avoid condensation on the glass
surface, and allowed the filled glass to settle for a minute or so before taking measurements
[2-5, 7-9]. Our visualization is based on a laser tomography technique, where a laser sheet 2
millimeters wide crosses the center line of the flute, imaging just this two- dimensional sec‐
tion of the glass using long-exposure photography. To avoid optical distortions by the
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curved surface of the glass, this latter is partially immersed in a parallelepiped tank full of
water (Figure 5) with a refractive index close to that of champagne (RI champagne 1.342
while RI pure water 1.332).

Figure 4. The fluid motion occurs because as the bubbles rise, they drag the fluid along in their wake (left). When
seeded with tiny polymer particles and imaged in a time-lapse photo with a laser, the bubble stream appears as a
white line, and the regular ring vortex of movement induced in the fluid from the bubble movement is clearly outlined
by the particles (right).

We seeded the Champagne with Rilsan particles as tracers of fluid motion. These polymer
particles are quasi-spherical in shape, with diameters ranging from 75 to 150 micrometers,
and have a density (1.060) close to that of Champagne (0.998). The particles are neutrally
buoyant and do not affect bubble production, but they are very reflective of laser light. It is
amazing to see the amount of fluid that can be set in motion by viscous effects. In our result‐
ing images, a central line corresponds to the bubble train path during the exposure time of
the camera, and the fluid motion is characterized by a swirling vortex that is symmetrical on
both sides of the bubble chain (Figure 6). The vortex-pair in the planar view of our image
can be extrapolated to show a three-dimensional annular flow around the center line of bub‐
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bles (Figure 6). This means that a single fixed nuclear site on the glass surface can set the
entire surrounding fluid into a small-scale ring vortex.

Figure 5. Experimental set-up

Figure 6. Illustration of the three-dimensional flow in an engraved coupe-glass (right).

5. Controlled mixing

Champagne-tasting science involves a number of very subjective judgments, often difficult
to quantify. For example, there is an inherent compromise between the visual aspects of
bubbly behavior and olfactory stimulation, as these two qualities appear to be at odds. Too
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much nucleation will excite the sense of sight but cause the carbonation to quickly fizzle out,
making for unpleasant tasting. On the contrary, poor nucleation will produce fewer bubbles
in the glass, but more bubbles and aromas in the taster’s nose and mouth, consequently en‐
hancing the senses of smell and taste at the expense of sight. From the many experiments we
have conducted with controlled effervescence, it seems that an ideal number of about 20 nu‐
cleation sites best satisfies this dilemma. Our laser visualizations of fluid flow have shown
that a flute with an engraved circular crown reaches a steady state of fluid motion about 30
seconds after the glass is poured [2-5, 7-8]. The vortices do not swirl around and change
shape, in contrast to those created in unetched glasses. The bubbles are highly reflective, al‐
lowing one to clearly observe the formation of a rising gas column along the vertical glass
axis from the treated bottom up to the free surface of the beverage. Consequently, the driv‐
ing force it imparts to the surrounding fluid generates two large counter-rotating vortices in
the vertical lighted section (Figure 6-7). These cells are located outside the rising bubbles,
close to the wall of the flute. Because this gas column acts like a continuous swirling-motion
generator within the glass, the flow structure exhibits a quasi-steady two-dimensional be‐
havior with a geometry that is symmetrical around the center line of the glass. It clearly ap‐
pears in the case of an engraved flute that the whole domain of the liquid is homogeneously
mixed (Figure 7, right). To complete our observations, we also studied the flow in an en‐
graved traditional Champagne coupe, which is much wider but shallower than the flute. As
in the flute, the rising CO2 bubble column causes the main fluid to move inside the coupe.
However, two distinctive steady-flow patterns, instead of one, appear in a glass of this
shape. Like the flute, the coupe clearly exhibits a single swirling ring, whose cross section
appears as two counter- rotating vortices close to the glass axis. What strongly differs from
the motion in the flute is that this recirculation flow region does not occupy the whole vol‐
ume of the glass. The periphery of the coupe is instead characterized by a zone of no motion.
Thus, for a wide-rimmed glass, only about half of the liquid bulk participates in the Cham‐
pagne mixing process. Nevertheless, in an engraved glass of either shape, the presence of a
ring vortex is not time-dependent; it still forms in the coupe, despite the ascent time being
about a third of that in the flute.

6. Infrared imaging technique used to visualize the flow of gaseous CO2

desorbing from champagne

A visualization technique based on the Infrared (IR) thermography principle has been used
to film the gaseous CO2 fluxes outgassing from champagne (invisible in the visible light
spectrum) [10]. The CO2 absorptions observable by the IR camera are quite weak because
this gas molecule has only a strong absorption peak in the detector bandwidth at 4.245 mm.
Consequently, the best way to visualize the flow of gaseous CO2 desorbing from champagne
is to fit the IR video camera with a band-pass filter (centered on the CO2 emission peak). The
experimental device consists of a CEDIP middle waves Titanium HD560M IR video camera,
coupled with a CO2 filter (Ø 50.8 mm X 1 mm thick– Laser Components SAS). In comple‐
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ment, the technique involves an extended high-emissivity (0.97) blackbody (CI systems pro‐
vided by POLYTEC PI), used at a controlled uniform temperature of 80°C, and placed
approximately 30 cm behind the glass. The IR video camera was used at a 10 frames per sec‐
ond (fps) filming rate.

Figure 7. Glass shape and size have great influence on fluid flow and mixing in Champagne and sparkling wines. A
flute imaged with fluorescent dye (right) shows that the resulting fluid vortex spans the entire width of the glass. A
coupe glass, much shorter and wider, imaged with a laser and polymer particles, produces a similar vortex, but the
vortex zone only extends across about half of the liquid (bottom left). A dead zone of no motion arises in the outer
perimeter of the glass, and bubbles do not reach this area before bursting. A pseudo–dead zone beneath the liquid
surface experiences only minimal movement and mixing (top left).

7. Results and discussion

7.1. Losses of dissolved CO2 during the service of champagne in each type of drinking
vessel

As recently shown in a previous article, the pouring process is far from being inconsequen‐
tial with regard to the concentration of CO2 dissolved into the wine [11]. During the several
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seconds of the pouring process, champagne undergoes highly turbulent and swirling flows.
During this phase, champagne loses a very significant part of its initial content in dissolved
CO2. Gray scale infrared thermography time-sequences displayed in Figure 9 illustrate the
progressive losses of dissolved CO2 desorbing from the liquid phase into the form of a cloud
of gaseous CO2, whether champagne is poured in a flute or in a coupe. Clouds of gaseous
CO2 escaping from the liquid phase clearly appear. Consequently, at the beginning of the
time series (i.e., at t=0, after the glass was poured with champagne and manually placed be‐
low the sampling valve of the chromatograph), champagne holds a level of dissolved CO2

well below 11.6± 0.3 g L -1 (as chemically measured inside a bottle, after uncorking, but be‐
fore pouring). In the present work, the initial bulk concentration of dissolved CO2 after
pouring, denoted ci, was also chemically accessed by using carbonic anhydrase. To enable a
statistical treatment, six successive CO2 dissolved measurements were systematically done
for each type of drinking vessel, after six successive pouring (from six distinct bottles).
When served at 20°C,champagne was found to initially hold (at t=0, after pouring) a concen‐
tration of CO2 dissolved molecules of ci

flute = 7.4± 0.4 g L -1 in the flute, and ci
coupe = 7.4± 0.5

g L -1 in the coupe (i.e., approximately 4 g L -1 less in both types of drinking vessel after
pouring than inside the bottle, before pouring).

Figure 8. Experimental device
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Figure 9. Infrared imaging of gaseous CO2 desorbing when pouring champagne into both glass types. Gray scale
time-sequences illustrating the pouring step as seen through the objective of the IR video camera – for a bottle stored
at 20°C – whether champagne is served into the flute (a) or into the coupe (b).

7.2. Gaseous CO2 and ethanol content found in the headspace above each type of
drinking vessel

All  along  the  first  15  minutes  following  pouring,  concentrations  of  gaseous  CO2  found
close to the edge of the flute are approximately between two and three times higher than
those reached above the coupe. This observation is self-consistent with some recent data
about  volume  fluxes  of  gaseous  CO2  measurements  above  glasses  poured  with  cham‐
pagne, including a flute and a coupe [11]. Fluxes of gaseous CO2 per unit surface area of‐
fered to gas discharging are indeed significantly higher above the surface of the flute than
above the surface of the coupe because the same total amount of dissolved CO2 (<0.7 gram
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for both glass types after pouring) has to be released by bubbles from a narrower surface,
thus concentrating in turn more gaseous CO2 in the headspace above the flute. Actually,
due to  higher  concentrations of  gaseous CO2  above the flute  than above the coupe,  the
smell  of  champagne,  and especially its  first  nose,  is  always more irritating when cham‐
pagne is served into a flute. It is indeed well-known that a sudden and abundant quantity
of CO2  (a strong trigeminal stimulus) may irritate the nose during the evaluation of aro‐
mas [12].  By using time-sequences provided through infrared imaging,  the gaseous CO2

desorbing from champagne and progressively invading the headspace above glasses was
made visible in a false color scale (see Figure 10). Such an image processing analysis pro‐
vides a  better  visualization of  the relative differences in the CO2  concentration field be‐
tween  both  glass  types,  as  shown in  the  thermography images  displayed in  Figure  11.
Zones highly concentrated in gaseous CO2 appear in black and dark blue, whereas zones
slightly concentrated in gaseous CO2 appear in red. The concentration of CO2 found above
the flute (close to the edge) is indeed always significantly higher than that found above
the  coupe.  It  can  be  noted  for  example,  through  infrared  imaging,  that  the  headspace
(above the champagne surface, but below the glass edge) remains black during the first 3
min following pouring in case of the flute, whereas it progressively turns blue in case of
the coupe.

Moreover, it is also worth noting from infrared imaging time-sequences that the cloud of
gaseous CO2 escaping from champagne tends to stagnate above the glass, or even tends to
flow down from the edge of glasses by ‘‘licking’’ the glass walls (rather than diffuse isotrop‐
ically around them). These observations conducted through infrared imaging betray the fact
that gaseous CO2 is approximately 1.5 times denser (ρ CO2≈1.8 g L -1 at 20°C) than dry air
is (ρ air≈1.2 g L -1 at 20°C), and therefore tends to naturally flow down.

7.3. Numerical modeling of bubble induced flow patterns in champagne glasses

A numerical modeling of flow dynamics induced by the effervescence in a glass of cham‐
pagne has been carried out for the first time using the finite volume method by CFD (Com‐
putational Fluid Dynamics). In order to define source terms for flow regime and to
reproduce accurately the nucleation process at the origin of effervescence, specific subrou‐
tines for the gaseous phase have been added to the main numerical model. These subrou‐
tines allow the modeling of bubbles behavior based on semi-empirical formulas relating to
bubble diameter and velocity or mass transfer evolutions. So, the idea of this study is to de‐
velop a “universal” numerical modeling allowing the study of bubble-induced flow patterns
due to effervescence, whatever the shape of the glass in order to quantify the role of the
glass geometry on the mixing flow phenomena and induced aromas exhalation process. De‐
tails and development of the steps of modeling are presented in this paper, showing a good
agreement between the results obtained by CFD simulations in a reference case of those
from laser tomography and Particle Image Velocimetry experiments, validating the present
model.
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made visible in a false color scale (see Figure 10). Such an image processing analysis pro‐
vides a  better  visualization of  the relative differences in the CO2  concentration field be‐
tween  both  glass  types,  as  shown in  the  thermography images  displayed in  Figure  11.
Zones highly concentrated in gaseous CO2 appear in black and dark blue, whereas zones
slightly concentrated in gaseous CO2 appear in red. The concentration of CO2 found above
the flute (close to the edge) is indeed always significantly higher than that found above
the  coupe.  It  can  be  noted  for  example,  through  infrared  imaging,  that  the  headspace
(above the champagne surface, but below the glass edge) remains black during the first 3
min following pouring in case of the flute, whereas it progressively turns blue in case of
the coupe.

Moreover, it is also worth noting from infrared imaging time-sequences that the cloud of
gaseous CO2 escaping from champagne tends to stagnate above the glass, or even tends to
flow down from the edge of glasses by ‘‘licking’’ the glass walls (rather than diffuse isotrop‐
ically around them). These observations conducted through infrared imaging betray the fact
that gaseous CO2 is approximately 1.5 times denser (ρ CO2≈1.8 g L -1 at 20°C) than dry air
is (ρ air≈1.2 g L -1 at 20°C), and therefore tends to naturally flow down.

7.3. Numerical modeling of bubble induced flow patterns in champagne glasses

A numerical modeling of flow dynamics induced by the effervescence in a glass of cham‐
pagne has been carried out for the first time using the finite volume method by CFD (Com‐
putational Fluid Dynamics). In order to define source terms for flow regime and to
reproduce accurately the nucleation process at the origin of effervescence, specific subrou‐
tines for the gaseous phase have been added to the main numerical model. These subrou‐
tines allow the modeling of bubbles behavior based on semi-empirical formulas relating to
bubble diameter and velocity or mass transfer evolutions. So, the idea of this study is to de‐
velop a “universal” numerical modeling allowing the study of bubble-induced flow patterns
due to effervescence, whatever the shape of the glass in order to quantify the role of the
glass geometry on the mixing flow phenomena and induced aromas exhalation process. De‐
tails and development of the steps of modeling are presented in this paper, showing a good
agreement between the results obtained by CFD simulations in a reference case of those
from laser tomography and Particle Image Velocimetry experiments, validating the present
model.
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Figure 10. Infrared imaging of gaseous CO2 desorbing from glasses filled with champagne. False color time-sequences
illustrating champagne glasses as seen through the objective of the IR video camera, after the pouring step – for a
bottle stored at 20°C –whether champagne is served into the flute (a) or into the coupe (b).Zones highly concentrated
in gaseous CO2 appear in black and dark blue, whereas zones slowly concentrated in gaseous CO2 appear in red.
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8. Geometry, equations and boundary conditions

8.1. Geometry and mesh generation

A traditional flute has been considered as a reference glass case. The glass geometry used in
this study has been created from the real dimensions measured of the glass used for the ex‐
periments.

Figure 11. Close-up on gaseous CO2 desorbing above both glass types. False color IR time-sequences showing close-
up snapshots of CO2 clouds desorbing above the flute and the coupe, respectively, immediately after pouring (a), 1
min after pouring (b), and 3 minutes after pouring (c); By using the color scale which provides a correspondence be‐
tween the relative abundance of gaseous CO2 and the temperature detected by the IR sensor of the camera after ab‐
sorption by the gaseous headspace above glasses, it clearly appears that gaseous CO2 is always more concentrated
above the flute than above the coupe.

To ensure a continuous and perfectly controled process of effervescence, glassmakers usual‐
ly consider circulary engraved glasses (figure 3). In such a way, as previously mentionned,
the flow structure exhibits a quasi steady two dimensional behavior [2] (figures 6-7).
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Figure 12. Champagne flute model.

In this situation, a 2D examination in the axis-symmetry plane can be considered as suffi‐
cient. For this purpose, only half of the studied area was drawn. The study area has a total
height of 76 mm which corresponds to the fill level and its diameter is 51.2 mm at the liquid
surface level (figure 12).

The ANSYS® Workbench Design Modeler software has been used to draw the geometry
from the real size (scale 1:1) of the numerical study glass used as reference.

The mesh of the domain has been carried out using the ANSYS® Workbench meshing soft‐
ware. It consists in a two-dimensional mesh efficient in the case of simulations of axisym‐
metrical flow features. The body has been meshed with quadrilateral elements along the
central part of the flow curvature, he is structured composed by square elements (L X L) but
to follow the wall, the mesh is unstructured (figure 4).
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8.2. Equations and numerical scheme

Because champagne is a wine in which as well gaseous as liquid phase are simultaneous
present, the flows in a glass of champagne have been simulated numerically with a multi‐
phase model. The flow is supposed laminar [6,14] and governed by the volume finite equa‐
tions. The liquid phase hydrodynamics are described with the continuity and momentum
conservation equations for laminar flows:

Continuity equation:

The general form of the continuity equation can be written as:

∂ρ
∂ t + ∇ ∙ (ρv→ )=Sm (1)

The source  Sm is the mass added to the continuous phase from the dispersed second phase.

For 2D axisymmetric geometries, the continuity equation is given by:

∂ρ
∂ t + ∂

∂ x (ρνx) + ∂
∂ r (ρνr) +

ρνr

r =Sm (2)

where x is the axial coordinate, r is the radial coordinate, νx is the axial velocity and νr is the
radial velocity.

Conservation of momentum is described by:

∂
∂ t (ρv→ ) + ∇ ∙ (ρv→ v→ )= - ∇p +  ρg

→
+ F

→ (3)

where ρ is the static pressure and ρg
→

   and F
→

 are the gravitational body force and external
body forces (forces that arise from interaction between the liquid phase and the dispersed
one).

For 2D axisymmetric geometries, the axial and radial momentum conservation equations are
given by:

∂
∂ t (ρνx) + 1

r
∂

∂ x (rρνxνx) + 1
r

∂
∂ r (rρνrνx)= - ∂ρ

∂ x + F x (4)

and

∂
∂ t (ρνr) + 1

r
∂

∂ x (rρνxνr) + 1
r

∂
∂ r (rρνrνr) = - ∂ρ

∂ r + Fr (5)

where
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∇ ∙v→ =
∂ νx

∂ x +
∂ νr

∂ r +
νr

r (6)

In this work, we hve used the Lagrangian-Eulerian approach which analyzes the liquid
phase (primary phase) by the Eulerian method and the bubble phase (secondary phase) by
Lagrangian assumption allowing the monitoring of bubbles life cycle.

The Euler-Lagrange approach is the basis of the lagrangian discrete phase model. The dis‐
persed phase is solved by tracking the bubbles through the calculated flow domain while
the fluid phase is treated continuously by solving the Navier-Stockes equations. Exchanges
of momentum and mass are realized between the dispersed phase and the fluid one.

According to the lagrangian multiphase model, the volume fraction of the discrete phase
(secondary phase) is quite small.

The bubbles trajectories are computed individually at each time step during the fluid phase
calculation. This model is perfectly adapted for modeling the flows in a glass of champagne.
In order to reproduce as closely as possible the principle of nucleation, subroutines have
been used for the gaseous phase. These subroutines have been written based on physical
laws that are taken from experimental results [5, 6].

The trajectory of a bubble is predicted by integrating the force balance in a Lagrangian refer‐
ence frame.

During its rise in the liquid, a bubble is subjected to the action of several forces [14]:

The buoyancy:

 F B = 4
3 πR 3ρg (7)

The drag force FD  which is related to the fluid flow around the bubble, when the bubble
begins to move the fluid that is around it. The movement of the surrounding fluid leads to
an additional force FMA called "added mass" related to the variation in the amount of move‐
ment of liquid displaced:

FMA = ρd
dt (Vu) (8)

The volume V of liquid entrained in the wake of the bubble is roughly equal to the half of
the volume of the bubble. Thus:

 F MA = 2
3 ρπ

d
dt (R 3u) (9)

The equation of motion can be written:
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2
3 ρπR 3( dU

dt + 3U
R

dR
dt )= 4

3 πR 3ρg - 1
2 CDρU 2πR 2 (10)

The force of added mass has been compared to the buoyancy along the path of the bubble to
the surface. The force of added mass does not exceed 2-3% of the buoyancy, so it can be ne‐
glected in the remainder of the study. The equation of motion is finally reduced to a simple
equality between the drag force and buoyancy.

In this case, the drag force FD is defined as

FD = 1
2 CDρu ²πR ² (11)

where CD  is the drag coefficient. During ascent, surface active materials progressively accu‐
mulate at the rear part of the rising bubble, thus increasing the immobile area of the bubble
surface.

Arising bubble rigidified by surfactants runs into more resistance than a bubble presenting a
more flexible interface free from surface-active materials. The champagne bubbles showed
therefore a behavior intermediate between that of a rigid and that a fluid sphere. To take
into account the surfactants accumulation, the two following experimental drag coefficients
laws, available in the range of intermediate Reynolds numbers (10-1 to 102 ) covered by
champagne bubbles, have been used.

Magnaudet et al [14] have proposed a semi empirical relationship between the drag coeffi‐
cient and the Reynolds number:

CD = 16
Re

(1 + 0.15 Re)               (Re <50) (12)

This experimental determination of the drag coefficient for fluid spheres is available for Rey‐
nolds number less than 50.

Since the Reynolds number exceeds the limit of 50 for sufficiently long path, another empiri‐
cal law has been used available for   Re >50, determined by Maxworthy et al [14]

 C D =11.1Re-0.74                (1< Re <800) (13)

Because bubbles do not exceed a critical diameter of 2 mm, they are spherical during their
ascent. Moreover, the assumption that the bubbles do not coalesce or breakup has been con‐
sidered.

The Reynolds number is defined by:

Re =  2ρRu
η (14)
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The density and the viscosity of the champagne wine for the liquid phase and the density
and the viscosity of the carbon dioxide for the gaseous phase have been stored in the materi‐
als database (table 1).

The numerical simulations have been carried out with the ANSYS FLUENT® software using
volume finite approach. The convergence criteria were based on the residuals resulting from
the integration of the conservation equations over finite control-volumes. During the itera‐
tive calculation process, these residuals were constantly monitored and carefully scruti‐
nized. For all simulations performed in this study, converged solutions were usually
achieved with residuals as low as 10-5 (or less) for all the governing equations. To carry out
numerical simulations on the dynamics of the fluid, a structured mesh, whose dimensions
are 0.2 x 0.2 mm², has been chosen in the main central part of the domain where bubbles are
present.

9. Boundary conditions

Models based on classical nucleation theory do not give a satisfactory approach of nuclea‐
tion in the effervescent wines [13]. The idea has been to create routines to simulate the prin‐
ciple of nucleation and then compare the results with those obtained with experimental data
[5, 6]. In order to simulate the bubbles growth, the bubbles velocity, the mass transfer be‐
tween bubbles, the mass flow rate and the drag law, we have written User Defined Func‐
tions (UDF) in C language which defines source terms for the flow regime. The variation of
bubbling frequency, which is a function of the CO2  dissolved concentration, is made possi‐
ble by changing the time step during the calculation.

The radius R(m) of champagne bubbles increase in time at a constant growth rate  k =  dR
dt , as

bubbles rise toward the liquid surface. Thus, R(t) = R0 +kt  where R0 is the bubble radius as it
detaches from the nucleation site.

The semi-empirical growth rate (k , μm/s) of bubbles rising in champagne was linked with
some physicochemical properties of liquids as follows [5, 6]:

k =  dR
dt ≈0.63

Rθ

P0
 D0

2
3 (2αρg / 9η)1/3(CL - kH P0) (15)

The bubbles diameter depends on both the distance to the surface  H ( m) and the growth
rate  k (μm / s) which decreases over time. The law governing the change in radius R(m) of a
bubble is [5, 6]:

R ≈3( η
2αρg kH )1/3 (16)

Where α is a numerical coefficient that depends on the fluid in question, estimated to be 0.7
in the case of sparkling wines [5, 6].
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Figure 13. Evolution of the bubble growth rate according to time after pouring.

The bubbles velocity u(m/s) varies according to the following expression [6, 14]:

u ≈ 2αρg
9η R 2 (17)

This factor accounts the rigidity of the bubble and thus the braking effect due to the pres‐
ence of surfactant molecules on the surface of bubbles. It will be smaller if the bubble is
made rigid by a thick shield of surfactant molecules.

The mass flow rate Qm (kg/s) is defined by:

Qm = N
t ×ρp ×Vb (18)

The CO2   dissolved concentration CL   decreases continuously over time once the wine is
poured into the glass. This parameter also varies with the temperature. In this study, we
have used the champagne physicochemical parameters at 20° C corresponding to our refer‐
ence temperature for the experiments (Table 1).

Champagne (20°C) Carbon dioxide (20°C)

Density (kg/m3) 998 1.7878

viscosity (kg/m/s) 0.00166 1.37⋅10-5

Surface tension (N/m) 0.0468 0

Table 1. Physicochemical parameters of Champagne and Carbon dioxide (from [14]).
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10. Numerical results

The results obtained by numerical simulation have been compared with those from experi‐
ments using two flow visualization techniques to get both qualitative and quantitative view‐
points (figure 14) [2-5]. The laser tomography as a qualitative analysis method has been
used to visualize the flow patterns and vertical structures induced by the continuous col‐
umn of ascending bubbles in the reference flute poured with champagne. A comparison of
the flow feature is presented in Figure 9. During the time-exposure of a camera, the liquid
seeded with solid Rilsan particles [2-5, 7-8] and lighted by a planar laser sheet exhibits
streamline patterns (figure 14b). Comparison between these experimental streamlines and
the numerical ones (figure 14a) shows a good agreement, especially regarding to the loca‐
tion of the vortex cores in the investigated domain. The global flow features are satisfactory
modeled with the CFD developed code.

To highlight a quantitative validation of the numerical modeling, velocity profiles as well
velocity profiles as velocity iso-contour maps have been interested. The experimental data
have been obtained by Particle Image Velocimetry measurements [15]. Figure 15 presents a
comparison between the two experimental and CFD velocity profiles drawn for a 72.7mm X-
location. The general trend is well reproduced as well for the X-velocity peak on the axis of
symmetry as for the return flow characterized by negative velocity X-component values.
Curve extrema are located at the same Y-location. Numerical results are in good accordance
with those obtained by PIV measurement for the velocity profiles. Similar conclusions have
been deduced for other X-locations (not presented here).

Figure 14. Streamlines obtained by CFD simulation (a) compared with classic flow visualization (b) at t = 5 minutes
following the pouring process.
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Figure 15. Axial velocity of liquid phase at t = 1 minute after pouring process and X = 72.7 mm, comparison between
PIV measurement and CFD simulation.

Figure 16. PIV measurements (a) compared with CFD simulation (b) at t = 5 minutes after pouring process, velocity
magnitude of the liquid phase.
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Velocity-magnitude maps are drawn in figure 16 for the two numerical and PIV-measure‐
ment approaches. A close agreement appears on the two maps. A same maximum velocity
magnitude whose value is 8 mm/s is observed at the same location on the central part of the
flow. Similar comments can be drawn concerning the vortex cores locations. Even if iso-con‐
tour curves differ a little bit, the trend is duplicated on these two maps and the estimated
velocity is the same order of magnitude as those measured by experimental one.

Thus, one can conclude that the numerical simulation allows a satisfactory approach of the
fluid dynamics.

11. Conclusion

A classical flow visualization technique was used in order to capture the fluid motion in tra‐
ditional flutes and coupes poured with champagne. It was found that glasses engraved
around their axis of symmetry produce a rising gas column along the vertical glass axis
which induces, in turn, recirculating flow regions. In case of the classical engraved cham‐
pagne flute, the whole domain of the liquid phase is homogeneously mixed, whereas in the
case of the engraved champagne coupe, the recirculating flow region does not occupy the
whole volume in the glass. In the engraved coupe, a “dead-zone” of no motion was identi‐
fied which inhibits the formation of the collar at the glass edge. Because the kinetics of flavor
and gas release also strongly depend on the velocity of the recirculating flows close to the
interface, we therefore strongly believe that this paper brings objective elements and clues in
order to better understand the role of glass shape and engravement conditions on the “olfac‐
tive” behavior of champagne and sparkling wines in a glass. To go further; a developed gas‐
eous CO2 visualization technique based on infrared imaging was performed. Those
analytical results are self-consistent with sensory analysis of champagne and sparkling
wines, since it is generally accepted that the smell of champagne, and especially its first
nose, is always more irritating (because more concentrated in gaseous CO2 which is a strong
trigeminal stimulus) when champagne is served into a flute than when it is served into a
coupe. In addition, a numerical modeling of flow dynamics induced by effervescence in a
glass of champagne has been carried out for the first time in order to quantify the role of the
glass geometry on the mixing flow phenomena and induced aromas exhalation process.

Appendix

CD drag coefficient (dimensionless)

Cl lift coefficient (dimensionless)

CL CO2 dissolved concentration in the liquid (g/l)

D0 diffusion coefficient of CO2 molecules (m² / s)
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FD drag force

g  acceleration due to gravity (m.s-2)

H  liquid height (m)

k  theoretical growth rate of bubbles (μm/s)

L characteristic dimension of a mesh element (mm)

N  bubbling frequency (HZ )

P0 atmospheric pressure (atm)

Qm mass flow rate (kg/s)

R bubble radius (m)

Re Reynolds number (dimensionless)

u bubble velocity (m/s)

v liquid velocity (m/s)

Vb bubble volume (m 3)

R ideal gas constant (8.31 J/mol/K)

ρ liquid density (kg/m3)

ρp density of CO2 (kg/m3)

η dynamic viscosity (kg/m/s)

α numerical coefficient (dimensionless)

θ liquid temperature (°C)

λ molecular mean free path (m)

ϕ bubble diameter (m)
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1. Introduction

Polymer electrolyte fuel cells (PEFCs, PEMFCs) with high efficiency and low environmental
impact recently have attracted considerable interest. However, further improvement in
performance and reliability is required to realize practical use of PEFCs as future power
generation devices. To improve PEFC performance, an appropriate water balance between
the water content and product water is a key technology. Loss of water content in the
polymer electrolyte membrane decreases proton conductivity, thereby increasing the internal
resistance of the cell. A PEFC basically consists of a membrane electrode assembly (MEA),
gas diffusion layers (GDLs) and separators having flow fields with flow channels and ribs.
The design parameters for the GDL, such as thickness, pore size distribution, and gas
permeability play important roles in characterizing the gas flow and water management
during PEFC operation[1]. In this chapter, 2D anisotropic modeling of a monolayer of
the GDL substrate is carried out by comparing calculated and measured gas permeability
with the lattice Boltzmann method (LBM)[2, 3] and through-plane/in-plane gas permeability
measurements, respectively.

2. Lattice Boltzmann method

LBM is a numerical fluid dynamic simulation method that describes macroscopic fluid
dynamic phenomena by analyzing the behavior of virtual particles of which fluid is regarded
as aggregate. LBM gives simplified kinetic models that incorporate the essential physics of
microscopic processes so that the macroscopic averaged properties obey the macroscopic
Navier–Stokes equations. Because the conventional Navier–Stokes equation takes long time
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Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.© 2013 Nakajima; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Barros et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



2 Mass Transfer

to calculate and results in poor convergence in porous media, LBM has been developed to
take advantage the simplicity of the algorithm and flexibity for complex geometries such
as porous media[4]. It is therefore reasonable to apply LBM to fluid flows in the porous
structure of the GDLs[5].

2.1. Governing equations

LBM analyzes flow by solving the lattice Boltzmann equation (LBE) that describes particle
distribution function, which represents flow velocities of virtual particles. Macroscopic
parameters such as the flow velocity and pressure are derived from the summation of the
moment of the particle velocity.

In general, LBM uses a single relaxation time approximation by the Bhatnager, Gross, Krook
(BGK) model[3, 6]. Equation 1 presents the Boltzmann equation with the BGK approximation

∂ f

∂t
+ v∇ f = −

1

τ
( f − f

eq) (1)

where f represents the distribution function depending on space, x, velocity, v and time,
t. f eq is the local equilibrium distribution function, and τ is the relaxation time to local
equilibrium. The discrete Boltzmann equation is thus

∂ fα

∂t
+ vα∇ fα = −

1

τ
( fα − f

eq
α ) (2)

since v-space is discretized by a finite set of particle velocities, vα and associated distribution
function fα(x, t).

Discretizing with δt and x + eαδt, Eq. 2 gives

fα(x + eαδt, t + δt)− fα(x, t) = −

1

τ
( fα(x, t)− f

eq
α (x, t)) (3)

The collision-streaming process of the LBM is calculated with the following equations.

f̃α(x, t) = fα(x, t)− 1
τ ( fα(x, t)− f

eq
α (x, t)) (4)

fα(x + eαδt, t + δt) = f̃α(x, t) (5)
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Here, f̃i is the distribution function after the streaming process. The collision process
represents the process that the distribution function converges to the equilibrium state, while
the streaming process is the process that the virtual particles move to the neighboring sites.

2-dimensional fluid calculation uses the 2D9V model. The virtual particle velocity vector is

e = C





























1 0
0 1
−1 0
0 −1
1 1
−1 1
−1 −1
1 −1
0 0
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α = 9
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Figure 1. 2D9V velocity model.

where C = δx/δt is velocity of a virtual particle.

The local distribution function for the 2D9V model is

f
eq
α (ρ, u) = ̟αρ(1 +

3

C2
(eα ·u) +

9

2C4
(eα ·u)

2
−

3

2C2
u

2) (7)

where ρ is the density per node, u =
�

ux uy
�T

is the fluid velocity, ̟α is the weighting
function expressed as follows.
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4 Mass Transfer

̟1∼4 =
1

9
, ̟5∼8 = 1

36 , ̟9 =
4

9
(8)

The distribution function for each direction is

f
eq
1 (ρ, u) =

1

9
ρ

[

1 +
3ux

C
+

9u2
x

2C2
−

3(u2
x + u2

y)

2C2

]

(9)

f
eq
2 (ρ, u) =

1

9
ρ

[

1 +
3uy

C
+

9u2
y

2C2
−

3(u2
x + u2

y)

2C2

]

(10)

f
eq
3 (ρ, u) =

1

9
ρ

[

1 −
3ux

C
+

9u2
x

2C2
−

3(u2
x + u2

y)

2C2

]

(11)

f
eq
4 (ρ, u) =

1

9
ρ

[

1 −
3uy

C
+

9u2
y

2C2
−

3(u2
x + u2

y)

2C2

]

(12)

f
eq
5 (ρ, u) =

1

36
ρ

[

1 +
3(ux + uy)x

C
+

9u(ux + uy)2

2C2
−

3(u2
x + u2

y)

2C2

]

(13)

f
eq
6 (ρ, u) =

1

36
ρ

[

1 +
3(ux − uy)

C
+

9u(ux − uy)2

2C2
−

3(u2
x + u2

y)

2C2

]

(14)

f
eq
7 (ρ, u) =

1

36
ρ

[

1 −
3(ux + uy)

C
+

9u(ux + uy)2

2C2
−

3(u2
x + u2

y)

2C2

]

(15)

f
eq
8 (ρ, u) =

1

36
ρ

[

1 +
3(ux − uy)

C
+

9u(ux − uy)2

2C2
−

3(u2
x + u2

y)

2C2

]

(16)
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f
eq
9 (ρ, u) =

4

9
ρ

[

1 −
3(u2

x + u2
y)

2C2

]

(17)

The density and macroscopic flow velocity at a node are defined by

ρ = ∑ fα (18)

ρu = ∑ fαeα (19)

respectively.

Equations 6 and 19 give the velocity as follows.

ux = C( f1 + f5 + f8 − f3 − f6 − f7)/ρ (20)

uy = C( f2 + f5 + f6 − f4 − f7 − f8)/ρ (21)

In 2D9V model, the sound velocity Cs and the pressure p are

Cs =
C
√

3
(22)

p = ρC2
s =

1

3
ρC2 (23)

Kinetic viscosity is expressed as

ν = (τ −

1

2
)C2

s δt (24)
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6 Mass Transfer

2.2. Boundary conditions

LBM defines the velocity distribution function at boundary from the velocity and pressure to
use the boundary condition. In general, the following bounce back boundary condition has
been employed.

2.2.1. Half-way wall bounce-back boundary condition

Half-way wall bounce back boundary condition is no-slip boundary condition at a given
solid surface as follows[2, 3].

f ”
1 (x − δx, y) = f̃3(x, y) (25)

f ”
8 (x − δx, y + δc) = f̃6(x, y) (26)

f ”
5 (x − δx, y − δc) = f̃7(x, y) (27)

where f ”
α represents the distribution function after the streaming step. Since this boundary

condition gives higher precision than the conventional bounce back boundary condition[3],
it is employed in the present chapter.

2.2.2. Periodic boundary condition

For large area calculation, periodicity of the solution can be assumed. In this case, the
periodic boundary condition is employed along the axis direction. The distribution function
is

f ”
1 (0, y) = f̃1(Nx, y) (28)

f ”
5 (0, y) = f̃5(Nx, y) (29)

f ”
8 (0, y) = f̃8(Nx, y) (30)

f ”
3 (Nx, y) = f̃3(0, y) (31)
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Figure 2. Half-way bounce-back boundary condition

f ”
6 (Nx, y) = f̃6(0, y) (32)

f ”
7 (Nx, y) = f̃7(0, y) (33)

where Nx is the maximum value of x.

2.2.3. Pressure difference boundary condition

The pressure difference boundary condition is applied to a case that there is pressure
difference between inlet and outlet while the velocity distribution is the same at the inlet
and outlet. The distribution functions at the inlet are assumed as follows[7].

f ”
1 (0, y) = f̃1(Nx, y) + D (34)

f ”
5 (0, y) = f̃5(Nx, y) +

1

4
D (35)
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Figure 3. Periodic boundary condition.

f ”
8 (0, y) = f̃8(Nx, y) +

1

4
D (36)

with

D =
∆p

C2
−

1

3

[

f̃2(1, y)− f̃2(Nx, y) + f̃4(1, y)− f̃4(Nx, y) + f̃9(1, y)− f̃9(Nx, y)
]

(37)

while the distribution functions at the outlet are

f ”
3 (Nx, y) = f̃3(0, y)− D (38)

f ”
6 (Nx, y) = f̃6(0, y)−

1

4
D (39)

f ”
7 (Nx, y) = f̃7(0, y)−

1

4
D (40)
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2.2.4. Pressure and velocity boundary conditions

Pressure and velocity boundary conditions proposed by Zou and He[8] are also used for the
calculation. The case for an inlet at x = 0 is considered for instance here. At the boundary,
pressure, that is, ρin, and uy = 0 are applied. Because f ”

2 , f ”
3 , f ”

4 , f ”
6 , f ”

7 , f ”
9 after streaming

step are known, ux, f ”
1 , f ”

5 , f ”
8 are derived as follows.

Equation 18 gives

f ”
1 + f ”

5 + f ”
8 = ρin − ( f ”

2 + f ”
3 + f ”

4 + f ”
6 + f ”

7 + f ”
9 ) (41)

while Eqs. 20 and 21 lead to

C( f ”
1 + f ”

5 + f ”
8 ) = ρinux + C( f ”

3 + f ”
6 + f ”

7 ) (42)

f ”
5 − f ”

8 = − f ”
2 + f ”

4 − f ”
6 + f ”

7 (43)

Hence

ux = C

[

1 −
f ”
2 + f ”

4 + f ”
9 + 2( f ”

3 + f ”
6 + f ”

7 )

ρin

]

(44)

Then the deviation from the equilibrium shall be equal for the distribution function of i = 1,3
as follows to determine the remaining distribution functions.

f ”
1 − f

eq
1 = f ”

3 − f
eq
3 (45)

Thus Eqs. 9 and 11 yield

f ”
1 = f ”

3 +
2ρux

3C
(46)
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10 Mass Transfer

Eqs. 42, 43, and 46 give

f ”
5 = f ”

7 −

f ”
2 − f ”

4

2
+

ρux

6C
(47)

f ”
8 = f ”

6 −

f ”
2 − f ”

4

2
+

ρux

6C
(48)

Thereby ux, f1, f5, f8 are determined. On the other hand, the distribution function at the
corner should be dealt with in other way. The case for the bottom of the inlet at x = 0, y = 0
is described here for instance. After the streaming step, f ”

3 , f ”
4 , f ”

7 , ρin is obtained. The no-slip
boundary condition gives ux = 0, uy = 0. Thus f1, f2, f5, f6, f8 can be determined as follows.
Eq. 46 provides

f ”
1 = f ”

3 (49)

In a similar manner,

f ”
2 = f ”

4 (50)

Equations 18 and 47 yield

f ”
5 = f ”

7 (51)

f ”
6 = f ”

8 =
1

2

[

ρin − ( f ”
1 + f ”

2 + f ”
3 + f ”

4 + f ”
5 + f ”

7 + f ”
9 )
]

+ (52)

From Eq. 44,

ρ =
C

C − ux

[

f ”
2 + f ”

4 + f ”
9 + 2( f ”

3 + f ”
6 + f ”

7 )
]

(53)
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2.3. LBM binary mixtures with different molecular weights

In this section, LBM binary mixtures with different molecular weights (LBM-BMD) model
proposed by Luo and Girimaji[9] and extended by McCracken and Abraham[10] is described.
LMB-BMD model consists of LBM and the effect of diffusion. This model deals with two
components A and B having different molecular weights. The model can analyze advective
flow in addition to diffusion. i and j represent the functions, variables, and constants for the
species A and B, respectively.

The equilibrium distribution function is

f i
α(x + ei

αδt, t + δt)− f i
α i(x, t) = Ω

ii
α + Ω

ij
α (54)

where Ω
ii
α and Ω

ij
α are the following self-collision and cross-collision terms for A-A and A-B,

respectively. Velocity vector is defined as the similar manner as LBM in the previous section.

Ω
ii
α = −

1

τi
( f i

α(x, t)− f
i(0)
α (x, t)) (55)

Ω
ij
α = −

1

τ
ij
D

(

ρj

ρ

)

f
i(0)
α

(Ci
s)

2
(ei

α −u)(ui
−u

j) (56)

where τiand τ
ij
D are the relaxation times for the kinetic viscosity, νi, and diffusion coefficient,

Dij. The local equilibrium distribution function, f
i(0)
α is

f
i(0)
α =

[

1 +
3

Ci2
(ei

α −u)(ui
−u

j)

]

f
i,eq
α (57)

In a similar manner as the single component LBM in the previous section,

f
eq
α (ρ, u) = ̟αρi(1 +

3

Ci2
(ei ·u) +

9

2Ci4
(ei ·u)

2
−

3

2Ci2
u

2) (58)

f
i(0)
1 =

{

1 +
3

Ci2

[

(Ci
− ux)u

i
diff,x − uyui

diff,y

]

}

f
i,eq
1 (59)
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f
i(0)
2 =

{

1 +
3

Ci2

[

(Ci
− uy)u

i
diff,y − uxui

diff,x

]

}

f
i,eq
2 (60)

f
i(0)
3 =

{

1 −
3

Ci2

[

(Ci
− ux)u

i
diff,x + uyui

diff,y

]

}

f
i,eq
3 (61)

f
i(0)
4 =

{

1 −
3

Ci2

[

(Ci + uy)u
i
diff,y + uxui

diff,x

]

}

f
i,eq
4 (62)

f
i(0)
5 =

{

1 +
3

Ci2

[

(Ci
− ux)u

i
diff,x + (Ci

− uy)u
i
diff,y

]

}

f
i,eq
5 (63)

f
i(0)
6 =

{

1 +
3

Ci2

[

(Ci
− ux)u

i
diff,x + (Ci

− uy)u
i
diff,y

]

}

f
i,eq
6 (64)

f
i(0)
7 =

{

1 +
3

Ci2

[

(Ci
− ux)u

i
diff,x − (Ci

− uy)u
i
diff,y

]

}

f
i,eq
7 (65)

f
i(0)
8 =

{

1 +
3

Ci2

[

(Ci
− ux)u

i
diff,x − (Ci + uy)u

i
diff,y

]

}

f
i,eq
8 (66)

f
i(0)
9 =

{

1 −
3

Ci2

[

uxui
diff,x + uyui

diff,y

]

}

f
i,eq
9 (67)

where ui
diff,x and ui

diff,y are x and y direction of ui
diff = u

i
−u
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Collision terms are:

Ω
ij
1
= −

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
1

Ci2

[

(Ci
− ux)u

i−j
x − uyu

i−j
y

]

(68)

Ω
ij
2
= −

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
2

Ci2

[

(Ci
− uy)u

i−j
y − uxu

i−j
x

]

(69)

Ω
ij
3
=

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
3

Ci2

[

(Ci + ux)u
i−j
x + uyu

i−j
y

]

(70)

Ω
ij
4
=

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
3

Ci2

[

(Ci + uy)u
i−j
y + uxu

i−j
x

]

(71)

Ω
ij
5
= −

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
3

Ci2

[

(Ci
− ux)u

i−j
x + (Ci

− uy)u
i−j
y

]

(72)

Ω
ij
6
= −

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
3

Ci2

[

(Ci
− ux)u

i−j
x + (Ci

− uy)u
i−j
y

]

(73)

Ω
ij
7
= −

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
3

Ci2

[

(Ci
− ux)u

i−j
x + (Ci

− uy)u
i−j
y

]

(74)

Ω
ij
8
= −

3

τ
ij
D

(

ρj

ρ

)

f
i(0)
3

Ci2

[

(Ci
− ux)u

i−j
x + (Ci

− uy)u
i−j
y

]

(75)

where
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u
i−j =

[

u
i−j
x

u
i−j
y

]

=

[

ui
x − u

j
x

ui
y − u

j
y

]

(76)

The density and flow velocity are derived by

ρi = ∑ f i
α (77)

ρi
u

i = ∑ f i
αe

i
α (78)

The total density and mass averaged velocity are

ρ = ρi + ρj (79)

ρu = ρiui + ρjuj (80)

Since the partial pressure is

pi = ρiC
i2
s (81)

total pressure is

p = ρiCi2
s + ρjC

j2
s =

1

3
(ρiCi2

s + ρjC
j2
s ) (82)

The relation between the sound velocities, Ci
s and C

j
s is
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C
j
s =

√

mi

mj
Ci

s (83)

where mi
> mj are the molecular weights of A and B, respectively. The kinetic viscosity and

diffusion coefficient have the following relations.

νi =
1

3
(τi

−

1

2
)Ci2

s δt (84)

Dij =
ρp

n2mimj

(

τi
D −

1

2

)

(85)

where

ni =
ρi

mi
, nj =

ρj

mj
(86)

n = ni + nj (87)

2.4. Streaming step of species with different velocities

In LBM-BMD model, species A snd B have different velocities. During δt , the species A

travel δx, while the species B travel
√

mi/mjδx. Since δx = ei
αδt, the species B have different

streaming distance. So, the distribution function of B on the nodes should be determined
from the interpolation of the distribution functions of surrounding particles. Although
McCracken and Abraham proposed a second-order Lagrangian interpolation[10], and Joshi
et. al proposed bi-linear interpolation[11], these interpolation methods seem not appropriate
for porous structure despite their higher accuracy. Thus linear interpolation of fewer nodes
is employed here. The case for α = 1 is depicted in Fig. 4. After the streaming step, the
distribution function at (x, y) is determined by the interpolation of the distribution functions
at (x − δx, y) and (x, y) before the streaming step.
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Figure 4. Streaming and interpolation for species B
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3. GDL models

In the present research, 3D structure of the GDL is projected to 2D structure. So, the following
models are created.

Model 1 Cross-section of the carbon fiber is simulated as a circle so that averaged number
of the fiber in unit area is the same as that of the actual GDL.
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3. GDL models

In the present research, 3D structure of the GDL is projected to 2D structure. So, the following
models are created.

Model 1 Cross-section of the carbon fiber is simulated as a circle so that averaged number
of the fiber in unit area is the same as that of the actual GDL.
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Model 1

Model 2

Model 3

Figure 5. 2D anisotropic GDL models for the LBM.

Model 2 Fiber is simulated so that porosity is the same as the actual GDL.

Model 3 Fiber and its cross-section are simulated by so that porosity is the same as the actual
GDL.

Figure 5 illustrates the GDL models. Through-plane and in-plane anisotropic Darcy
coefficients are obtained by LBM employed to these GDL models. These Darcy coefficients
are compared with those from the following permeability measurements so that an
anisotropic GDL model which agrees the most with the measurements can be found. The
GDL model found is then used for the LBM-BMD flow analysis in the GDL with the flow
channels and ribs having actual PEFC flow field geomeory under actual operation condition.

The calculation in the present chapter was carried out with a personal computer having Intel
Core2 Quad CPU Q6600 2.4GHz and 4GB memory on ASUS P5K motherboard. MatLab
(MathWorks, Inc.) was used for the LBM and LBM-BMD calculations.

4. Experimental

Figure 6 shows a schematic diagram of GDL permeability measurement apparatus. GDL,
which was a commercial carbon paper (SIGRACET GDL 24AA, SGL Carbon Inc.) with
a thickness of 190 µm, was placed between two cylindrical plates. A soft O-ring was
used for gas sealing between the plates. The force required to deform the O-ring was
negligible compared with the compression force acting on the GDL. The compression force
was controlled using a clamp screw and was measured with a load cell. For air permeability
tests, the compression pressure was set at 1 MPa, as measured in a typical PEFC.

Fig. 7 presents geometries of the GDL used for the through-plane and in-plane permeability
tests[12]. Volumetric air flow rates in through-plane direction, Qth, and in-plane direction,
Qin, in the following equations were measured using a mass flow meter (KOFLOC). Pressure
drop by the apparatus was compensated beforehand.
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Figure 6. Apparatus for the permeability measurement.

Qth =
k

µ

pi − po

δ
A =

k

µ

pi − po

δ
2πr2 (91)

Qin =
k

µ

pi − po

ro − ri

2πt(ro − ri)

ln(ro/ri)
(92)

where k, µ, and r are the Darcy coefficient of the GDL, viscosity of air[13], and radius of the
GDL, respectively. Pi, PO, δ, and A are inlet and outlet air pressures, thickness of the GDL,
and cross-sectional area of air flow, respectively. ri and rO are inner and outer radii of the
GDL for the in-plane permeability measurement. The Darcy coefficients in through-plane
and in-plane directions are thereby obtained from relations between the flow rates and the
pressure difference.

5. Results and discussion

Figures 8 and 9 show the through-plane and in-plane Darcy coefficients obtained from the
LBM calculation and permeability measurements. Darcy coefficients of the GDL model 3
agrees well with the experimental results in the cases of in-plane flow and through-plane
flow below flow velocity of 1 ms−1. Since the through-plane flow velocity is below 1 ms−1

in a cell in general, the model 3 shall be used for the LBM-BMD calculation for GDL under
flow channels and a rib in an actual cell below.
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5. Results and discussion

Figures 8 and 9 show the through-plane and in-plane Darcy coefficients obtained from the
LBM calculation and permeability measurements. Darcy coefficients of the GDL model 3
agrees well with the experimental results in the cases of in-plane flow and through-plane
flow below flow velocity of 1 ms−1. Since the through-plane flow velocity is below 1 ms−1

in a cell in general, the model 3 shall be used for the LBM-BMD calculation for GDL under
flow channels and a rib in an actual cell below.
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(a) (b)

Figure 7. GDL geometries for the permeability measurements. (a)Through-plane (b)In-plane
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Figure 8. Darcy coefficients in through-plane direction.

Figure 10 illustrates a parallel-serpentine flow field in the cathode of a PEFC. Flow analyses
for the GDL between the flow channels indicated in the blue and red circles. The pressure
difference between the channels in the former part is rather smaller than the lattar. This
comparison represents that between the parallel and serpentine flow fields.

The GDL is modeled with the flow channel and rib as presented in Fig. 11.

Cell temperature is 75◦C and water vapor pressure shall be the saturation vapor pressure at
75 ◦C. Air utilization is 30%. Oxygen and nitrogen partial pressure is assumed to linearly
change from the inlet to the outlet, yielding 1.60 and -0.81 kPa, respectively, between the flow
channels in the red part at 1.0 A cm−2. It is assumed that current distribution is uniform
and there is no liquid water in the GDL to simplify the calculation. Thickness of the GDL,
rib width, and channel width are 190 µm, 0.6 mm, and 0.5 mm, respectively. Viscosities of
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nitrogen and oxygen of 20.00 × 10−6 and 23.26 × ×10−6 Pa·s, respectively[13], and binary
diffusion coefficient for nitrogen-oxygen mixture of 2.59 × 10−5m2s−1[14] are used for the
LBM-BMD calculation. Oxygen flow velocity distribution at 1.0 A cm−2 is presented in
Fig. 12. Oxygen amount consumed by the electrochemical reaction is calculated with the
Faraday’s law.
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ChannelChannel Rib

Rib
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Figure 12. Oxygen flow velocity distributions in the GDLs (a) without pressure difference and (b) with pressure difference

between the flow channels at 75 ◦C, 1.0 A cm−2.

Figures 12(a) and (b) depict oxygen flow velocities for the GDLs without and with pressure
differences between the flow channels, respectively. Oxygen is transported to the surface
of the MEA mainly by diffusion in the case without the pressure differences since there is
small forced convection thorough the GDL. On the other hand, oxygen flow velocity is rather
larger under the rib in the case with pressure difference that leads to forced convection in the
GDL. The forced convection also enhances the discharge of liquid and vapor product water
in actual cells. The forced convection in the GDL by the pressure difference between flow
channels plays a significant role on the exhaust of the product water and oxygen transport
for the interdigitated flow field[15, 16].

6. Conclusion

In this chapter, an anisotropic 2D GDL model is proposed by comparisons of the
through-plane and in-plane permeabilities between those obtained by LBM calculation and
permeability measurements. The modeled carbon fiber structure agrees well with the actual
GDL in terms of the permeability. Moreover, the difference of oxygen flow in GDLs with
parallel and serpentine flow channels is visualized with the oxygen-nitrogen two components
LBM-BMD calculations using the above anisotropic GDL model. This procedure can be used
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to optimize the GDL porous structure, flow field patterns, and operation conditions of PEFCs.
Liquid-gas two phase modeling[17, 18], modeling, modeling of microporous layers[19–21],
and expansion to 3D modelings are future studies.
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to optimize the GDL porous structure, flow field patterns, and operation conditions of PEFCs.
Liquid-gas two phase modeling[17, 18], modeling, modeling of microporous layers[19–21],
and expansion to 3D modelings are future studies.
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Chapter 14

General Aspects of Aqueous
Sorption Process in Fixed Beds

M. A. S. D.  Barros, P. A.  Arroyo and E. A. Silva

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/51954

1. Introduction

Adsorption as well as ion exchange share many common features. Although such phenom‐
ena are distinct (ion exchange is a stoichiometric process) they can be generically denomi‐
nated as sorption processes. Then, as already known, sorption is a well-established
technology in chemical engineering.

The sorption ability of different sorbents is strongly dependent on the available surface area,
polarity, contact time, pH and the degree of hydrophobic nature of the adsorbent and adsor‐
bate (Suzuki, 1990). Therefore, the selection of the sorbent is the first step in such investiga‐
tion. Studies should be firstly focused on batch systems in equilibrium and isotherms should
be constructed.

Equilibrium condition is attained when the concentration of the solute remains constant, as
a result of zero net transfer of solute sorbed and desorbed from sorbent surface. The equili‐
brium sorption isotherms describe these relationships between the equilibrium concentra‐
tion of the sorbate in the solid and liquid phase at constant temperature. Experimental data
may provide different isotherm shapes such as: Linear, Favorable, Strongly favorable, Irre‐
versible and Unfavorable (McCabe et al., 2001) as shown in Figure 1.

The linear isotherm starts from the origin. Although it does not show a selectivity behavior,
the sorbent related to this isotherm sometimes is chosen because the linear isotherm facili‐
tates the column modeling, mainly when equilibrium data is added to the phenomenologi‐
cal dynamic model (Helferich, 1995).

Sorbents that provide isotherms with convex upward curvature are denominated as favora‐
ble and strongly favorable. These shapes are often selected for dynamic studies because they
show the sorbent selectivity to the sorbate of interest. Nevertheless, they are not convenient

© 2013 Barros et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



when regeneration is required because it may be related to an unfavorable isotherm and
quite long mass-transfer zones in the bed (McCabe et al., 2001). Moreover, the famous Lang‐
muir model provides good adjustments to strongly favorable isotherms as it forms a plateau
that represents in many cases, the monolayer sorption. Here, it must be remembered that the
equilibrium equation is used in the modeling of fixed bed.

q eq
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eq
/g

)

Ceq (meq/L)

Irreversible

Unfavorable

Strongly farorable

Favorable
Linear

Figure 1. Adsorption isotherms

Finally, it may be emphasized that the Langmuir isotherm is derived assuming a uniform
surface, which is many cases is not rigorously valid. This relation works fairly well, even
with sorbents with high heterogeneity such as zeolites, clays or activated carbon.Here some
aspects should be stressed. The first one is related to the model itself. Sometimes the Lang‐
muir model represents the experimental data although it is known that are different sites in‐
volved in the sorption process such as the ones located in the supercages or in the sodalite
cages of NaX zeolite (Barros et al., 2004). On the other hand, sorbent may have high hetero‐
geneity and only one type of site is effective in the sorption process. Then, the experimental
data may be fitted successfully to such model and the assumptions previously considered
are still valid. This may be case of sorption of large molecules such as dyes.

The limiting case of the extremely favorable isotherm is the irreversible sorption represented
by a horizontal line, that means a constant amount of sorbed compound. When the irreversi‐
ble isotherm is obtained no regeneration is possible.

Designing of dynamic sorption processes also takes into account the multicomponent efflu‐
ent. It means that studies of batch competitive systems should be relevant. Sorbents that
have affinity to different sorbates may be less effective in removing the one of interest. It
these cases, higher packed beds are required. The multicomponent equilibrium data are ob‐
tained considering the initial multicomponent solution. Many models have been proposed.
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Some of them are derived from the single Langmuir model. As it happens with the single
sorption, even when the ion exchange phenomenon is involved, release of the out-going ion
is neglected (Misak 2000; Sprynskyy et al., 2006).

The Binary Langmuir Model assumes a homogeneous surface with respect to the energy of
adsorption, no interaction between adsorbed species and that all adsorption sites are equally
available to all adsorbed species The Noncompetitive Langmuir Model considers that the
concentration of the sorbate of interest in the sorbent depends on the concentration of the
respective specie in the fluid phase only. In this case, monocomponent Langmuir can be ap‐
plied for each one of the species in solution (Sánchez et al., 1999). In both cases, the Binary
Langmuir Model and the Noncompetitive Langmuir Model, as there is no competition to
the same sites, no overshooting is observed in the breakthrough curve. Overshooting will be
discussed later.

The Langmuir Type Model was developed to describe the noncompetitive inhibition during
enzymatic kinetic studies. According to the adsorption point of view such model may be ap‐
plied when a synergism effect is presented due to the existence of sites containing both spe‐
cies (Bailey and Ollis, 1986; Sánchez et al., 1999). It means that in the dynamic sorption more
adsorption occurs than the one it was expected, and the uptake on the sorbate of interest is
promoted by the presence of other sorbates. No overshooting is expected to occur in this
system.

Jain and Snoeyink (1973) have proposed an adsorption model for binary mixtures based on
the hypothesis that a part of adsorption occurs without competition. In other words it means
that there is at least one type of sorption site where the sorbate of interest is preferentially
retained with no competition. In other types of sites, competition occurs. Then, it may be
supposed that a slightly overshooting curvature may be evidenced in the breakthrough
curve.

Myers and Prausnitz (1965) developed the ideal adsorbed solution theory (IAST) based on
the Gibbs adsorption isotherm. The IAST model has the main advantage to predict the equi‐
librium in multicomponent systems in microporousmaterials through the single isotherms
only. However, although the model allows its application in many complex mixtures of sol‐
utes, the IAST model limits its use in the range of concentration where the single equilibri‐
um data were obtained. It has been used to predict the sorption process in gas phase, mainly
in diluted systems.

A non-predictive  thermodynamic  approach called RAST (Real  Adsorbed Solution Theo‐
ry) extends the IAST theory to more concentrated solutes using the corresponding activi‐
ty coefficients.

Finally, when the ion exchange process is much more pronounced then the adsorption proc‐
ess, it may be applied the Ion Exchange Model taking into account the Mass Action Law. In
typical ion exchangers such as zeolites this mode are applied with successful results.

After selecting the sorbent and investigating the sorption mechanism, the second step is the
dynamic studies in the fixed bed system.

General Aspects of Aqueous Sorption Process in Fixed Beds
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2. Dynamic studies in fixed bed systems

2.1. The breakthrough curve

Most ion-exchange operations, whether in laboratory or in plant-scale processes, are carried
out in columns. A solution is passed through a bed of sorbent beads where its composition
is changed by sorption. The composition of the effluent and its change with time depend on
the properties of the sorbent (as already discussed), the composition of the feed, and the op‐
erating conditions (flow rate, temperature etc.). Plots of the ratio C/Co (outlet sorbate con‐
centration/sorbate feed concentration) versus time are denominated as breakthrough curves.

As the run stars, most of the mass transfer takes place near the inlet of the bed, where the
fluid first contacts the sorbent. If the solid contains no sorbate at the start, the concentration
in the fluid drops exponentially to zero before the end of the bed is reached. This concentra‐
tion profile as well as the breakthrough curve is shown in Figure 1. As the run proceeds, the
solid near the inlet is nearly saturated, and most of the mass transfer takes place further
from the inlet. The concentration gradient is S shaped. The region where most of the change
in concentration occurs is called the mass-transfer zone. This is the real behavior of mass
transfer process in fixed beds. When the axial or radial mass transfer resistances are neglect‐
ed sorption occurs homogeneously and this is the ideal case. In fact, mass transfer resistan‐
ces can be minimized but not effectively eliminated. Comments about such phenomenon
will be better detailed. The limits of the breakthrough curve are often taken as C/Co values
of 0.05 to 0.95, unless any other recommendation is fixed. They are related to the breakpoint
(tb, Cb) and saturation point (ts, Cs), respectively. In most of cases Cs Co. This is the case of
wastewater treatment of highly toxic sorbates. When the concentration reaches the limiting
permissible value, say, 1 ppm, it is considered the break point. The flow is stopped, the col‐
umn is regenerated and the inlet concentration is redirected to a fresh sorbent bed.

Figure 2. Breakthrough curve for the sorption process in fixed beds Co is the concentration of the inlet solution, Cb is
the concentration of the breakthrough, tb is the breakpoint time and ts is the saturation time.
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2.2. Mass transfer in fixed beds

In fixed-bed ion exchange, the concentration in the fluid phase and in the solid phase
changes with time as well as with position in the bed. The transfer process is described by
the overall volumetric coefficient (Kca), obtained from a metal material balance in the col‐
umn assuming irreversible sorption as proposed in McCabe et al. (2001):

Kca =
N .uo

H t
(1)

where N is the overall number of transfer units, Ht is the bed length and uo is the superficial
velocity of the fluid.

In fact, Eq. 1 can be used for modeling the breakthrough curves, if the batch isotherms can
be considered as irreversible.

The overall number of transfer units may be obtained graphically by plotting C/Co versus
N(τ-1), where N(τ-1) = 1+ln(C/Co) (McCabe et al., 2001). Parameter τ is dimensionless time
defined as

τ =
uoC

o(t -
ε
uo

H t
)

ρp(1 - ε)W sat H t

(2)

The term εuo
Ht  in Eq. 2 is the time required to displace fluid from external voids in the bed,

which is normally negligible. The product is the total amount of metal fed per unit cross sec‐
tion of the bed up to time t and ρp(1 - ε)Wsat H t  is the capacity of the bed, which is equal to
the time equivalent to total stoichiometric capacity of the packed-bed tower (tt).

The time equivalent to usable capacity of the bed (tu) and the time equivalent to total stoi‐
chiometric capacity of the packed-bed tower (tt) if the entire bed reaches equilibrium are
provided by a mass balance in the column and they are easily determined by (Geankoplis
1993):

tu = ∫
0

tb(1 - C
Co

)dt (3)

tt = ∫
0

∞(1 - C
Co

)dt (4)

where tb is the breakpoint time.

If time t is assumed to be the time equivalent to the usable capacity of the bed (tu) up to tb,
parameter τ may be simplified to tu/tt.This ratio is the fraction of total bed capacity or length
utilized to the breakpoint (Geankoplis, 1993). Hence, the length of unused bed (HUNB) is the
unused fraction times the total length (Ht).
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HUNB =(1 -
tu

tt
)Ht (5)

HUNB is assumed to be constant and, as a consequence, an important tool when scaling-up
processes (McCabe et al., 2001). Unfortunately it is not always true. A constant mass-transfer
zone is valid for ideal sorption systems associated with sorbates of small molecular diameter
and simple structures (Walker and Weatherly, 1997). Changes in pH speciation through the
column may also change the MTZ (Gazola et al., 2006). It probably happens because the rate
at which the sorption zone travels through the bed decreases with bed height (Walker and
Weatherly, 1997). Therefore, it may be concluded that the hypothesis of a constant length of
mass transfer zone for the same feed concentration can be acceptable depending on the var‐
iation of the bed height and specific sorbates.

HUNB represents the mass-transfer zone (MTZ). Small values of this parameter mean that the
breakthrough curve is close to an ideal step with negligible mass-transfer resistance. More‐
over, in the ideal condition, no axial dispersion would occur. The velocity profile would be
analogous to the one observed in a Plug Flow Reactor and the ideal breakthrough curve
would be the response to a positive-step test, called the Cumulative Distribution Function or
F curve. In the ideal breakthrough curve HUNB is zero. This condition is never reached al‐
though it is recommended to operate the column as close as possible. The closer the column
is operated to the ideal condition, the more efficient is the mass transfer zone. Therefore, the
ideal situation means HUNB = 0. In experimentally effective situation 0 < HUNB< Ht. If HUNB> Ht

in the very beginning of the run the sorbate is presented in the outlet solution, the sorption
process is highly inefficient, mainly if the sorption unit has been used for wastewater treat‐
ment. An increase in Ht is recommended.

Besides the minimum MTZ, some other mass transfer parameters may be used to identify,
quantitatively, the condition with the lowest resistances over the operational conditions in‐
vestigated.

One of this parameter is the residence-time distribution (RTD). According to Fogler (2004),
the RTD is determined experimentally by injecting a tracer in the column at some time t=0
and then measuring the outlet concentration as a function of time. In this case, the tracer is
used to determine RTD in reactors and must be nonreactive, easily detectable, completely
soluble to the mixture and more important: it should not adsorb on the walls or any other
surface of the reactor. If the injection of a tracer is given as a step injection, the response is
the F curve which shape is analogous to the breakthrough curve as seen in Figure 2. Then, it
is possible to obtain the average residence time (tres). Correlation between the F curve from
the non-ideal concept and the sorption process in fixed beds can be done only in terms of the
graphical shape. No more similarities are corrected.

The average residence time (tres) of the fluid in the columnis estimated based on principles
of probability as follows (Hill, 1977):
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Figure 3. Breakthrough curves considering the F response of a step input: a) ideal situation (HUNB = 0) ; b) real situation
(HUNB> 0).

tres = ∫
0

∞
tdF (t) (6)

where F(t) is the weight fraction of the effluent of an age less than t, which is equivalent to
C/Co for breakthrough curves (Barros et al, 2003).

An indirect measure of how far from the optimum operational condition the column oper‐
ates is expressed by the operational ratio (R) as (Barros et al., 2003)

R =| tres - tu

tu
| (7)

Values of parameter R close to zero indicate that the operational conditions imposed are
near the ideal condition, i.e., the optimal region of operation. Therefore, this difference may
contribute to the selection of the best operational conditions in the column design.

With the average residence time it is also possible to evaluate the variance in the break‐
through curve (Hill, 1977), which is given by:

σ 2 = ∫0
∞t 2( F (t )

dt ) - tres
2 (8)

The dimensionless variance should be calculated as

σθ
2 = σ 2

tres
2 (9)
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Determination of this parameter is useful to estimate the axial dispersion in the packed bed.
Values of dimensionless variance close to zero mean that the behavior of the velocity profile
in packed beds is close ideal plug-flow with negligible axial dispersion.

Finally, through a mass balance it is possible to obtain the amount of sorbate retained up to
the breakpoint time (U tb) and up to the saturation time (U ts).

U tb = tu. f R.Co (10)

U ts = tt . f R.Co (11)

where tu and tt are obtained through Eqs. 3 and 4, fR is the flow rate and Co is the inlet con‐
centration.

2.3. Minimum mass transfer resistances in the fixed bed

Operate the fixed bed with minimum mass transfer resistances is quite advantageous. It
maximizes the sorption process as more sorption sites are available to the dynamic process.
Therefore, optimizing the operational conditions is highly recommended. It can be done in‐
vestigating a range of particle diameters of the sorbent or different flow rates in the column.
In some cases, temperature should be also investigated. It is expected to obtain higher
amount of uptaken sorbate with increasing temperatures when chemisorption and/or ion
exchange are presented as the more significant mechanism. Nevertheless, if the retention is
due to physisorption phenomenon, an increase in temperature is disadvantageous.

The optimal operational condition is the one that minimizes, as close as possible, the film
and particle resistances, that means to maximize the pore diffusion and the solid diffusion.
Figure 3 gives an idea about the mass transfer mechanism in a fixed bed.

Therefore, when the film and particle resistances are minimized it is seen that:

The mass transfer zone, the operational ratio and the dimensionless variance are minimum;

The closer the system is of the optimal condition, the closer the breakpoint time is to the sat‐
uration time;

The sorbate uptake up to breakpoint time (U tb) and up to saturation time (U ts) are the maxi‐
mum. It happens when there is at least a favorable isotherm;

In most of cases, a steep breakthrough curve is observed.

Figure 4 shows an example of breakthrough curves at different flow rates. It is seen that at
11 mL/min the breakthrough curve is almost a step curve. Table 1 presents the numerical
data and it is total agreement with Figure 4. It means that at this flow rate the minimum
mass transfer resistance was reached considering the range investigated.
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Figure 4 shows an example of breakthrough curves at different flow rates. It is seen that at
11 mL/min the breakthrough curve is almost a step curve. Table 1 presents the numerical
data and it is total agreement with Figure 4. It means that at this flow rate the minimum
mass transfer resistance was reached considering the range investigated.
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Figure 4. Breakthrough curves for Cr (III) uptake in NaA zeolite (Barros et al., 2002)

Flow rate (mL/min) HUNB (cm) R σθ
2 = σ 2

tres
2

U Cr
tb

CEC bed

7.0 3.9 1.3 0.3 0.25

9.0 1.7 1.0 0.3 0.30

11.0 1.0 0.4 0.1 0.31

U Cr
tb

CEC bed
= ratio of amount of Cr (III) retained up to the breakpoint and the cation exchange capacity of the zeolite in

the bed.

Other examples can be found in Pereira et al. (2006).

Table 1. Mass-transfer parameters obtained for Cr(III) uptake in NaA zeolite packed bed (Barros et al., 2002)

2.4. Sorption in competing systems

When the feed solution is composed by different sorbates, the competition for the sorption
sites may occur. Uptake of the sorbate of interest is well evidenced by the dynamic capacity

of the column. Thus, the term Ui-mix
tb  is defined as the amount of sorbate uptaken at tb prior

to the sorbate i breakpoint (Valdman et al., 2001).

The effect of competitive systems on the sorption process may be represented by the ratio of
the uptake capacity for the sorbent i in multicomponent solution and in single solution, that

is the removal ratio (U i -mix
tb

U i -single
tb ) -Mohan and Chander, (2001).

Thus if the removal ratio:
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> 1: uptake is promoted by the presence of other sorbates;

=1: no interaction exists between the sorbates;

< 1: uptake is suppressed by the presence of other sorbates.

Therefore, the evaluation of the removal ratio at the time equivalent to usable capacity of the
bed tu for sorbate i may be useful to investigate the influence of different sorbates on the up‐
take of such sorbate (Barros et al., 2006).

Moreover, in the competing systems, sometimes the breakthrough curves for the competing
sorbates may have values higher than one that is called overshooting. When the ion exchange
phenomenon is dominant, it is also called sequential ion exchange (Barros et al., 2006). Figure 5
shows an example of a sequential ion exchange. The ion exchange preferentially occurs up to
the occupation of all available sites. As the sorption proceeds, the competing sorbates are re‐
leased at different running times with continued feed of the multicomponent solution. Potassi‐
um ions are smaller than the other ions. Then, they diffuse faster into the ion exchanger
framework and are firstly retained. Calcium ions are larger and probably face some difficulties
in diffusing as fast as the potassium ions. Nevertheless, once they diffuse, they are preferential‐
ly retained due to its higher charge, displacing the potassium ions. Finally, chromium ions are
the largest ones with the highest charge. They diffuse slowly into the exchanger framework.
They displace the calcium ions. The consequence of such process is the presence of two over‐
shooting waves: one related to the release of potassium ions and another related to the release of

the calcium ions. In this competing ion exchange process it is seen that (U Cr -mix
tb

U Cr -single
tb ) is 0.79,

which means that there is a decrease of 21% in the chromium uptake. Probably the presence of
potassium and mainly the presence of calcium ions suppressed the chromium uptake due to
competition towards the exchanging sites located in the large cages of the zeolite NaY.

Figure 5. Breakthrough curves for competitive system Cr/Ca/K in NaY zeolite (Barros et al.,2006)
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Overshooting may occur in different sorbents such as activated carbons (Mohan and Chan‐
der, 2001), biosorbents (Sağ et al., 2000) or even ion exchanger membranes (Labanda et al.,
2011). It depends on the selectivity of the sorbent, the sorption mechanism (that can be seen
through the isotherms) and on the operational conditions imposed. If the operational condi‐
tion is the one that minimizes the mass transfer resistances of one sorbate is imposed, it is
expected a pronounced overshooting when the optimal operational conditions of the other
sorbates are different from the one of interest. When the optimal conditions are close, there
should be some overshooting depending of the selectivity provided by the isotherms and
the concentration of the sorbates, as shown in Figure 6.

a)

b) c) 

Figure 6: a) Dynamic isotherm (see item 2.5) of Pb (II)/Cd (II) in bentonite clay pretreated with 

calcium at 30 oC and 2 mL/min; b) breakthrough curve at 2 mL/min and total concentration of 

3.0 meq/L, 90% Pb (II), 10% Cd (II); c) breakthrough curve at 2 mL/min and total concentration 

of 3.0 meq/L, 50% Pb (II), 50% Cd (II). 

Figure 6. a) Dinamic isotherm (see item 2.5) of Pb (II)/Cd (II) in bentonite clay pretreated with calcium at 30 oC and 2
mL/min; b) breakthrough curve at 2 mL/min and total concentration of 3.0 meq/L, 90% Pb (II), 10% Cd (II); c) break‐
through curve at 2 mL/min and total concentration of 3.0 meq/L, 50% Pb (II), 50% Cd (II).
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In Figure 6a it is seen the bicomponent dynamic isotherm of Cd (II) and Pb(II) ions in ben‐
tonite clay from Boa Vista-PB-Brazil. The clay sample was pretreated with calcium in order
to obtain, as far as possible, a homoionic sample. The concept of dynamic isotherm will be
discussed in section 2.5. In this system, the flow rate of 2 mL/min may be considered as the
optimal condition that minimize the mass transfer resistances of both Cd(II) and Pb(II) up‐
take. It is seen that the clay sample has more affinity to lead ions, probably due to its electro‐
negativity (Kang et al., 2004).

Figures 6b and 6c show the breakthrough curves for two different inlet percentages of cad‐
mium and lead and the same total concentration of 3 meq/L. In the first case the inlet con‐
centration was composed by 90% Pb (II), 10% Cd (II) (2.7 meq/L of Pb (II) and 0.3 meq/L of
Cd (II). In the second case the composition was 50% for each ion, or 1.5 meq/L of Pb (II) and
1.5 meq/L of Cd (II). The overshooting is clearly observed in Figure 6b due to the higher se‐
lectivity to lead ions. When cadmium concentration was increased no overshooting was ob‐
served although, according to the breakpoint times, it is also seen the preference of lead as
its breakpoint occurs later.

2.5. Dynamic isotherms

Most separation and purification processes that employ the sorption technology use contin‐
uous-flow columns. In order to understand and to model the dynamic process, a deep
knowledge of the equilibrium in the fixed bed is essential. For the complete comprehension
of the whole process, information about the equilibrium and the kinetics of the process
should be combined with the mass balance. Kinetic investigations in a column are almost
exclusively restricted to those processes of which the equilibria either can be represented by
a linear or a Langmuir isotherm or satisfy the law of mass action. However, the results of
this study of industrially applicable commercial products have shown that the above equili‐
bria usually fail to fit the experimental results adequately. Furthermore, the customary pro‐
cedures of determining the equilibria in batch systems are not, in general, applicable to all
types of sorbents (Klamer and Van Krevelen, 1958).For example, the batch isotherm was not
able to represent correctly, the breakthrough curve of Cr (III) sorption in NaX zeolite mod‐
eled by a phenomenological model. Such model will be discussed in section 2.6. Figure 7
presents the batch isotherm of Cr (III) in zeolite NaX and its use in a LDF model. It is clearly
seen that it is totally inadequate.

The dynamic isotherm surged to better describe the sorption mechanisms involved in a dy‐
namic process where kinetics and equilibrium acts simultaneously. In fixed beds, solution is
fed continuously, and, at equilibrium, concentration and pH are equal to their respective
feed values that do not occur in batch isotherms. Its procedure is based on the breakthrough
data. Each run up to the saturation is related to one point of such data, that is, the amount of
sorbate retained up to saturation plotted against the inlet concentration (Barros et al., 2004).
The dynamic isotherm has the advantage of controlling the fluid-phase concentration. Re‐
sults of the column dynamic simulations depend on the selection of an appropriate mathe‐
matical relation used to represent the equilibrium. Therefore, in order to model the dynamic
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sorption, dynamic isotherms should be considered instead of the frequently used batch iso‐
therms as they better represent equilibrium in fixed bed (Barros et al., 2009).

The dynamic isotherm of Cr (III) in NaX is shown in Figure 8 at the optimal particle size and
flow rate previously determined (Barros et al., 2004). Its shape is totally different, as one can
see comparing Figures 8 and 7a.

Figure 8. Dynamic isotherm of Cr (III) in zeolite NaX at 30 oC (Barros et al., 2004)

2.6. Modeling of the breakthrough curve

The phenomenological mathematical models are important tools in the design of sorption in
fixed bed columns. The validation is done by experimental data obtained in laboratory scale.
Mathematical models are useful for designing and optimizing purposes in industrial scale.

Figure 7. a) Batch isotherm of Cr (III) in zeolite NaX at 30 °C (Barros et al., 2004); b) Use of batch isotherm to model Cr
(III) breakthrough data in NaX columns
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The effects of mass transfer in breakthrough curves are complex, mainly if the isotherms are
expressed by non-linear mathematical equations. The concentration of the sorbate varies
with the position and time. Therefore, the phenomenological model is represented by partial
differential equations, which are difficult to be solved analytically.

Due to such complexity, the phenomenological mathematical models have many simplifica‐
tions to make them feasible to obtain an analytical solution. Bohart and Adams (1920) devel‐
oped one of the first mathematical models. The respective equation is given by Equation 12.
This model was firstly used to describe the dynamic sorption of chlorine in columns packed
with activated carbon and are still widely used by several researchers (Singh et al., 2012;
Kumar et al., 2011; Rao et al., 2011; Trgo et al., 2011, Chu et al., 2011; Martin-Lara et al., 2010,
Muhammad et al., 2010, Borba et al., 2008.). The model Bohart Adams considers that the lim‐
iting step of the mass transfer is controlled by the kinetics of sorption which is represented
by a second-order reaction.
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Bohart and Adams model presented only one adjustable parameter that is the rate constant
ka.The parameter q*has been also reported as an adjustable parameter. However, its value
can be determined is the saturation point of the breakthrough curves.

The model developed by Thomas (1944) has also analytical solution. The sorption rate is de‐
scribed by Langmuir adsorption kinetics. Both models, Thomas and Bohart and Adams con‐
sider negligible film and particle resistances as well as the dispersion within the column.

The Thomas mathematical model is obtained by mass balances of the sorbate in the fluid
phase and in the solid phase. Such mass balances originate an equation that describe the
equilibrium in the system. The mass balance in the fluid phase results in the following equa‐
tion:
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with the following initial and boundary conditions:

(0, ) 0C z = (14)

In the inlet sample in the column (z =0):
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A rigorous mathematical model that takes into account the variation of the concentration of
the adsorbate within the particle is described by the Fick's second law. In these cases, solu‐
tion of equations of the bed and the particle should be solved simultaneously, which in‐
creases the complexity and computational effort. One alternative for reducing the
computational effort is to replace Fick's Law by the simplified kinetics equation. (Hsuen,
2000). The approach mostly used to replace the Fick's Law is the LDF model (Linear Driving
Force). It applies the expression of the first order kinetics represented by Equation (17). Sev‐
eral authors have used such models with successful results for sorbents and biosorbents.
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In the adsorption models represented by Equation (17), it is assumed that the driving force
for mass transfer is linear with the concentration of the sorbate in the solid. Moreover, it
means the equilibrium condition at the interface between the local phase fluid, as illustrated
in Figure 9. The equilibrium in the adsorption process is usually represented by adsorption
isotherms, such as: Langmuir, Freundlich, Tóth, Sips. Figure 9 also illustrates the mechanism
of the external mass transfer occurs around the surface of the particle. From the interface sol‐
id-fluid, the mass transfer occurs, which is represented by following equation:
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The mathematical model that considers both mass transfer resistances (external and intra‐
particle) is called double resistance model. This model is composed by the set of Equations
(13)-(18). When the mass transfer in predominantly intraparticle, that is(C ≈eq C), the equili‐
brium concentration of the sorbate in the solid is directly related to the concentration in bulk
phase. In cases where the mass transfer resistance is in the film, that is (C ≈eq C), the rate of
sorption can be expressed by the following below:
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When the operational condition is experimentally optimized, the film and intraparticle resis‐
tances of the sorption processes (adsorption, ion exchange or adsorption + ion exchange) are
minimized in the experimental range investigated. It means that the film thickness is the
thinnest one and there is no significant steric resistance of the sorbate in the particle pores.

Bulk 
phase 

qe

Solid phase 
Ce

q(r) 

C 

External 
film 

Radius of particle 

Figure 9. Mass transfer in adsorption process

Some parameters of the model can be calculated from the correlation, namely: axial disper‐
sion coefficient (DL) and external mass transfer coefficient. The relationship for calculating
the axial dispersion is usually expressed from the dimensionless groups: Reynolds (Re), Pec‐
let (Pe), Schmidt (Sc). Delgado (2006) presents several correlations for calculating of axial
dispersion of gases and liquids in packed beds. There are many correlations for calculating
external mass transfer coefficients in porous media, usually expressed in terms of Reynolds
(Rep), Schmidt and Sherwood (Shp). Wakao and Funazkri (1978) developed the following ex‐
pression for 3 <Rep<2000:

0.6 1/31 1.1Rep pSh Sc= + (20)

Where: Sh p =
KF dp

D , Re p =
u0dp
ν , Sc =

ν
D

The mass transfer coefficient in the solid (KS) is an adjustable parameter of the model ob‐
tained from the experimental breakthrough curves.
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2.6.1. Examples of breakthrough modeling

Example 1 – Modeling of Breakthrough curves

Table 2 shows the experimental data of breakthrough curve of zinc in fixed bed columns us‐
ing Na-Y zeolite as adsorbent obtained by Ostroski (2007) and Table 3 shows the operational
conditions and bed parameters.

Time (min) Cout / CF

0.00 0.0000

22.00 0.0000

31.00 0.0000

55.00 0.0050

68.00 0.0156

74.00 0.1980

87.00 0.3564

93.00 0.5916

118.00 0.7721

136.00 0.8500

147.00 0.9248

180.00 0.9490

205.00 0.9655

230.00 0.9788

250.00 0.9874

260.00 0.9913

280.00 0.9963

307.00 1.0000

Table 2. Experimental data of zinc breakthrough curve

C F - Feed concentration of adsorbate (meq / cm3) 2.447x10-3

L –Height of the bed (cm) 3.0

ms - Weight of the adsorbent (g) 0.8

u0 – Interstitial velocity (cm/min) 25.104

ε - Bed porosity 0.5

ρbed  - Bed density (g / cm3) 0.4192

Table 3. Operational conditions and bed parameters.
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From these data it will be tested the Bohart and Adams and the LDF models that consider
intraparticle resistance only. Both models have only one adjustable parameter: (ka) for Bohart
and Adams and (Ks) for LDF model.

Bohart and Adams model

From the experimental breakthrough curve it is calculated the capacity of the adsorbent (q*),
since the column experiments are carried outup to the complete exhaustion of the column
(saturation point), ie, when the concentration of sorbate in the outlet of the column is equal
to the feed concentration. From a mass balance in the column, one can obtain the following
equation:
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Where:

q *-Capacity of the adsorbent(meq/g);

Cout-Concentration of zinc in the outlet of the column (meq/L);

C F -Feed concentration of zinc (meq/L);

Q̇-Volumetric flow rate (cm3/min);

t-time (min);

ms-Weight of adsorbent (g).

The capacity of the adsorbent was calculated from the area determinate by term (1− Cout

C F )
calculate by experimental breakthrough curve, illustrated in Figure 10. The integral

∫0
tEND(1− Cout

C F )dt =102.78min, calculated by trapeze method.

q * =
C F Q̇

1000 ms
∫0

tEND(1− Cout

C F )dt =( 2.447×8
1000×0.8 )×102.78=2.515 meq/g

α =
ρbedq *

C Fε
=( 0.4192×2.515
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861.7 × 25.104 =9.75×10−5 × (3− t ×25.104) ka min

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling378



From these data it will be tested the Bohart and Adams and the LDF models that consider
intraparticle resistance only. Both models have only one adjustable parameter: (ka) for Bohart
and Adams and (Ks) for LDF model.
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From the experimental breakthrough curve it is calculated the capacity of the adsorbent (q*),
since the column experiments are carried outup to the complete exhaustion of the column
(saturation point), ie, when the concentration of sorbate in the outlet of the column is equal
to the feed concentration. From a mass balance in the column, one can obtain the following
equation:
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Where:

q *-Capacity of the adsorbent(meq/g);

Cout-Concentration of zinc in the outlet of the column (meq/L);

C F -Feed concentration of zinc (meq/L);

Q̇-Volumetric flow rate (cm3/min);

t-time (min);

ms-Weight of adsorbent (g).

The capacity of the adsorbent was calculated from the area determinate by term (1− Cout

C F )
calculate by experimental breakthrough curve, illustrated in Figure 10. The integral
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Applying in the Equation (12), it follows that: tF =
L
uo

=
0.8

25.104 =0.03187

The parameter (ka) estimated from the experimental data of breakthrough curve and applied
method for one-dimensional optimization golden search, minimizing the following objective
function:

2
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out out
F F

j j j
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Where:

F = ∑
j=1

n_exp (( Cout

C F )
j

EXP
− ( Cout

C F )
j

EXP)2
-Ratio of the concentrations in the outlet of the column and

feed determined experimentally

( Cout

C F )
j

EXP
-Ratio of the concentrations in the outlet of the column and feed determined by

model

( Cout

C F )
j

MOD
-Number of experimental data

The value of adjustable parameter ka was 22.35 (meq / cm3 min).
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Intraparticle model

In this model considerate that the internal diffusion is controller the mass transfer, the LDF
approximation was used to represent the diffusion, described by Equation (17). This model
also has only one adjustable parameter (KS). To solve the equations of the model is also nec‐
essary to define an equation for the isotherm and the coefficient of axial dispersion. The
Langmuir isotherm, represented by Equation (23), was used in the simulation. The values of
parameters used were as follows: DL = 8.96x10-3 cm2/min, qmax = 2.83 meq / g and b = 3.06 L /
meq (Ostroski, 2007). The parameter coefficient of mass transfer from adjusted breakhtrough
curve was:Ks = 0.0431x10-3 min-1.

max

1  
eq

eq
eq

q bC
q

bC
=

+ (23)

The phenomenological model can provide good results only if the equilibrium model used
is appropriate to make this analysis. Its hould compare the values of the equilibrium concen‐
trationsof the adsorbent predicted by the model, in this case calculated by Equation (21) and
the experimental value obtained from Equation (23).

Adsorption capacity predicted by the model= qeq =
qmaxb Ceq
1 +  b Ceq

 =2.497 meq/g

Experimental adsorption capacity= 2.515 meq/g

In this case, the deviation between predicted adsorption capacity and experimental was
0.7%. It demonstrates that the equilibrium model is appropriated to use in the modeling of
the column. When the deviation is high, it is not possible to achieve good adjustments for
the breakthrough curves. In these cases, one must first search different isotherm models or
theories (RAST –Real Adsorption Solution Theory, VSM - Vacancy Solution Model) to corre‐
late the equilibrium data. In electrolytic systems it can used the Law of Action Mass.

When the parameters of model equilibrium are estimated from batch systems, the model ac‐
curately describes the behavior of the equilibrium curve. However, these values are differ‐
ent from the one obtained in the capacity of the column. Such behavior occurs generally for
electrolyte systems. Several authors (Bajracharya and Vigneswaran 1990; Silva et al. 2002;
Palma et al. 2003; Barros et al 2004; Izquierdoa,b et al., 2010) reported the differences between
batch and column capacity of adsorption. In these cases for modeling the dynamic adsorp‐
tion column fixed bed must perform the adjustment of the parameters from the equilibrium
data obtained in fixed bed column at different feed concentration. See section 2.5.

To solve the partial differential equations (Eq. 13 and Eq.17) it was used the lines method,
which transforms the partial differential equations in a system of ordinary differential equa‐
tions by approximating the spatial derivatives by finite differences. Further details of the
resolution method used can be found in Silva (2001). The results obtained with the LDF
model (Numerical solution) and Adams Bohart (analytical solution) is shown in Figure (11).
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In this example, the model LDF described more accurately the behavior of zinc break‐
through curve due the consideration of mass transfer controlled by the intraparticle diffu‐
sion. It is more realistic than consideration that the kinetics is phase controller, which is the
hypothesis of the Bohart and Adams model.

3. Final comments

Design of dynamic sorption is considered a simple process. Nevertheless, to reach higher
and higher efficiencies is always a challenge.

Differences  in  packing  procedures  may  provide  quite  different  breakthrough  behavior.
Therefore,  much attention should be  paid to  avoid channeling and bubbles  of  different
fluid  phase.  Channeling  promotes  undesired  dispersion  in  the  bed  keeping  the  system
away from plug-flow behavior. Bubbles create additional mass transfer resistances and di‐
minish the uptake efficiency. Much attention should be paid in the operational conditions
imposed to the column. The ones that minimize the mass transfer resistances are always
recommended.

Mathematical modeling of dynamic behavior with analytical solutions, such as: Bohart and
Adams and Thomas considers that the limiting step is controlled by adsorption kinetics and
can be applied only to monocomponent systems. The advantage of these models is that the
estimation is simpler. Models with a numerical solution is more realistic because they take
into account various aspects related to mass transfer (axial dispersion, external film diffu‐
sion and intraparticle diffusion) are more suitable for use in the design and optimization of
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sorption processes in industrial scale. The phenomenological models are generated by mass
balances of adsorbate in fluid and solid phase and require information of mass transfer
mechanism and equilibrium. A prerequisite for phenomenological models is the theory
and / or model used to represent the equilibrium of adsorption (isotherms, the law of mass
action, RAST, VSM). Particularly in electrolyte systems, it is recommended that the equilibri‐
um data are obtained in columns experiments on the basis of no pH correction. As already
seen, the equilibrium conditions are different in batch and in dynamic systems. In the batch
system, the counter ions are in solution, whereas in systems in a fixed bed column is loaded
by the feed solution. The LDF model is an approximation to represent the intraparticle diffu‐
sion and has been shown to be efficient to describe the behavior of breakthrough curves for
different systems (monocomponent and mixtures).

Nomenclature

a-Mass transfer area per unit bed volume (m-1)

2.83×3.06×2.447
1 +  3.06×2.447 -Concentration of the adsorbate in the fluid phase (mmol / L);

C-Feed concentration of the adsorbate in the fluid phase (mmol / L);

C F -Equilibrium concentration of the adsorbate fluid phase (mmol / L);

Ceq-Particle diameter (m);

d
p
-Molecular coefficient diffusion (m2/min);

D-Axial dispersion coefficient (m2/min);

DL -Height of bed (m);

L -Mass transfer coefficient in the solid (min-1)

ka-Kinetics parameters of Bohart and Adams model (L / mol min)

KS-External film mass transfer coefficient (m/mim-1)

u0-Interstitial velocity (m/min);

KF -Coordinated in the axial direction (m);

z-Bed porosity;

ε-Bed density (g / L);

ρbed -Kinematic viscosity (m2/min);
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1. Introduction

The bubble column and airlift bioreactors are pneumatically agitated and often employed in
bioprocesses where gas-liquid contact is important. The role of the gas is to provide contact
with the liquid for mass transfer processes such as absorption or desorption and to provide
energy through gas expansion or bubble buoyancy for liquid mixing. In these two pneumati‐
cally agitated reactors, gas is sparger usually through the bottom and the buoyancy of the
ascending gas bubbles causes mixing. The main difference between these two pneumatically
agitated reactors is in their fluid flow characteristics. The flow in the airlift is ordered and in a
cyclic pattern like in a loop beginning from top through to bottom. The airlift differs from the
bubble column by the introduction of inner draft tubes which improves circulation, whereas
the bubble column is a simple tower. In the airlift, liquid recirculation occurs due to the four
distinct sections; the riser, downcomer, gas separator and bottom or base. The bubble column
is a simple vessel without any sectioning making the flow rather a complex one.

Some attractive features of the airlift  are the low power consumption, simplicity in con‐
struction with no moving parts, high mass and heat transfer rates and uniform distribu‐
tion of shear [1, 2].

The advantage of its low power consumption is of particular importance in effluent (e.g.
wastewater) treatment where the product value is comparatively low. Therefore, operational
cost (efficient use of energy) is greatly considered since corresponding applications are usually
on a large scale. Homogenous shear is particularly important for biological processes that are
shearing sensitive. In the conventional stirred tank, shear is greatest at the stirrer and decreases
away from it to the walls of the vessel. This creates a gradient of shearing which can have
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adverse effect on the morphology or sometimes can damage cells (e.g. animal and plant cells).
The simple construction of the airlift without shafts makes it not only aesthetically pleasing to
look at but also eliminates contamination associated with the conventional stirred tank which
is a major drawback in the production of microorganism. A sterile environment is crucial for
growing organisms especially in the bioprocesses since contamination reduces product
quality, generates wastes, also more time and money are spent to restore the whole process.

In addition to the previously described, the development of new biotech products: drugs,
vaccines, tissue culture, agrochemicals and specialty chemicals, biofuels and others have had
a major breakthrough during the last decade. But engineering to scale these developments to
the production phase is lagging far behind in advances in the efficient development of
bioprocesses. Normally these processes are complicated because they are conducted in
complex systems, three or four phases, microorganisms that are susceptible to large shear
produced by stirring; require high airflow rates, and changes in rheology and morphology
cultures through the time. The soul of a bioprocess is still the bioreactor, since it determines
the success of a good separation and therefore the cost of the product. In this chapter we
describe one of the most promising bioreactors for their processing qualities, good mixing, low
shear, easy to operate with immobilized microorganisms, low consumption of energy, we are
talking about the airlift bioreactors. In this context the parties will start from basic engineering
bioreactors: mass balances, mass transfer, and modelling and to cover the hydrodynamics and
rheology of the process. Finally we will present two cases of application on the production of
Bikaverin (a new antibiotic), and L-lysine.

2. Hydrodynamic characteristic of airlift reactors

Fluid mixing is influenced by the mixing time and gas holdup which defines the fluid
circulation and mass transfer properties. The fluid recirculation causes the difference in
hydrostatic pressure and density due to partial or total gas disengagement at the gas separator
(top clearance, tt). Studies have been documented during the last two decades with various
correlations applicable for hydrodynamic parameters [3-5]. This implies that for a successful
design, fundamental understanding of mixing parameters is important for industrial scale-up.

It is difficult to generalize the performance of the bioreactor according to the process for which
the airlift will be employed. For example, in aerobic fermentation, oxygen is important for
mass transfer and therefore, it is imperative to consider a design where there will be less
disengagement of gas resulting in higher gas holdup for a higher mass transfer rate. In this
case, the liquid circulation velocity is low because less gas is disengaged at the top resulting
in a lower differential density. Furthermore, other processes require good mixing other than
a high mass transfer rate. However, provision can be made by increasing the gas disengage‐
ment at the top to improve the liquid recirculation as in the case for anaerobic fermentation.
Therefore, it is safe to conclude as have been confirmed [3, 6, 7] that, the geometry parameters
such as the top clearance (tt), ratio of cross sectional area of the downcomer to the riser (Ad/
Ar), bottom clearance (tb), the cross sectional areas of riser (Ar) and that of the downcomer
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(Ad), draft tube internal diameter (Dd), and height of the column (H) and superficial gas
velocity (Ug) have an influence on fluid hydrodynamics.

There is extensive information on the measurement of fluid hydrodynamics published with a
handful of equations. However, most of them Gumery et al.: Characteristics of Macro-Mixing
in Airlift Column Reactors 7 Published by The Berkeley Electronic Press, 2009 cannot be
correlated due to the different medium (Newtonian versus non-Newtonian) used and various
assumptions made. The different measuring techniques often used cannot discriminate
diffusion and convection for mixing whiles others disturb process flow.

On the other hands the interconnections between the design variables, the operating variables,
and the observable hydrodynamic variables in an airlift bioreactor are presented diagram‐
matically in Figure 4 as has been reported by [8]. The design variables are the reactor height,
the riser-to-downcomer area ratio, the geometrical design of the gas separator, and the bottom
clearance (Cb, the distance between the bottom of the reactor and the lower end of the draft
tube, which is proportional to the free area for flow in the bottom and represents the resistance
to flow in this part of the reactor). The main operating variables are primarily the gas input
rate and, to a lesser extent, the top clearance (Ct, the distance between the upper part of the
draft tube and the surface of the non-aerated liquid). These two independent variables set the
conditions that determine the liquid velocity in the airlift bioreactor via the mutual influences
of pressure drops and holdups, as shown in Figure 1 [9]. Viscosity is not shown in Figure 1 as
an independent variable because in the case of gas–liquid mixtures, it is a function of the gas
holdup (and of liquid velocity in the case of non-Newtonian liquids), and because in a real
process, it will change with time due the changes in the composition of the liquid.

3. Flow configuration

3.1. Riser

In the riser, the gas and liquid flow upward, and the gas velocity is usually larger than that of
the liquid. The only exception is homogeneous flow, in which case both phases flow at the
same velocity. This can happen only with very small bubbles, in which case the free-rising
velocity of the bubbles is negligible with respect to the liquid velocity. Although about a dozen
different gas–liquid flow configurations have been developed [10], only two of them are of
interest in airlift bioreactors [11, 12]:

1. Homogeneous bubbly flow regime in which the bubbles are relatively small and uniform
in diameter and turbulence is low.

2. Churn-turbulent regime, in which a wide range of bubble sizes coexist within a very
turbulent liquid.

The churn-turbulent regime can be produced from homogeneous bubbly flow by increasing
the gas flow rate. Another way of obtaining a churn-turbulent flow zone is by starting from
slug flow and increasing the liquid turbulence, by increasing either the flow rate or the
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diameter of the reactor, as can be seen in Figure 5 [12]. The slug-flow configuration is important
only as a situation to be avoided at all costs, because large bubbles bridging the entire tower
cross-section offer very poor capacity for mass transfer.

Figure 1. Interaction between geometric and fluid dynamic variables in an airlift bioreactor [9].

3.2. Downcomer

In the downcomer, the liquid flows downward and may carry bubbles down with it. For
bubbles to be entrapped and flow downward, the liquid velocity must be greater than the free-
rise velocity of the bubbles. At very low gas flow input, the liquid superficial velocity is low,
practically all the bubbles disengage, and clear liquid circulates in the downcomer. As the gas
input is increased, the liquid velocity becomes sufficiently high to entrap the smallest bubbles.
Upon a further increase in liquid velocity larger bubbles are also entrapped. Under these
conditions the presence of bubbles reduces the cross-section available for liquid flow, and the
liquid velocity increases in this section.

Bubbles are thus entrapped and carried downward, until the number of bubbles in the cross-
section decreases, the liquid velocity diminishes, and the drag forces are not sufficient to
overcome the buoyancy. This feedback loop in the downcomer causes stratification of the
bubbles, which is evident as a front of static bubbles, from which smaller bubbles occasionally
escape downward and larger bubbles, produced by coalescence, escape upward. The bubble
front descends, as the gas input to the system is increased, until the bubbles eventually reach
the bottom and recirculate to the riser. When this point is reached, the bubble distribution in
the downcomer becomes much more uniform. This is the most desirable flow configuration
in the downcomer, unless a single pass of gas is required. The correct choice of cross-sectional
area ratio of the riser to the downcomer will determine the type of flow.
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Figure 2. Map of flow configurations for gas–liquid concurrent flow in a vertical tube [12].

3.3. Gas separator

The gas separator is often overlooked in descriptions of experimental airlift bioreactor devices,
although it has considerable influence on the fluid dynamics of the reactors. The geometric
design of the gas separator will determine the extent of disengagement of the bubbles entering
from the riser. In the case of complete disengagement, clear liquid will be the only phase
entering the downcomer. In the general case, a certain fraction of the gas will be entrapped
and recirculated. Fresh gas may also be entrapped from the headspace if the fluid is very
turbulent near the interface. The extent of this entrapment influences strongly gas holdup and
liquid velocity in the whole bioreactor.

It is quite common to enlarge the separator section to reduce the liquid velocity and to facilitate
better disengagement of spent bubbles. Experiments have been reported in which the liquid
level in the gas separator was high enough to be represented as two mixed vessels in series [13].
This point will be analysed further in the section devoted to mixing.

4. Gas holdup

Gas holdup is the volumetric fraction of the gas in the total volume of a gas–liquid–solid
dispersion:

φ1 =
V G

V L + V G + V S
(1)

where the sub-indexes L, G, and S indicate liquid, gas, and solid, and i indicates the region in
which the holdup is considered, that is, gas separator (s) the riser (r), the downcomer (d), or
the total reactor (T).

The importance of the holdup is twofold: (a) the value of the holdup gives an indication of the
potential for mass transfer, since for a given system a larger gas holdup indicates a larger gas–
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liquid interfacial area; and (b) the difference in holdup between the riser and the downcomer
generates the driving force for liquid circulation. It should be stressed, however, that when
referring to gas holdup as the driving force for liquid circulation, only the total volume of the
gas is relevant. This is not the case for mass transfer phenomena, in this case, the interfacial
area is of paramount importance, and therefore some information on bubble size distribution
is required for a complete understanding of the process.

Because gas holdup values vary within a reactor, average values, referring to the whole volume
of the bioreactor, are usually reported. Values referring to a particular section, such as the riser
or the downcomer, are much more valuable, since they provide a basis for determining liquid
velocity and mixing. However, such values are less frequently reported.

The geometric design of the airlift bioreactor has a significant influence on the gas holdup.

Changes in the ratio 
Ad

Ar
, the cross-sectional areas of the downcomer and the riser, respectively,

will change the liquid and gas residence time in each part of the reactor and hence their

contributions to the overall holdup. Gas holdup increases with decreasing 
Ad

Ar
, [14-17].

4.1. Gas holdup in internal airlift reactors

Correlations presented for internal-loop airlift bioreactors are shown in Table 1. These take
into account liquid properties and geometric differences within a particular design. Most of
the correlations take the form:

φr =a(JG)α( Ad

Ar
)β(μap)γ (2)

where φr is the gas holdup in the riser, JG is the superficial gas velocity (gas volumetric flow
rate per unit of cross sectional area), μap is the effective viscosity of the liquid, and α, β, γ, and
a are constants that depend on the geometry of the reactor and the properties of the liquid. The
correlation can be used to predict the holdup in a system that is being designed or simulated
as a function of the operating variables, the geometry of the system, or the liquid properties.
Such correlations are effective for fitting data for the same type of reactor (e.g., a split-vessel
reactor) with different area ratios or even different liquid viscosities, but they are mostly
reactor-type specific.

The cyclic flow in the airlift bioreactor complicates the analysis of the system. The riser gas
holdup depends strongly on the geometric configuration of the gas–liquid separator and the
water level in the gas separator. This has been shown experimentally in a split-vessel rectan‐
gular airlift bioreactor [18], but the premise can essentially be extended to any internal loop
airlift bioreactor. Analysis of the system revealed that these factors influence the gas disen‐
gagement and hence the gas recirculation in the downcomer. When this influence is taken into
account and the holdup is plotted against the true gas superficial velocity, JG, true, which is
defined as the sum of the gas superficial velocity due to the freshly injected gas, Qin, and to
the recirculated gas, Qd, that is,
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JG , true =  ( Qin + Qd

Ar
) (3)

Then all the data for the different gas separators may be represented by a single relationship,
such as equation 3. In other words, if the actual gas flow is known, the influence of gas

recirculation (which depends on 
Ad

Ar
, and the design of the gas separator) has been airlift

bioreactor ready taken into account and does not need to be considered again. Nevertheless,
this simple approach has a drawback in that the true gas superficial velocity is difficult to
measure because the gas recirculation rate is usually not known. Thus, correlations that take
into account all the variables, which may be easily measured, remain the option of choice.
Table 1 shows most of the correlations of this type that have been proposed for the riser holdup
in internal loop Airlift bioreactors. Comparison of a number of these correlations shows that
there is reasonable agreement between the predictions of the different sources. Figure 1 can
be used as an example of the actual state of-the-art in airlift bioreactor design. A number of

correlations have been proposed, and three variables (
Ad

Ar
, lap, and JG) have been tested by most

researchers. The ranges in which these variables were studied vary from source to source.

In addition, some other variables (such as bottom clearance, top clearance or gas separator
design, and surface tension) have been used by some authors but ignored by others. One
example is the disengagement ratio defined by Siegel and Merchuk [19], which represents the
mean horizontal path of a recirculating bubble relative to the external diameter and is
equivalent to the parameter obtained by dimensional analysis [1] as:

M =
DS

4D (4)

where D is the diameter of column and Ds the diameter of gas separator. If this parameter is
not taken into account, then studies of the influence of the top clearance [13, 20] are incomplete
and difficult to extrapolate to other designs.

The same can be said about the filling factor [21] given by the ratio of the gas separator volume
to the total volume.

The foregoing discussion thus explains why all the correlations coincide for some ranges of
these secondary variables while in other ranges they may diverge. In addition, in some cases
the number of experiments may not have been sufficient to provide correlations or they may
have been ill-balanced from the statistical point of view. The obvious solution to this problem
lies in the collection of a large and detailed bank of reliable data that will constitute the basis
for correlations with greater accuracy and validity. The safest procedure for the prediction of
the gas holdup in an airlift bioreactor under design is to take data provided by researchers
who have made the measurements in that particular type of reactor with the same physico‐
chemical properties of the system. If this option is not available, then correlation 9 in Table 1
[17], is recommended for prediction of the gas holdup in the riser.
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Gas holdup in the downcomer is lower than that in the riser. The extent of this difference
depends mainly on the design of the gas separator [22]. The downcomer gas holdup is linearly
dependent on the riser holdup, as a consequence of the continuity of liquid flow in the reactor.

Many expressions of this type have been published [3]. At low gas flow rates, ud is usually
negligible, since most of the bubbles have enough time to disengage from the liquid in the gas
separator. This usually happens at the low gas flow rates frequently used for animal cell
cultures.

The gas holdup in the separator is very close to the mean gas holdup in the whole reactor [1]
as long as the top clearance Ct is relatively small (one or two diameters). For larger top
clearances, the behaviour of the gas separator begins to resemble that of a bubble column, and
the overall performance of the reactor is influenced by this change.

In our laboratory we had some studies on the production of some secondary metabolites like
phytohormones and protein hydrolysis, amino acid production, xanthophyll and new
antibiotics. The next part of this chapter shows two cases were we try to show the applications
of air lift bioreactors from various viewpoints, such as hydrodynamics, rheology and engi‐
neering aspects themselves. So to provide some useful engineering tools when these bioreac‐
tors takes to consideration:

5. Case 1: Hydrodynamics, mass transfer and rheological studies of
Bikaverin production in an airlift bioreactor

5.1. Introduction

Antibiotics are small chemical agents (m.w. 600-800 Daltons) designed to eliminate harmful
bacteria. They are produced from yeasts of fungi and bacteria. The first antibiotic discovered
was penicillin in 1928/29 The first therapeutic application was in 1940 by Florey and Chain,
during the Second World War when the need for antibiotics was increasing. Antibiotics belong
to a group of substances called secondary metabolites. These substances appear to be unrelated
to the main process of growth and reproduction. Good producers of secondary metabolites
possess weak regulation of primary metabolism and visa-versa. Antibiotics are produced in
limited substrate and oxygen conditions. They are produced to provide some protection
against competing species in critical growth conditions. The starting points for antibiotic
production are mainly amino acids and acetyl CoA with isoprene and shikimic acid also being
involved. Antibiotic production commences at some point in differentiation often during
sporulation. Process development consists essentially of modifying the metabolic system so
that diversion of the material and biosynthesis are greatly increased. No cell growth or
reproduction occurs during antibiotic production as the energy produced is being used to
produce the antibiotic so that the cell can survive in the limited substrate.

After the discovery and first use of antibiotics the productivity and product concentration was
increased by development of better strains or by improvement of the reaction conditions such
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as substrates and process controls. There was also a change from surface cultures to batch
stirred tank reactors with complex media. The next step was the introduction of the fed batch
configuration, which extended the length of the production phase and avoided repression
during high substrate levels.

For maximum yield we have to design a process that only minimally involves the primary
metabolism.

The main function of a properly designed bioreactor is to provide a controlled environment
in order to achieve optimal growth and/or product formation. In this review we will look at
the bioreactor design and the factors that are available in producing high yields of antibiotics.
In general bioreactor design, the growth kinetics of the microorganism plays a key role in
determining the type of reactor. Factors include; yield coefficients and maintenance require‐
ments, the exponential, stationary and lag phase kinetics, and the formation of growth and
non-growth associated product production formation. Due to the constraints of the report,
these factors are largely ignored and the main focus is on gaining knowledge on reactor
configuration on the maximum yield of general antibiotics.

In our laboratory after work of ten years in research the optimal production of gibberellins we
found that the Gibberella fujkuroi produce a potent antibiotic named Bikaverin. Bikaverin is a
red pigment with specific anti-protozoal activity against Leishmania brasiliensis and anti-
tumour activity. Additionally, bikaverin and its derivatives have a cytotoxic effect on in vitro
proliferating cells of Erlich ascites carcinoma, Sarcoma 37 and leukaemia L-5178 and is a
fermentation product of Gibberella fujikuroi or Fusarium sp. The formation of bikaverin precedes
that of gibberellin [23] and both secondary metabolites are produced from the primary
metabolite acetyl-CoA. Bikaverin is synthesized via the polyketide route while gibberellin is
synthesized through the isoprenoid pathway [24].

The industrial production of these secondary metabolites is done with cultures of mycelia in
liquid (submerged) or solid substrate fermentation. Models of mould growth and metabolic
production based on characteristics of mycelial physiology are important to understand,
design, and control those industrial fermentation processes [23, 25]. In other words these
models enable us to obtain information in a practical way, facilitating fermentation analysis,
and can be used to solve problems that may appear during the fermentation process.

5.2. Materials and methods

Microorganism and inoculum preparation Gibberella fujikuroi (Sawada) strain CDBB H-984
maintained on potato dextrose agar slants at 4 °C and sub-cultured every 2 months was used
in the present work (Culture collection of the Department of Biotechnology and Bioengineer‐
ing, CINVESTAV-IPN, Mexico). Fully developed mycelia materials from a slant were removed
by adding an isotonic solution (0.9% NaCl). The removed mycelium was used to inoculate 300
ml of fresh culture medium contained in an Erlenmeyer flask. The flask was placed in a radial
shaker (200 rev min–1) for 38 h at 29 ± 1°C. Subsequent to this time; the contents of the flask
were used to inoculate the culture medium contained in the airlift bioreactor. The culture
medium employed for the inoculum preparation is reported by Escamilla [26].
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5.3. Batch culture in the airlift bioreactor

An airlift bioreactor (Applikon, Netherlands, working volume, 3.5 l) was employed in the
present work (Fig 3). It consists of two concentric tubes of 4.0 and 5.0 cm of internal diameter
with a settler. The air enters the bioreactor through the inner tube. A jacket filled with water
allowing temperature control surrounds the bioreactor. It is also equipped with sensors of pH
and dissolved oxygen to control these variables. Moreover it allows feed or retiring material
from the bioreactor employing peristaltic pumps.

During the fermentation period, the pH was controlled to 3.0, temperature to 29 °C and
aeration rate to 1.6 volume of air by volume of media by minute (vvm). These conditions
promoted Bikaverin production with the studied strain were optimized values [26]. About 30
ml subsamples were withdrawn from the bioreactor at different times and were used to
perform rheological studies. Biomass concentration was quantified by the dry weight method.

Figure 3. Airlift bioreactor used for the process for Bikaverin production

5.4. Batch culture in the airlift bioreactor

Typical culture medium contained glucose (50 g l–1), NH4Cl (0.75 g l–1) or NH4NO3 (1.08 g l–1),
KH2PO4 (5 g l–1), MgSO4.7H2O (1 g l–1) and trace elements (2 ml l–1). A stock solution of the trace
elements used contained (g l–1) 1.0 Fe SO4. 7H2O, 0.15 CuSO4. 5H2O 1.0 ZnSO4. 7H2O, 0.1
MnSO4 7H2O, 0.1 NaMoO4, 3.0 EDTA (Na2 salt) 1 l of distilled water, and hydrochloric acid
sufficient to clarify the solution (Barrow et al. 1960). During the fermentation period, the pH
was controlled to 3.0, temperature to 29 °C and aeration rate to 1.6 v/v/m. These conditions
promoted Bikaverin production with the studied strain but they are not optimized values.
About 30 ml subsamples were withdrawn from the bioreactor at different times and were used
to perform rheological studies. Biomass concentration was quantified by the dry weight
method.
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5.5. Hydrodynamics and mass transfer studies

Gas holdup was determined in the actual culture medium using an inverted U-tube manom‐
eter as described by [27]. Liquid velocities in the riser were determined measuring the time
required for the liquid to travel through the riser by means of a pulse of concentrated sulphuric
acid using phenolphthalein as an indicator; the same was done for the downcomer.

The mixing time was calculated as the time required obtaining a pH variation within 5% of
the final pH value. For doing this, pH variation was followed after injection of a pulse of a
concentrated solution of ammonium hydroxide. The volumetric mass transfer coefficient was
determined employing the gassing-out method as described elsewhere [28].

5.6. Rheological studies

Rheological studies of fermentation broth were performed in a rotational rheometer (Haake,
Model CV20N) equipped with a helical impeller to perform torque measurements. This type
of geometry is appropriate when dealing with complex fluids and the measurement method‐
ology is reported by Brito [29]. Rheological results, like hydrodynamics and mass transfer, are
given as the average of two replicates for each sample. All the experiments were carried out
in triplicate and the results that are presented are an average.

5.7. Results and discussion

5.7.1. Gas holdup

The importance of gas holdup is multifold. The gas holdup determines the residence time of
the gas in the liquid and, in combination with the bubble size, influences the gas–liquid
interfacial area available for mass transfer. The gas holdup impacts upon the bioreactor design
because the total design volume of the bioreactor for any range of operating conditions
depends on the maximum gas holdup that must be accommodated [1]. Figure 4 shows the gas
holdup (ε) variation with superficial gas velocity in the riser (vgr).

Figure 4. 
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Figure 4. Gas holdup variation with superficial gas velocity in the riser.

Experimental data were fitted to a correlation of the type of Eq. 5.
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F = AvGr

B (5)

Where F could be the gas holdup (ε), the liquid velocity in the riser (vlr), liquid velocity in the
downcomer (vld) or the volumetric mass transfer coefficient (kLa). This type of correlation has
been applied by many investigators (1, 30-33) and was derived empirically. [34] presented an
analysis for Newtonian and non-Newtonian fluids where shows the theoretical basis of Eq. 5
(for the gas holdup case). He found that parameters A and B were dependent on the flow
regime and on the flow behaviour index of the fluid.

Moreover, parameter A is dependent on the consistency index of the fluid, on the fluid densities
and on the gravitational field. Equation 6 was obtained from fitting experimental data.

1.03030.7980 grve = (6)

An increase in superficial gas velocity in the riser implies an increase in the quantity of gas
present in the riser, that is, an increase of gas fraction in the riser [27, 32]. Chisti, [34] reports a
correlation that calculates the value of B in Equation 5 (for gas holdup case). The obtained value
employing this correlation is 1.2537. Gravilescu and Tudose [32] present a similar correlation,
which predicts a value of 0.8434 for B. The B value obtained in the present work is between
the B values obtained from these correlations that employ the flow behaviour index obtained
from rheological studies. Shah [30] reported that B values in Equation 5 oscillate between 0.7
and 1.2.

5.7.2. Liquid velocity

The liquid circulation in airlift bioreactors originates from the difference in bulk densities of
the fluids in the riser and the downcomer. The liquid velocity, while itself controlled by the
gas holdups in the riser and the downcomer, in turn affects these holdups by either enhancing
or reducing the velocity of bubble rise. In addition, liquid velocity affects turbulence, the fluid-
reactor wall heat transfer coefficients, the gas-liquid mass transfer and the shear forces to which
the microorganism are exposed. Figure 5 shows liquid velocities variation in the riser and the
downcomer as a function of superficial gas velocity in the riser.

Liquid velocities in the riser (vlr) and in the downcomer (vld) were fitted to correlations of the
type of Equation 1 and Equations 7 and 8 were obtained.

0.35031.3335lr grv v= (7)

0.29700.8716ld grv v= (8)

Freitas and Teixeira [35] point out that B value in equation 7 must be close to 0.3333 for the
liquid velocity in the riser since this value was theoretically derived by Kawase [36] and others.
The B value obtained in the present work (0.3503) is only a little bit higher than 0.3333. Freitas
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and Teixeira [35] also obtain that B value for the liquid velocity in the downcomer is less than
B value for the liquid velocity in the riser which agrees with the results obtained in this work.
Liquid velocities in the riser and in the downcomer increase with an increase in gas velocity
in the riser due to an increase in the density difference of the fluids in the riser and the
downcomer.

5.7.3. Mixing time

Mixing in airlift bioreactors may be considered to have two contributing components:
backmixing due to recirculation and axial dispersion in the riser and downcomer due to
turbulence and differential velocities of the gas and liquid phases [37](Ch. Mixing time is used
as a basis for comparing various reactors as well as a parameter for scaling up [32]. Figure 6
shows the mixing time variation with the superficial gas velocity in the riser.

Once again, the mixing time variation was fitted to a correlation of the type of Equation 5 and
Equation 8 was obtained.

0.36285.0684m grt v-= (9)

Figure 5. Liquid velocities as a function of superficial gas velocity in the riser. 
 Experimental data ––– Equation 7 or 8 
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Choi et al., [37] report a B value in Equation 5 of –0.36 while Freitas and Teixeira [35] report a
B value equal to –0.417. The B value obtained in this work is similar to the value reported by
Choi et al., [37]. The mixing time decreases with an increase in superficial gas velocity in the
riser since the fluid moves more often to the degassing zone where most of the mixing
phenomenon takes place due to the ring vortices formed above the draught tube [35].

5.7.4. Volumetric mass transfer coefficient

One of the major reasons that oxygen transfer can play an important role in many biological
processes is certainly the limited oxygen capacity of the fermentation broth due to the low
solubility of oxygen. The volumetric mass transfer coefficient (kLa) is the parameter that
characterizes gas-liquid oxygen transfer in bioreactors. One of the commonest employed scale-
up criteria is constant kLa. The influences of various design (i.e., bioreactor type and geometry),
system (i.e., fluid properties) and operation (i.e., liquid and gas velocities) variables on kLa must
be evaluated so that design and operation are carried out to optimize kLa [37].

The value of the volumetric mass transfer coefficient determined for a microbial system can
differ substantially from those obtained for the oxygen absorption in water or in simple
aqueous solutions, i.e., in static systems with an invariable composition of the liquid media
along the time. Hence kLa should be determined in bioreactors which involve the actual media
and microbial population [38]. Figure 7 shows the volumetric mass transfer coefficient
variation with the superficial gas velocity in the riser.
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Figure 7. Effect of the superficial gas velocity in the riser on kLa.

Experimental data shown in Figure 7 were fitted to a correlation of the type of Equation 1 and
Equation 6 was obtained.

1.23980.4337L grk a v= (10)

[39] report a B value in Equation 6 equal to 1.33 and Schügerl et al., [40] report a value of 1.58.
The value of 1.2398, obtained in this work, is closed to these last values.
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Volumetric mass transfer coefficient (kLa) increases with an increase in superficial gas velocity
in the riser due to an increase in gas holdup which increases the available area for oxygen
transfer. Moreover an increase in the superficial gas velocity in the riser increases the liquid
velocity which decreases the thickness of the gas-liquid boundary layer decreasing the mass
transfer resistance.

Figure 8 shows the evolution of kLa through fermentation course employing two different
nitrogen sources. The kLa decreases in the first hours of fermentation and reaches a minimum
value at about 24 hours. After this time the kLa starts to increase and after 48 hours of fermen‐
tation it reaches a more or less constant value which remains till the end of fermentation
process. This behaviour is similar irrespective of the nitrogen source and will be discussed
with the rheological results evidence.
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Figure 8. Sthe evolution of kLa through fermentation course employing two different nitrogen sources.

Figure 9 shows the relation between gas holdup and kLa. Mc Manamey and Wase [21] point
out that the volumetric mass transfer coefficient is dependent on gas holdup in pneumatically
agitated systems. The later was experimentally determined in bubble columns by Akita and
Yoshida and other authors [30, 41, 42] they mention that this was expectable since both the
volumetric mass transfer coefficient and the holdup present similar correlations with the
superficial gas velocity. Mc Manamey and Wase [21] proposed a correlation similar to Equation
1 to relate volumetric mass transfer coefficient with gas holdup. Equation 7 presents the
obtained result.

0.95620.2883Lk a e= (11)

Akita and Yoshida [41] and Prokop et al. [42] found that the exponent in Equation 7 oscillates
between 0.8 and 1.1.

It is well known [16] that logarithmic scale plots of kLa vs. ε/(1- ε) for any particular data set
should have a unit slope according to Equation 8.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling402



Volumetric mass transfer coefficient (kLa) increases with an increase in superficial gas velocity
in the riser due to an increase in gas holdup which increases the available area for oxygen
transfer. Moreover an increase in the superficial gas velocity in the riser increases the liquid
velocity which decreases the thickness of the gas-liquid boundary layer decreasing the mass
transfer resistance.

Figure 8 shows the evolution of kLa through fermentation course employing two different
nitrogen sources. The kLa decreases in the first hours of fermentation and reaches a minimum
value at about 24 hours. After this time the kLa starts to increase and after 48 hours of fermen‐
tation it reaches a more or less constant value which remains till the end of fermentation
process. This behaviour is similar irrespective of the nitrogen source and will be discussed
with the rheological results evidence.

Figure 8 

39

49

59

69

79

0 48 96 144 192 240

k L
a,

 h
-1

Time, h
Ammonium chloride Ammonium nitrate

Figure 8. Sthe evolution of kLa through fermentation course employing two different nitrogen sources.

Figure 9 shows the relation between gas holdup and kLa. Mc Manamey and Wase [21] point
out that the volumetric mass transfer coefficient is dependent on gas holdup in pneumatically
agitated systems. The later was experimentally determined in bubble columns by Akita and
Yoshida and other authors [30, 41, 42] they mention that this was expectable since both the
volumetric mass transfer coefficient and the holdup present similar correlations with the
superficial gas velocity. Mc Manamey and Wase [21] proposed a correlation similar to Equation
1 to relate volumetric mass transfer coefficient with gas holdup. Equation 7 presents the
obtained result.

0.95620.2883Lk a e= (11)

Akita and Yoshida [41] and Prokop et al. [42] found that the exponent in Equation 7 oscillates
between 0.8 and 1.1.

It is well known [16] that logarithmic scale plots of kLa vs. ε/(1- ε) for any particular data set
should have a unit slope according to Equation 8.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling402

ln ln 6 ln
(1 )

L
L

B

k
k a

d
e
e

æ ö
= +ç ÷ç ÷ -è ø

(12)

Where kL is the mass transfer coefficient and dB is the bubble diameter. Even though the latter
is a generally known fact, few investigators determined these slopes for their data to ascertain
the validity of their experimental results. Figure 10 shows this analysis for the experimental
data of the present work obtaining a slope of 1.034. Chisti [16] shows the same analysis for two
different data set and obtained slopes of 1.020 and 1.056.
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A rearrangement of Equation 8 leads to Equation 9 which results are shown in Figure 10
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The average value of kL/dB obtained in the present work is 0.050 s-1. Chisti [27] performed a
similar analysis for 97 data points obtained from several different reactors and found an
average value of 0.053 s-1. The foregoing observations have important scale-up implications.
In large industrial fermenters the kLa determination is not only difficult, but there is uncertainty
as to whether the measured results reflect the real kLa or not. The gas holdup measurements
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on these reactors are relatively easy to carry out, however. Thus, Equation 9 can help to estimate
kLa in these reactors once holdup measurements have been made [1].

5.7.5. Rheology

Rheological parameters such as the flow index (n) and the consistency index (K) depend on
such factors as the concentration of solids in the broth, the morphology (length, diameter,
degree of branching, shape) of the particles, the growth conditions (flexibility of cell wall and
particle), the microbial species and the osmotic pressure of the suspending liquid, among
others possible factors.

For the case of mycelia cultures, as the biomass concentration increases the broth becomes
more viscous and non-Newtonian; leading to substantial decreases in oxygen transfer rates.
This effect is often important since for many aerobic processes involving viscous non-Newto‐
nian broths oxygen supply is the limiting factor determining bioreactor productivity [43].
Apparent viscosity is a widely used design parameter which correlates mass transfer and
hydrodynamic parameters for viscous non-Newtonian systems [44].

It is worth to mention that the present work uses impeller viscometer for performing rheo‐
logical studies avoiding the use of other geometries, i.e., concentric tubes or cone and plate,
overcoming associated problems with these geometries such sedimentation, solids compacting
and jamming between measuring surfaces or pellet destruction [45].

Rheograms obtained for the fermentations employing different nitrogen source were fitted to
Ostwald-de Waele model (power law) and in both cases a pseudoplastic behaviour for the
fermentative medium was found. Figure 11 shows the results of consistency and flow indexes
for these two fermentations where similar results were obtained.

During the first 24 hours of fermentation, medium viscosity increases due to exponential
growth of mycelia (no lag phase is present) which causes a kLa decrease in Figure 9. After this
time, the formation of pellets by the fungus starts to occur reflected in a decrease of medium
viscosity and hence an increase in kLa value in Figure 10. After 72 hours of fermentation the
medium viscosity was practically unchanged because the stationary growth phase is reached
by the fungus reflected in practically constant values of medium viscosity and kLa. With the

Figure 11. 
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aid of rheological studies is possible to use correlations of the type of Equation 10 to relate
holdup and volumetric mass transfer coefficient with fermentation medium viscosity [20, 31,
39, 44] to obtain Equations 12 and 13.

B C
gr appF Av m= (14)

0.3775 0.54880.0036L gr appk a v m-= (15)

0.2381 0.57030.0072 gr appve m-= (16)

Figures 2 and 6 show experimental data fitting for holdup and kLa, respectively. As it was
expectable, Equations 12 and 13 present a better fit to experimental data than that obtained
with the aid of Equations 2 and 3 due to the existence of an extra adjustable parameter.

As can be seen in Fig. 13, there is no lag phase and exponential growth of mycelia starts
immediately and ceases during the first 24 h of fermentation. The later causes the medium
viscosity to increase (K and n increase in Fig. 12), which causes a kLa decrease in Fig. 6. After
24 h of fermentation, the formation of pellets by the fungus starts to occur, reflected in a
decrease of medium viscosity (K and n start to decrease in Fig. 12) and hence an increase in
kLa value in Fig. 5. After 72 h of fermentation the medium viscosity was practically unchanged
(K and n remain constant in Fig. 12) because the stationary growth phase is reached by the
fungus reflected in practically constant values of medium viscosity and kLa. Also, after 72 h of
fermentation, the pellet formation process by the fungus stops.

Figure 13 shows the correlation between consistency and flow indexes with biomass concen‐
tration. Experimental data were fitted to Eqs. 12 and 13 proposed in the present work.
Optimized values for constants in Eqs. 12 and 13 are summarized in Table 1.
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With the aid of rheological studies is possible to use correlations of the type of Equation 14 to

relate gas holdup and volumetric mass transfer coefficient with fermentation medium viscosity

[20, 31, 39, 44] to obtain Equations 15 and 16.
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gr appF Av m= (19)

0.3775 0.54880.0036L gr appk a v m-= (20)

0.2381 0.57030.0072 gr appve m-= (21)

Figures 2 and 5 show experimental data fitting for gas holdup and kLa, respectively. As it was
expectable, Eqs. 15 and 16 present a better fit to experimental data than that obtained with the
aid of Eqs. 2 and 3 due to the existence of an extra adjustable parameter.

5.8. Conclusions

In the present work preliminary hydrodynamics, mass transfer and rheological studies of
Bikaverin production in an airlift bioreactor were achieved and basic correlations between gas
holdup, liquid velocity in the riser, liquid velocity in the downcomer, mixing time and
volumetric mass transfer coefficient with superficial gas velocity in the riser were obtained.

Adjustable parameters calculated for each variable were compared with literature reported
values and a good agreement was obtained.

The gassing out method was successfully applied in determining volumetric mass transfer
through fermentation time employing two different nitrogen sources. Irrespective of the
nitrogen source the volumetric mass transfer behaviour was similar and it was explained in
terms of the fungus growth and changes in its morphology, which affect the culture medium
rheology.

Pellet formation by the fungus was used to explain the increase of kLa or the decrease of
medium viscosity. In both fermentations, kLa decreases as exponential growth of the fungus
occurs and reaches an asymptotic value once the stationary growth phase is reached. A helical
impeller was employed successfully for rheological studies, avoiding problems of settling,
jamming or pellet destruction, finding that the culture medium behaves as a pseudoplastic
fluid. Rheological measurements were used to correlate gas holdup and kLa with apparent
culture medium viscosity. Once again, for both fermentations, apparent viscosity increases as
exponential growth of the fungus occurs and reaches an asymptotic value once the stationary
growth phase is reached.

A satisfactory validation of experimental data for gas holdup and volumetric mass transfer
coefficient was performed which allows the employment of these data in scale-up strategies.
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6. Case 2: Studies on the kinetics, oxygen mass transfer and rheology in the
l-lysine prodution by Corynebaterium glutamicum

6.1. Introduction

The industrial application of amino acids in broiler feed has a long history, from the late 1950's
have been used to increase the efficiency of the food they eat these animals. Lysine is one of
these amino acids to its importance as a feed additive for pigs and poultry, is that it increases
the willingness of proteins, bone growth, ossification and stimulates cell division.

Lysine used as an additive for food, is imported because lysine production nationally not exist.
The approximate amount of lysine produced worldwide is 550 000 tons per year and almost
everything is produced by international companies. Only in the state of Guanajuato, the
estimated demand of 300 tons of lysine [46], so that the implementation of appropriate
technology for the production of this important amino acid, reduce production costs of animal
feed feedlot to reduce imports and generate jobs in the country [47].

Lysine can be produced by chemical synthesis or by enzymatic or microbiological processes.
Lysine for obtaining a chemical synthesis is expensive and inefficient process that also by this
method are obtained racemic mixtures of D and L forms must then be processed to obtain the
L-form which is biologically active. Microbiological fermentation processes are more efficient
and direct methods to be based on the accumulation of amino acid that is excreted by the
organism in culture media and / or fermentation containing high sugar concentrations and
ammonium ions at neutral pH and under aerobic conditions in crops batches [48].

The most commonly used species for the production of lysine is the Corynebaterium glutami‐
cum are employed although Arthrobacter, Brevbibacterium, Microbacterium and Micrococuus.

Traditionally, the production process of lysine by microbiological fermentation is carried out
in stirred vessels, the characteristics of this type of reactor, sometimes, it is economically
inconvenient. A better alternative to this configuration are the airlift reactors, the advantages
are: low shear, high-speed transfer of oxygen and good mixing, implying a better mass transfer
eliminating concentration gradients of either the medium components, avoiding sedimenta‐
tion of the cells, thereby creating a more favourable environment for development and
maintenance, increasing yields and production of lysine.

6.2. Methodology

Inoculum development. Inoculated to the reactor biomass was obtained from a pre-inoculum
of ATCC 21253 in lyophilized strain Corynebacterium glutamicum.

Experiments in the bioreactor. The batch fermentations were carried out in a reactor airlift with
a working volume of 3.4 litres at 30° C (Fig 15). Dissolved oxygen was monitored with a
polarographic electrode. The pH of the culture pH was controlled at 7.0 by addition of a
solution of 70% NH4OH. The bioreactor has a condenser which minimizes the error by
evaporation losses. The quantity of biomass was inoculated approximately 10% of the
bioreactor working volume and sampled periodically.
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Figure 15. Airlift bioreactor for L-Lysine production

6.3. Mass transfer

For the determination of KLa was used the gas elimination technique [49] and dynamic
technique [28]. Measurements for the calculation of KLa by both methods were carried out at
30 ° C and pH 7.0, with a working volume of 3.4 litres of sterile fermentative medium.

Evaluation of the parameters α, β and ms, the equations were solved using the Runge-Kutta
4th order and an adjustment of the experimental data by nonlinear regression using the GREG
program.

The growth rate model is as follows

 dX
dt =μX (1 - X

L ) (22)

Where μ is the specific growth rate and L is the maximum value that people can achieve.

The model of product formation rate where the rate of formation is related to the rate of growth:

dP
dt =α dX

dt (23)

Where α is a constant stoichiometric. In the case where the product is formed independently
of the speed of growth:

dP
dt =βX (24)

where β is a proportionality constant. The constant β is similar to the enzyme activity [28]

The substrate consumption model is represented by the following equation:

rS =
rX

Y X /S
' +

r p

Y P /S
' + mS X (25)
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6.4. Results and discussion

The results obtained with the gas elimination technique, allowed calculating the maximum
oxygen transfer rate in the system, the dissolved oxygen conditions required.

Figure 16. Adjusting KLa experimental values obtained by the technique of gas removal.

Finding no correlations suitable KLa experimental data obtained by the technique of gas phase
were adjusted to a logarithmic trend line shown in Figure 16.

Figure 17, shows that the production of lysine started between 11 and 12 hours. From 21 up to
46 h the lysine production rate was kept constant (0.385 g / l of lysine h) and declined at 53 h
the reduction in production rate was 22% approximately. The overall yield YP / S was 0.244 g
of lysine / g glucose (at 53 h YP / S = 0.223 g lysine / g glucose).

Figure 17. Kinetics of growth, production and consumption with initial glucose 145 g / l.
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Figure 17. Kinetics of growth, production and consumption with initial glucose 145 g / l.
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In the experiment with 102 g / l initial glucose (Figure 17), lysine production started between
9 and 10 hours. From 22 up to 46 hours the lysine production rate was kept constant (0.475 g /
l h of lysine), at 52 hours the reduction in production rate was only 8%. The overall yield YP /
S was 0.247 g of lysine / g glucose.

Figure 18. Kinetics of growth, production and consumption with initial glucose 102 g / l.

The model parameters of growth, production and consumption presented in equations [1] to
[4] are presented in Table 2.

For evaluation of the parameters α, β and ms. The equations were solved using the Runge-
Kutta 4th order and an adjustment of the experimental data by nonlinear regression using the
GREG program [50].

Parameter 102g/l glucose 145g/l glucose

μ 0.422 0.362

L 11.36 9.26

α 0.974 0.72

β 0.0405 0.0378

Y’X/S 0.42 0.38

Y’P/S 0.36 0.36

ms – 0.0245

Table 2. Models parameter of growth, production, and lysine and glucose consumption.
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In evaluating the parameters α, β and ms, the other parameters were kept constant and
adjusting the experimental data was performed with the data obtained from 12 h until the end
of the maintenance phase (phase to production rate constant).

In Figures 19 and 20 shows the experimental data and the values generated by equations (solid
lines) and can be seen that models correctly predict the growth of the microorganism, product
formation and substrate consumption from the beginning of the lysine production phase, until
the end of the maintenance phase.

Initial Glucose (g/L) L – X0 μ YX/Thr qThr

145 9.04 0.362 30.1 0.0120

102 11.14 0.422 37.1 0.0114

Table 3. Results obtained from the specified speed of consumption of threonine to two different initial
concentrations of glucose.

The rate of consumption of threonine is affected by the initial concentration of glucose due to
the effect that the osmotic pressure produced in the cells.

Figure 19. Setting the biomass data to the logistic model (glucose = 145 g/L)

Based on the data in Table 4, an experiment was conducted with airflow of 1 vvm and initial
concentration of 150 g / l and 0.6 g / l glucose and L-threonine respectively (Figure 20). The
dissolved oxygen began to decrease at approximately 2 h and reached a level below 5%
saturation at approximately 20 hours. In Figure 20 it can be seen the effect of oxygen in the
growth rate, until 8 h, μ = 0.250 s-1with a saturation percentage of dissolved oxygen of 20% and
22 to 46, μ = 0.0135, after the culture was oxygen limited.
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Air flow (vvm) ml of antifoam uptake (12 h)
liquid entrained by the air

trapped in the condenser

0.5 <1 -

1.0 15 2.2

1.5 27.5 4.4

2.0 55.5 8.0

2.5 >75 11.2

3.0 - 16.8

Table 4. Exploratory experiments for found the optimal initial air flow in the airlift bioreactor.

Figure 20. Oxygen limiting effect on the biomass formation.

6.5. Experimental determination of the volumetric coefficient of oxygen transfer

Determination of the solubility of oxygen in the fermentative culture. Because in the experi‐
ments with variable air flow was not possible to maintain the dissolved oxygen concentration
required for the fermentation experiments was determined by enriching the airflow with
oxygen. Were tested for solubility of oxygen in the fermentative culture with various concen‐
trations of glucose, 100, 140 and 180 g / l were obtained the following results:

Glucose (g/l) DO (%) MgO2/l

180 85.22 5.27

140 85.98 5.31

100 87.30 5.40

Table 5. Solubility of oxygen in the fermentative medium with different glucose concentrations.
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The difference in concentration of dissolved oxygen concentration between the highest and
lowest blood glucose was only 2.11% [51]. Therefore experiments to determine kLa is conducted
in fermentative medium with 140 g / l glucose. One way to improve oxygen transfer in the
fermentations is to increase the solubility by increasing the mole fraction of gas in the airflow.
Based on this, we measured the concentration of dissolved oxygen in the bioreactor by varying
the mole fraction of oxygen in the air flow. The results are presented in Table 6.

Oxygen flow rate

(vvm)
Air flow rate (vvm)

Oxygen molar

fraction
mmol O2/l mg O2/l

0 3400 0.209 0.165 5.27

500 2900 0.325 0.255 8.15

750 2650 0.383 0.307 9.81

1000 2400 0.442 0.349 11.18

1500 1900 0.558 0.441 14.10

Table 6. Experimental results of the measurement of dissolved oxygen.

Experimental data of solubility of oxygen, according to Henry's Law can be adjusted to a
straight line (Figure 21). These data were used in subsequent calculations.

Figure 21. Adjusting kLa experimental values obtained by the technique of gas removal.

In 2003, Ensari and Lim [52] proposed a model in which incorporated the rate of oxygen
consumption to describe the kinetics of fermentation of L-lysine and handled 0,266 mmolO2 /
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l as 100% saturation, 30% of this amount is equivalent mgO2 to 2.55 / l. If we take the value of
2.55 mgO2 / l, as the minimum value of dissolved oxygen should be maintained during the
fermentation and used to calculate the oxygen transfer rate, as the mole fraction of oxygen
increases in the air flow, the percentage of dissolved oxygen is reduced, due to the increase in
the concentration gradient, which is the driving force for oxygen transfer.

Once the solubility data obtained at different levels of enrichment, we proceeded to calculate
the values of the volumetric coefficient of oxygen transfer. KLa value is proportional to the
increase in the molar fraction of oxygen in the air flow, this is because increasing the amount
of oxygen in the flow, and the contact area is higher. The results obtained with the gas
elimination technique, are shown in Table 7 and were useful because together with the values
of solubility of oxygen, were used to calculate the maximum oxygen transfer rate in the system,
the conditions of dissolved oxygen required.

Mole fraction of oxygen kLa (h-1] Number of adjusted data R2

0.209 57 10 0.9977

0.209 56 10 0.9979

0.325 171 5 0.9958

0.325 169 5 0.9903

0.383 205 5 0.9921

0.383 208 5 0.9911

0.442 233 3 0.999

0.442 230 3 0.9975

Table 7. Experimental KLa data obtained by the technique of gassing out.

While gassing out method showed a good correlation decided to try the dynamic method to
see if you got a better approximation.

6.6. Dynamic method

In Figure 22, shows the data obtained during the development of direct measurements were
performed to calculate the volumetric coefficient of oxygen transfer. Data from the first phase
of the experiment were used to measure the oxygen consumption rate in the second phase, the
coefficient of volumetric oxygen transfer. In fermentation, the oxygen transfer rate can be
calculated using the following equation:

d CL

dt =  K L a(CL
* - CL ) - QO2

X (26)

Where, QO2 is the specific rate of oxygen consumption, which can be defined as the specific
growth rate between the yields of oxygen.
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QO2
=  μ

Y O2
(27)

Figure 22. Typical response during the development of the dynamic technique of oxygen uptake

QO2 value can be considered constant during the exponential phase of growth, since, during
this stage, both the specific growth rate and yield of oxygen remained constant [25].

This dependency has been used by several authors [51, 53] for correlating the concentration of
biomass and the rate of oxygen consumption by a constant parameter, at least during the
exponential growth phase. For these experiments, we used a concentration we used a concen‐
tration of 140 g / l glucose and the flow of air not enriched with oxygen. The results of
calculating the specific rate of oxygen consumption are shown in Table 8. The average value
of QO2, was 159 mg O2 / g of cells per h, with a standard deviation of 1,414. With this information
it is possible to determine the amount of oxygen required for a given biomass concentration
in a fermentation and establish the amount of oxygen to be provided shall in the airflow.

Molar fraction molar of Oxygen QO2X R2 X (g cells)
QO2

(mgO2/g cell h)

0.209 0.01242 0.999 0.28 160

0.209 0.01443 0.997 0.33 158

Table 8. Calculation of the specific rate of oxygen consumption

To calculate the volumetric coefficient of oxygen transfer, we generated a graph (Figure 23) of
dC / dt + QO2X against CL, where the slope of the line is -1/kLa and intercept and CL. kLa value
of the average between the two experiments was 53 with a standard deviation of 1.414 that
show a good acceptation.
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Comparing the values obtained with the technique kLa gas removal and direct measurement
shows that the kLa value measured in the early hours of the fermentation is very similar to the
calculated half fermentative bacteria free. Therefore, to calculate the oxygen transfer rate was
determined considering constant since the viscosity during the fermentation does not vary
significantly. The solubility of oxygen, may be affected if, therefore, the dissolved oxygen
electrode was calibrated at the start of fermentation to a high saturation conditions chosen and
the operation of the fermenter was held at the level of dissolved oxygen concentration
corresponding.

Figure 24. Calculating the volumetric coefficient of oxygen transfer, using a direct method, the slope of the line is
equal to -1/kLa.

Figure 23. Calculation of the oxygen consumption rate using a direct method, the slope of the line is equal to-QO2X.
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6.7. Oxygen enrichment experiments

In the case of the 21253 strain of Corynebacterium glutamicum, the course of the airlift fermen‐
tation in the bioreactor can be divided in 4 phases. The first phase is characterized by expo‐
nential growth of the organism (as long as there are no restrictions of any nutrient). The
duration of this phase depends on the initial concentration of threonine in the fermentative
medium. The depletion of threonine, the second phase begins. At this point lysine production
begins, the dissolved oxygen concentration is increased (this implies a decrease in oxygen
consumption at the maximum consumption of oxygen is given up to the point of exhaustion),
the cell concentration continues to increase and eventually reaches a maximum of approxi‐
mately 1.6 times the amount shown at the point of exhaustion of threonine 1.7 times [54].

The end of biomass production is due to the depletion of threonine [48] and begins the third
phase, in which occurs the maintenance stage and the lysine production rate remains constant.
In the fourth phase, the decrease in the production rate is remarkable, because it is not possible
cell turnover by the lack of threonine, leucine and methionine, therefore, the biomass concen‐
tration decreases.

The yield of threonine should vary depending on the initial concentration of glucose due to
growth inhibition that occurs in high concentrations. So far, in experiments with variable air
flow, with an initial concentration average of 145 g / l of glucose values were μ = 0.331 (h -1)
YX / Thr = 23.10 (g biomass / g of threonine) and qThr = 0.0143 (g threonine / g biomass h) in the
bioreactor airlift was obtained in a yield of 40.50 (g biomass / g of threonine). In both cases the
oxygen limited the growth.

Figure 25. Stages in the lysine fermentation with Corynebacterium glutamicum ATCC 21253 in an airlift bioreactor.

To determine the parameters of the model without oxygen limitation were conducted two
experiments with initial concentrations of 145 and 100 g / l glucose and 0.3 g / l of threonine.
For fermentation with 145 g / l initial glucose, the maximum molar fraction of oxygen was 0.325
and 0.349 for fermentation with 102 g / l initial glucose. In Table 8 shows the final results of
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the two fermentations. The kinetics of growth, product formation and substrate consumption
can be observed in Figures 26 and 27.

Initial Glucose (g/l) Biomass (g/l) Lysine (g/l) Residual glucose (g/l) Process time(h)

145 9.26 21.96 55.0 79

102 11.36 21.9 13.2 52

Table 9. Final results of the fermentations with oxygen-enriched air at the same culture conditions.

The yield YX / Thr between both experiments varied due to the inhibition caused by the initial
concentration of glucose, for the experiment with 145 g / l initial glucose YX / Thr = 30.13 (g
biomass / g of threonine) and in which was used 102 g / l initial glucose was 37.1 (g biomass /
g of threonine). This indicates that the amount of threonine to increase relative to the amount
of glucose for an adequate quantity of biomass in each fermentation and minimize residual
glucose concentrations.

Figure 26. Rheological behaviour when the shear stress versus the shear stress change respect the times and with ini‐
tial glucose concentration of 100 g / L.

6.8. Results of dynamic rheological behaviour of fermentation process

The model that best described the shear stress in function of the shear rate was

Biofluido behaviour in initial concentrations of 100 (Exp. 1), 140 (Exp. 2) and 180 g / l (Exp. 3)
glucose and 1 vvm of air flow, presents different behaviour with respect to its apparent
viscosity. Analyses were performed on a controlled stress rheometer with ARG2 type concen‐
tric cylinder geometry and with an observation range of 0.1 to 300 rps. The following figures
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show the behaviour of the shear stress on the shear rate and at different times to take sample
of fermentation broth.

The rheological analysis was carried out both in increasing the shear rate and decreasing the
same and no significant change was observed i.e. a curve passes over another, this being a
feature of pseudoplastic fluids.

Figure 27. Rheological behaviour when the shear stress versus the shear stress change respect the times and with ini‐
tial glucose concentration of 140 g / L.

Figure 28. Rheological behaviour when the shear stress versus the shear stress change respect the times and with ini‐
tial glucose concentration of 180 g / L.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling420



show the behaviour of the shear stress on the shear rate and at different times to take sample
of fermentation broth.

The rheological analysis was carried out both in increasing the shear rate and decreasing the
same and no significant change was observed i.e. a curve passes over another, this being a
feature of pseudoplastic fluids.

Figure 27. Rheological behaviour when the shear stress versus the shear stress change respect the times and with ini‐
tial glucose concentration of 140 g / L.

Figure 28. Rheological behaviour when the shear stress versus the shear stress change respect the times and with ini‐
tial glucose concentration of 180 g / L.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling420

It is evident that the maximum apparent viscosity is obtained between 24 and 36 hours the
fermentation process, and subtly observed as the shear stress decreases with increasing the
initial concentration of glucose in the medium (Figure 28) for the same shear rate.

The following graphs we can provide additional information to what occurs with respect to
the apparent viscosity of the medium and in the same manner at different initial values of
glucose.

Similarly one can conclude that the reduced carbon source leads to a decrease in apparent
viscosity. The rheological parameters can be described in terms of the model of power law

Figure 29. Apparent viscosity versus Shear rate at different times, with initial glucose 100 g / l.

Figure 30. Apparent viscosity versus Shear rate at different times, with initial glucose 140 g / l.
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fluids for pseudoplastic, which show a nonlinear relationship between shear stress (τ) and
shear rate (γ).

τ =k*γ n (28)

The constant k is a measure of the consistency of the fluid consistency index is called, and the
exponent n is indicative of the deviation of the fluid flow about the behaviour and often called
Newtonian behaviour index. For pseudoplastic fluids it holds that n <1, while n> 1 means a
dilatant flow behaviour. The power law representing the Newtonian fluid when n = 1. To look
more closely shown in the following tables the evolution of the flow rate and consistency index
with respect to time and the initial glucose concentration.

Time (h) K (Pa*s) n

0 0.00509 1.0055

6 0.00580 1.0111

24 0.00599 1.0136

36 0.01010 0.9779

48 0.00827 0.9926

Table 10. Evolution of the flow and consistency index when were used the initial glucose 100 g / l.

Figure 31. Apparent viscosity versus Shear rate at different times, with initial glucose 180 g / l.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling422



fluids for pseudoplastic, which show a nonlinear relationship between shear stress (τ) and
shear rate (γ).

τ =k*γ n (28)

The constant k is a measure of the consistency of the fluid consistency index is called, and the
exponent n is indicative of the deviation of the fluid flow about the behaviour and often called
Newtonian behaviour index. For pseudoplastic fluids it holds that n <1, while n> 1 means a
dilatant flow behaviour. The power law representing the Newtonian fluid when n = 1. To look
more closely shown in the following tables the evolution of the flow rate and consistency index
with respect to time and the initial glucose concentration.

Time (h) K (Pa*s) n

0 0.00509 1.0055

6 0.00580 1.0111

24 0.00599 1.0136

36 0.01010 0.9779

48 0.00827 0.9926

Table 10. Evolution of the flow and consistency index when were used the initial glucose 100 g / l.

Figure 31. Apparent viscosity versus Shear rate at different times, with initial glucose 180 g / l.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling422

Time (h) K (Pa*s) n

0 0.00640 1.0141

6 0.00682 1.0093

12 0.00320 1.0133

24 0.00625 1.0095

36 0.00620 1.0033

48 0.00626 1.0048

54 0.00638 0.9929

72 0.00864 0.9514

Table 11. Evolution of the flow and consistency index when were used the initial glucose 140 g / l.

Time (h) K (Pa*s) n

0 0.00157 1.0028

6 0.00209 0.9577

12 0.00202 0.9633

24 0.00227 0.9389

36 0.00212 0.9589

48 0.00199 0.9735

54 0.00152 0.9944

72 0.00149 0.9891

96 0.00133 0.9889

102 0.00126 0.9995

Table 12. Evolution of the flow and consistency indices when were used the initial glucose 180 g / l.

With these data it is easy to see how the cross breeding ground of a pseudoplastic to dilatant,
if however it remains very close to the threshold of Newtonian behaviour.

Trying to interpret which may be the kinetic relationship with the following graphs are
presented, which illustrates the behaviour of the indices of both flow and consistency.

Can be seen from the graph that during the growth phase of the microorganism fluid behaves
as pseudoplastic and when it reaches the stationary phase changes dilatant. The interesting
thing is that presented in this final stage the culture broth is such that can be separated easily
from the microorganism and undesirable solids, providing the following extraction step of the
lysine.
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Figure 33. Behaviour consistency index (k) and biomass through fermentation time, using an initial glucose concen‐
tration of 140 g / l.

Shows the effect of glucose on the growth of the microorganism, presenting a catabolic
repression, and which manifests itself in changing the rheology of the system. We can see that
it is present a phase lag increased with increasing initial glucose concentration and the fluid
is Newtonian behaviour.

When using the higher initial glucose concentration shows a higher apparent viscosity and
thus shows the suppressive effect on growth of the microorganism, once decreases the
concentration of glucose over time changes the rheological behaviour of the system, but with
a low lysine production.

Figure 32. Behaviour consistency index (k) and biomass through fermentation time, using an initial glucose concen‐
tration of 100 g / l.
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With this new information becomes more evident that the media has a high apparent viscosity
at about 24 hours of fermentation, if this information is compared by the kinetics osmolality
can be concluded to be due to agglomeration of biomass and the relative glucose in the
medium.

Similarly one can conclude that the reduced carbon source leads to a decrease in apparent
viscosity. The rheological parameters can be described in terms of the model of power law
fluids for pseudoplastic, which show a nonlinear relationship between shear stress and shear
rate.

7. Conclusions

Using the obtained relationships between amino acids were prepared culture media in which,
L-threonine limits growth and the amino acids L-leucine and L-methionine is not present in
excess, reducing the cost of these amino acid supplementation. The initial concentrations of
threonine and glucose, affect the growth of the microorganism. The lack of threonine causes a
cessation in growth and a subsequent decrease in biomass, while glucose depending on the
initial concentration affects the specific growth rate and inhibits the formation of biomass. Thus
the overall process yield is closely related to the initial concentrations of threonine and glucose
airlift reactors in the oxygen transfer rate can be increased by increasing the air flow. In studies
in the present study we observed that, the use of air flows greater than 1 vvm generate a large
amount of foam, making it necessary to use defoamers, in decreasing the solubility of oxygen
in the fermentative medium. To maintain adequate oxygenation, in combination with the
advantages of the airlift bioreactor, resulted in a prolongation of the maintenance phase,
whereby the lysine production rate was constant for a period of time greater than that reported
in stirred tank bioreactors. In an airlift, using a minor amount of biomass can generate the same
or greater amount of product, reducing the initial amount of amino acids, glucose and

Figure 34. Behaviour consistency index (k) and biomass through fermentation time, using an initial glucose concen‐
tration of 180 g / l.
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ammonium sulfate. Growth models, product formation and substrate consumption correctly
predict from the start of the production phase of lysine, to the end of phase constant production
rate. It can therefore be used for the simulation of the process from the beginning of fermen‐
tation, until the end of the maintenance phase.
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1. Introduction

Dehydration operations are important steps in the food processing industry. The basic
objective in drying food products is the removal of water in the solids up to a certain level, at
which microbial spoilage is minimized. The wide variety of dehydrated foods, which today
are available to the consumer (dried fruits, dry mixes and soups, etc.) and the interesting
concern for meeting quality specifications, emphasize the need for a thorough understanding
of the operation [1].

Dehydrated products can be used in many processed or ready-to-eat foods in place of fresh
foods due to several advantages such as convenience in transportation, storage, preparation
and use. Dehydrated products need to be rehydrated before consumption or further processing
[2]. Rehydration is a process of moistening dry material [3]. Rehydration is usually carried out
by soaking the dry material in large amounts of water, although, instead of this, some authors
have used air with high relative humidity, either statically or in a drying chamber with air
circulation [4].

Three main processes take place simultaneously during rehydration: the imbibition of water
into the dried material and the swelling and the leaching of solubles [5]. It is a very complex
phenomenon that involves different physical mechanisms such as water imbibition, internal
diffusion, convection at the surface and within large open pores, and relaxation of the solid
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matrix. Capillary imbibition is very important during the early stages, leading to an almost
instantaneous uptake of water. Tension effects between the liquid and the solid matrix may
also be relevant [6]. In the rehydration process, two main crosscurrent mass fluxes are involved,
a water flux from the rehydrating solution to the product, and a flux of solutes (sugars, acids,
minerals, vitamins) from the food product to the solution, and the kinetics depends on the
immersion medium [2,6,7].

Rehydration is influenced by several factors, grouped as intrinsic factors (product chemical
composition, pre-drying treatment, drying techniques and conditions, post-drying procedure,
etc.) and extrinsic factors (composition of immersion media, temperature, hydrodynamic
conditions) [8]. Some of these factors induce changes in the structure and composition of the
plant tissue, which results in the impairment of the reconstitution properties [9]. Therefore
equilibrium moisture content at saturation does not reach the moisture content of the raw
materials prior to dehydration, indicating that the dehydration procedure is irreversible [1].
Physical and chemical changes that take place during drying affect the quality of the dehy‐
drated product, and by a simple addition of water, the properties of the raw material cannot
be restored [10]. Rehydration cannot be simply treated as the reverse process to dehydration
[11]. Hence, rehydration can be considered as a measure of the injuries to the material caused
by drying and treatments preceding dehydration [12].

Rehydration characteristics are therefore employed as a parameter to determine quality [5].
Optimal reconstitution can be achieved by controlling the drying process and adjustment of
the rehydration conditions [13]. The knowledge of the rehydration kinetics of dried products
is important to optimise processes from a quality viewpoint since rehydration is a key quality
aspect for those dried products that have to be reconstituted before their consumption [14].
The most important aspect of rehydration technology is the mathematical modelling of the
rehydration process. Its purpose is to allow design engineers to choose the most suitable
operating conditions. The principle of modelling is based on having a set of mathematical
equations that can adequately describe the system. The solution of these equations must allow
prediction of the process parameters as a function of time. Therefore the use of a simulation
model is a valuable tool for prediction of performance of rehydration systems [15].

Many models have been investigated to predict migration of water in foods and, for example,
relate moisture content to time. The models are theoretical, empirical, semi-empirical, expo‐
nential, and non-exponential ones, and despite the widespread use of computers and their
associated softwares, empirical equations are still widely used in view of their simplicity and
ease of computations [16]. Theoretical models, however, are based on the general theory of
mass and heat transfer laws. They take into account fundamentals of the rehydration process
and their parameters have physical meaning. Therefore, theoretical models can give an
explanation of the phenomena occurring during rehydration. On the other hand however these
models are more difficult in application compared to other mentioned models [15].

The aim of the present chapter was to discuss the suitability of rehydration models and indices
for describing mass transfer kinetics during rehydration of dried fruits and vegetables.
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2. Mathematical description of rehydration process

2.1. Rehydration indices

There is a large number of research reports in which authors measure the ability of dry material
to rehydrate. Results of experiments are expressed in variable ways and quite often the same
index is differently named. The most common index used to express rehydration of dry plant
tissue is rehydration ratio defined as follows:

mass after rehydration
mass before rehydration 

Rehydration ratio (RR) = (1)

Rehydration ratio was used to express the rehydration of the dried products such as carrots
[17], mushrooms [18], pears [19], potatoes [20], and coriander leaves [21]. RR is sometimes
named rehydration capacity [22,23]. To facilitate a mathematical description of the rehydration
phenomenon, the experimental reconstitution data were correlated with time according to a
second order polynomial relation [20,24]:

2RR a b ct t= + + (2)

During rehydration together with water acquisition, soluble compounds can be leached.
Observed increase in mass is a net result of those processes, and practically gives no informa‐
tion about the amount of absorbed water or the mass of lost solubles. Lewicki in [12] proposed
three indices to estimate the rehydration characteristics of dried food. These are the water
absorption capacity (WAC), the dry matter holding capacity (DHC), and the rehydration
ability (RA).

The water absorption capacity gives information about the ability of the material to absorb
water with respect to the water loss during dehydration and varies in the range 0≤WAC≤1.
The more the water absorption capacity is lost during dehydration the smaller the index. Water
absorption capacity is defined by:

mass of water absorbed during rehydrationWAC
mass of water removed during drying

= (3)

and can be calculated from the formula:

(1 ) (1 )
WAC

(1 ) (1 )
r r d d

o o d d

m s m s
m s m s

- - -
=

- - -
(4)

The dry matter holding capacity is a measurement of the ability of the material to retain soluble
solids after rehydration and provides information on the extent of tissue damage and its
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permeability to solutes. The more the tissue is damaged the smaller the index. The dry matter
holding capacity varies in the range 0≤DHC≤1. The index is calculated by:

DHC r r

d d

m s
m s

= (5)

The rehydration ability measures the ability of the dried product to rehydrate and shows the
total damage of the tissue by drying and soaking processes. The index varies in the range
0≤RA≤1. The more the tissue is damaged the smaller is the index. The rehydration ability is
given by:

RA WAC DHC= × (6)

The indices proposed by Lewicki in [12] were employed to express the rehydration of the dried
products such as apples [25,26], Boletus edulis mushrooms [4], chestnuts [5], and Morchella
esculenta (morel) [14].

2.2. Mathematical models

The analysis of the rehydration kinetics can be very useful for optimizing process condition.
Many theoretical and empirical approaches have been employed and in some cases empirical
models were preferred because of their relative ease of use.

2.2.1. Empirical and semi-empirical models

Among the empirical models, the one proposed by Peleg in [27] is a two parameter, non-
exponential equation to describe water transport from the surface to the interior of the solids.
The model proposed by Peleg in [27] is as follows:

1 2

t
A A t0M M= ±

+
(7)

where A1 is the Peleg rate constant (s) and A2 is the Peleg capacity constant.

In Eq. (7) “±” becomes “+” if the process is absorption or adsorption and “–” if the process is
drying or desorption.

The rate of sorption can be obtained from the first derivative of the Peleg equation:

1
2

1 2

AdM
d (A A )t t

= ±
+

(8)
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The rate of sorption can be obtained from the first derivative of the Peleg equation:

1
2

1 2

AdM
d (A A )t t

= ±
+

(8)
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and at the very beginning (t=0):

10

d 1
d At

M
t =

= ± (9)

If time of the process is long enough (t→∞), the equilibrium moisture content can be calculated
by:

0
2

1
AeM M= ± (10)

Linearization of Eq. (7) gives:

1 2
0

(A A )t t
M M

= ± +
-

(11)

allowing for the determination of A1 and A2 values by linear regression of experimental data.

Some of the authors correlated A1 value by means of exponential equation according to an
Arrhenius type relationship [4,5]:

a
1 0

E
A A exp( )

RT
= - (12)

where A0 is the constant.

The Peleg [27] model has been widely used due to its simplicity, and has been reported to
adequately describe the rehydration of various dried products such as apples [28], bambara
[29], candied mango [7], carrots [30], chickpea [31], red kidney beans [32], and wheat [33].
Bilbao-Sáinz et al. in [34] applied Peleg model to volume recovery data assuming the following
form of equation:

0
1 2A A

tV V
t

= +
+

(13)

Marqes et al. in [35] modified the Peleg model obtaining the following form of equation:

2 1 2

( ) 1
A A Ad d t

m t m t
m m t

®¥

é ùæ ö
= - +ê úç ÷ç ÷ +ê úè øë û

(14)
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and applied it for modelling of dried tropical fruits rehydration.

Pilosof et al. in [36] proposed empirical, two parameter, non-exponential equation to describe
kinetics of water uptake to food powders. The Pilosof-Boquet-Batholomai model [36] is as
follows:

3
0

4

A
A

t
M M

t
= ±

+
(15)

where A3 and A4 are constants.

If time of the process is long enough (t→∞), the equilibrium moisture content can be calculated
by:

0 3AeM M= + (16)

Linearization of Eq. (15) gives:

4

0 3 3

A1
A A

t t
M M

= +
-

(17)

It can be deducted from Eq. (11) (for absorption or adsorption) and (17) that A1=A4/A3 and A2=1/
A3.

The Pilosof-Boquet-Batholomai model [36] has been used by Sopade et al. in [16] for describing
water absorption of wheat starch, whey protein concentrate, and whey protein isolate.

Singh and Kulshrestha in [37] proposed empirical, two parameter, non-exponential equation
to describe kinetics of water sorption by soybean and pigeonpie grains. The model developed
by Singh and Kulshrestha [37] is as follows:

5 6
0

6

A A
A 1

t
M M

t
= ±

+
(18)

where A5 and A6 are constants.

If time of the process is long enough (t→∞), the equilibrium moisture content can be calculated
by:

0 5AeM M= + (19)

Linearization of Eq. (18) gives:
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0 5 5 6

1 1
- A A A
t t

M M
= + (20)

It can be deducted from Eq. (11) (for absorption or adsorption), (17) and (20) that A1=A4/A3=1/
(A5A6), A2=1/A3=1/A5 and therefore A3=A5 and A4=1/A6.

The Singh-Kulshrestha [37] model has been used in [16] for describing water absorption of
wheat starch, whey protein concentrate, and whey protein isolate.

Wesołowski in [38] developed the following empirical, three parameter, exponential equation
to describe rehydration of apples:

C( ) A(B e )t

d

m t
m

-= - (21)

where A, B, and C are constants.

For a long enough time, equilibrium value is given by:

( ) A B
d t

m t
m

®¥

æ ö
= ×ç ÷ç ÷

è ø
(22)

Equation (21) was also verified when mass has been replaced with moisture content [38,39].

The model proposed by Witrowa-Rajchert in [40] is as follows:

( ) 1A B 1
1 BCd

m t
m t

æ ö
= + -ç ÷+è ø

(23)

where A, B, and C are constants.

It is an empirical, three parameter, non-exponential model. For a long enough time, equilibri‐
um value is given by:

( ) A B
d t

m t
m

®¥

æ ö
= +ç ÷ç ÷

è ø
(24)

Equation (23) was also verified for the increase of moisture content and volume. Discussed
model has been applied for describing the rehydration of apples, carrots, parsleys, potatoes,
and pumpkins [40,41].
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The probabilistic Weibull model was described first by Dr. Walodi Weibull to represent the
distribution of the breaking strength of materials and later to describe the behaviour of systems
or events that have some degree of variability [14]. For drying and rehydration processes a
two parameter, exponential equation based on the Weibull model is as follows:

0

e 0
1 exp

M M t
M M

b

a

é ù- æ öê ú= - -ç ÷- ê úè øë û
(25)

where α is the scale parameter (s) and β is the dimensionless shape parameter. The scale
parameter α is a kinetic coefficient. It defines the rate of the moisture uptake process and
represents the time needed to accomplish approximately 63% of the moisture uptake process.
Different values of α lead to a very different curves: for instance, the higher its value, the slower
the process at short times. The shape parameter is a behaviour index, which depends on the
process mechanism [42]. Although the Weibull model is empirical one, it was demonstrated
recently that the Weibull distribustion has a solid theoretical basis, stemming from physical
principles [6].

The Weibull model was found to yield good results in the description of rehydration of a
variety of dried foods such as Boletus edulis mushrooms [4], Morchella esculenta (morel) [14],
oranges [43], and ready-to-eat breakfast cereal [42]. Cunha et al. in [44] correlated the scale
parameter α value by means of exponential equation according to an Arrhenius type relation‐
ship (Eq. (12)).

Marques et al. in [35] modified the Weibull model obtaining the following form of equation:

( ) ( ) ( )1 exp
d d dt t

m t m t m t t
m m m d

b

®¥ ®¥

é ùé ùæ ö æ ö æ öê ú= + - -ê úç ÷ ç ÷ ç ÷ç ÷ ç ÷ ê úè øê úè ø è øë û ë û
(26)

and applied it for modelling of dried tropical fruits rehydration.

Marabi et al. in [6] modified the Weibull model obtaining the following form of equation:

0

e 0
1 exp

'
M M t
M M

b

a

é ù- æ öê ú= - -ç ÷- ê úè øë û
(27)

and

2
'

calc

L
D

a = (28)
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 calc eff gD D R= × (29)

where Rg is the constant and is a characteristic of the geometry utilized. Marabi et al. in [6]
applied Eq. (27) for modelling rehydration of carrots.

The rate of rehydration can be obtained from the semi-empirical first order kinetic model [45]:

e( )dM k M M
dt

= - - (30)

At zero time M is equal M0 the moisture content of the dry material, and Eq. (30) is integrated
to give the following expression:

e

0 e
exp(- )

M M
kt

M M
-

=
-

(31)

The Arrhenius equation (Eq. (12)) can be employed to describe the temperature dependence
of rehydration rate constant k [45-47].

The first order kinetic model has been reported to adequately describe the rehydration of
various dried products such as apples, potatoes, carrots, bananas, pepper, garlic, mushrooms,
onion, leeks, peas, corn, pumpkins, and tomatoes [1], chickpeas [46], soybeans [47], and
tamarind seeds [45].

Misra and Brooker in [48] developed the following empirical, exponential model

e

0 e
exp(- )nM M

kt
M M

-
=

-
(32)

(where n is constant) and applied it for modelling the rewetting of dried corn. Equation (32)
has been successfully used by Shatadal et al. in [49] to describe the rewetting of dried canola.

Mizuma et al. in [50] modified the first order kinetic model obtaining two form of equations:

(1 )ndx k x
dt

= - (33)

and

n(1 ) ( a)dx k x x
dt

= - + (34)
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(where a and n are constants) and applied them for modelling of water absorption rate of rice.

2.2.2. Theoretical models

Studies revealed that rehydration is a multifaceted mass transfer process, and uptake is
governed by several mechanisms of liquid imbibition in porous media. Rehydration of dried
plant tissues is a very complex phenomenon involving different transport mechanisms,
including molecular diffusion, convection, hydraulic flow, and capillary flow. One or more
mechanisms may occur simultaneously during water or other medium imbibition into a dry
food sample [51].

Theoretical models take into account the process basic physical principles. Physically based
modelling requires in depth process understanding. As evaluation of some physical properties
and complex process interrelationships are very difficult to quantify, the efficiency of these
models is typically limited to approximations [51].

Theoretical models describing water absorption in foods are mostly based on the diffusion of
water through a porous medium, therefore they assume that liquid water sorption by plant
tissue is a diffusion controlled process. If water transport is assumed to take place by diffusion,
then the process of rehydration can be described using Fick’s second law:

( )M D M
t

¶
= Ñ Ñ

¶
(36)

In order to solve the differential equation (36) the following simplifying assumptions were
adopted mostly in the literature:

• the initial moisture content in the solid is uniform (the initial condition):

00t
M M

=
= (37)

• the water diffusion coefficient is constant,

• moisture gradient at the centre of the solid is zero,

• the sample geometry remains constant during the rehydration process,

• external resistance to heat and mass transfer is negligible, i.e. the sample surface attains
saturation (equilibrium) moisture content instantaneously upon immersion in absorption
media (the boundary condition of the first kind):
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eA
M M= (38)

• heat transfer is more rapid than mass transfer, so that the process can be assumed isothermal.

Biological materials before drying are cut into small pieces, mostly slices or cubes. They can
also be spherical in shape. Therefore Eq. (36) applied to the description of the rehydration of
dried material (with the simplifying assumptions mentioned above) takes the following form:

for an infinite plane (slices):

2

2
M MD
t x

¶ ¶
=

¶ ¶
(39)

for a finite cylinder (slices):

( )

2 2

2 2
1

0;0 ;  -C

M M M MD
t r rr z

t r R h z h

æ ö¶ ¶ ¶ ¶
= + +ç ÷ç ÷¶ ¶¶ ¶è ø

> < < < < +

(40)

for a cube:

2 2 2

2 2 2

( 0;  - ;  - ;  - )c c c c c c

M M M MD
t x y z

t R x R R y R R z R

æ ö¶ ¶ ¶ ¶
= + +ç ÷ç ÷¶ ¶ ¶ ¶è ø
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(41)

for a sphere:

2

2
2

( 0;  0 )c

M M MD
t r rr

t r R

æ ö¶ ¶ ¶
= +ç ÷ç ÷¶ ¶¶è ø

> < < +

(42)

(t>0; 0<r<+Rc) The initial conditions (Eq. (37)) are following:

for an infinite plane

( ) 0,0    constM x M= = (43)
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for a finite cylinder

( ) 0, ,0    constM r z M= = (44)

for a cube

( ) 0 , , ,0    constM x y z M= = (45)

for a sphere

( ) 0 ,0   constM r M= = (46)

The boundary conditions of the first kind (Eq. (38)) take the following form:

for an infinite plane

( ),    constc eM R t M± = = (47)

for a finite cylinder

( ), ,    constc eM R z t M= = (48)

( ), 0, ,   , )  (0 , 0M z Mt z
r

t¶
= ¹ ¥

¶
(49)

( ), ,     consteM r h t M= = (50)

( ,0, ) 0M r t
z

¶
=

¶
(51)

for a cube

( ) ,  ,  ,     constc eM R y z t M± = = (52)

( ),  ,  ,     constc eM x R z t M± = = (53)

( ),  ,  ,     constc eM x y R t M± = = (54)

for a sphere
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( ) ,    constc eM R t M= = (55)

(0, ) 0M t
r

¶
=

¶
(56)

An analytical solution of: (i) Eq. (39) at the initial and boundary conditions given by Eqs.
(43) and (47), (ii) Eq. (40) at the initial and boundary conditions given by Eqs. (44) and (48)-
(51), (iii) Eq. (41) at the initial and boundary conditions given by Eqs. (45) and (52)-(54), and
(iv) Eq. (42) at the initial and boundary conditions given by Eqs. (46) and (55)-(56) with respect
to mean moisture content as a function of time, take the following form [52]:

for an infinite plane
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for a finite cylinder
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where μn are the roots of the Bessel equation of the first kind of zero order

( )0 n   0   J m = (59)

for a cube
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for a sphere
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In order to take into account the necessary number of terms of the series, thirty terms are
routinely used in the calculations [4,14], although Sanjuán et al. [11] stated that taking 6-7 terms
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can be enough. The moisture diffusion coefficient D, also termed effective diffusivity, is an
apparent value that comprises all the factors involved in the process. This coefficient is often
assumed to be temperature-dependent according to an Arrhenius type relationship (Eq. (12))
[11,53,54]. Fick’s equation was also solved considering that the effective diffusivity is moisture-
dependent [4]. In that case, the diffusion model cannot be solved analytically. The finite
element method (FEM) was used in order to identify the parameters. The relationship between
the moisture diffusion coefficient and the moisture content considered was:

( )exp a bD M= + (62)

where a and b are the parameters.

Equation (57) has been reported to adequately describe the rehydration of slices of various
dried products such as Boletus edulis mushrooms [4], broccoli stems [11], carrots [2,8], and
Morchella esculenta (morel) [14]. Bilbao-Sáinz et al. in [34] stated that Fick’s equation of diffusion
(Eq. (58)) was not suitable to model the sorption data of apples (var. Granny Smith). Equation
(61) was found to yield good results in the description of rehydration of dried amaranth grains
[53], dried date palm fruits [54], and dried soybeans [47].

The mathematical model of rehydration developed by Górnicki in [55] is based on the general
theory of mass and heat transfer laws. The model assumes that mass transfer in plant tissue is
a diffusion controlled process. The model allows for determination of temperature distribution
and concentration distribution of both dry matter and water in time and space inside rehy‐
drated material. The developed model takes into account changeable boundary conditions and
changes of material geometry. Six methods of determination of mass transfer coefficients were
proposed. The proposed model has been reported to adequately describe the rehydration of
slices and cubes both parsley and apples (var. Idared).

Few researches recently embarked on a new approach, which is motivated by the recognition
that rehydration of dry food particulates could not be explained and/or modeled solely by a
Fickian mechanism. Mechanisms, such as water imbibition, capillarity and flow in porous
media, were suggested and are considered relevant for describing the ingress of water into the
dried food particulates [51].

Lee et al. in [56] described the rehydration process of freeze-dried fruits (avocado, kiwi fruit,
apple, banana, and potato) based on capillary movement of water in the fruit samples. The
movement of water through the dried material was assumed to follow capillary motion as
described by the Lucas-Washburn equation. The following assumptions were made: (i) the
food structure may be simplified as to consist of multi-individual pores, (ii) one dimensional
flow, (iii) steady state flow, (iv) fully developed flow, (v) Newtonian fluid with negligible
inertia effects, and the following equation was obtained:

1
2

d ( )
d ( )

kh t k
t h t

= - (63)
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described by the Lucas-Washburn equation. The following assumptions were made: (i) the
food structure may be simplified as to consist of multi-individual pores, (ii) one dimensional
flow, (iii) steady state flow, (iv) fully developed flow, (v) Newtonian fluid with negligible
inertia effects, and the following equation was obtained:
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Lee et al. in [56] stated that the parameter k1 (m2s-1) will be the dominant factor of the initial
rate of rehydration while the parameter k2 (m s-1) will become significant during the final state
as rehydration approaches equilibrium.

Other researches started to apply the capillary imbibition theory to model the rehydration of
foods. Weerts et al. in [57-59] utilized a capillary flow approach to model the temperature and
anisotropy effects during the rehydration of tea leafs. Saguy et al. in [60] studied the kinetics
of water uptake of freeze-dried carrots and stated that water imbibition followed the general
Lucas-Washburn equation. Utilizing different liquid media highlighted, however, the need for
model improvement overcoming several discrepancies mainly related to the utilization of a
simple “effective” cylindrical capillary and a constant contact angle.

Consequently, due to the complexity of water transport into porous media, the need for further
research necessary for the development of the theory and model for the application of capillary
imbibition is emphasized [60]. Saguy et al. in [51] elaborated a list of recommended future
studies in this field.

3. Discussion of some results of modelling of mass transfer kinetics during
rehydration of dried apple cubes

The authors’ own results of research are presented in this chapter.

Ligol variety apples used in this study were acquired in local market. The apples were washed
in running tap water, hand peeled and the seeds were removed, and then cut into 10 mm cubes
thickness using specially cutting machine. Samples were dried on the same day. The fluidized
bed drying was carried out using the laboratory dryer constructed in the Department of
Fundamental Engineering, Faculty of Production Engineering, Warsaw University of Life
Sciences, Warsaw, Poland. The drying chamber consists of a column, which is a Plexiglas
cylinder of 12 cm in diameter and 180 cm in height. Drying conditions were 60°C of temper‐
ature and 6 m s-1 of air velocity. Prior to placing the sample in the drying chamber, the system
was run for about one hour to obtain steady conditions. Once the air temperature and
fluidization velocity had stabilized, the sample was put into the fluidized bed dryer and the
drying begins. Drying was continued until there was no weight change. Experiments were
replicated three times. Dried apple cubes were stored in airtight glass containers after dehy‐
dration until they were used in the rehydration experiments.

The dried apple sample was rehydrated by immersion in distilled water at 20°C. The ratio of
the volume of apple cubes to that of the medium (water) was maintained at 1:25. An initial
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amount of 10 g of dried apples was used in each trial. The following measurements were
replicated three times under laboratory conditions: (i) dry matter of solid changes of the
examined samples during rehydration, (ii) volume changes of the examined samples during
rehydration, (iii) mass changes of the examined samples during rehydration. Rehydration
times were 10, 20, 30, 50, 60, 90, 120, 180, 240, 300 and 360 min. At these specified intervales,
samples were carefully removed, blotted with paper towel to remove superficial water, and
weighted. Dry matter of solid was determined according to AOAC standards [61]. The mass
of samples during rehydration and dry matter of samples were weighted with the electronic
scales WPE-300 (RADWAG, Radom, Poland). Maximum relative error was 0.1%. The volume
changes of apple cubes during rehydration were measured by buoyancy method using
petroleum benzine. Maximum relative error was 5%.

Plot for the variation in mass, dry matter of solid, and volume with time during rehydration
are shown in Fig. 1, 2, and 3, respectively. It can be seen from Fig. 1 and 3 that moisture uptake
increases with increasing rehydration time, and the rate is faster in the initial period of
rehydration and decreased up to the saturation level. This initial period of high water uptake
can be attributed to the capillaries and cavities near the surface filling up rapidly [4,62]. As
water absorption proceeds, rehydration rates decline due to increased extraction rates of
soluble materials [63]. Similar trends have been reported in the previous studies [24,28,64]. It
can be observed from Fig. 2 that solute loss increases with increasing rehydration time, and
the rate is faster in the initial period of rehydration and decreased up to the saturation level.
The explanation of such a course of variation in dry matter of solid with time can be the
following. There is an initial steep decrease in solid content because of a high rate of mass
transfer (solid gradient). As the solute concentration equilibrated with the environment, the
rate of change of solid dry matter is substantially reduced [16]. Similar findings have been
noted in the previous studies [2,8,40,55].

The course of rehydration characteristics of apple cubes was described with the following
models: the Peleg model (Eq. (7)) [27], the Pilosof-Boquet-Batholomai model (Eq. (15)) [36], the
Singh-Kulshrestha model (Eq. (18)) [37], and Witrowa-Rajchert model (Eq.(23)) [40]. The
mentioned models were applied for the description of the increase in mass and volume, and
the decrease in dry matter of solid. Mass transfer kinetics during rehydration of apple cubes
was also modelled using theoretical model based on Fick’s second law (Eq. (60)). The variation
of dry matter of solid with time and moisture content was described with this model. The
goodness of fit of the tested models to the experimental data was evaluated with the determi‐
nation coefficient (R2), the root mean square error (RMSE), and reduced chi-square (χ2). The
higher the R2 value, and lower the RMSE and χ2 values, the better is the goodness of fit [15,28].
In this study, the regression analyses were done using the STATISTICA routine.

Coefficients of the chosen empirical models and the results of the statistical analyses are given
in Table 1.

As can be seen from the statistical analysis results, generally high determination coefficient
R2 were observed for all considered empirical models. The values of RMSE and χ2 are compa‐
rable for all models, although it can be noticed that Witrowa-Rajchert model [40] gave the
lowest values of RMSE and χ2. It turned out from the statistical analyses that the Witrowa-
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Figure 1. Variation in mass with time during rehydration of apple cubes immersed in distilled water at 20ºC
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Figure 2. Variation in dry matter of solid with time during rehydration of apple cubes immersed in distilled water at
20ºC
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Rajchert model [40] can be considered as the most appropriate. Taking into account values of
determination coefficient R2 it can be, however, stated that all considered models may be
assumed to represent the rehydration characteristics. The equilibrium mass and dry matter of
solid obtained from the models are in good agreement with the experimental data but only
Witrowa-Rajchert model [40] gave appropriate value of equilibrium volume.

Diffusion coefficients estimated from Fick’s second law for a cube (Eq. (60)) and the results of
the statistical analyses are given in Table 2. Diffusion coefficients are considered constant and
because the cubes dimensions changed during the rehydration, four kinds of variables were
identified: D/Rc

2, D1 for Rc=10 mm, D2 for mean dimension of cube according to time, and D3 for
mean dimension of cube according to moisture content. It can be noticed that diffusion model
described the mass transfer kinetics during rehydration of dried apple cubes well. The deter‐
mined values of D/Rc

2(1.37·10-5 s-1 and 2.64·10-5 s-1) were found to be lower than the reported in
the literature for mushrooms: 4.9·10-4 s-1 and 7.9·10-4 s-1 [4,14]. The determined values of mass
diffusion coefficients was found to be between 2.78·10-10 m2s-1 and 6.60·10-10 m2s-1. These values
are within the general range of 10-12-10-8 m2s-1 (mostly about 10-10 m2s-1) for food materials [65,66].

The swelling of dried apple cubes during rehydration was also described using following
formula:

n
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Figure 3. Variation in volume with time during rehydration of apple cubes immersed in distilled water at 20ºC
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Variable Model name Eq. no. Model
parameters

Equilibrium
value

R2 RMSE χ2

Mass Peleg
[27]

7 A1=0.017407
A2=0.034360

39.104 0.986810 0.970836 1.001431

Pilosof-Boquet-
Batholomai [36]

15 A3=29.10352
A4=0.506620

39.407 0.986810 0.986810 0.970836

Singh-
Kulshrestha [37]

18 A5=29.10352
A6=1.973866

39.104 0.986810 0.986810 0.970836

Witrowa-
Rajchert
[40]

23 A=1.102427
B=2.838299
C=0.622424

39.407 0.987488 0.987488 0.867144

Dry matter
of solid

Peleg
[27]

7 A1=-0.04470
A2=-0.14997

3.332 0.985213 0.204884 0.044601

Pilosof-Boquet-
Batholomai [36]

15 A3=-6.66822
A4=0.298063

3.332 0.985213 0.204884 0.044601

Singh-
Kulshrestha [37]

18 A5=-6.66679
A6=3.358309

3.333 0.985177 0.204886 0.044602

Witrowa-
Rajchert
[40]

23 A=0.932323
B=-0.614312
C=-4.268212

3.154 0.989715 0.168853 0.031271

Volume Peleg
[27]

7 A1=0.020528
A2=0.033683

39.689 0.992019 0.762512 0.617763

Pilosof-Boquet-
Batholomai [36]

15 A3=
29.71020532

A4=
0.611001699

39.710 0.992033 0.762450 0.617663

Singh-
Kulshrestha [37]

18 A5=29.71820
A6=1.634618

39.718 0.992039 0.762449 0.617660

Witrowa-
Rajchert
[40]

23 A=1.018117
B=1.317555
C=1.191287

52.156 0.992155 0.740390 0.601227

Table 1. Coefficients of the chosen empirical models and the results of the statistical analyses

Variable D/Rc
2 D1 D2 D3 R2 RMSE χ2

Dry matter
of solid

2.6407·10-5 6.6017·10-10 6.1702·10-10 5.3756·10-10 0.985583 0.034884 0.000996

Moisture
content

1.3661·10-5 3.4153·10-10 3.1921·10-10 2.7811·10-10 0.99637 0.057613 0.003265

Table 2. Diffusion coefficients (m2s-1) estimated from the Fick’s second law for a cube (Eq. (60)) and the results of the
statistical analyses
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Such a formula has been used in the literature for modelling drying shrinkage [67]. The model
showed a very good fit to the experimental swelling data with a high value of the determination
coefficient R2=0.98920 and low values of root mean square error RMSE=0.01780 and reduced
chi-square χ2=0.00032. The estimated value of swelling coefficient n=0.293.

The coefficients shown in Table 1 were calculated by fitting experimental data to four chosen
empirical models. As it was stated in chapter 2.2.1, the coefficients of the Peleg model, the
Pilosof-Boquet-Batholomai model, and the Singh-Kulshrestha model are connected between
themselves. Table 3 shows the model parameters estimated using these interdependences.

It turned out from the comparison of the results of calculations presented in Tables 1 and 3
that the values of coefficients determined using both methods are almost the same. It can be
stated therefore that there is a similarity of these three considered models and their predictive
abilities for rehydration of dried apple cubes are identical. The same results have been obtained
by Sopade et al. in [16] for describing water absorption of wheat starch, whey protein concen‐
trate, and whey protein isolate. Shittu et al. in [68] observed, however, differences in discussed
models predictive ability for the hydration of African breadfruit seeds.

Variable Model name Equation
no.

Coefficients estimated using
coefficients from the
following model

Model parameters

Mass Peleg [27] 7 Pilosof-Boquet-Batholomai [36] A1=0.017407518

A2=0.034360111

Peleg [27] 7 Singh-Kulshrestha [37] A1=0.017407518

A2=0.034360111

Pilosof-Boquet-

Batholomai [36]

15 Singh-Kulshrestha [37] A3=29.10351515

A4=0.506619958

Dry matter of

solid

Peleg [27] 7 Pilosof-Boquet-Batholomai [36] A1=-0.044699038

A2=-0.149964985

Peleg [27] 7 Singh-Kulshrestha [37] A1=-0.044664539

A2=-0.149997317

Pilosof-Boquet-

Batholomai [36]

15 Singh-Kulshrestha [37] A3=-6.666785913

A4=0.29776892

Volume Peleg [27] 7 Pilosof-Boquet-Batholomai [36] A1=0.020565381

A2=0.033658468

Peleg [27] 7 Singh-Kulshrestha [37] A1=0.020585496

A2=0.033649414

Pilosof-Boquet-

Batholomai [36]

15 Singh-Kulshrestha [37] A3=29.71819917

A4=0.611763873

Table 3. Coefficients of the Peleg model [27], the Pilosof-Boquet-Batholomai model [36], and the Singh-Kulshrestha
model [37] estimated using the interdependences between the coefficients

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling450



Such a formula has been used in the literature for modelling drying shrinkage [67]. The model
showed a very good fit to the experimental swelling data with a high value of the determination
coefficient R2=0.98920 and low values of root mean square error RMSE=0.01780 and reduced
chi-square χ2=0.00032. The estimated value of swelling coefficient n=0.293.

The coefficients shown in Table 1 were calculated by fitting experimental data to four chosen
empirical models. As it was stated in chapter 2.2.1, the coefficients of the Peleg model, the
Pilosof-Boquet-Batholomai model, and the Singh-Kulshrestha model are connected between
themselves. Table 3 shows the model parameters estimated using these interdependences.

It turned out from the comparison of the results of calculations presented in Tables 1 and 3
that the values of coefficients determined using both methods are almost the same. It can be
stated therefore that there is a similarity of these three considered models and their predictive
abilities for rehydration of dried apple cubes are identical. The same results have been obtained
by Sopade et al. in [16] for describing water absorption of wheat starch, whey protein concen‐
trate, and whey protein isolate. Shittu et al. in [68] observed, however, differences in discussed
models predictive ability for the hydration of African breadfruit seeds.

Variable Model name Equation
no.

Coefficients estimated using
coefficients from the
following model

Model parameters

Mass Peleg [27] 7 Pilosof-Boquet-Batholomai [36] A1=0.017407518

A2=0.034360111

Peleg [27] 7 Singh-Kulshrestha [37] A1=0.017407518

A2=0.034360111

Pilosof-Boquet-

Batholomai [36]

15 Singh-Kulshrestha [37] A3=29.10351515

A4=0.506619958

Dry matter of

solid

Peleg [27] 7 Pilosof-Boquet-Batholomai [36] A1=-0.044699038

A2=-0.149964985

Peleg [27] 7 Singh-Kulshrestha [37] A1=-0.044664539

A2=-0.149997317

Pilosof-Boquet-

Batholomai [36]

15 Singh-Kulshrestha [37] A3=-6.666785913

A4=0.29776892

Volume Peleg [27] 7 Pilosof-Boquet-Batholomai [36] A1=0.020565381

A2=0.033658468

Peleg [27] 7 Singh-Kulshrestha [37] A1=0.020585496

A2=0.033649414

Pilosof-Boquet-

Batholomai [36]

15 Singh-Kulshrestha [37] A3=29.71819917

A4=0.611763873

Table 3. Coefficients of the Peleg model [27], the Pilosof-Boquet-Batholomai model [36], and the Singh-Kulshrestha
model [37] estimated using the interdependences between the coefficients

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling450

4. Conclusions

Four empirical and one theoretical models were investigated for their suitability to describe
the mass transfer kinetics during rehydration of dried apple cubes. The determination
coefficient, root mean square error, and reduced chi-square method were estimated for all
models considered to compare their goodness of fit the experimental rehydration data. All
models described the rehydration characteristics of dried apple cubes satisfactorily
(R2>0.9852). The empirical Witrowa-Rajchert model [40] and the theoretical model based on
Fick’s second law can be considered as the most appropriate. Theoretical models give an
explanation of the phenomena occurring during rehydration but are difficult in application
compared to empirical models. Therefore, if the description of rehydration curves is only
needed it is better to apply empirical models. Such need occurs especially in food industry.

The determined values of mass diffusion coefficient was found to be between 2.78·10-10 m2s-1

and 6.60·10-10 m2s-1. These values are within the general range for food materials.
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Nomenclature

a, b - constants (Eq.(62))

A, B - constants (Eqs. (21), (22), (23), and (24))

A - surface area (m2)

C - constant (Eqs. (21) and (23))

A0 - constant (Eqs. (12))

A1 -constant (Eqs. (7), (8), (9), (11), (12), (13), and (14))

A2 - constant (Eqs. (7), (8), (10), (11), (13), and (14))

A3 - constant (Eqs. (15), (16), and (17))

A4 - constant (Eqs. (15), and (17))

A5 - constant (Eqs. (18), (19), and (20))

A6 - constant (Eqs. (18), and (20))

a - constant (Eq. (34)
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a, b, c - equation coefficients (Eq. (2))

Ea - activation energy (J mol-1)

D - mass diffusion coefficient (effective diffusivity) (m2s-1)

Dcalc - calculated diffusion coefficient ( m s-1)

Deff - effective diffusion coefficient ( m s-1)

g - gravitational constant (m s-2)

h - half of cylinder heigh, high of liquid rise (m)

k - rehydration rate constant (s-1)

k1 - constant (Eq. (64)) (m2s-1)

k2 - constant (Eq. (64)) (m2s-1)

L - characteristic dimension (m)

M - moisture content (dry basis)

Me - equilibrium moisture content (dry basis)

m - mass kg

n - constant (Eqs. (32), (33), and (34))

n - swelling coefficient (Eq. (65))

r - mean pore radius (m)

r, x, y, z - coordinates (m)

R - universal gas constant (J K-1 mol-1)

Rc - half of plane or cube thickness, cylinder radius, sphere radius (m)

Rg - constant in Eq.(29)

RMSE - root mean square error

R2 - coefficient of determination

s - dry matter content (kg d.m. kg-1)

T - temperature (K)

t - time (s)

x - water absorption ratio (Eqs. (33), (34), (35))

V - volume (m3)

α - constant (Eqs. (25) and (26))

α’ - constant (Eqs. (27) and (28))
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β - constant (Eqs. (25), (26), and (27))

γ - surface tension (N m-1)

η - fluid viscosity (Pa s)

θ - advancing liquid constant angle (rad)

ρ - liquid density (kg m-3)

χ2 - reduced chi-square

Subscripts

0 - initial

A - outer surface of body

d - dried

o - before drying

r - rehydrated

Author details

Krzysztof Górnicki, Agnieszka Kaleta, Radosław Winiczenko, Aneta Chojnacka and
Monika Janaszek

Faculty of Production Engineering, Warsaw University of Life Sciences, Poland

References

[1] Krokida MK, Marinos-Kouris D. Rehydration Kinetics of Dehydrated Products. Journal
of Food Engineering 2003;57(1) 1-7, ISSN 0260-8774.

[2] Nayak CA, Suguna K, Rastogi NK. Combined Effect of Gamma-Irradiation and
Osmotic Treatment on Mass Transfer During Rehydration of Carrots. Journal of Food
Engineering 2006;74(1) 134-142, ISSN 0260-8774.

[3] Femenia A, Bestard MJ, Sanjuán N, Rosselló C, Mulet A. Effect of Rehydration Tem‐
perature on the Cell Wall Components of Broccoli (Brassica oleracea L. Var. italica)
Plant Tissues. Journal of Food Engineering 2000;46(3) 157-163, ISSN 0260-87774.

Some Remarks on Modelling of Mass Transfer Kinetics During Rehydration of Dried Fruits and Vegetables
http://dx.doi.org/10.5772/54072

453



[4] García-Pascual P, Sanjuán N, Bon J, Carreres JE, Mulet A. Rehydration Process of
Boletus edulis Mushroom: Characteristics and Modelling. Journal of the Science of
Food and Agriculture 2005;85(8) 1397-1404, ISSN 0022-5142.

[5] Moreira R, Chenlo F, Chaguri L, Fernandes C. Water Absorption, Texture, and Color
Kinetics of Air-Dried Chestnuts During Rehydration. Journal of Food Engineering
2008;86(4) 584-594, ISSN 0260-8774.

[6] Marabi A, Livings S, Jacobson M, Saguy IS. Normalized Weibull Distribution for
Modeling Rehydration of Food Particulates. European Food Research and Technology
2003;217(4) 312-318, ISSN 1438-2385.

[7] Giraldo G, Vázquez R, Martín-Esparza ME, Chiralt A. Rehydration Kinetics and
Soluble Solids Lixiviation of Candied Mango Fruit as Affected by Sucrose Concentra‐
tion. Journal of Food Engineering 2006;77(4) 825-834, ISSN 0260-8774.

[8] Rastogi NK, Nayak CA, Raghavarao KSMS. Influence of Osmotic Pre-Treatments on
Rehydration Characteristics of Carrots. Journal of Food Engineering 2004;65(2) pp.
287-292, ISSN 0260-8774.

[9] Taiwo KA, Angarsbach A, Knorr D. Rehydration Studies on Pretreated and Osmoti‐
cally Dehydrated Apple Slices. Journal of Food Science 2002;67(2) 842-847, ISSN
1750-3841.

[10] Krokida MK, Marolis ZB. Structural Properties of Dehydrated Products During
Rehydration. International Journal of Food Science and Technology 2001;36(5) 529-538,
ISSN 0950-5423.

[11] Sanjuán N, Simal S, Bon J, Mulet A. Modelling of Broccoli Stems Rehydration Process.
Journal of Food Engineering 1999;42(1) 27-31, ISSN 0260-8774.

[12] Lewicki PP. Some Remarks on Rehydration of Dried Foods. Journal of Food Engineer‐
ing 1998;36(1) 81-87, ISSN 0260-8774.

[13] Marabi A, Thieme U, Jacobson M, Saguy IS. Influence of Drying Method and Rehy‐
dration Time on Sensory Evaluation of Rehydrated Carrot Particulates. Journal of Food
Engineering 2006;72(3) 211-217, ISSN 0260-8774.

[14] Garcia-Pascual P, Sanjuán N, Melis R, Mulet A. Morchella esculenta (morel) Rehydra‐
tion Process Modelling. Journal of Food Engineering 2006;72(4) 346-353, ISSN
0260-8774.

[15] Kaleta A, Górnicki K. Some Remarks on Evaluation of Drying Models of Red Beet
Particles. Energy Conversion and Management 2010;51(12) pp. 2967-2978, ISSN
0196-8904.

[16] Sopade PA, Xun PY, Halley PJ, Hardin M. Equivalence of the Peleg, Pilosof and Singh-
Kulshrestha Models for Water Absorption in Food. Journal of Food Engineering
2007;78(2) 730-734, ISSN 0260-8774.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling454



[4] García-Pascual P, Sanjuán N, Bon J, Carreres JE, Mulet A. Rehydration Process of
Boletus edulis Mushroom: Characteristics and Modelling. Journal of the Science of
Food and Agriculture 2005;85(8) 1397-1404, ISSN 0022-5142.

[5] Moreira R, Chenlo F, Chaguri L, Fernandes C. Water Absorption, Texture, and Color
Kinetics of Air-Dried Chestnuts During Rehydration. Journal of Food Engineering
2008;86(4) 584-594, ISSN 0260-8774.

[6] Marabi A, Livings S, Jacobson M, Saguy IS. Normalized Weibull Distribution for
Modeling Rehydration of Food Particulates. European Food Research and Technology
2003;217(4) 312-318, ISSN 1438-2385.

[7] Giraldo G, Vázquez R, Martín-Esparza ME, Chiralt A. Rehydration Kinetics and
Soluble Solids Lixiviation of Candied Mango Fruit as Affected by Sucrose Concentra‐
tion. Journal of Food Engineering 2006;77(4) 825-834, ISSN 0260-8774.

[8] Rastogi NK, Nayak CA, Raghavarao KSMS. Influence of Osmotic Pre-Treatments on
Rehydration Characteristics of Carrots. Journal of Food Engineering 2004;65(2) pp.
287-292, ISSN 0260-8774.

[9] Taiwo KA, Angarsbach A, Knorr D. Rehydration Studies on Pretreated and Osmoti‐
cally Dehydrated Apple Slices. Journal of Food Science 2002;67(2) 842-847, ISSN
1750-3841.

[10] Krokida MK, Marolis ZB. Structural Properties of Dehydrated Products During
Rehydration. International Journal of Food Science and Technology 2001;36(5) 529-538,
ISSN 0950-5423.

[11] Sanjuán N, Simal S, Bon J, Mulet A. Modelling of Broccoli Stems Rehydration Process.
Journal of Food Engineering 1999;42(1) 27-31, ISSN 0260-8774.

[12] Lewicki PP. Some Remarks on Rehydration of Dried Foods. Journal of Food Engineer‐
ing 1998;36(1) 81-87, ISSN 0260-8774.

[13] Marabi A, Thieme U, Jacobson M, Saguy IS. Influence of Drying Method and Rehy‐
dration Time on Sensory Evaluation of Rehydrated Carrot Particulates. Journal of Food
Engineering 2006;72(3) 211-217, ISSN 0260-8774.

[14] Garcia-Pascual P, Sanjuán N, Melis R, Mulet A. Morchella esculenta (morel) Rehydra‐
tion Process Modelling. Journal of Food Engineering 2006;72(4) 346-353, ISSN
0260-8774.

[15] Kaleta A, Górnicki K. Some Remarks on Evaluation of Drying Models of Red Beet
Particles. Energy Conversion and Management 2010;51(12) pp. 2967-2978, ISSN
0196-8904.

[16] Sopade PA, Xun PY, Halley PJ, Hardin M. Equivalence of the Peleg, Pilosof and Singh-
Kulshrestha Models for Water Absorption in Food. Journal of Food Engineering
2007;78(2) 730-734, ISSN 0260-8774.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling454

[17] Wang J, Xi YS. Drying Characteristics and Drying Quality of Carrot Using a Two-Stage
Microwave Process. Journal of Food Engineering 2005;68(4) 505-511, ISSN 0260-8774.

[18] Giri SK, Prasad S. Drying Kinetics and Rehydration Characteristics of Micrwave-
Vacuum and Convective Hot-Air Dried Mushrooms. Journal of Food Engineering
2007;78(2) 512-521, ISSN 0260-8774.

[19] Komes D, Lovrić T, Kovačević-Ganić K. Aroma of Dehydrated Pear Products. LWT
2007;40(9) 1578-1586, ISSN 0023-6438.

[20] McMinn WAM, Magee TRA. Physical Characteristics of Dehydrated Potatoes – Part II.
Journal of Food Engineering 1997;33(1-2) 49-55, ISSN 0260-8774.

[21] Kaur P, Kumar A, Arora S, Ghuman BS. Quality of Dried Coriander Leaves as Affected
by Pretreatments and Method of Drying. European Food Research and Technology
2006; 223(2) 189-194, ISSN 1438-2385.

[22] Doymaz I. Air-Drying Characteristics of Tomatoes. Journal of Food Engineering
2007;78(4) 1291-1297, ISSN 0260-8774.

[23] Prothon F, Ahrné LM, Funebo T, Kidman S, Langton M, Sjőholm I. Effects of Combined
Osmotic and Microwave Dehydration of Apple on Texture, Microstructure and
Rehydration Characteristics. Lebensm. Wiss. u.- Technol.2001;34(2) 95-101, ISSN
0023-6438.

[24] Jambrak AR, Mason TJ, Paniwnyk L, Lelas V. Accelerated Drying of Button Mush‐
rooms, Brussels Sprouts and Cauliflower by Applying Power Ultrasound and Its
Rehydration Properties. Journal of Food Engineering 2007;81(1) 88-97, ISSN 0260-8774.

[25] Atarés L, Chiralt A, González-Martínez C. Effect of Solute on Osmotic Dehydration and
Rehydration of Vacuum Impregnated Apple Cylinders (cv. Granny Smith). Journal of
Food Engineering 2008;89(1) 49-56, ISSN 0260-8774.

[26] Atarés L, Chiralt A, González-Martínez C. Effect of the Impregnated Solute on Air
Drying and Rehydration of Apple Slices (cv. Granny Smith). Journal of Food Engi‐
neering 2009; 91(2) 305-310, ISSN 0260-8774.

[27] Peleg M. An Empirical Model for the Description of Moisture Sorption Curves. Journal
of Food Science 1988;53(4) 1216-1219, ISSN 1750-3841.

[28] Deng Y, Zhao Y. Effect of Pulsed Vacuum and Ultrasound Osmopretreatments on Glass
Transition Temperature, Texture, Microstructure and Calcium Penetration of Dried
Apples (Fuji). LWT- Food Science and Technology 2008;41(9) 1575-1585, ISSN
0023-6438.

[29] Jideani VA, Mpotokwana SM. Modeling of Water Absorption of Bostwana Bambara
Varieties Using Peleg’s Equation. Journal of Food Engineering 2009;92(2) 182-188, ISSN
0260-8774.

Some Remarks on Modelling of Mass Transfer Kinetics During Rehydration of Dried Fruits and Vegetables
http://dx.doi.org/10.5772/54072

455



[30] Markowski M, Zielińska M. Kinetics of Water Absorption and Soluble-Solid Loss of
Hot-Air Dried Carrots During Rehydration. International Journal of Food Science and
Technology 2011;46(6) 1122-1128, ISSN 0950-5423.

[31] Turhan M, Sayar S, Gunasekaran S. Application of Peleg Model to Study Water
Absorption in Chickpea During Soaking. Journal of Food Engineering 2002;53(2)
153-159, ISSN 0260-8774.

[32] Abu-Ghannam N, McKenna B. The Application of Peleg’s Equation to Model Water
Absorption During the Soaking of Red Kidney Beans (Phaseolus Vulgaris L.). Journal
of Food Engineering 1997;32(4) 391-401, ISSN 0260-8774.

[33] Maskan M. Effect of Processing on Hydration Kinetics of Three Wheat Products of the
Same Variety. Journal of Food Engineering 2002;52(4) 337-341, ISSN 0260-8774.

[34] Bilbao-Sáinz C, Andrés A, Fito P. Hydration Kinetics of Dried Apple as Affected by
Drying Conditions. Journal of Food Engineering 2005;68(3) 369-376, ISSN 0260-8774.

[35] Marques LG, Prado MM, Freire JT. Rehydration Characteristics of Freeze-Dried
Tropical Fruits. LWT-Food Science and Technology 2009;42 1232-1237, ISSN 0023-6438.

[36] Pilosof AMR, Boquet R, Batholomai GB. Kinetics of Water Uptake to Food Powders.
Journal of Food Science 1985;50(1) 278-282, ISSN 1750-3841.

[37] Singh BPN, Kulshrestha SP. Kinetics of Water Sorption by Soybean and Pigeonpea
Grains. Journal of Food Science 1987;52(6) 1538-1541, ISSN 1750-3841.

[38] Wesołowski A. Badanie Suszenia Jabłek Promieniami Podczerwonymi (Investigation
on Apple Drying Infrared Radiation). PhD thesis. Warsaw University of Life Sciences,
Warsaw, Poland (in Polish); 2000.

[39] Kaleta A, Górnicki K, Kościkiewicz A. Wpływ Parametrów suszenia pod Obniżonym
Ciśnieniem na Kinetykę Rehydratacji Suszu z Korzenia Pietruszki (Influence of
Vacuum Drying Parameters on Kinetics of Rehyration of Dried Parsley Root). Inży‐
nieria Rolnicza 2006;10 3(78), 69-77, ISSN 1429-7264.29-7264

[40] Witrowa-Rajchert D. Rehydracja Jako Wskaźnik Zmian Zachodzących w Tkance
Roślinnej w Czasie Suszenia (Rehydration as an Index of Changes Occurring in Plant
Tissue During Drying), Fundacja ”Rozwój SGGW”, ISBN 83-87660-95-7, Warszawa,
Poland (in Polish); 1999.

[41] Kaleta A, Górnicki K. Effect of Initial Processing Methods Used in Conventional Drying
Process on the Rate of Getting Equilibrium State in Rehydrated Dried Parsley Root.
Annals of Warsaw Agricultural University-SGGW, Agriculture (Agricultural Engi‐
neering) 2006;49 9-13, ISSN 1898-6730.

[42] Machado MF, Oliveira FAR, Cunha LM. Effect of Milk Fat and Total Solids Concen‐
tration on the Kinetics of Moisture Uptake by Ready-to-Eat Breakfast Cereal. Interna‐
tional Journal of Food Science and Technology 1999;34(1) 47-57, ISSN 0950-5423.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling456



[30] Markowski M, Zielińska M. Kinetics of Water Absorption and Soluble-Solid Loss of
Hot-Air Dried Carrots During Rehydration. International Journal of Food Science and
Technology 2011;46(6) 1122-1128, ISSN 0950-5423.

[31] Turhan M, Sayar S, Gunasekaran S. Application of Peleg Model to Study Water
Absorption in Chickpea During Soaking. Journal of Food Engineering 2002;53(2)
153-159, ISSN 0260-8774.

[32] Abu-Ghannam N, McKenna B. The Application of Peleg’s Equation to Model Water
Absorption During the Soaking of Red Kidney Beans (Phaseolus Vulgaris L.). Journal
of Food Engineering 1997;32(4) 391-401, ISSN 0260-8774.

[33] Maskan M. Effect of Processing on Hydration Kinetics of Three Wheat Products of the
Same Variety. Journal of Food Engineering 2002;52(4) 337-341, ISSN 0260-8774.

[34] Bilbao-Sáinz C, Andrés A, Fito P. Hydration Kinetics of Dried Apple as Affected by
Drying Conditions. Journal of Food Engineering 2005;68(3) 369-376, ISSN 0260-8774.

[35] Marques LG, Prado MM, Freire JT. Rehydration Characteristics of Freeze-Dried
Tropical Fruits. LWT-Food Science and Technology 2009;42 1232-1237, ISSN 0023-6438.

[36] Pilosof AMR, Boquet R, Batholomai GB. Kinetics of Water Uptake to Food Powders.
Journal of Food Science 1985;50(1) 278-282, ISSN 1750-3841.

[37] Singh BPN, Kulshrestha SP. Kinetics of Water Sorption by Soybean and Pigeonpea
Grains. Journal of Food Science 1987;52(6) 1538-1541, ISSN 1750-3841.

[38] Wesołowski A. Badanie Suszenia Jabłek Promieniami Podczerwonymi (Investigation
on Apple Drying Infrared Radiation). PhD thesis. Warsaw University of Life Sciences,
Warsaw, Poland (in Polish); 2000.

[39] Kaleta A, Górnicki K, Kościkiewicz A. Wpływ Parametrów suszenia pod Obniżonym
Ciśnieniem na Kinetykę Rehydratacji Suszu z Korzenia Pietruszki (Influence of
Vacuum Drying Parameters on Kinetics of Rehyration of Dried Parsley Root). Inży‐
nieria Rolnicza 2006;10 3(78), 69-77, ISSN 1429-7264.29-7264

[40] Witrowa-Rajchert D. Rehydracja Jako Wskaźnik Zmian Zachodzących w Tkance
Roślinnej w Czasie Suszenia (Rehydration as an Index of Changes Occurring in Plant
Tissue During Drying), Fundacja ”Rozwój SGGW”, ISBN 83-87660-95-7, Warszawa,
Poland (in Polish); 1999.

[41] Kaleta A, Górnicki K. Effect of Initial Processing Methods Used in Conventional Drying
Process on the Rate of Getting Equilibrium State in Rehydrated Dried Parsley Root.
Annals of Warsaw Agricultural University-SGGW, Agriculture (Agricultural Engi‐
neering) 2006;49 9-13, ISSN 1898-6730.

[42] Machado MF, Oliveira FAR, Cunha LM. Effect of Milk Fat and Total Solids Concen‐
tration on the Kinetics of Moisture Uptake by Ready-to-Eat Breakfast Cereal. Interna‐
tional Journal of Food Science and Technology 1999;34(1) 47-57, ISSN 0950-5423.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling456

[43] Ruiz-Diaz GR, Martínez-Monzó J, Chiralt A. Modelling of Dehydration-Rehydration
of Orange Slices in Combined Microwave/Air Drying. Innovative Food Science and
Emerging Technologies 2003;4(2) 203-209, ISSN 1466-8564.

[44] Cunha LM, Oliveira FAR, Oliveira JC. Optimal Experimental Desing for Estimating the
Kinetic Parameters of Process Described by the Weibull Probability Distribution
Function. Journal of Food Engineering 1998;37(2) 175-191, ISSN 0260-8774.

[45] Bhattacharya S, Bal S, Mukherjee RK, Bhattacharya S. Kinetics of Tamarind Seed
Hydration. Journal of Food Engineering 1997;33(1-2) 129-138, ISSN 0260-8774.

[46] Gowen A, Abu-Ghannam N, Frias J, Oliveira J. Modelling of Water Absorption Process
in Chickpeas (Cicer arietinum L.) – The Effect of Blanching Pre-Treatment on Water
Intake and Texture Kinetics. Journal of Food Engineering 2007;78(3) 810-819, ISSN
0260-8774.

[47] Gowen A, Abu-Ghannam N, Frias J, Oliveira J. Influence of Pre-Blanching on the Water
Absorption Kinetics of Soybeans. Journal of Food Engineering 2007;78(3) 965-971, ISSN
0260-8774.

[48] Misra MK, Brooker DB. Thin-Layer Drying and Rewetting Equations for Shelled Yellow
Corn. Transactions of the ASAE 1980;23(5) 1254-1260, ISSN 0001-2351.

[49] Shatadal P, Jayas DS., White NDG. Thin-Layer Rewetting Characteristics of Canola.
Transactions of the ASAE 1990;33(3) 871-876, ISSN 0001-2351

[50] Mizuma T, Tomita A, Kitaoka A, Kiyokawa Y, Wakai Y. Water-Absorption Rate
Equation of Rice for Brewing Sake. Journal of Bioscience and Bioengineering
2007;103(1) 60-65, ISSN 1389-1723.

[51] Saguy I S, Marabi A, Wallach R. New Approach to Model Rehydration of Dry Food
Particulates Utilizing Principles of Liquid Transport in Porous Media. Trends in Food
Science and Technology 2005;16(10) 495-506, ISSN 0924-2244.

[52] Crank J. Mathematics of Diffusion, 2nd ed., Clarendon Press, ISBN 0198534116, Oxford,
UK; 1975.

[53] Calzetta Resio AN, Aguerre RJ, Suárez C. Study of Some Factors Affecting Water
Absorption by Amaranth Grain During Soaking. Journal of Food Engineering
2003;60(4) 391-396, ISSN 0260-8774.

[54] Falade KO, Abbo ES. Air-Drying and Rehydration Characteristics of Date Palm
(Phoenix dactylifera L.) Fruits. Journal of Food Engineering 2007;79(2) 724-730, ISSN
0260-8774.

[55] Górnicki K. Modelowanie Procesu Rehydratacji Wybranych Warzyw i Owoców
(Modelling of Selected Vegetables and Fruits Rehydration Process), Wydawnictwo
SGGW, ISBN 978-83-7583-325-6, Warszawa, Poland (in Polish); 2011.

[56] Lee KT, Farid M, Nguang SK. The Mathematical Modelling of the Rehydration
Characteristics of Fruits. Journal of Food Engineering 2006;72(1) 16-23, ISSN 0260-8774.

Some Remarks on Modelling of Mass Transfer Kinetics During Rehydration of Dried Fruits and Vegetables
http://dx.doi.org/10.5772/54072

457



[57] Weerts AH, Lian G, Martin DR. Modeling Rehydration of Porous Biomaterials:
Anisotropy Effects. Journal of Food Science 2003;68(3) 937-942, ISSN 1750-3841.

[58] Weerts AH, Lian G, Martin DR. Modeling the Hydration of Foodstuffs: Temperature
Effects. AIChE Journal 2003;49(5) 1334-1339, ISSN 1547-5905.

[59] Weerts AH, Martin DR, Lian G, Melrose JR. Modelling the Hydration of Foodstuffs.
Simulation Modelling Practice and Theory 2005;13(2) 119-128, ISSN 1569-190X.

[60] Saguy IS, Marabi A, Wallach R. Liquid Imbibition During Rehydration of Dry Porous
Foods. Innovative Food Science and Emerging Technologies 2005;6(1) 37-43, ISSN
1466-8564.

[61] AOAC Official Methods of Analysis. Arlington, VA: Association of Official Analytical
Chemists (No. 934.06); 2003.

[62] Cunningham SE, McMinn WAM, Magee TRA, Richardson PS. Effect of Processing
Conditions on the Water Absorption and Texture Kinetics of Potato. Journal of Food
Engineering 2008;84(2) 214-223, ISSN 0260-8774.

[63] Abu-Ghannam N, McKenna B. Hydration Kinetics of Red Kidney Beans (Phaseolus
vulgaris L.). Journal of Food Science 1997;62(3) 520-523, ISSN 1750-3841.

[64] Planinić M, Velić D, Tomas S, Bilić M, Bucić A. Modelling of Drying and Rehydration
of Carrots Using Peleg’s Model. European Food Research and Technology 2005;221(3-4)
446-451, ISSN 1438-2385.

[65] Doulia D, Tzia K, Gekas V. A Knowledge Base for the Apparent Mass Diffusion
Coefficient (DEFF) of Foods. International Journal of Food Properties 2000;3(1) 1-14,
ISSN 1532-2386.

[66] Maroulis ZB, Saravacos GD, Panagiotou NM, Krokida MK. Moisture Diffusivity Data
Compilation for Foodstuffs: Effect of Material Moisture Content and Temperature.
International Journal of Food Properties 2001;4(2) 225-237, ISSN 1532-2386.

[67] Górnicki K, Kaleta A. Modelling Convection Drying of Blanched Parsley Root Slices.
Biosystems Engineering 2007;97(1) 51-59, ISSN 1537-5110.

[68] Shittu TA, Awonorin SO, Raji AO. Evaluating Some Empirical Models for Predicting
Water Absorption in African Breadfruit (Treculia Africana) Seeds. International Journal
of Food Properties 2004;7(3) 585-602, ISSN 1532-2386.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling458



[57] Weerts AH, Lian G, Martin DR. Modeling Rehydration of Porous Biomaterials:
Anisotropy Effects. Journal of Food Science 2003;68(3) 937-942, ISSN 1750-3841.

[58] Weerts AH, Lian G, Martin DR. Modeling the Hydration of Foodstuffs: Temperature
Effects. AIChE Journal 2003;49(5) 1334-1339, ISSN 1547-5905.

[59] Weerts AH, Martin DR, Lian G, Melrose JR. Modelling the Hydration of Foodstuffs.
Simulation Modelling Practice and Theory 2005;13(2) 119-128, ISSN 1569-190X.

[60] Saguy IS, Marabi A, Wallach R. Liquid Imbibition During Rehydration of Dry Porous
Foods. Innovative Food Science and Emerging Technologies 2005;6(1) 37-43, ISSN
1466-8564.

[61] AOAC Official Methods of Analysis. Arlington, VA: Association of Official Analytical
Chemists (No. 934.06); 2003.

[62] Cunningham SE, McMinn WAM, Magee TRA, Richardson PS. Effect of Processing
Conditions on the Water Absorption and Texture Kinetics of Potato. Journal of Food
Engineering 2008;84(2) 214-223, ISSN 0260-8774.

[63] Abu-Ghannam N, McKenna B. Hydration Kinetics of Red Kidney Beans (Phaseolus
vulgaris L.). Journal of Food Science 1997;62(3) 520-523, ISSN 1750-3841.

[64] Planinić M, Velić D, Tomas S, Bilić M, Bucić A. Modelling of Drying and Rehydration
of Carrots Using Peleg’s Model. European Food Research and Technology 2005;221(3-4)
446-451, ISSN 1438-2385.

[65] Doulia D, Tzia K, Gekas V. A Knowledge Base for the Apparent Mass Diffusion
Coefficient (DEFF) of Foods. International Journal of Food Properties 2000;3(1) 1-14,
ISSN 1532-2386.

[66] Maroulis ZB, Saravacos GD, Panagiotou NM, Krokida MK. Moisture Diffusivity Data
Compilation for Foodstuffs: Effect of Material Moisture Content and Temperature.
International Journal of Food Properties 2001;4(2) 225-237, ISSN 1532-2386.

[67] Górnicki K, Kaleta A. Modelling Convection Drying of Blanched Parsley Root Slices.
Biosystems Engineering 2007;97(1) 51-59, ISSN 1537-5110.

[68] Shittu TA, Awonorin SO, Raji AO. Evaluating Some Empirical Models for Predicting
Water Absorption in African Breadfruit (Treculia Africana) Seeds. International Journal
of Food Properties 2004;7(3) 585-602, ISSN 1532-2386.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling458

Chapter 17

Subcritical Water Extraction

A. Haghighi Asl and M. Khajenoori

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54993

1. Introduction

Extraction always involves a chemical mass transfer from one phase to another. The principles
of extraction are used to advantage in everyday life, for example in making juices, coffee and
others. To reduce the use of organic solvent and improve the extraction methods of constituents
of plant materials, new methods such as microwave assisted extraction (MAE), supercritical
fluid extraction (SFE), accelerated solvent extraction (ASE) or pressurized liquid extraction
(PLE) and subcritical water extraction (SWE), also called superheated water extraction or
pressurized hot water extraction (PHWE), have been introduced [1-3].

SWE is a new and powerful technique at temperatures between 100 and 374oC and pressure
high enough to maintain the liquid state (Fig.1) [4]. Unique properties of water are namely its
disproportionately high boiling point for its mass, a high dielectric constant and high polarity
[4]. As the temperature rises, there is a marked and systematic decrease in permittivity, an
increase in the diffusion rate and a decrease in the viscosity and surface tension. In conse‐
quence, more polar target materials with high solubility in water at ambient conditions are
extracted most efficiently at lower temperatures, whereas moderately polar and non-polar
targets require a less polar medium induced by elevated temperature [5].

Based on the research works published in the recent years, it has been shown that the SWE is
cleaner, faster and cheaper than the conventional extraction methods. The essential oil of Z.
multiflora was extracted by SWE and compared with two conventional methods, including
hydrodistillation and Soxhlet extraction [7]. The total extraction yields found for the total
essential oil of Z. multiflora were 2.58, 1.51 and 2.21% (w/w) based on the dry weight for SWE,
hydrodistillation and Soxhlet extraction, respectively.

The comparison among the amount of thymol and carvacrol (milligram per gram dried
sample) by SWE, hydrodistillation and Soxhlet extraction is shown in Table 1 [7]. The amount
of valuable oxygenated components in the SWE method is significantly higher than hydro‐
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distillation and Soxhlet extraction. As hexane is a nonpolar solvent, non-oxygenated compo‐
nents are enhanced compared to subcritical water. On the other hand, in general, non-
oxygenated components present lower vapor pressures compared to oxygenated components,
and in this sense, its content in hydrodistillated extracts are increased. Because of the significant
presence of the oxygenated components, the final extract using the SWE method was relatively
better and more valuable.

Figure 1. Phase diagram of water as a function of temperature and pressure (Cross-hatched area indicates the prefer‐
red region (SWE)) [4].

* Extraction time = 150 min.

** Relative SD percent.

1' Extraction time = 180 min.

i Extraction time = 210 min.

§ Retention indices (RI) on the DB-5 column.

Table 1. The amount of Thymol and carvacrol (mg/g dried sample) of the essential oil of Z.multiflora, extracted by
SWE, hydrodistillation and Soxhlet extraction [7].
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2. Equipment of subcritical water extraction

No commercial SWE equipment is available, but the apparatus is easy to construct in the
laboratory. SWE is performed in batch or continue systems but continue system is current. In
this system, extraction bed is fixed and flow direction is usually up to down for easily cleaning
of analytes. Already, we worked SWE of Z. multiflora with first generated system (Iranian Research
Organization for Science and Technology [IROST], Tehran, Iran) [7] (Fig. 2(a)). After it, laboratory-
built apparatus of SWE equipment was designed by studying of different systems and have
advantages versus first generation (Semnan University, Semnan, Iran) (Fig. 2(b)).

The second generated system is presented in Fig. 2(c). The main parts of a dynamic SWE unit
are the following: three tanks, two pumps, extraction vessel, oven for the heating of the

Figure 2. (a) and (b) pictures of first and second generated systems respectively and (c) Schematic diagram of SWE
system, B-1: Burette, C-1: Nitrogen cylinder, EC: Extraction cell, HX-1: Heat Exchanger, OV-1: Oven, P-1, 2: Pumps, V-1:
Water tank, V-2: Solvent tank, V-3: Rinsing solvent tank, WI: Water inlet, WO: Water outlet.
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extraction vessel, heat Exchanger for cooling of exteract, pressure restrictor and sample
collection system. One of the pumps is employed for pumping the water (and extract) and
another pump is employed for flushing the tubings. Also, one of tank is employed for organic
solvent that is as a main solvent or co-solvent. A pressure restrictor is needed to maintain the
appropriate pressure in the equipment. It was constructed of stainless steel.

3. Effective parameters in subcritical water extraction

3.1. Effect of temperature

One of the most important parameters affecting SWE efficiencies is the extraction temperature.
As the temperature rises, there is a marked and systematic decrease in permittivity, an increase
in the diffusion rate and a decrease in the viscosity and surface tension. SWE must be carried
out at the highest permitted temperature. It should be mentioned that increasing the extraction
temperature above a certain value gives rise to the degradation of the essential oil components.
The maximum permitted extraction temperature must be obtained experimentally for different
plant materials. Regarding the extraction of essential oils, it has been shown that temperatures
between 125 and 175oC will be the best condition. The extraction temperature for Z. multi‐
flora was optimized in order to maximize the efficiency of thymol and carvacrol (structural
isomers) as key components (more than 72%) [7]. Its influence was studied between 100 and
175oC, and the mean particle size, flow rate, extraction time and pressure were selected to be
0.5 mm, 2 ml/min, 60 min and 20 bar pressure, respectively (Fig. 3).

It was seen that the efficiency of thymol and carvacrol increased generally with increase in
temperature up to 150oC. At 175oC, it decreased, and an extract with a burning smell was
produced. It may be the result of degradation of some of the constituents at higher tempera‐
tures. Because of the highest efficiency of thymol and carvacrol essential oil at 150oC and the

Figure 3. Effect of temperature on the main essential oil components SWE of Z. multiflora. Operating conditions: sam‐
ple weight=4.0 g; flow rate=2 mL/min; particle size=0.50 mm; pressure=20 bar; and extraction time=60 min.
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disagreeable odor of the extract at higher temperatures, further experiments were carried out
at this temperature.

3.2. Effect of particle size

The effect of the mean particle size on the efficiency of thymol and carvacrol at 150oC temper‐
ature, 2ml/min flow rate, 20 bar pressure and 150 min extraction time is shown in Fig. 4 [7].
The mean ground leaf particles were selected to be 0.25, 0.5 and 1.0 mm. The final amount of
thymol and carvacrol extracted from 0.5-mm-size particles was near to 0.25-mm particles. It
shows that, at least in the selected range of mean particle sizes (0.25-0.5 mm), the extraction
process may not be controlled by the mass transfer of thymol and carvacrol. It was expected
that the rate of the 0.25-mm-size particles was more than the 0.5-mm-size particles, but it did
not happen.

A possible explanation for this observation could be that the particles were close fitting at initial
times, and the extraction was done slowly. After the expired time, the close fitting particles
opened from each other, and at final extraction value of the 0.25-mm-size particles was more
than the 0.5-mm-size particles. Regarding the larger 1.0-mm-size particles, the efficiency is
substantially lower. It shows that the process may be controlled by the mass transfer of thymol
and carvacrol for larger particle sizes.

To prevent the probable vaporization of the essential oils during the grinding of the leaves and
also to make the work of the filters easier, for further experiments, the best value of mean
particle size was selected as 0.50 mm.

3.3. Effect of flow rate

The effect of water flow rate on the efficiency of thymol and carvacrol at 150oC temperature,
0.5-mm-particle size, 20 bar pressure and 150 min extraction time is shown in Fig. 5 [7]. The
water flow rate was studied at 1, 2 and 4 ml/min. As can be seen, the rate of the essential oil
extraction was faster at the higher flow rate. The rate is slower at 2 ml/min and even slower at
1 ml/min. It is in accordance with previous works [8, 9]. It means that the mass transfer of the

Figure 4. Effect of particle size on the efficiency of a) thymol and b) carvacrol SWE of Z.multiflora. Operating condi‐
tions: sample weight = 4.0g; flow rate = 2 ml/min; temperature = 150oC; and pressure = 20 bar [7].
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thymol and carvacrol components from the surface of the solid phase into the water phase
regulated most of the extraction process. Increase in flow rate resulted in increase in superficial
velocity, and thus, quicker mass transfer [10]. The main disadvantage of applying higher water
flow rates is increasing the extract volume and consequently, lower concentration of the final
extracts. In practice, the best flow rate must be selected considering two important factors,
including the extraction time and the final extract concentration. It is clear that a shorter
extraction time and more concentrated extracts are desirable. To prevent a slower extraction
rate and longer extraction times, despite the larger amount of the final extracts, a flow rate of
2 ml/min was selected as the optimum value.

While temperature, particle size and flow rate extraction are the main parameters affecting
SWE, type of analyte, extraction vessel characteristics and use of modifiers and additives are
also important. Although matrix and other effects play a role, many of these are less critical in
SWE than in SFE because of the harsh extraction conditions (high temperature) typical in SWE,
particularly for non-polar analytes.

4. Extraction mechanism

The SWE process can be proposed to have six sequential steps: (1) rapid fluid entry; (2)
desorption of solutes from matrix active sites; (3) diffusion of solutes through organic mate‐
rials; (4) diffusion of solutes through static fluid in porous materials; (5) diffusion of solutes
through layer of stagnant fluid outside particles; and (6) elution of solutes by the flowing bulk
of fluid (Fig. 6).

As we know, the extraction rate is limited by the slowest of these three steps. The effect of step
(1) is typically small and often neglected. Although the diffusion of the dissolved solute within
the solid is usually the rate limiting step for most botanicals, partitioning of solute between
the solid matrix and solvent have been reported as the rate-limiting mechanism for SWE of
essential oil from savory [10].

Figure 5. Effect of flow rate on the efficiency of a) thymol and b) carvacrol SWE of Z. multiflora. Operating conditions:
sample weight = 4.0g; particle size= 0.5 mm; temperature = 150oC; and pressure = 20 bar [7].
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The plots the amount of compound extracted versus solvent flow rates and versus solvent
volume can determine the relative importance of these steps. For example, if the rate of
extraction is controlled by intra-particle diffusion or kinetic desorption, the increase in bulk
fluid flow rate would have little effect on extraction rate. On the other hand, if the extraction
is controlled by external film transfer diffusion, extraction rates increase with solvent flow rate.
In the case where the extraction rate is controlled by thermodynamic partitioning, doubling
the bulk fluid flow rate would double the extraction rate, while the curves of extraction
efficiency versus the volume of water passed for all flow rates would overlap. In one of our
previous work, four proposed models have been applied to describe the extraction mecha‐
nisms obtained with SWE of Z. multiflora essential oil. These were included (1) partitioning
coefficient model, (2) one-site (3) two-site desorption models and (4) thermodynamic partition
with external mass transfer model [11]. In other studying unsteady state mass balance of the
solute in solid and subcritical water phases (two-phase model) was investigated [12]. Also
Computational Fluid Dynamics (CFD) modeling of extraction was considered [13].

5. Modeling of SWE

5.1. Thermodynamic model (Partitioning coefficient (KD) model)

Partitioning coefficient model, adopted from Kubatova et al. [10], describes the extraction
process that is controlled by partitioning of solute between matrix and solvent similar to elution
of solute from a partition chromatography column. For extraction, this type of behavior occurs
when the initial solute concentration in the plant matrix is small. This model assumes that the
initial desorption step and the subsequent fluid-matrix partitioning is rapid. Here the ther‐
modynamics partitioning coefficient, KD, is defined as:

Figure 6. Proposed schematic presentation of the extraction steps in SWE.
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KD = Concentration of  solute in the matrix
Concentration of  solute in the extraction fluid  ;at  equilibrium  (1)

Hence the Extraction with subcritical water can be fitted using this simple thermodynamic
model. The mass of analyte in each unit mass of extraction fluid and the mass of analyte
remaining in the matrix at that period in the entire extraction time is based on the KD value
determined for each compound. The thermodynamic elution of analytes from matrix was the
prevailing mechanism in SWE as evidenced by the fact that extraction rate increased propor‐
tionally with the subcritical water flow rate. Therefore, if the KD model applies to a certain
extraction, the shape of an extraction curve would be defined by:

M b

M i
=  

(1 -  
M a
M i

)
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(V b -  V a)ρ +  1) +  
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Ma: cumulative mass of the analyte extracted after certain amount of volume Va (mg/g dry
sample)

Mb: cumulative mass of the analyte extracted after certain amount of volume Vb (mg/g dry
sample)

Mi: total initial mass of analyte in the matrix (mg/g dry sample)

Mb/Mi and Ma/Mi: cumulative fraction of the analyte extracted by the fluid of the volume Vb

and Va (ml)

KD: distribution coefficient; concentration in matrix/concentration in fluid

ρ: density of extraction fluid at given condition (mg/ml)

e: exponential function

m: mass of the extracted sample (mg dry sample).

The model eq. (1) and the experimental data for Z. multiflora from all volumetric flow rate,
were used to determine the KD value by minimizing the errors between the measured data and
the KD model using Matlab curve fitting solver. The values of KD are shown in Table 2 for
different flow rates [11]. It was demonstrated that individual essential oil compounds have a
range of KD values from ~4 to ~250 [10].

Table 2. KD values of partitioning coefficient model for different volumetric flow rates [11].
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5.2. Mass transfer models

5.2.1. Diffusion model

Mass transfer can be defined as the migration of a substance through a mixture under the
influence of a concentration gradient in order to reach chemical equilibrium. The diffusion
coefficient (De) is the main parameter in Fick’s law, and application of this mathematical model
to solid foods during solid-liquid extraction is a common way to calculate the effective
diffusion coefficient (Crank, 1975 [14]). However, Gekas (1992) noted, values of De can vary
by several orders of magnitude for the same material which may be due to structural changes
in the food material during different stages of the process [15]. Therefore, it is important to
keep a constant particle size as breakage of cell wall or grinding can reduce the particle size
and hence decrease the distance for solute to travel from inside to surface of particle.

Fick derived a general conservation equation for one-dimensional non-steady state diffusion
when the concentration within the diffusion volume changes with respect to time, known as
Fick’s second law (Cussler, 1984; Mantell et al., 2002) [16, 17]:
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Where C is the solute concentration (mg/ml) at any location in the particle at time t (s); Co is
the initial solute concentration (mg/ml); De is the effective diffusion coefficient (m2/s) assuming
that De is constant with the concentration; t is extraction time (s); r is the radial distance from
the centre of a spherical particle (m); R is radius of spherical particle (m).

Various solutions of Fick’s second law have been presented for the diffusion of a compound
during solid-liquid extraction depending on the shape of the particle. An approximate
numerical solution to Fick’s second law (eq. 2) for a spherical particle was given by Crank
(1975) and Cussler (1984):

M t
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=1 -  6

π 2  ∑
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∞ 1
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2 π 2 t
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Where Mt: total amount of solute (mg/g) removed from particle after time t, M∞: maximum
amount (mg/g) of solute extracted after infinite time. Mt/M∞: ratio of total migration to the
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maximum migration concentration, R: average radius of an extractable particle. When time
becomes large, the limiting form of Eq. 3 becomes:

1 -  
M t

M∞
=  6

π 2  exp
- De  π

2 t

R 2 (5)

To determine the effective diffusion coefficient values two methods were used. The first
method was a linear (graphical) solution in which De was determined from the slope of the ln
(1-Mt/M∞) vs. time plot (Dibert et al., 1989) [18]. Thus, eq. 4 can be solved by taking the natural
logarithm of both sides. It shows that the time to reach a given solute content will be directly
proportional to the square of the particle radius and inversely proportional to De:
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= ln 6

π 2 -  
- De  π

2 t

R 2  (6)

Where slope =
π 2 De  

R 2 .

The second method of solution used involved nonlinear regression with effective diffusivity
(De) as a fitting parameter. In this method, the effective diffusivity De was estimated from eq.
4 using a Microsoft Excel Solver program. The program minimizes the mean square of
deviations between the experimental and predicted ln(1-Mt/M∞) values (Tutuncu and Labuza,
1996) [19]. The first 10 terms of the series solution are taken into consideration by the program
as the solution to the series becomes stable after 10 terms (n=10).

Most researchers in this area have adopted diffusion models based on solutions to Fick’s
second law for various defined geometrical shapes of the solid given in Crank method, usually
based on infinite or semi-infinite geometries of a slab (plane sheet), a cylinder or a sphere. For
example, a slab can be used to describe an apple slice or a sheet of herring muscle; a sphere
for the description of coffee beans or particles of cheese curd, and a cylinder for the description
of cucumber pickles. There is considerable variation in the solutions adopted by various
researchers. The starting point for modeling a particular diffusion process is to consider the
shape of the solid and the nature of the process itself: uptake of solute into the food, leaching
of solute from the food or diffusion of solute through the food, and the experimental conditions
in terms of initial and equilibrium solute concentrations.

The solution models usually consider a uniform initial solute concentration throughout the
food, no resistance to mass transfer in the diffusion medium and no chemical reaction; but
vary for a particular geometry depending on the solute concentrations at the surface of the
solid, the volume of the solution (and therefore the relative change in solute concentration in
the external solvent), and the time period of the experiment. A representative selection of
solutions is given in Table 3. For example, Bressan et al. investigated solute diffusional loss
from coffee beans and cottage cheese curd, respectively [20]; they chose solution models to
Fick’s second law from Crank which assumed the geometry of the solids approximate to that
of infinite spheres. However, the former researchers considered a system in which the solute
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concentration in the external solvent remains effectively constant and zero throughout the
extraction. This can be the case for large infinite solvent volumes and small solute solid
concentrations. The latter group of researchers considered a process where the concentration
of the solute in the surrounding medium changes significantly. This can be the case for small
solvent volumes and high solid phase solute concentrations in the case of leaching, and high
external solvent concentrations in the case of solute uptake processes; and consequently
adopted a different model.

5.2.2. One-site kinetic desorption model

One-site  kinetic  desorption model  describes  the  extractions  that  are  controlled by intra-
particle diffusion. This occurs when the flow of fluid is fast enough for the concentration of a
particular solute to be well below its thermodynamically controlled limit. The one-site kinetic
model was derived based on the mass transfer model that is analogous to the hot ball heat transfer
model [29, 30]. The assumptions are that the compound is initially uniformly distributed within
the matrix and that, as soon as extraction begins, the concentration of compound at the matrix
surfaces is zero (corresponding to no solubility limitation). For a spherical matrix of uniform
size, the solution for the ratio of the mass, Mr, of the compound that remains in the matrix sphere
after extraction time, t, to that of the initial mass of extractable compound, Mi is given as:
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In which n is an integer and De is the effective diffusion coefficient of the compound in the
material of the sphere (m2/s).
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Table 3. Diffusion phenomena.

The curve for the above solution tends to become linear at longer times (generally after t > 0.5
tc), and ln (M r/Mi) is given approximately by:

0( / ) 0.4977 /  r iLn M M t t= - - (8)

Where tc (min) is a characteristic time quantity, defined as:

2 2/c et r Dp= (9)

An alternative form of eq. 7, or so called a one-site kinetic desorption model, can be written
for the ratio of mass of analyte removed after time t to the initial mass, Mi, as given by:

1 ktt

i

M
e

M
-= - (10)

In which Mt is the mass of the analyte removed by the extraction fluid after time t (mg/g dry
sample), Mi is the total initial mass of analyte in the matrix (mg/g dry sample), Mt/Mi is the
fraction of the solute extracted after time t, and k is a first order rate constant describing the
extraction (min-1).

Matlab curve fitting solver was used to determine the desorption rate constant, k, from the
data for all flow rates. The values for Z. multiflora SWE are show in Table 4 [11]. As mentioned,
the kinetic desorption model does not include a factor describing extraction flow rate, k should
be the same value for all flow rates if the model is said to fit the experimental data. However,
this was not the case (Table 4, the average error 3%-17%). The kinetic desorption rate increased
for the volumetric flow rate of 1 to 4 ml/min. This indicated that the kinetic desorption model
may not be suitable for describing the data at different flow rates of Z. multiflora.

5.2.3. Two-site kinetic desorption model

Two-site kinetic model is a simple modification of the one-site kinetic desorption model that
describes extraction which occurs from the “fast” and “slow” part [10]. In such case, a certain
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fraction (F) of the analyte desorbs at a fast rate defined by k1, and the remaining fraction (1-F)
desorbs at a slower rate defined by k2. The model has the following form:

1 21 (1 )k t k tt

i

M
Fe F e

M
- -é ù é ù= - - -ë û ë û (11)

The two site kinetic model does not include solvent volume, but relies solely on extraction
time. Therefore, doubling the extractant flow rate should have little effect on the extraction
efficiency when plotted as a function of time. On the contrary, the thermodynamic model is
only dependent on the volume of extractant used. Therefore, the extraction rate can be varied
by changing the flow rate. Hence, the mechanism of thermodynamic elution and diffusion
kinetics can be compared simply by changing the flow rate in SWE. If the concentration of
bioactive compounds in the extract increases proportionally with an increase in flow rate at
given extraction time when the solute concentration is plotted versus extraction time, the
extraction mechanism can be explained by the thermodynamic model. However, if an increase
in flow rate has no significant effect on the extraction of the bioactive compounds, with the
other extraction parameters being kept constant, the extraction mechanism can be modeled by
the two site kinetic model [10, 31]. The mechanism of control and hence the model valid for
SWE may be different depending on the raw material, the target analyte and extraction
conditions.

For the two-site kinetic desorption model, the values of k1 and k2 were determined by fitting
the experimental data with the two-site kinetic desorption models by minimizing the errors
between the data and the model results. In the two-site model, the extraction rate should not
be dependent on the flow rate. The k1 and k2 values for Z. multiflora SWE shown in Tables 5
and 6 demonstrated that the extraction rates were not completely independent of flow rate
(the average error 11%-20%).

5.2.4. Thermodynamic partition with external mass transfer resistance model

This model describes extraction which is controlled by external mass transfer whose rate is
described by resistance type model of the following form:

Table 4. Values of k for one-site kinetic desorption model for different volumetric flow rates [7].
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¶

é ù= - -ë û¶
(12)

in which C is the fluid phase concentration (mol/m3), Cs is the solid phase concentration (mol/
m3), ke is the external mass transfer coefficient (m/min) and ap is specific surface area of particles
(m2/m3) [32]. If the concentration of the solute in the bulk fluid is assumed small and the solute
concentration in the liquid at the surface of solid matrix is described by partitioning equilibri‐
um, KD, the solution of eq. 11 for the solute concentration in the solid matrix, Cs, becomes:

0 exp( / )s e p DC C k a t K= - - (13)

eq. 11 can be rewritten as the ratio of the mass of diffusing solute leaving the sample to the
initial mass of solute in the sample, Mt/Mi, as given by the following equation.

1 exp( / )t i e p DM M k a t K= - - (14)

Because ap is difficult to be measured accurately, ap and ke are usually determined together as
keap, which is called overall volumetric mass transfer coefficient. The factors that influence the
value of keap include the water flow rate through the extractor and the size and shape of plant
sample.

The values for the model parameters, KD and keap in eq. (9) determined by Matlab curve fitting
solver from the experimental data obtained at 150°C are summarized for Z. multiflora SWE in

Table 5. k1 and k2 values of two-site kinetic desorption model for thymol at different flow rates [11].

Table 6. k1 and k2 values of two-site kinetic desorption model for carvacrol at different flow rates [11].
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Tables 7 and 8 for different mass flow rates (Q, mg min-1 ) [11]. Linear regresion of the plot
between ln(keap) and lnQ gives the following correlation for keap and Q:

for thymol :         keap =6.5748 Qm
0.2078 (15)

for carvacrol :       k eap =0.1605 Qm
0.6017 (16)

Table 7. Parameters KD and keap for external mass transfer model of SWE of thymol [11].

Table 8. Parameters KD and keap for external mass transfer model of SWE of carvacrol [11].

To quantitatively compare the extraction models, the mean percentage errors between the
experimental data and the models were considered. Based on the result in fitting from
experimental data, the KD model was generally suitable for the description of extraction over
all the volumetric flow rates tested. On the other hand, one-site and two-site kinetic desorption
models describe the extraction data reasonably at lower volumetric flow rates. Of all the
models considered, however, the thermodynamic partition with external mass transfer model
could best describe the experimental data.

5.2.5. Two-phase model

A mathematical model can be developed to predict optimal operating parameters for SWE in
a packed-bed extractor. Three important steps consist of diffusion of solutes through particles,
diffusion and convection of solutes through layer of stagnant fluid outside particles and elution
of solutes by the flowing bulk of fluid are assumed. Unsteady state mass balance of the solute
in solid and subcritical water phases led to two partial differential equations. The model can
be solved numerically using a linear equilibrium relationship. The model parameters were
mass transfer coefficient, axial dispersion coefficient, and intraparticle diffusivity. The last
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parameter was selected to be the model tuning parameter. The two other parameters were
predicted applying existing experimental correlations.

5.2.5.1. Model description

The more precise method is based on differential mass balances along the extraction bed. A
two-phase model comprising solid and subcritical water phases can be used. Extraction vessel
is considered to be a cylinder filled by mono-sized spherical solid particles. The overall scheme
of system was like Fig. 7.

Figure 7. Characteristic dimensions and geometry of the packed bed SWE vessel.

The major assumptions used to describe the SWE process for deriving the essential oils
extraction model were:

1. Packed bed extractor was isothermal and isobaric,

2. The physical properties of subcritical water were constant,

3. The hydrodynamics of a fluid bed was described by the dispersed plug-flow model,

4. The radial concentration gradient in the bulk fluid phase was assumed to be negligible,

5. The volume fraction of bed was not influenced by the weight loss of plant during the
extraction,

6. The essential oil was assumed as a single component.

Under these assumptions, the differential mass balance equation for any component in the
particle and bulk liquid phase and associated initial and boundary conditions can be written
as following dimensionless forms:

• Solid phase:

∂C p

∂τ =  2
Pep

 L
R  ( ∂2 C p

∂Y 2 +  2
Y  

∂C p

∂Y ) (17)
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τ =0            Cp =Cp0 (18)

Y =0           
∂ C p

∂ Y =0  (19)

Y =1   
∂ C p

∂ Y  =Sh (C f - C fp) (20)

• Subcritical water phase

∂ C f

∂τ =  1
Peb

 
∂2 C f

∂ X 2 -  
∂ C f

∂ X  –  6(1 - ε)L
εR  Bi

Pe p
 (C f - C fp) (21)

τ =0        C f =0 (22)

X =0       C f -  1
Peb

 
∂ C f

∂ X   =0 (23)

X =1    
∂ C f

∂ X  =0    (24)

Eqs. (17) and (21) may be solved using a linear equilibrium relationship between concentra‐
tions in the solid phase and SW phase at the interface, as follows [33]:

C fp =k pCp|Y =1 (25)

Where Cfp is the solute concentration in the fluid phase at the particle surface, Cp|Y=1 is the
solute concentration in the solid phase at equilibrium with the fluid phase and kp is the
volumetric partition coefficient of the solute between the solid and the fluid phase. Therefore,
there are three eqs. (17), (21) and (25) which can be solved, simultaneously, for three unknowns
Cp, Cf and Cfp.

The finite difference equations are a set of simultaneous linear algebraic equations must be
solved for implicit method to obtain the concentration distribution at any time. In both cases,
tridiagonal systems arise which are conveniently solved at each time step by the Thomas
algorithm [34]. A computer code was written using MATLAB simulation software.

5.2.5.2. Parameter identification and correlations

The possible control of mass transfer was assayed by estimating the diffusion coefficient in the
liquid. We can use the correlation proposed by Wilke and Chang (1955) to estimate this
coefficient [35]:

DAB = 7.4*10-8 
μ V A

 0.6 (φ M2)0.5 T (26)
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Where φ is 2.26 for water and 1.5 for ethanol and VA was estimated by the Tyn Calus equation:

V A =0.285 (Vc)1.048 (27)

Where Vc is the estimated by the method of Joback and Reid (1987), with the aid of Molecular
Modeling Plus software (Norgwyn Montgomery Software, USA) [36]. The axial dispersion
coefficient in the supercritical phase was approximated as follows [37] and it may be used for
the subcritical phase:

DL =
u d p

ε Pe pd  (28)

Where the average void volume fraction of the fixed bed was ε = 0.4 and:

Pe pd =1.634 Re0.265 Sc-0.919 (29)

Intraparticle diffusivity of the essential oils in the solid phase, Dm, was selected to be the tuning
parameter of the model. Mass transfer between liquids and beds of spheres, kf, can be repre‐
sented by Wilson and Geankoplis in two cases [38]:

ε jD =  0.0016< Re <55,   165<Sc <70600 (30)

ε jD = 0.25
Re0.31 55< Re <1500,   165<Sc <10690 (31)

k f =
J D U o

Sc2/3 (32)

Density of water at high pressures and temperatures from 273 to 473 K was assumed to be the
density of saturated water (kg). It was calculated as follows [39]:

ρ =858.03 + 1.2128 T - 0.0025 T 2  (33)

Where ρ is density (kg/m3) and T is temperature (K). The water viscosity at temperatures from
300 to 450 K was calculated by the following equation:

μ =exp ( - 10.2 +  280970
T 2 ) (34)

Where μ is the viscosity (Pa.s) and T is temperature (K). Viscosity of water was supposed to
be independent of pressure. The model was verified successfully using the SWE data for
Z.multiflora leaves at 20 bar and 150oC. The optimum value of 2 × 10-12 m2/s was obtained for
the intraparticle diffusivity [12].
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5.2.6. CFD model

There is no scientific literature about the application of CFD modeling approach in the SWE
processes. In our previous work, we have tried to do CFD modeling of essential oils of Z.
multiflora leaves [13].

In CFD modeling in packed bed reactor, there are two cases. In first one, when the reactor to
particle diameter ratio is less than10, it is needed to build the exact geometry and the location
of the particles and solving the governing equations in meshes and can see the field of flow
between particles inside reactor. But in another one, when the reactor to particle diameter ratio
is higher than10, this system is defined as porous media. For modeling of these reactors, the
Navier-stocks with one additional term, which is contained viscous force and inertia loss, in
porous media is solved.

In this work, because of the reactor to particle diameter ratio is higher than10; the system can
define as porous media. The momentum equation is defined as:

( ) ( ) ( ) 1. .
2

VV P V C V V
t

meru er e et r
b

æ ö¶
+ Ñ = - Ñ +Ñ = - +ç ÷¶ è ø

r r r r rr
(35)

Where 
∂

∂ t (ερυ→ ) + ∇ .(ερV
→

V
→ )= −ε∇ P + ∇ .(ετ)= (−

μ
β V

→
+

1
2 Cρ |V

→ |V
→ ) and C and β coefficient

can define as:

( )

2 3

2150 1
Pdb

e
e=
-

(36)

( )
3

3.5 1

P

C
d

e

e
-

= (37)

In this work the porosity of bed is 0.4, so we have following value for C and β coefficients.

C=54687.5   1/m (38)

10 21/β= 0.23*10   1/m (39)

The energy equation is defined as:

( )( ) ( )( ) ( )ˆ1 . . .f f s s f fE E V E P K T V S
t
e r e r r t¶ é ù+ - + Ñ + = Ñ Ñ + +ë û¶

r r
(40)
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5.2.6. CFD model
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Where the Effective thermal diffusion coefficient is defined as:

( )ˆ ˆ ˆ1f sK K Ke e= + - (41)

The spices transfer equation is defined as:

x x -D  -D
x x

yi i i i i i
Dc c c c c cu u S

t x x y y x ye e
æ ö æ ö¶ ¶ ¶ ¶ ¶ ¶¶ ¶
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(42)

S is source term. Comparing the default of spices transfer equation with spices transfer
equation of this system can define the
∂ci
∂ t +

∂
∂x  (-Dx

∂ci
∂ x ) +
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∂x  (-Dx

∂ci
∂ x )=

Dy
y
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∂ y −

u
ε

∂ci
∂ x −

u
ε

∂ci
∂ y + S  as the source term of this work.

Cfs was the concentration of Thymol & Carvacrol in the fluid face at the particle surface and
was defined as:

fs p ssc k c= (43)

and

00.8 exp ( 0.0005 )ssc c t= - (44)

In such works, the Reynolds number is defined as:

Re p p
d

U dr

m
= (45)

Red =
ρŪ pd̄ p

μ  is mean characteristic length of porous and d̄ p is mean velocity based on po‐

rous. Based on this Reynolds number, it can be seen four regimes:

Red<1 Darcy regime or creeping flow

1<Red<150 inertia regime

150<Red<300 unsteady laminar flow regime

Red>300 unsteady Turbulent flow regime

The superficial velocity in this packed bed is defined as dividing flow rate by cross section.
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Dividing superficial velocity by porosity, real velocity can calculate.

QU
A

= (46)

p
UU
e

= (47)

and for calculating Dp

0

6
pD

A
= (48)

In this work the mean particle diameter was 0.6 mm.

2

0
3

4
4
3

A rA
V r

p

p
= = (49)

In this work the Reynolds number is 0.2, so there is laminar flow in this system.

The material of system was mixture of Thymol & Carvacrol and water. The inlet flow was
contained water with mole fraction 1 and the outer flow was consisted of water and Thymol
& Carvacrol [13]. The packed bed had 103 mm height and the diameter of bed was 16 mm. The
uniform mesh was used for this domain.

The governing equations are solved by a finite volume method. At main grid points placed in
the center of the control volume, volume fraction, density and spices fraction are stored. The
conservation equations are integrated in space and time. This integration is performed using
first order upwind differencing in space and fully implicit in time. For a first-order upwind
solution, the value at the center of a cell is assumed to be an average throughout the cell. The
SIMPLE algorithm is used to relate the velocity and pressure equations.

The simulation geometry is shown in Fig.8. The 2D calculation domain is divided into 22*146
grid nodes, in the radial and axial directions, respectively. The grid and mesh size are chosen
to be uniform in the two directions. The inlet of system was pure water and the outlet of system
was extracted Thymol & Carvacrol.

The extraction values versus time for 150oC were shown in Fig. 9. It can be seen, the extraction
values were increased as exponentially. After 60 min, the change of extraction values with time
was very little.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling480



Dividing superficial velocity by porosity, real velocity can calculate.

QU
A

= (46)

p
UU
e

= (47)

and for calculating Dp

0

6
pD

A
= (48)

In this work the mean particle diameter was 0.6 mm.

2

0
3

4
4
3

A rA
V r

p

p
= = (49)

In this work the Reynolds number is 0.2, so there is laminar flow in this system.

The material of system was mixture of Thymol & Carvacrol and water. The inlet flow was
contained water with mole fraction 1 and the outer flow was consisted of water and Thymol
& Carvacrol [13]. The packed bed had 103 mm height and the diameter of bed was 16 mm. The
uniform mesh was used for this domain.

The governing equations are solved by a finite volume method. At main grid points placed in
the center of the control volume, volume fraction, density and spices fraction are stored. The
conservation equations are integrated in space and time. This integration is performed using
first order upwind differencing in space and fully implicit in time. For a first-order upwind
solution, the value at the center of a cell is assumed to be an average throughout the cell. The
SIMPLE algorithm is used to relate the velocity and pressure equations.

The simulation geometry is shown in Fig.8. The 2D calculation domain is divided into 22*146
grid nodes, in the radial and axial directions, respectively. The grid and mesh size are chosen
to be uniform in the two directions. The inlet of system was pure water and the outlet of system
was extracted Thymol & Carvacrol.

The extraction values versus time for 150oC were shown in Fig. 9. It can be seen, the extraction
values were increased as exponentially. After 60 min, the change of extraction values with time
was very little.

Mass Transfer - Advances in Sustainable Energy and Environment Oriented Numerical Modeling480

Figure 9. Extraction values versus time for 150oC [13].

In order to investigate the applicability of the CFD model, the theoretical results are compared
with experimental measurements obtained at optimum conditions (20 bars, 150˚C, and 2 ml/
min). Fig. 9 shows that the modeling extraction values profile is increasing rapidly in the period
of 0-60 min and thereafter in the second region (60-120 min) the slope reduces until reaches a
constant trend in the third period of 120-150 min. In the first region, because of high Thymol
& Carvacrol concentrations in the Z. multiflora leaves and therefore, high mass transfer driving
force, high desorption rate of Thymol & Carvacrol from solid matrix occurs.

6. Conclusion

It was tried to give overall view about subcritical water extraction. Effective parameters,
mechanism and modeling of extraction were surveyed. Overall by considering mean average

Figure 8. The Schematic of extractor [13].
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errors of models, a mathematical model base on the combination of partition coefficient (KD)
and external mass transfer gave a good description of subcritical water extraction of Z.
multiflora, while the kinetic model reasonably described the extraction behavior at lower flow
rates [11].

On the other side, model was developed by introducing differential mass balances using two
phase model, and applying a linear equilibrium relationship. Because of considering the effect
of variation of the concentration profile in the SW phase, it seems that the proposed model is
more significant from the physical point of view.

The Last model was CFD modeling of extraction from Z. multiflora leaves using subcritical
water. It was concluded that CFD is poised to remain at the forefront of cutting edge research
in the sciences of fluid dynamics and mass transfer. Also, the emergence of CFD as a practical
tool in modern engineering practice is steadily attracting much interest and appeal. The results
of CFD model have been agreed well with experimental data. As shown, along of extractor,
Thymol was extracted and was in outflow.

Notations

specific surface, m2/m3 ( = 3
R p

 ) a or ap

Biot number ( = 
k f  R p

Dm
 ) Bi

solute concentration in the solid phase, kmol/m3 C

solute concentration in the SW phase, kmol/m3 Cf

solute concentration in the fluid phase at the particle surface, kmol/m3 Cfp

solute concentration in the solid phase, kmol/m3 ( 
C p
C po

 ) Cp

initial solute concentration in the solid phase, kmol/m3 Cpo

diffusivity of solute (A) in liquid (B), m2/s DAB

effective diffusion coefficient (m2/s) De

axial dispersion coefficient, m2/s DL

diffusivity in the solid, m2/s Dm

particle diameter, m dp

exponential function e

a certain fraction of the analyte desorbs at a fast rate by k1 F

remaining fraction desorbs at a slower rate by k2 (1-F1)

thermodynamics partitioning coefficient KD

external mass transfer coefficient (m/min) ke
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mass transfer between liquids and beds of spheres kf

volumetric partition coefficient of the solute between the solid and the fluid phase kp

cumulative mass of analyte extracted after certain amount of volume Va (mg/g dry sample) Ma

cumulative mass of the analyte extracted after certain amount of volume Vb (mg/g dry

sample)

Mb

total initial mass of analyte in the matrix (mg/g dry sample) Mi

cumulative fraction of the analyte extracted by the fluid of the volume Vb and Va (ml) Mb/Mi and Ma/Mi

total amount of solute (mg/g) removed from particle after time t Mt

maximum amount (mg/g) of solute extracted after infinite time M∞

ratio of total migration to the maximum migration concentration Mt/M∞

mass of the extracted sample (mg dry sample) m

Peclet number of the bed ( = 
uo L
DL  ε  ) Peb

Peclet number of the solid ( =
u d p
Dm ε

  ) Pep

average radius of an extractable particle R

Reynolds number ( = 2 R u ρ
μ  ) Re

Schmidt number ( = μ ρ
DAB

 ) Sc

Sherwood number ( = 2 kf R
Deff

 ) Sh

Stanton number ( 
L (1 - ε)k f  a

u  ) St

Temperature, K T

superficial SW fluid velocity, m/s u

molar volume of the solute at its normal boiling point, cm3/mol VA

critical volume, cm3/mol Vc

dimensionless axial coordinate along the bed, z/L X

dimensionless radius ( = r
R  ) Y

Greek symbols

ε void volume fraction

μ viscosity, Pa.s

ρ density, kg/m3

φ association factor for the solvent
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τ dimensionless time ( = u t
L ε  )
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Chapter 18

Mass Transfer:
Impact of Intrinsic Kinetics on the Environment

Engr Owabor

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/55990

1. Introduction

Emerging trends in environmental engineering and biosystem analysis indicate that a clean,
safe and healthy ecosystem is still possible regardless of the increased quest for technolo‐
gy and industrialization by a dynamic society where the fuel requirements of the energy
sector and the chemical and petrochemical needs of the chemical and allied industries are
greatly  dependent  on the  petroleum industry  in  which the  downstream sector  is  a  key
player.  These  needs  range  from  the  feedstock  requirements  of  the  chemical  industries,
polymeric  industrial  sector,  the  solvent  sector,  the  cosmetics  industries  etc.  The concern
over  industrial  and  technological  expansion,  energy  utilization,  waste  generation  from
domestic and industrial sources viz a viz their attendant negative effects on the environ‐
ment cannot be overemphasized.

This chapter is intended to expose the reader to the role of mass transfer on the topical issue
of environmental remediation. This is against the backdrop of the interrelationship between
mass transfer and the major processes such as biological, chemical and phyto-oxidation acting
during the removal of toxic substances from the environment and the dependence of these
processes on the availability of these substances which over time compromise the integrity of
the environment. Research reports advanced in this chapter is aimed at highlighting the crucial
need to very seriously exploit the principles of mass transfer in addressing the critical issue of
environmental degradation. The underlying mechanisms involved in the removal process and
the systematic protocol developed for accelerated clean up are incorporated.

Basically, mass transfer is one of the important three transport operations commonly encoun‐
tered and employed in chemical transformations. It has been described fundamentally, as the
movement of the components of a mixture from one point to another as a result of observed
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differences in concentration [1]. The material transfer is usually in the direction of decreasing
concentration gradient.

The concept of mass transfer is very important in the fields of engineering (particularly
Chemical Engineering) and sciences in general where it is applied for physical processes. From
the standpoint of chemical engineering, mass transfer is of prime significance because most of
the unit operations involving separation of mixtures into their component parts employ mass
transfer operation. The relevance of mass transfer operations is continuously a subject of
discourse as specifically, there is hardly any chemical process which does not require a
preliminary purification of raw materials or final separation of desired products from by-
products. In essence it can be described as the process that determines the rate at which
separation will occur. Issues relating the removal of certain materials from fluid streams
typically by adsorption are important industrial applications of the mass transfer operation.

The challenges of maintaining a clean environment stem primarily from the increasing
pollution of waters and land by heavy metals that are difficult to decompose biologically and
organic compounds which are persistent, recalcitrant and ubiquitous. This is because these
substances resist the self-purification capabilities of the rivers as well as decomposition in
conventional wastewater treatment plant. Consequently, conventional mechanical-biological
purification no longer suffices. It thus becomes imperative to supplement an additional stage
of processing and this improvement has been augmented by adsorption; an innovative
treatment method based on the principle of diffusion (a mechanism of mass transfer). Litera‐
ture reports have shown that the mechanism of the process of material transfer is by diffusion
and this is dependent to a large extent on the physical characteristics and attributes of the mass
been considered for transfer. The transfer process which is dependent on concentration
gradient is basically of two types; molecular diffusion and convective transfer. While the
former is known to be involved with movement of a material between two points i.e from a
high to low area of concentration, the latter relates to the flow of liquids around a solid surface
in forced convection motion. Interestingly, the two transfer types are governed by Fick’s first
law of diffusion under the condition of unchanging concentration gradient with the passage
of time. However, Fick’s second law becomes applicable under unsteady-state diffusion. The
principles of Fick’s laws which suggest that the rate of diffusion is a linear function of the solute
concentration gradient has continuously been affirmed by research results involving material
transport. In general, mass transfer cannot really be separated from adsorption and desorption
processes as the transport of materials from one phase to another is principally by the mech‐
anism of diffusion. Sorption is the primary process in the evaluation of availability while mass
transfer is the mechanism of movement from the fluid phase to the surface of the soil particle.
Various isotherm correlations have been used to describe the surface adsorption of the solutes
and their subsequent desorption from the soil surface [1]. The sorption of contaminant tends
to separate the direct contact between microorganisms, adsorbents and contaminants, which
is necessary for biodegradation detoxification to occur. The practical effect of the adsorption
and desorption rate, is that it controls the overall reaction rate. The transport (mobility) of
contaminant solute therefore is significantly dependent on two possible scenarios: fast
sorption/desorption and slow sorption/ desorption.
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Development of surface modified activated carbon from low cost and readily available natural
materials and agricultural wastes have been advanced for the generation of activated carbon
with far superior adsorption capacity for the treatment of contaminated water. The removal
of pollutants from aqueous waste stream by adsorption in fixed beds has therefore progres‐
sively become an important treatment process and a subject of many excellent research works.

Laboratory and field studies results abound to demonstrate the applications of mass transfer
in the management of the environment in terms of pollution monitoring and control. The
intrinsic kinetics of the mass transfer process has through systematic and sustained researches
become a relevant area of interest which provides information on availability, mobility and
toxicity as a function of the measured concentration and the mechanism of sequestration of
the solutes in the containing system.

2. Applications of mass transfer in water treatment technology

The demand for clean water for fishing activities, recreation etc and its non-ready availability
has caused considerable attention to be focused towards recovery and re-use of waste waters.
In water treatment procedures where the process of adsorption has been effectively engaged,
the use of adsorbent materials has served as the solid surface onto which molecules of the
adsorbates such as organic compounds, heavy metals, attach themselves. The removal of
contaminant solutes from the environment has not been effectively accomplished by tradi‐
tional methods. Hence it has now become universally recognized that adsorption technology
provides a feasible and effective method for the removal of pollutants from polluted water
resources and waste waters. Activated carbons are the most commonly used adsorbent in the
adsorption process due to their high adsorption capacity, high surface area and high degree
of surface reactivity. Adsorbents have been sourced variously from refinery residue, coal but
mostly from agricultural waste materials such as coconut shell, soya bean, cotton seed, walnut
and rice hulls, melon husk, orange peels etc.

The effectiveness of low density adsorbents dried (ground ripe and unripe orange peels) in
the removal organics typified using naphthalene and pyrene from an aqueous stream has been
extensively studied [2]. The influence of the variation in process conditions such as concen‐
tration, adsorbent dosage, agitation time and particle size, pH, and initial solute concentration
were analyzed to highlight the contributions of mass transfer in the treatment of contaminated
water. Under the operating conditions specified above, laboratory and experimental results
showed that the removal efficiency defined by adsorption capacity increased with an increase
in adsorbent dosage, contact time and initial solute concentration but decreased with an
increase in the particle size. This experimental result clearly demonstrates that the transfer of
any organic compound under consideration from one point to another is a linear function of
the operating variables which positively improve the reliability of the process.

Following the same adsorption principle for mass transfer, the removal of mono and polycyclic
aromatic hydrocarbons (PAHs) from bulk fluid stream onto adsorbents from periwinkle and
coconut shell (PSC) also provides an alternative technology for effective mass transfer process in
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the reduction of pollutant level of waste water. Naphthalene, phenanthrene and anthracene were
used as the representative PAHs and the effluent stream was simulated refinery wastewater.

The result for the characterization of the refinery effluent before and after treatment with
periwinkle shell activated carbon showed that the total suspended solids (TSS) reduced from
an initial value of 53 mg/l to 2 mg/l after treatment.

Further insights into the role of adsorption on the contaminated water has revealed that the
biochemical and chemical oxygen demand of the wastewater reduced drastically from an
initial value to specifications recommended by the environmental protection agency (EPA)
using activated carbon from materials such as periwinkle shell [3]. As contact time increased,
percentage removal of the organic and inorganic contaminants present in the wastewater also
increased. From the bench scale results [3], the total dissolved solids and total hydrocarbon
content of the wastewater treated with activated periwinkle shell carbon reduced significantly.
A maximum percentage removal of 78.5% was achieved. The clarity of the effluent water was
observed to be greatly improved after the first hour of treatment where the turbidity dropped
from 66 NTU to 6 NTU. Again the percentage turbidity increased with contact time until 100%
removal was achieved following complete clarity.

The result showed comparatively, that the treated effluent water had maximum percentage
reduction of approximately 83.26%, 91.19% (BOD, COD) for periwinkle shell carbon (PSC) and
commercial activated carbon (CAC) respectively. The periwinkle shell carbon displayed the
capacity to reduce the turbidity of the water contaminated with organic compounds via
transfer of the contaminant solute from the bulk wastewater where their concentration is high
to the external surface of the activated periwinkle shell carbon acting as the adsorbent.

In the development of alternative fixed filter bed for water treatment, the application of the mass
transfer process by adsorption has also been shown to be feasible by examining the influence of
modified clay on the rates of adsorption. The modifiers used were inorganic and organic acids,
bases and salts. The results obtained showed that equilibrium adsorption of naphthalene i.e the
transfer of naphthalene molecules from the bulk solution was attained at a faster rate using
modified clay when compared with the unmodified clay. Amongst the modified clay used for the
study, acids were found to be most suitable for the modification purpose [4].

This is attributable to the fact that the solutes in the acid medium had higher diffusive mobility
defined by their dispersion coefficient/diffusivity as shown in Table 1 and higher influence on
the physicochemical properties (porosity, surface area, bulk and particle density).

Overall, results from this study affirm that sediment modification directly affects the availa‐
bility of the contaminant chemicals.

3. Applications in soil remediation

In soil remediation, the availability of the contaminant is of prime significance and it is
commonly approached from the premise that chemicals are immediately accessible for
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microbial uptake only when in aqueous solution. The rationale behind this premise is that the
small pore spaces internal to aggregates of soil and sediment particles exclude microbes, such
that compounds that are dissolved or sorbed within these immobile-water domains must first
be transported to the external aqueous phase (i.e., bulk aqueous phase) before they can be
metabolized [5]. This premise is supported by several laboratory studies that have found
biodegradation to occur only, or predominantly, in the bulk aqueous phase [6], [7]. A variety
of factors, including physical characteristics of the sorbent (e.g., particle shapes, sizes, and
internal porosities), chemical properties of the sorbates and sorbents, and biological factors
(e.g., microbial abundance and affinity for the contaminant) influence availability.

In a study conducted [8], the experimental data from a soil microcosm was analyzed using the
method of temporal moments (MOM) which interprets solute transport with linear equilibri‐
um sorption and first order degradation and the analytical solutions of a transport model
CXTFIT version 2.0. This was with a view to estimating the transport parameters (pore-water
velocity, V and dispersion coefficient, D) using non-reactive solute and the degradation
parameters (retardation factor R and first order degradation rate λ) of the contaminant PAHs.

A dimensionless parameter called the retardation factor was used to represent bioavailability
(i.e the accessibility of a chemical for assimilation and possible toxicity). This parameter
increased with increasing solute hydrophobicity.

The result from the study is summarized in Table 2 and it showed that naphthalene had the
lowest retardation factor with a corresponding higher degradation rate constant. The observed
trend is similar and comparable to previous estimates from the Michaelis-Menten kinetics. The
finding from this study can be attributed to the aqueous solubility, diffusivity and mobility of
each contaminant solute.

Modifying agents DAB (cm2/s)

HCl 4.88 x10-6

H2SO4 4.5 x 10-6

HNO3 4.33 x 10-6

H3PO4 2.97 x10-6

KOH 5.15 x 10-7

NaOH 4.36 x10-7

*Adapted from Oladele, A.O. (2012). M.Eng. Thesis. University of Benin, Nigeria.

Table 1. Parameter estimation for naphthalene diffusivity in modified-clay sediment*
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PAHs R λ (per day)

MOM CXTFIT ε MOM CXTFIT Ε

Naphthalene 25.77 20.23 0.21 3.54 4.22 -0.19

Anthracene 41.62 28.43 0.32 1.21 2.05 -0.69

Pyrene 35.66 25.89 0.27 2.25 3.26 -0.45

*Adapted from Owabor, C.N. (2007) PhD Thesis, University of Lagos, Nigeria.

Table 2. Comparison of the Degradation and Transport parameters for the Contaminant PAHs*

In general, the result is significant as it affirms that the biodegradation of the contaminant
organic compound or specifically PAHs is a function of their bioavailability.

Studies have led researchers to conclude that some microorganisms are capable of degrading
compounds directly from the sorbed phase. Also, for many studies where solid-phase
degradation was reported, biodegradation rates were nonetheless observed to decrease with
contaminant soil-water contact time. Access to contaminants is increasingly inhibited as
solutes migrate deeper into submicron pores of impermeable sorption domains in soil/
sediment-water environments. From the foregoing, if solutes are degraded in the mobile
aqueous phase, it then becomes pertinent to state that the rates of remediation will be reduced
by sorption and/or diffusion into impermeable regions, with the overall rate controlled by the
slowest process of desorption or biotransformation. For example, in batch systems where the
solids have a large sorption capacity, only a small fraction of the contaminant mass may be
present in the bulk water. Evolving experimental reports is thus emphasizing that sorbate
diffusion is often the limiting step, particularly in systems involving contaminants with large
organic-carbon partition coefficients (kOC) and large fine-pored aggregates with high organic
matter content.

Studies on mass transfer effects for the evaluation of bioavailability and biodegradation
parameters of contaminant solutes in aqueous solid/sediment matrix applicable for biodegra‐
dation of the environmentally persistent and recalcitrant chemicals have been extensively
investigated using models [7], [9] which incorporates a two-site sorption/desorption kinetics.

The applications of mass transfer by diffusion in multi-component mixtures were carried out
by comparing the adsorption and desorption behavior of polycyclic aromatic hydrocarbons
and benzene, toluene, ethylbenzene and xylene (BTEX) in sand and clay sediments fractions.
Using equilibrium time as a basis for argument, research result showed that the contaminants
in sand attained equilibrium faster than in the clay sediment for both sorption and desorption
studies as a result of the higher permeability of sand sediment. The desorption equilibrium
time in both sediment types was found to be slower than adsorption an indication that it may
be the limiting step in the event of mineralization.

The adsorption and desorption kinetics of naphthalene using calcined and modified clay soil
fractions at ambient temperature has also been investigated to demonstrate the role of mass
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transfer in the removal of toxic chemicals from soil. Result of the batch experiments showed
that adsorption equilibrium was attained at 24, 28 and 32 hours for modified, calcined and
untreated soils; while the desorption equilibrium occurred at 46 hours for modified and 52
hours for calcined and untreated soils. Following the equilibrium time, the percentage of an
initial 100mg/l of naphthalene in the slurry phase system unadsorbed was 30%, 32% and 35%
for the calcined, modified and untreated soils respectively; while 12.3%, 11.2% and 9.5% of the
adsorbed naphthalene resisted desorption by the calcined, modified and untreated samples
respectively at equilibrium. The mass transfer rate was estimated using the Lagergren equation
and found to be 0.12 mg/g.hr, 0.11mg/g.hr and 0.08mg/g.hr during adsorption while the
desorption rate (kdes) were 0.06mg/g.hr, 0.05mg/g.hr and 0.07mg/g.hr for calcined, modified
and untreated soil respectively. The results clearly confirm that the rate of adsorption and
desorption of naphthalene differ among soil types and this directly affects its effective removal
from the soil. Studies on the dynamic behavior of the adsorption of naphthalene onto natural
clay with various modifying agents have shown that adsorption increased to a large extent
with increasing surface area and porosity of the modified clay. The results using acids, bases
and salts showed that equilibrium adsorption of naphthalene from the bulk solution were
attained at a faster rate using inorganic acids. Further investigations revealed that of all the
acids used, the diffusivity of naphthalene was highest in the HCl-modified clay which had the
largest surface area and porosity.

Comparing this result with the data from the desorption study showed that while adsorption
was inversely proportional to the pH of the medium, desorption was directly proportional.
The implication of the retention time obtained from the equilibrium study is significant as it
provides the bench mark for the interplay between sorption and degradation for transport and
transformation of contaminant solutes within the soil matrix.

The adsorption and desorption kinetics of naphthalene, anthracene, and pyrene in a soil slurry
reactor at ambient conditions was also investigated with a view to ascertaining the mechanisms
controlling the retention and release rates of the compounds in the soil matrix. A stirred-flow
method was employed to perform the experiments [10].

Analysis of the results of the batch adsorption/desorption kinetics and equilibria indicated that
the desorption rate was slower than the adsorption rate. The cumulative extent of desorption
for the tested chemicals (naphthalene, anthracene and pyrene) suggested that the desorption
step was also the rate limiting for biodegradation. This may not be unrelated to the fact that
diffusion in the pores may have been retarded by surface adsorption effects on soil organic
carbon. The observed resultant effect was the lowering of the aqueous phase concentration of
the contaminant PAHs which renders them not readily available to the microorganisms. The
biodegradation will thus in the long run be controlled by the slow desorptive and diffusive
mass transfer into biologically active areas. The extent of partitioning for the polycyclic
aromatic hydrocarbons tested was found to be dependent on their solubility and diffusivity
in the aqueous phase see Table 3. Experimental results from this study affirm that diffusivity/
diffusion coefficient is a property dependent on the physical properties of a system as well as
the molecularity, structural configuration and angularity of the solute [8].
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Properties Naphthalene Anthracene Pyrene

Molecular formula C10H8 C14H10 C16H10

Molecular weight (g/mol) 128 178 202

Density (g/cm3) 1.14 1.099 1.271

Melting point (oC) 80.5 217.5 145-148

Boiling point (oC) 218 340 404

Aqueous solubility (g/m3) 0.93 0.07 0.14

*Adapted from Zander et al., (1993), Perry’s Handbook of Chemical Engineers’ (1998) and Oleszczuk and Baran, (2003).

Table 3. Some properties of investigated PAHs*

Overall, discussion of the subject under consideration indicates that mass transfer is assessed
by the rate of adsorption/desorption and it must be emphasized that this is both the measured
concentration of the solute with time and the mechanism of distributing the solutes into
surfaces and pores of individual adsorbent medium. The successful predictions of the fate and
transport of solutes in the environment is hinged on the availability of accurate transport
parameters.

Solute transport with linear equilibrium therefore must as a matter of necessity be accounted
for and be accommodated as an integral component of the mineralization of toxic chemicals.
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Chapter 19

Coordinated and Integrated Geomorphologic Analysis
of Mass Transfers in Cold Climate Environments – The
SEDIBUD (Sediment Budgets in Cold Environments)
Programme

Achim A.  Beylich

Additional information is available at the end of the chapter
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1. Introduction

General background

Geomorphologic processes, responsible for transferring sediments and effecting landform
change, are highly dependent on climate, and it is anticipated that climate change will have a
major impact on the behaviour of Earth surface systems. Research on sedimentary fluxes from
source to sink in a variety of different climatic environments is represented by a substantial
body of literature. Studies on source-to-sink fluxes generally refer to the development of
sediment budgets. A sediment budget is an accounting of the sources and disposition of
sediment as it travels from its point of origin to its eventual exit from a defined landscape unit
like a drainage basin, e.g. [1]. Accordingly, the development of a sediment budget necessitates
the identification of processes of erosion, transport and deposition within a defined area, and
their rates and controls [1, 2, 3]. The fundamental concept underpinning source-to-sink
sediment flux and sediment budget studies is the basic sediment mass balance equation:

I = O +-ΔS

Where inputs (I) equal outputs (O) plus changes in net storage of sediment (ΔS). Source-to-
sink studies permit quantification of the transport and storage of sediment in a system. A
thorough understanding of the current sediment production and flux regime within a system
is fundamental to predict likely effects of changes to the system, whether climatic induced or
human-influenced. Source-to-sink sediment flux and sediment budget research therefore
enables the prediction of changes to erosion and sedimentation rates, knowledge of where
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sediment will be deposited, how long it will be stored and how much sediment will be
remobilised [1, 3, 4].

Sediment sources

Sediments are eroded and mobilised in source areas. Sediment sources are diverse and subject
to variation in response to climate change. Global warming leads to the loss of glacial ice, which
in turn increases slope instability caused by glacial de-buttressing, and flooding from glacial
and moraine-dammed lakes [5, 6]. All these processes redistribute sediments and operate at
different rates as a result of change to the system. Glaciers and ice sheets exert strong controls
on the supply of sediments. For example, Knight et al. [7] identify the basal ice layer of a section
of the Greenland ice sheet as the dominant source of sediment production. There is, however,
only limited knowledge of debris fluxes from ice sheets and glaciers and its variability. The
main mechanisms of sediment production in source areas can be described in terms of
contemporary environmental conditions. However, in order to fully understand sediment
supply a longer-term perspective is needed. Over the Quaternary, glacier fluctuations have
had profound influences in depositing extensive mantles of sediments. More-widely, perigla‐
cial activity has altered the landscape under non-glacial cold climate conditions. The obvious
imprint of this legacy is often reflected in contemporary sediment transfer rates where pre-
existing deposits are eroded by present-day processes [6, 8].

Sediment transfers

Sediment transfers move eroded sediments from their source area to an area of temporal
storage or long-term deposition in sinks. Rates of sediment transfer are not only conditioned
by competence of geomorphic processes but also by the availability of sediment for transport.
Accordingly, in assessing sediment transfer we need to quantify the forces, which drive
transport processes but equally account for the factors, which control sediment supply [8].
Glacial fluxes are arguably the most significant processes for contemporary sediment flux [9].
Small-scale process studies very often focus on sedimentary fluxes from areas of weathering
and erosion to areas of storage within defined landscape units like drainage basins, whereas
large-scale sediment systems couple headwaters to oceanic sinks. For example, Gordeev [10],
applying models developed by Morehead et al. [11], estimates the increase in sediment load
in Arctic rivers in response to a rise in surface temperature of the drainage basins. Based on
this model, increases in river discharge lead to an increase in the sediment flux of the six largest
Arctic rivers, predicted to range from 30% to 122% by the year 2100.

Sediment stores / sinks

The identification of storage elements and sinks is critical to the effective study and under‐
standing of source-to-sink sedimentary fluxes [1]. The setting of a particular drainage basin
defines the boundary conditions for storage within that landscape unit. Within a defined
landscape unit like a drainage basin, the slope and valley infill elements constitute the key
storage units and storage volumes are important for addressing time-dependent sediment
budget dynamics. Dating of storage in sedimentary source-to-sink flux studies is applied to
determine or estimate the ages and chronology of the storage components within the system.
An understanding of the nature of primary stores, secondary stores and the potential storage
capacities of different types of drainage basins is important along with knowledge of sediment
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residence times. Of growing importance is the development of innovative field methods, such
as geophysical techniques for estimating sediment storage volumes [12, 13, 14]. Within large-
scale sediment systems oceanic sinks are most important and provide the opportunity to
estimate rates of sediment production and delivery at long-term temporal as well as conti‐
nental spatial scales [15, 16].

2. The I.A.G. / A.I.G. SEDIBUD programme

Amplified climate change and ecological sensitivity of polar and cold environments has been
highlighted as a key global environmental issue [17]. Projected climate change in cold regions
is expected to alter melt season duration and intensity, along with the number of extreme
rainfall events, total annual precipitation and the balance between snowfall and rainfall.
Similarly, changes to the thermal balance are expected to reduce the extent of permafrost and
seasonal ground frost and increase active layer and thaw depths. These effects will undoubt‐
edly change surface environments in cold environments and alter the fluxes of sediments,
nutrients and solutes, but the absence of data and analysis to understand the sensitivity of the
surface environment are acute in cold climate environments.

The SEDIBUD (Sediment Budgets in Cold Environments) Programme of the International
Association of Geomorphologists (I.A.G./A.I.G.) was formed in 2005 to address this identified
key knowledge gap [18, 19]. SEDIBUD currently has about 400 members worldwide and the
Steering Committee of this international programme is composed of ten scientists from eight
different countries:

• Achim A. Beylich (Chair) (Norway)

• Armelle Decaulne (Secretary) (France)

• John C. Dixon (USA)

• Scott F. Lamoureux (Vice-Chair) (Canada)

• John F. Orwin (Canada)

• Jan-Christoph Otto (Austria)

• Irina Overeem (USA)

• Þorsteinn Sæmundsson (Iceland)

• Jeff Warburton (UK)

• Zbigniew Zwolinski (Poland)

The central research question of this global group of scientists is to

Assess and model the contemporary sedimentary fluxes in cold climates, with emphasis on both particulate and dissolved components.
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Initially formed as European Science Foundation (ESF) Network SEDIFLUX (2004-2006) [20,
21], SEDIBUD has further expanded to a global group of researchers with in total 44 field
research sites (SEDIBUD Key Test Sites) located in polar and alpine regions in the northern
and southern hemisphere, see [22]. Research carried out at each site varies by programme,
logistics and available resources, but typically represents interdisciplinary collaborations of
geomorphologists, hydrologists, ecologists, permafrost scientists and glaciologists. SEDIBUD
has developed a key set of primary surface process monitoring and research data requirements
to incorporate results from these diverse projects and allow coordinated quantitative analysis
across the programme. SEDIBUD Key Test Sites provide data on annual climate conditions,
total discharge and particulate and dissolved fluxes as well as information on other relevant
surface processes. A number of selected SEDIBUD Key Test Sites is providing high-resolution
data on climate conditions, runoff and sedimentary fluxes, which in addition to the annual
data contribute to the SEDIBUD Metadata Database which is currently developed. To support
these coordinated efforts, the SEDIFLUX Manual [3] has been produced to establish common
methods and data standards [18, 19]. In addition, a framework paper for characterizing fluvial
sediment fluxes from source to sink in cold environments has been published by the group [23].

Comparable datasets from different SEDIBUD Key Test Sites are analysed to address key
research questions of the SEDIBUD Programme as defined in the SEDIBUD Working Group
Objective [24].

3. Compiled annual data from defined SEDIBUD key test sites

Table 1 compiles key parameters of four selected SEDIBUD research field sites (Figures 1 and
2) as examples.

SEDIBUD Key

Test Site

Catchment

Geographical

coordinates

Area

(km2)

Elevation range (m);

Topographic relief

(m)

Mean annual

air temperature

in ºC

Annual

precipitation

(mm)

Lithology

Hrafndalur

(Iceland)

65º28`N,

13º42`W

7 6 – 731;

725

3.6 1719 Rhyolites

Austdalur

(Iceland)

65º16`N,

13º48`W

23 0 – 1028;

1028

3.6 1431 Basalt

Latnjavagge

(Sweden)

68º20`N,

18º30E

9 950 – 1440;

490

-2.0 852 Mica-garnet

schists

Kidisjoki

(Finland)

69º47`N,

27º05`E

18 75 – 365;

290

-2.0 415 Gneisses and

granulites

Table 1. Key parameters of four selected catchment geo-systems (SEDIBUD Key Test Sites) in Eastern Iceland, Swedish
Lapland and Finnish Lapland.
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Figure 1. Location of the four selected SEDIBUD Key Test Sites Hrafndalur (Iceland), Austdalur (Iceland), Latnjavagge
(Sweden) and Kidisjoki (Finland)

The generation and compilation of directly comparable data sets from the defined SEDIBUD
Key Test Sites in the SEDIBUD Metadata Database is the basis for modelling effects of climate
change on sedimentary fluxes and yields in cold climate environments by using space-for-time
substitution [3, 18-21].

Annual data (as required from defined SEDIBUD Key Test Sites) from the four examples
Hrafndalur (Iceland) [25, 26, 27], Austdalur (Iceland) [26, 27], Latnjavagge (Sweden) [25, 26,
28] and Kidisjoki (Finland) [25, 26] are compiled in Table 2. Time series of these mean annual
data are published in [25-28].

4. Direct comparison and major controls of annual mass transfers within
the four selected catchment geo-systems

On the basis of geomorphic process rates which were calculated for the Hrafndalur, Austdalur,
Latnjavagge and Kidisjoki drainage basins after longer-term field studies (several years of
process monitoring, mapping and observation) [26], the absolute and the relative importance
of present-day denudative surface processes in the entire catchments was estimated by the
quantification of the mass transfers caused by the different denudative surface processes. To
allow direct comparison of the different denudative processes, all mass transfers are shown as
tonnes multiplied by meter per year (t m yr-1), i.e. as the product of the annually transferred
mass and the corresponding transport distance, see [26, 29-31].
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Figure 2. Views of the four selected SEDIBUD Key Test Sites Hrafndalur (Eastern Iceland), Austdalur (Eastern Iceland),
Latnjavagge (Swedish Lapland) and Kidisjoki (Finnish Lapland)
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Name of SEDIBUD Key Test Site:

Hrafndalur (Iceland)

Principal Investigator: Achim A. Beylich

Period of investigations (years): 2002 - 2010

(Hydrological Year (HY) or Calender Year (CY);

Published Data (PD) or Unpublished Data (UPD))

Mean annual temperature (ºC): 3.6

Total annual precipitation [mm]: 1719

Total annual runoff [mm]: 1344

Annual suspended sediment yield [t km-2]: 19

Annual solute yield (atmospherically corrected) [t km-2]: 29

Name of SEDIBUD Key Test Site:

Austdalur (Iceland)

Principal Investigator: Achim A. Beylich

Period of investigations (years): 1996 - 2010

(Hydrological Year (HY) or Calender Year (CY);

Published Data (PD) or Unpublished Data (UPD))

Mean annual temperature (ºC): 3.6

Total annual precipitation [mm]: 1431

Total annual runoff [mm]: 1130

Annual suspended sediment yield [t km-2]: 42

Annual solute yield (atmospherically corrected) [t km-2]: 8

Name of SEDIBUD Key Test Site:

Latnjavagge (Sweden)

Principal Investigator: Achim A. Beylich

Period of investigations (years): 2000 - 2010

(Hydrological Year (HY) or Calender Year (CY);

Published Data (PD) or Unpublished Data (UPD))

Mean annual temperature (ºC): -2.0

Total annual precipitation [mm]: 852

Total annual runoff [mm]: 717

Annual suspended sediment yield [t km-2]: 2.4

Annual solute yield (atmospherically corrected) [t km-2]: 4.9

Name of SEDIBUD Key Test Site:

Kidisjoki (Finland)

Principal Investigator: Achim A. Beylich

Period of investigations (years): 2002 - 2010

(Hydrological Year (HY) or Calender Year (CY);

Published Data (PD) or Unpublished Data (UPD))

Mean annual temperature (ºC): -2.0

Total annual precipitation [mm]: 415

Total annual runoff [mm]: 324

Annual suspended sediment yield [t km-2]: 0.3

Annual solute yield (atmospherically corrected) [t km-2]: 3.1

Table 2. Compiled annual data from four selected SEDIBUD Key Test Sites
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As based on these quantitative investigations, in all selected study areas in sub-Arctic oceanic
eastern Iceland, Arctic oceanic Swedish Lapland and sub-Arctic oceanic Finnish Lapland the
intensity of contemporary denudative surface processes and mass transfers caused by these
geomorphic processes is altogether rather low.

A direct comparison of the annual mass transfers within the four investigated drainage basins
(Figure 3) summarises that there are differences between process intensities and the relative
importance of different denudative processes within the study areas in Eastern Iceland,
Swedish Lapland and Finnish Lapland.

The major controls of the detected differences are (see Figure 3):

i. Hydro-climate and connected runoff:

The higher annual precipitation along with the larger number of extreme rainfall events and
the higher frequency of snowmelt and rainfall generated peak runoff events in eastern Iceland
as compared to Swedish Lapland and Finnish Lapland leads to higher mass transfers (Figure
3). All four study areas are located in oceanic cold regions and projected climate change is
expected to alter melt season duration and intensity, along with an increased number of
extreme rainfall events, total annual precipitation and the balance between snowfall and
rainfall. In addition, changes in the thermal balance are expected to reduce the extent of
permafrost and seasonal ground frost and increase active layer depths [17]. Looking at the
existing differences between Hrafndalur / Austdalur (eastern Iceland), Latnjavagge (Swedish
Lapland) and Kidisjoki (Finnish Lapland) it seems obvious that the projected changes in
climate will cause significant changes of mass transfers.
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Figure 3. Statistical correlations between topographic relief and annual precipitation and annual mass transfers by
slope processes and fluvial transport (fluvial solute transport, fluvial suspended sediment transport, fluvial bedload
transport) for the four selected SEDIBUD Key Test Sites Hrafndalur (H), Austdalur (A), Latnjavagge (L) and Kidisjoki (K)

ii. Topographic relief:

The greater steepness of the Icelandic drainage basins leads to larger mass transfers here as
compared to Latnjavagge and especially to Kidisjoki (Figure 3).

iii. Lithology:

The low resistance of the rhyolites in Hrafndalur causes especially high weathering rates and
connected mass transfers in this drainage basin (see Figure 3). Due to the lower resistance of
the rhyolites as compared to the basalts found in Austdalur Postglacial modification of the
glacially formed relief is clearly further advanced in Hrafndalur as compared to Austdalur.
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iv. Vegetation cover (with vegetation cover being partly modified by human activity):

The significant disturbance of the vegetation cover by direct human impacts in Hrafndalur /
Austdalur (eastern Iceland) causes higher mass transfers by slope wash here whereas restricted
sediment availability is a major reason for lower mass transfers in Latnjavagge (Swedish
Lapland) and Kidisjoki (Finnish Lapland).

5. Conclusions

As a result, hydro-climate and topographic relief, followed by lithology and vegetation cover
(with vegetation cover being partly modified by human activity), are the main controls of the
mass transfers modifying the investigated sub-Arctic / Arctic landscapes, see also [32]. More
studies to the present one, carried out within the SEDIBUD Programme with unified geomor‐
phologic field methods [3, 21, 33, 34] in environments having different climatic, vegetation,
human impact, topographic, lithological / geological and/or tectonic features will help to gain
improved understanding of the internal differentiation of different global cold climate
environments, see e.g. [21, 33, 35, 36]. Furthermore, additional information on the control
mechanisms of processes, the role of extreme geomorphic events for longer-term mass
transfers and sediment budgets, the general intensity of geomorphic processes and mass
transfers, and the relative importance of different processes for slope and valley formation and
relief development under different environmental conditions can be collected. Direct com‐
parisons of SEDIBUD Key Test Sites (catchment geo-systems) and the application of the
Ergodic principle of space-for-time substitution will improve the possibilities to model relief
development as well as possible effects of projected climate change in cold climate environ‐
ments.
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