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Preface 

Thermodynamics is one of the most exciting branches of physical chemistry which 
has  greatly contributed to the modern science. Since its inception, great minds have
built their theories of thermodynamics. One should name those of Sadi Carnot, 
Clapeyron Claussius, Maxwell, Boltzman, Bernoulli, Leibniz etc. Josiah Willard 
Gibbs had perhaps the greatest scientific influence on the development of 
thermodynamics. His attention was for some time focused on the study of the Watt 
steam engine. Analysing the balance of the machine, Gibbs began to develop a
method for calculating the variables involved in the processes of chemical
equilibrium. He deduced the phase rule which determines the degrees of freedom of 
a physicochemical system based on the number of system components and the 
number of phases. He also identified a new state function of thermodynamic system,
the so-called free energy or Gibbs energy (G), which allows spontaneity and ensures 
a specific physicochemical process (such as a chemical reaction or a change of state)
experienced by a system without interfering with the environment around it. The
essential feature of thermodynamics and the difference between it and other
branches of science is that it incorporates the concept of heat or thermal energy as an 
important part in the energy systems. The nature of heat was not always clear.
Today we know that the random motion of molecules is the essence of heat. Some
aspects of thermodynamics are so general and deep that they even deal with 
philosophical issues. These issues also deserve a deeper consideration, before 
tackling the technical details. The reason is a simple one - before one does anything, 
one must understand what they want.

In the past, historians considered thermodynamics as a science that is isolated, but in 
recent years scientists have incorporated more friendly approach to it and have
demonstrated a wide range of applications of thermodynamics.

These four volumes of applied thermodynamics, gathered in an orderly manner,
present a series of contributions by the finest scientists in the world and a wide range
of applications of thermodynamics in various fields. These fields include the 
environmental science, mathematics, biology, fluid and the materials science. These 
four volumes of thermodynamics can be used in post-graduate courses for students 
and as reference books, since they are written in a language pleasing to the reader. 
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They can also serve as a reference material for researchers to whom the 
thermodynamics is one of the area of interest. 

Juan Carlos Moreno-Piraján 
Department of Chemistry 

University of the Andes  
Colombia 
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Thermodynamics of Ligand-Protein 
Interactions: Implications for Molecular Design 

Agnieszka K. Bronowska 
Heidelberg Institute for Theoretical Studies Heidelberg, 

 Germany 

1. Introduction 
Biologically relevant macromolecules, such as proteins, do not operate as static, isolated 
entities. On the contrary, they are involved in numerous interactions with other species, 
such as proteins, nucleic acid, membranes, small molecule ligands, and also, critically, 
solvent molecules. These interactions often display a remarkable degree of specificity and 
high affinity. Fundamentally, the biological processes rely on molecular organisation and 
recognition events. Binding between two interacting partners has both enthalpic (H) and 
entropic (-TS) components, which means the recognition event is associated with changes 
of both the structure and dynamics of each counterpart. Like any other spontaneous process, 
binding occurs only when it is associated with a negative Gibbs' free energy of binding 
( G ), which may have differing thermodynamic signatures, varying from enthalpy- to 
entropy-driven. Thus, the understanding of the forces driving the recognition and 
interaction require a detailed description of the binding thermodynamics, and a correlation 
of the thermodynamic parameters with the structures of interacting partners.  Such an 
understanding of the nature of the recognition phenomena is of a great importance for 
medicinal chemistry and material research, since it enables truly rational structure-based 
molecular design.   
This chapter is organised in the following way. The first part of it introduces general 
principles which govern macromolecular associations under equilibrium conditions: the free 
energy of binding and its enthalpic and entropic components, the contributions from both 
interacting partners, interaction energy of the association, and specific types of interactions – 
such as hydrogen bonding or van der Waals interactions, ligand and protein flexibility, and 
ultimately solvent effects (e.g. solute-solvent interactions, solvent reorganisation). The 
second part is dedicated to methods applied to assess particular contributions, experimental 
as well as computational. Specifically, there will be a focus on isothermal titrational 
calorimetry (ITC), solution nuclear magnetic resonance (NMR), and a discussion of 
computational approaches to the estimation of enthalpic and entropic contributions to the 
binding free energy. I will discuss the applicability of these methods, the approximations 
behind them, and their limitations. In the third part of this chapter, I will provide the reader 
several examples of ligand-protein interactions and focus on the forces driving the 
associations, which can be very different from case to case.  Finally, I will address several 
practical aspects of assessing the thermodynamic parameters in molecular design, the 
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bottlenecks of methods employed in such process, and the directions for future 
development.  
The information content provided by thermodynamic parameters is vast. It plays a 
prominent role in the elucidation of the molecular mechanism of the binding phenomenon, 
and – through the link to structural data – enables the establishment of the structure-activity 
relationships, which may eventually lead to rational design. However, the deconvolution of 
the thermodynamic data and particular contributions is not a straightforward process; in 
particular, assessing the entropic contributions is often very challenging. 
Two groups of computational methods, which are particularly useful in assessment of the 
thermodynamics of molecular recognition events, will be discussed. One of them are 
methods based on molecular dynamics (MD) simulations, provide detailed insights into the 
nature of ligand-protein interactions by representing the interacting species as a 
conformational ensemble that follows the laws of statistical thermodynamics. As such, these 
are very valuable tools in the assessment of the dynamics of such complexes on short 
(typically, picosecond to tens of nanosecond, occasionally microsecond) time scales. I will 
give an overview of free energy perturbation (FEP) methods, thermodynamic integration 
(TI), and enhanced sampling techniques. The second group of computational methods relies 
on very accurate determinations of energies of the macromolecular systems studied, 
employing calculations based on approximate solutions of the Schrödinger equation. The 
spectrum of these quantum chemical (QM) methods applied to study ligand-protein 
interactions is vast, containing high-level ab initio calculations: from Hartree-Fock, through 
perturbational calculations, to coupled-clusters methods; DFT and methods based on it 
(including “frozen” DFT and SCC-DFTTB tight binding approaches); to semi-empirical 
Hamiltonians (such as AM1, PM3, PM6, just to mention the most popular ones) (Piela, 2007, 
Stewart, 2009). Computational schemes based the hybrid quantum mechanical –molecular 
mechanical (QM/MM) regimes will also be introduced. Due to the strong dependence of the 
molecular dynamics simulations on the applied force field, and due to the dependence of 
both MD simulations and QM calculations on the correct structure of the complex, 
validation of results obtained by these methodologies against experimental data is crucial.  
Isothermal titration calorimetry (ITC) is one of the techniques commonly used in such 
validations.  This technique allows for the direct measurement of all components of the 
Gibbs' equation simultaneously, at a given temperature, thus obtaining information on all 
the components of free binding energy during a single experiment. Yet since these are de 
facto global parameters, the decomposition of the factors driving the association, and 
investigation of the origin of force that drives the binding is usually of limited value. 
Nonetheless, the ITC remains the primary tool for description of the thermodynamics of 
ligand-protein binding (Perozzo et al., 2004). In this chapter, I will give a brief overview of 
ITC and its applicability in the description of recognition events and to molecular design.  
Another experimental technique, which has proven very useful in the experimental 
validation of computational results, is NMR relaxation. These measurements are extremely 
valuable, as they specifically investigate protein dynamics on the same time scales as MD 
simulations. As such, the results obtained can be directly compared with simulation 
outputs. In addition, the Lipari-Szabo model-free formalism (Lipari and Szabo, 1982) is 
relatively free of assumptions regarding the physical model describing the molecular 
motions. The only requirement is the internal dynamics being uncorrelated with the global 
tumbling of the system under investigation. The results of the Lipari–Szabo analysis, in the 
form of generalised order parameters ( 2

LSS ), can be readily interpreted in terms of the 
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conformational entropy associated with the measured motions (Yang and Kay, 1996). It has 
been shown that for a wide range of motion models, the functional dependence of the 
conformational entropy on the order parameter is similar, suggesting that changes in order 
parameters can be related to changes in entropy in a model-independent manner. I will 
introduce the application of this model-free formalism to MD simulation, for the study of 
dynamical behaviour of ligand-protein complexes and the estimation of changes in the 
conformational entropy upon ligand-protein association. The MD simulations, performed 
on several proteins in complexes with their cognate ligands, indicate that the molecular 
ensembles provide a picture of the protein backbone dynamics that show a remarkably high 
degree of consistency with NMR relaxation data, regardless of the protein's size and 
structure (Schowalter and Brüschweiler, 2007).  
In this chapter I will also address the enthalpy-entropy compensation phenomenon and the 
challenges it imposes on molecular design. The generality of this phenomenon have been a 
subject of debate for many years. Although this compensation is not a thermodynamic 
requirement as such (Ford, 2005, Sharp, 2001), it has been very frequently observed in 
protein-ligand interactions (Whitesides and Krishnamurthy, 2005). Briefly, stronger and 
more directed interactions are less entropically favourable, since the tight binding constricts 
molecular motions. The detailed mechanism of enthalpy-entropy compensation is, 
nonetheless, highly system-dependent, and this compensation does not obey a single 
functional form. An example of enthalpy-entropy compensation and its consequences to the 
design process will be provided. 
A discussion of the thermodynamics of protein-ligand interactions would not be complete 
without commenting on dynamic allostery and cooperativity. The mechanism of allostery 
plays a prominent role in control of protein biological activity, and it is becoming accepted 
that protein conformational dynamics play an important role in allosteric function. Changes 
of protein flexibility upon ligand binding affect the entropic cost of binding at distant 
protein regions. Counter-intuitively, proteins can increase their conformational entropy 
upon ligand binding, thus reducing the entropic cost of the binding event (MacRaild et al., 
2007). I will discuss these phenomena, illustrating them through several examples of 
biologically-relevant protein-ligand interactions. 
The overall aim of this chapter is to introduce the forces driving binding events, and to 
make the reader familiar with some general rules governing molecular recognition 
processes and equally to raise awareness of the limitations of these rules. Combining the 
structural information with equilibrium thermodynamic data does not yield an 
understanding of the binding energetics under non-equilibrium conditions, and global 
parameters, obtained during ITC experiments, do not enable us to assess the individual 
contributions to the binding free energy. Certain contributions, such as entropy, may behave 
in a strongly non-additive and highly correlated manner (Dill, 1997). This chapter will 
discuss the boundaries of rational molecular design guided by thermodynamic data. 

2. Principles 
2.1 Enthalpic and entropic components of free binding energy 
A non-covalent association of two macromolecules is governed by general thermodynamics. 
Similarly to any other binding event (or – in a broader context – to any spontaneous 
process), it occurs only when it is coupled with a negative Gibbs' binding free energy (1), 
which is the sum of an enthalpic, and an entropic, terms: 
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conformational entropy associated with the measured motions (Yang and Kay, 1996). It has 
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2. Principles 
2.1 Enthalpic and entropic components of free binding energy 
A non-covalent association of two macromolecules is governed by general thermodynamics. 
Similarly to any other binding event (or – in a broader context – to any spontaneous 
process), it occurs only when it is coupled with a negative Gibbs' binding free energy (1), 
which is the sum of an enthalpic, and an entropic, terms: 
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where G  is free binding energy,  H  is enthalpy,  S  entropy, and T is the temperature. 
The enthalpic contribution to the free energy reflects the specificity and strength of the 
interactions between both partners. These include ionic, halogen, and hydrogen bonds, 
electrostatic (Coulomb) and van der Waals interactions, and polarisation of the interacting 
groups, among others. The simplest description of entropic contribution is that it is a 
measure of dynamics of the overall system. Changes in the binding entropy reflect loss of 
motion caused by changes in translational and rotational degrees of freedom of the 
interacting partners. On the other hand, changes in conformational entropy may be 
favourable and in some cases these may reduce the entropic cost of binding (MacRaild et al., 
2007). Solvation effects, such as solvent re-organisation, or the release of tightly bound water 
upon ligand binding can contribute significantly to the entropic term of the binding free 
energy. 
The Gibbs equation can be also written as in equation (2): 

 ln dG RT K    (2) 

where R is a gas constant, T is the temperature, and dK is binding constant. This formulation 
emphasises the relationship between Gibbs energy and binding affinity. The ligand-protein 
association process can be represented in the form of a Born-Haber cycle. A typical cycle is 
showed in Figure 1. The 'intrinsic' free energy of binding between ligand L and protein P is 
represented by iG , whereas the experimentally observable free energy of binding is 
represented by obsG .  
 

 
Fig. 1. An example of Born-Haber cycle for ligand-protein (LP) association. It relates the 
experimentally observed free energy of binding ( obsG ) with 'intrinsic' free energy of 
binding ( iG ) between ligand (L) and protein (P) and with solvation free energies of free 
interactors ( sfG ) and the resulting complex ( sbG ). X, Y, Z, and B refer to the number of 
water molecules involved in solvation of the unbound ligand (X),  unbound protein (Y), 
ligand-protein complex (Z), and to the bulk solvent (B). 

Two additional processes can be defined: the free energy of solvation of the free (unbound) 
interacting partners ( sfG ), and the free energy of solvation of the ligand-protein complex 
( sbG ). Since the free energy is a state function, it is independent of the path leading from 
from one state of the system to another. Hence, the observable free energy of binding can be 
written as in equation (3): 
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The equation above shows how the observable free energy of binding can be decomposed 
into the 'intrinsic' term, and the solvation contributions from the ligand-protein complex and 
unbound interactors. Similar decomposition can be done for the enthalpic and entropic 
terms separately, as these terms are also state functions. 
Since the enthalpic and entropic contributions to the binding free energy depend on many 
system-specific properties (such as protonation states, binding of metal cations, changes in 
conformational entropy from one ligand to another in a way which is very difficult to 
predict, etc), the conclusion is that optimising the overall free energy remains the most 
viable approach to rational (structure-based) molecular design. Attempting to get an insight 
into individual components of the free energy requires re-thinking the whole concept of 
ligand-protein binding. This means regarding ligand-protein complexes as specifically 
interacting yet flexible ensembles of structures rather than rigid entities, and the role of 
solvation effects. The significant contribution of specific interactions and flexibility to the 
'intrinsic' component of binding free energy, and solvation effects will be discussed next in 
this chapter. 

2.2 Specific interactions 
2.2.1 Electrostatic interactions  
Electrostatic interactions, involved in ligand-protein binding events, can be roughly 
classified into three types; charge-charge, charge-dipole, and dipole-dipole. Typical charge-
charge interactions are those between oppositely charged atoms, ligand functional groups, 
or protein side chains, such as positively charged (amine or imine groups, lysine, arginine, 
histidine) and negatively charged (carboxyl group, phosphate groups, glutamate side chain). 
An important contribution to the enthalpy change associated with a binding event arises 
from charge-dipole interactions, which are the interactions between ionised amino acid side 
chains and the dipole of the ligand moiety or water molecule. The dipole moments of the 
polar side chains of amino acid also affect their interaction with ligands.  

2.2.2 Van der Waals interactions 
Van der Waals interactions are very important for the structure and interactions of 
biological molecules. There are both attractive and repulsive van der Waals interactions that 
control binding events. Attractive van der Waals interactions involve two induced dipoles 
that arise from fluctuations in the charge densities that occur between adjacent uncharged 
atoms, which are not covalently bound. Repulsive van der Waals interactions occur when 
the distance between two involved atoms becomes very small, but no dipoles are induced. 
In the latter case, the repulsion is a result of the electron-electron repulsion that occurs in 
two partly-overlapping electron clouds. 
Van der Waals interactions are very weak (0.1- 4 kJ/mol) compared to covalent bonds or 
electrostatic interactions. Yet the large number of these interactions that occur upon 
molecular recognition events makes their contribution to the total free energy significant.  
Van der Waals interactions are usually treated as a simple sum of pairwise interatomic 
interactions (Wang et al., 2004). Multi-atom VdW interactions are, in most cases, neglected. 
This follows the Axilrod-Teller theory, which predicts a dramatic  (i.e. much stronger than 
for pairwise interactions) decrease of three-atom interactions with distance (Axilrod and 
Teller, 1943). Indeed, detailed calculations of single-atom liquids (Sadus, 1998) and solids 
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(Donchev, 2006) indicate that multi-body effects amount to only 5% of the total energy 
(Finkelstein, 2007). However, Finkelstein (2010) shows that those largely ignored multi-atom 
Van der Waals interactions may lead to significant changes in free energy in the presence of 
covalent bonds. Those changes can be  comparable to those caused by the substitutions of 
one atom by another one in conventional pairwise Van der Waals interactions. Thus, the 
currently used force fields (applied in MD simulations) need to be revised.  

2.2.3 Hydrogen bonds 
Hydrogen bonds are non-covalent, attractive interactions between a hydrogen covalently 
bonded to some electronegative group (“donor”), and another electronegative atom, such as 
oxygen or nitrogen (“acceptor”). The hydrogen bond can be described as an electrostatic 
dipole-dipole interaction. However, it also has some features of covalent bonding: it is 
specific, directional, it produces interatomic distances shorter than sum of van der Waals 
radii, and usually it involves a limited number of interaction partners, which can be 
interpreted as a type of valence.  
Proteins contain ample hydrogen bond donors and acceptors both in their backbone and in 
the side chains. The environment (aqueous solvent, protein-protein network, lipid bilayers) 
in which proteins of interest are immersed also contains numerous proton donors and 
acceptors – be it water molecule, interacting proteins, lipid headgroups, or DNA/RNA. 
Hydrogen bonding, therefore, occurs not only between ligand and protein and within the 
protein itself, but also within the surrounding medium. 
Like all non-covalent interactions, hydrogen bonds are fairly weak: in biological conditions, 
the strength of hydrogen bonds varies between 5-30 kJ/mol (outside of biological systems, 
the strength of hydrogen bonds may vary from 2 kJ/mol to even 155 kJ/mol for HF2-) 
(Emsley, 1980), which is weaker than ionic or covalent bonds. However, because of their 
relative weakness, they can be formed and broken rapidly during binding event, 
conformational changes, or protein folding. Thus, hydrogen bonds in biological systems 
may be switched on or off with energies that are within the range of thermal fluctuations. 
This is one of the prime factors that facilitates macromolecular association events, and 
biological activity. Another key factor is related to the strict geometric rules, followed by 
hydrogen bonds in biological systems. Namely, their orientations, lengths, and angular 
preferences, which make hydrogen bonding very specific. Due to these properties, the role 
of hydrogen bonds in governing specific interactions in biological recognition processes is 
absolutely crucial. Hydrogen bonds, both intra-and inter-molecular, are partly responsible 
for the secondary, tertiary, and quaternary structures of proteins, nucleic acids, and also 
some synthetic polymers. They play a pivotal role in molecular recognition events, and they 
tune the properties of the macromolecular system (e.g. mechanical strength, binding 
specificity).  These geometric rules were among the first to be extracted from crystal 
structure databases (Bissantz et al., 2010).  While the preferred geometries of hydrogen 
bonds are easily defined, their contributions to binding free energy are system-specific 
(Davis and Teague, 1999, Williams and Ladbury, 2003). Hydrogen bonds always convey 
specificity to a recognition process but do not always add much binding free energy 
(Bissantz et al., 2010).  
Hydrogen bonds can vary quite considerably in their strength. Often, a stronger hydrogen 
bond implies higher penalty of desolvation, so the net free energy gain of a stronger 
hydrogen bond might be seriously compromised. However, such a picture is not always the 
case. Hydrogen bond strength, in the context of the free energy changes, should be carefully 
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examined, as it is likely to vary considerably from one ligand-protein system to another one 
(Barratt et al., 2005, 2006). 
Regarding weak hydrogen bonds, the most prominent donor is the CH group. These 
interactions, despite of their weakness, play an important role in stabilising appropriate 
conformations of ligand-protein complexes, for instance among the complexes between 
protein kinases and their inhibitors (Bissantz et al., 2010). Protonated histidines can also act 
as strong CH donors (Chakrabarti and Bhattacharyya, 2007). Weak hydrogen bonds, their 
nature, and their role in ligand-protein interactions have been extensively reviewed by 
Panigrahi and Desiraju (2007).  

2.2.4 Halogen bonds and multipolar interactions 
The concept of halogen bonds is similar to hydrogen bonds: both types of interactions 
involve relationships between an electron donor and electron acceptor. In hydrogen 
bonding, a hydrogen atom acts as the electron acceptor and forms a non-covalent bond by 
accepting electron density from an electronegative atom (“donor”). In halogen bonding, a 
halogen atom is the donor. 
Despite of their prevalence in complexes between proteins and small organic inhibitors 
(many of them contain halogen atoms due to solubility and bioavailability) and their 
importance for medicinal chemistry, the significance of halogen bonds in biological context 
has been overlooked for a long time (Zhou et al., 2010). For a number of years, halogen 
atoms were regarded as hydrophobic appendages, convenient – from the molecular design 
point of view - to fill apolar protein cavities. The nature of halogen interactions (such as 
directionality, sigma-holes) was not studied in detail and not regarded as very important. 
Indeed, halogen bonds are, in general, fairly weak interactions. On the other hand, in some 
cases they can compete with hydrogen bonds, thus should be considered in more details, 
given the importance of hydrogen bonds in ligand-protein interactions and given that many 
of synthesised small organic compounds contain halogen bonds in their structure (Bissantz 
et al., 2010, Zhou et al., 2010). 
Halogens involved in halogen bonds are chlorine, bromine, iodine, and fluorine (not very 
often). All four halogens are capable of acting as donors (as proven by computational and 
experimental data) and follow the general trend: F < Cl < Br < I, with iodine normally 
forming the strongest bonds, as the strength increases with the size of the halogen atom. 
From the chemical point of view, the halogens, with the exception of fluorine, have unique 
electronic properties when bound to aryl or electron withdrawing alkyl groups. They show 
an anisotropy of electron density distribution with a positive area (so-called -hole) of 
electrostatic potential opposite the carbon-halogen bond (Clark et al., 2007). The molecular 
origin of the -hole can be explained quantum chemically and the detailed description is 
provided in the work by Clark and coworkers (2007). Briefly, a patch of negative charge is 
formed around the central region of the bond between carbon and halogen atom, leaving the 
outermost region positive (hence the “hole”).  
Available experimental data show the strong influence of halogen bonds on binding affinity. 
Replacement of hydrogen by halogen atom is often used by medicinal chemists in order to 
increase the affinity. Indeed, in a series of adenosine kinase inhibitors, a 200-fold affinity 
gain from hydrogen to iodine has been observed  (Iltzsch et al., 1995). Another spectacular, 
300-fold affinity difference upon iodine substitution was observed in a series of HIV reverse-
transcriptase inhibitors (Benjahad et al., 2003). Unsurprisingly, substitution of hydrogen by 
iodine typically leads to the largest affinity gain, since the strength of the halogen bond 
increases with the size of halogen atom. 
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Halogen atoms can interact with the oxygen and with the carbon atoms of C=O groups, as 
well. The former attributes to the halogen bond formation, the latter is a hallmark of so-
called orthogonal multipolar interactions. These interactions are formed by two dipolar 
functional groups, which are in a close distance from each other. Only recently it received 
attention in the field of medicinal chemistry and ligand-protein interactions (Paulini et al., 
2005), even though it has been described for a long time. This interaction is known to 
contribute to ligand-protein stabilisation (Fischer et al., 2008), and it is particularly important 
in the context of halogen bonds (Bissantz et al., 2010 and references therein). It is worth 
bearing in mind that in an orthogonal (perpendicular) orientation of two dipoles, the actual 
dipole contribution to interaction energy is zero. Thus, higher order electrostatic and 
dispersion terms must be responsible for this type of interaction. The disappearance of the 
dipole term may turn a repulsive electrostatic interaction into an attractive one. Because of 
its high electron density and low polarisability, fluorine's preference for dipolar interactions 
is more pronounced than for the other halogens (Bissantz et al., 2010). Chlorine and other 
heavy halogens also form multipolar interactions with carbonyl groups, but they show a 
tendency for the C-X bond to be parallel rather than orthogonal to the amide plane, a 
consequence of the  -hole (Bissantz et al., 2010). 

2.2.5 Hydrophobic interactions 
The interactions between ligands and the hydrophobic side chains of proteins contribute 
significantly to the binding free energy. The hydrophobic residues mutually repel water and 
other polar groups and results in a net attraction of the non-polar groups of ligand. In 
addition, apolar and aromatic rings of tryptophan, phenylalanine, and tyrosine participate 
in "stacking" interactions with aromatic moieties of ligand. Many studies have demonstrated 
that the hydrophobic interactions, quantified by the amount of hydrophobic surface buried 
upon ligand binding, is the structural parameter correlating best with binding free energy 
(Bissantz et al., 2010, Perozzo et al., 2004). It holds well for very diverse sets of ligands 
(Boehm and Klebe, 1996) as well as for protein-protein interactions (Vallone et al., 1998). It 
should be emphasised, though, that a considerable part of the affinity gain caused by 
hydrophobic interactions in hydrophobic binding pockets comes from sub-optimal solvation 
of the pocket in the unbound (apo) state.  
Aromatic interactions, hydrophobic effect, and other solvent effects will be discussed further 
in the following parts of this chapter. 

2.2.6 Interactions mediated by aromatic rings 
Aromatic rings deserve special attention in the context of ligand-protein interactions. 
Interactions between ligands and protein aromatic side chains ( Phe, Trp,and Tyr) are 
widespread in ligand-protein complexes (Bissantz et al., 2010). The unique steric and 
electronic properties of these side chains, which give rise to large polarizabilities and 
quadrupole moments, result in preferred geometries upon interactions.   
For interactions between two aromatic systems, two geometries are predominant: one, 
where two rings are parallel to each other, and the perpendicular, edge-to-face arrangement. 
High-accuracy ab initio CCSD(T) quantum chemical calculations of the dimerisation energy 
of benzene predict these two geometries to be isoenergetic (Hobza et al., 1996), which agrees 
with experimental results qualitatively and quantitatively (Grover et al., 1987, Krause et al., 
1991).  
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An introduction of heteroatoms into aromatic ring affects the ratio of both geometries. The 
preference to perpendicular interactions increases when the acidity of the interacting “side” 
atoms increases; this happens upon introduction of a strongly electron-withdrawing 
substituent in either ortho- or para-position. This was demonstrated by high-accuracy 
quantum chemical calculations by Sinnokrot and Sherrill (2004): The interaction between 
benzene as a donor and fluorobenzene as the acceptor, while both compounds were 
perpendicular to each other, was ~0.3 kcal/mol weaker than that of the benzene dimer. 
With reverse of roles (fluorobenzene as the donor), the interaction became ~0.6 kcal/mol 
stronger as compared to the benzene dimer.  
For perpendicularly-oriented aromatic-aromatic interactions, studies on several model 
systems showed that aliphatic-aromatic interactions in the same orientation provide a 
favourable contribution to the free energy of the same magnitude as aromatic-aromatic 
interactions (Turk and Smithrud, 2001). For aliphatic-aromatic interactions, interactions 
energy becomes more favourable when acidity of the interacting CH unit of aliphatic 
counterpart increases. Study conducted by Tsuzuki et al. (2000) showed that ethane (sp3 
hybridisation of carbon atom, less acidic) is a worse binder of benzene than acetylene (sp 
hybridisation of carbon atom, more acidic), and the difference in dissociation energies 
between acetylene-benzene and ethane-benzene complexes is around 1 kcal/mol.  In ligand-
protein complexes, this type of interaction can be found in interactions between aromatic 
side chains and methyl groups. The strength of such interactions depends on the group to 
which the interacting methyl group is bound: the more electronegative the group, the more 
the preference towards perpendicular geometry of interacting methyl-aromatic side chain is 
pronounced (Bissantz et al., 2010).    interactions are also displayed by amide bonds of 
protein backbone (namely, their pi faces) and ion pairs - interactions between acidic (Asp, 
Glu) and basic (Lys, Arg) side chains.  
Aromatic interactions are not limited to   interactions. Recently, the nature of 
favourable interactions between heavier halogens and aromatic rings has been studied, in 
particular in the context of halogen bonds. C-H - halogen interactions can be regarded as 
“very weak hydrogen bonds” (Desiraju, 2002).  

2.3 Solvent effects, structural waters, and the bulk water 
Any binding event displaces water molecules from the interaction interface or from the 
binding pocket, while simultaneously desolvating the ligand (or a part of it). Although most 
of those waters are disordered and loosely associated with protein structure, such 
displacement affects the whole solvation shell around the ligand-protein complex 
(Poornima and Dean, 1995b). 
While the vast majority of those water molecules are mobile and easily displaceable, some 
are tightly bound to the protein structure. Tightly bound water molecules are often 
conserved across multiple crystal structures of ligand-protein complexes (Poornima and 
Dean, 1995c). Often, those water molecules play an important role in tuning the biological 
activity of the protein, as in the case of many enzymes (Langhorst et al., 1999, Nagendra et 
al., 1998, Poornima and Dean, 1995a). Those water molecules may be regarded as part of the 
protein structure.  Ligand-protein interactions are often mediated by water molecules buried 
in the binding site and forming multiple hydrogen bonds with both binding partners 
(Poornima and Dean, 1995a-c). In other cases, those bound water molecules are released to 
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the bulk upon ligand binding. Such displacement may affect the thermodynamic signature 
of the binding event in a dramatic way. It is generally assumed that the release of a water 
molecule from a rigid environment should be entropically favorable. The upper limit of the 
entropy gained for transferring a water molecule from a protein to bulk solvent was 
estimated to be 2 kcal/mol at room temperature (Dunitz, 1994). This gain would be 
compensated by loss of enthalpy, so the total contribution to the free energy (as a sum of its 
enthalpic and entropic terms) of a single water molecule released from the protein to the 
bulk is difficult to guess. Moreover, in order to reach this 2 kcal/mol limit the water 
molecule would have to be fixed very rigidly while bound. This is often not the case, and it 
has been observed in numerous occasions that even very tightly bound, “structural” waters 
may retain a significant amount of residual mobility (Denisov et al., 1997, Fischer and 
Verma, 1999, Matthews and Liu, 2009, Smith et al., 2004). 
“Structural” water molecules affect their surrounding not only via direct interactions (such 
as hydrogen-bonding network), but also by influencing the dynamical behaviour of their 
environment. Numerous cases have been reported when binding of the structural water 
affected protein flexibility (Fischer and Verma, 1999, Smith et al., 2004). The direction of such 
influence cannot be predicted by simple rules, as it is heavily dependent on the details of the 
binding site – some protein become more dynamic upon water binding (Fischer and Verma, 
1999), while other ones become more rigid (Mao et al., 2000). Yet ignoring those water effects 
is likely to lead to substantial errors in the free energy predictions. The importance of the 
contributions of “structural” water molecules to binding events and its implications for drug 
design have been emphasised in a study by Michel et al (Michel et al., 2009). 
The traditional, enthalpy-dominated view of ligand-protein association largely neglects 
solvation effects, which strongly affect the thermodynamic profile of a binding event. 
Recently it became clear that studying the hydration state of a protein binding pocket in the 
apo (unbound) state should be a routine procedure in rational drug design, as the role of 
solvation in tuning binding affinity is critical. Solvation costs are a plausible reason why 
some ligands, despite fitting into a binding site, fail during experimental tests as inhibitors. 
Young and coworkers showed that an optimised inhibitor of factor Xa turns virtually 
inactive when the isopropyl group interacting in the S4 pocket of factor Xa is substituted by 
hydrogen: The compound (PDB code 2J4I) is characterised by Ki of 1 nM. Replacing the 
isopropyl group by hydrogen reduces its affinity to 39 M.  Substitution of this group by 
hydrogen, apart from reducing the number of favourable hydrophobic interactions, leads to 
unfavourable solvation of the binding pocket (Young et al., 2007, and references therein).  
Desolvation of the ligand itself may sometimes control the binding free energy. For highly 
hydrophilic ligands, the desolvation costs may be very high and make unfavourable 
contributions to the binding (Daranas et al. 2004, MacRaild et al., 2007, Syme et al., 2010).  The 
calorimetric study of -galactose derivatives binding to arabinose binding protein (ABP) 
showed dramatic differences in binding free energy between several deoxy derivatives 
(Daranas et al., 2004). The most likely reason of 4-deoxygalactose failing to bind to ABP is 
the unfavourable desolvation cost (Bronowska and Homans, unpublished data).    
Spectroscopic evidence shows that (1) water molecules in the first solvation shell 
(surrounding the hydrophobic solute) are more flexible that it was originally thought 
(Finney and Soper, 1994) and (2) hydrogen bonds at hydrophobic surfaces are weaker than it 
was assumed (Scatena et al., 2001). In addition, the properties of the water molecules from 
first two solvation shells are very different from these of bulk water, as emerged from 
terahertz spectroscopy results (Ebbinghaus et al., 2007, Heugen et al., 2006).   
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2.4 Classical and non-classical hydrophobic effect 
The concept of the classical hydrophobic effect relies on a hydrophobic solute disrupting the 
structure of bulk water. This decreases entropy due to ordering of water molecules around 
the hydrophobic entity. Such unfavourable effects can be minimised if solute molecules 
aggregate. Upon aggregation, water molecules form one larger “cage” surrounding the 
hydrophobic aggregate, and the surface area of such aggregate is smaller than the sum of 
surface areas of individual (non-aggregated) solutes. This makes the entropic contribution 
less unfavourable and hence makes the free energy more favourable (Homans, 2007). 
If this mechanism was the sole driving force for a protein-ligand interaction, all binding 
events involving hydrophobic ligands would be entropy-driven. This is not the case. Several 
years ago, in the group of Steve Homans (University of Leeds), we studied the 
thermodynamics signature of ligand binding by the mouse major urinary protein (MUP). 
This protein is characterised by a strongly hydrophobic binding pocket and it binds a 
handful of very different hydrophobic ligands – long-chain alcohols and pyrazine 
derivatives, among others. Surprisingly, the ITC data showed that the binding was 
enthalpy-driven (Barratt et al., 2005). This was combined with a negative change in heat 
capacity upon binding - a hallmark of the hydrophobic effect. 
In order to elucidate the molecular origin of this unusual binding signature, we employed 
computational methods, such as molecular dynamics (MD) simulations. I will discuss the 
results in more details later in this chapter. The data showed that the key to this favorable 
enthalpy of binding of ligands to MUP seems to be the sub-optimal solvation of the binding 
pocket in apo (unbound) state: only a few water molecules remained there prior to ligand 
binding. The favourable enthalpic component was, thus, largely determined by ligand 
desolvation, with only a minor contribution from desolvation of the protein. Such 
complexation thermodynamics driven by enthalpic components have been referred to as the 
“non-classical hydrophobic effect”.  

2.5 Enthalpy-entropy compensation, binding cooperativity, and protein flexibility 
The enthalpic and entropic contributions are related. An increase in enthalpy by tighter 
binding may directly affect the entropy by the restriction of mobility of the interacting 
molecules (Dunitz, 1995). This phenomenon, referred to as enthalpy-entropy compensation, 
is widely observed, although its relevance is disputed (Ford, 2005). Such compensation, 
although frequently observed, is not a requirement: if it was, meaning that changes in H  
were always compensated by opposing changes in T S , optimisation of binding affinities 
would not be possible, which is clearly not the case. 
In connection to the enthalpy-entropy compensation, ligand-protein interactions can be 
cooperative, which means the binding energy associated with them is different than the sum 
of the individual contributions to the binding free energies. Cooperativity provides a 
medium to transfer information, enhance or attenuate a response to changes in local 
concentration and regulate the overall signalling/reaction pathway. Its effects are either 
positive (synergistic) or negative (interfering), depending on whether the binding of the first 
ligand increases or decreases the affinity for subsequent ligands. Noncooperative (additive) 
binding does not affect the affinity for remaining ligands and the subsequent binding sites 
can be regarded as independent. 
Cooperativity is often linked to pronounced conformational changes in the structure of the 
protein. It can be, in some cases, caused by structural tightening through the presence of 
additional interactions; inter-atomic distances become shorter and interaction becomes 
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enthalpically more favorable. Evidence for such a mechanism has been reported for many 
ligand-protein complexes; biotin-streptavidin being one of the most extensively studied 
(Williams et al., 2003). In other cases, cooperativity can occur in the absence of any 
conformational changes of the protein, and be driven solely by changes in protein dynamics 
(Homans, 2005, Wand, 2001). Catabolite-activated protein (CAP) is a very good example of 
such dynamic allostery. CAP is a transcriptional activator that exists as a homodimer in 
solution, with each subunit comprising a ligand-binding domain at the N-terminal domain 
and a DNA-binding domain at the C-terminal domain (Harman, 2001). Two cyclic AMP 
(cAMP) molecules bind to CAP dimer, and this binding increases affinity of CAP for DNA 
(Harman, 2001). Binding of each cAMP molecule shows negative cooperativity, i.e. binding 
of the first cAMP molecule decreases affinity of binding of the second cAMP molecule to 
CAP. This is accompanied by absence of long-range structural changes. Thermodynamic 
analysis, performed by a combination of ITC and solution NMR, confirmed that the 
observed negative cooperativity was entirely driven by changes in protein entropy 
(Popovych et al., 2009). Thus, it is more appropriate to describe the phenomenon of 
cooperativity in terms of thermodynamics rather than merely conformational changes (if 
any such changes can be observed), since it is fundamentally thermodynamic in its nature. 
Examples above illustrate the importance of protein dynamics in binding events. Proteins 
tend to compensate the unfavourable entropic contribution to ligand binding by increasing 
their dynamics in regions distant from the ligand binding site (Evans and Bronowska, 2010, 
MacRaild et al., 2007) Flexible binding sites may require more flexible ligand moieties than 
'stiffer' ones. The traditional focus on the enthalpic term (direct and specific interactions) 
and dominance of the 'induced fit' model has led to an overly enthalpic view of the world 
that neglects protein flexibility. Such view of the ligand-protein binding events, although 
very intuitive, is flawed by neglect of entropic contributions and – as a consequence – an 
impairment to correct predictions of free binding energy. Although it is true that tighter 
interactions make binding more favourable, the thermodynamic signature of a “good” 
binder does not need to be dominated by an enthalpic term. 

3. Methods 
3.1 Experimental methods 
Many experimental techniques have been developed to study various aspects of ligand-
protein thermodynamics. X-ray crystallography provides very valuable information about 
the enthalpic contribution (hydrogen and halogen bonds, electrostatic interactions, etc). 
Although it focuses on static structures of ligand-receptor complexes, it also yields some 
information on entropic contribution. B-factors (temperature factors), obtainable for heavy 
(non-hydrogen) atoms of the complex under investigation, are sensitive to the mean square 
displacements of atoms because of thermal motions, therefore they reflect on ligand-protein 
dynamics. However, B-factors do not distinguish time scales of the motions and their 
interpretation is not straightforward. X-ray (Makowski et al., 2011) and neutron scattering 
(Frauenfelder and Mezei, 2010) also reflect on ligand-protein dynamics. The former one 
focuses on global changes in protein size and shape in a time-resolved manner, while the 
latter reports on motion amplitudes and time scales for positions of hydrogen atoms. 
Another technique useful in understanding protein dynamics both in unbound (apo) and 
bound (holo) forms is fluorescence spectroscopy (Weiss, 2000).  Single molecule techniques 
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also offer an opportunity to measure contributions to binding events from interacting 
partners individually. Hydrogen-deuterium exchange mass spectrometry (HX-MS) and 
related methods, have been very successful in studying protein dynamics in large 
supramolecular complexes (Wales and Engen, 2006). The motion of the entire complex and 
individual contributors, and the dynamics of the binding events can be investigated by time-
resolved HX-MS (Graf et al., 2009). Another technique frequently used to study binding 
events is surface plasmon resonance (SPR), which allows for straightforward determination 
of equilibrium binding constants (Alves et al., 2005). Terahertz spectroscopy is a relatively 
new technique, used primarily to probe solvation of macromolecules and their complexes 
(Ebbinghaus et al., 2007). It is very sensitive to changes of the collective water network 
dynamics at the at the macromolecule-water interface. Terahertz absorption spectroscopy 
can also be used to probe collective modes in ligand-protein complexes (Xu et al., 2006).   
There are two groups of methods that deserve special attention in the context of 
thermodynamics of binding events and will be discussed more in details in the following 
part of this chapter. One of these is NMR spectroscopy, especially powerful for the study of 
ligand-protein dynamics, hence the entropic contribution to the binding free energy (Meyer 
and Peters, 2003). The other group contains calorimetric techniques, which are very 
important for the study of biological systems, their stability, and the thermodynamics of 
macromolecular interactions. Currently, two most popular techniques applied to investigate 
biological systems are differential scanning calorimetry (DSC) and isothermal titration 
calorimetry (ITC). The former quantifies the heat capacity and enthalpy of thermal 
denaturation, the latter measures the heat exchanged during macromolecular association. 
While DSC provides the way to estimate the stability of the system (protein, nucleic acid, 
ligand-protein complex, etc), ITC is an excellent tool to study the thermodynamics of 
binding events (Perozzo et al., 2004). Since this chapter is dedicated to the thermodynamics 
of macromolecular associations, in the course of this chapter I will focus mainly on ITC and 
its applications to study biological systems.    

3.1.1 Isothermal titration calorimetry (ITC) 
ITC measures the heat evolved during macromolecular association events. In an ITC 
experiment, one binding partner (ligand) is titrated into a solution containing another 
binding partner (protein), and the extent of binding is determined by direct measurement of 
heat exchange (whether heat is being generated or absorbed upon the binding). ITC is the 
only experimental technique where the binding constant ( dK ), Gibbs free energy of binding 
( G ), enthalpy ( H ) and entropy ( S ) can be determined in a single experiment (Perozzo 
et al., 2004). ITC experiments performed at different temperatures are used to estimate the 
heat capacity change ( pC of the binding event (Perozzo et al., 2004).  
During last few decades, ITC has attracted interest of broader scientific community, as a 
powerful technique when applied in life sciences. Several practical designs emerged, but the 
greatest advances have happened during last 10 years. Development of sensitive, stable, and 
– last but not least - affordable calorimeters made calorimetry a very popular analytical 
procedure and ITC became the gold standard in estimations of macromolecular interactions. 
Given the ability of ITC to obtain a full thermodynamic description of the system studied, 
the technique has found widespread applicability in the study of biological systems. Apart 
from its versatility and simple experimental setup, ITC also has advantages over some other 
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techniques: the experiments can be performed in a physiologically relevant buffer, no 
surface effects have to be taken into account, and the interacting species do not require 
immobilisation or labelling. 
ITC is also used for determination of binding affinity-independent reaction stoichiometry. 
The reaction stoichiometry is estimated from the titration equivalence point. Provided this, 
ITC is increasingly used in the analysis of macromolecular complexes involving multiple 
binding events (e.g. protein aggregation or the formation of multi-protein complexes). 
Systems that involve multiple binding events that occur at two or more interacting sites 
often demonstrate cooperativity, which is an important mechanism of regulation in 
biological systems (Brown, 2009).  
Using ITC it is also possible to study protonation effects, in cases when protein-ligand 
binding is coupled to changes in the protonation state of the system. If the formation of the 
complex changes the protonation state of ligand as well as that of the protein (whether free 
or bound), proton transfer with the  solvent occurs. As a result, the signal measured by ITC 
will contain the heat effect of protonation/ deprotonation, contributing to the overall heat of 
binding. Repeating the experiment at the same pH in buffers with different ionisation 
enthalpies but otherwise under the same conditions allows for the determination of the 
number of protons released/ accepted by buffer solution. From this, the intrinsic binding 
enthalpy corrected by protonation heats, can be established (4). 

 obs bind ionH H nH H      (4) 

ITC can also provide information about solvation effects. If H  is determined at a range of 
temperatures, the change in the constant pressure heat capacity ( pC ) for an interaction is 
given by the slope of the linear regression analysis of obsH  plotted vs. temperature. There 
is a strong correlation between pC  and the amount of desolvated (buried) surface area of a 
macromolecular complex. Thus, for the ligand-protein binding events, pC  is most often 
negative, when the complex is regarded as a reference state. Through this correlation, 
changes in pC  are measure of solvation state of the macromolecule and involvement of 
solvent effects in binding event (Perozzo et al., 2004).  
3.1.1.1 Experimental setup 
In a typical ITC experiment, a solution of ligand is injected (titrated) into a solution of the 
protein, in small volumes, over the time. During that time, the changes in heat resulting 
from the interaction are monitored (Figure 2, upper panel). Each peak represents a heat 
change associated with the injection of a ligand sample into the protein solution inside the 
ITC reaction cell. Concentrations of both ligand and protein in their respective solutions are 
known. As the ligand-protein system reaches saturation, the heat changes diminish until 
only heats of dilution are observed. A binding curve is then obtained from a plot of the heats 
from each titration against the ratio of ligand and protein inside the ITC cell (Figure 2, lower 
panel). The binding curve is analysed with the appropriate binding model to determine the 
thermodynamic parameters. 
ITC is a straightforward technique to accurately measure binding events with affinity range 
from mM up to high-nM. Problems occur when the ligand binds very tightly, in a single-
digit nM and below. This is due to the titration curve becoming too steep to fit accurately. In 
such cases, the displacement experiments are commonly used. Such experimental setup 
consists of binding a low-affinity binding ligand first and then displacing it during titration 
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with a stronger binder of interest. However, this method requires precise knowledge of 
binding constants of those weak binders. The experimental setup of the displacement assay 
is often challenging, as there are several factors increasing the error of measurements. 
 

 
Fig. 2. An example of ITC data. Raw data, representing observed changes in heat resulting 
from interactions are shown in the upper panel. The resulting binding curve is displayed in 
the lower panel (from MicroCal materials http://www.microcal.com/technology/itc.asp). 

It is worth remembering that ITC experiment not only measures the heat absorbed or 
released during binding reactions, but it also detects the total heat effect in the calorimetric 
cell upon titration of ligand. Thus, the experimental data contain contributions arising from 
non-specific effects, such as dilution of ligand and protein, mixing two solutions of slightly 
different compositions, temperature differences between the ITC cell and the titrating 
syringe, and so forth. In order to determine these contributions the control experiments need 
to be performed in order to extract the heat of ligand-protein complex formation. 

3.1.1.2 Thermodynamic content of ITC data 

The G  determines the stability of any ligand-protein complex of interest, which makes it 
very useful for studies and predictions of structure–activity relationships. The conventional 
analysis of ITC data involves fitting an appropriate model (i.e. single- or two-site binding 
model) to the data, and obtaining the binding constant. Quite often, though, more 
sophisticated models (such as multiple interacting-site models) must be applied, if the 
behaviour of the system is more complex.  
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As mentioned earlier, observed overall G  can be very similar regardless of the driving 
force, which can be very different from one case to another. G  can be the same for an 
interaction with positive S  and H  (entropy-driven, binding signature dominated by the 
classical hydrophobic effect), an interaction with negative S  and H  (enthalpy-driven 
binding signature), or all sort of combinations of negative H  and positive S . As 
described in the previous section, ligand-protein complexes tend to compensate for 
enthalpic and entropic contributions, making changes in G  less sensitive to the molecular 
details of the interactions. Therefore, dissection of G  into enthalpic and entropic 
contributions is of a fundamental importance for understanding of the binding energetics. 
3.1.1.2.1 Enthalpic contributions 

The change in the enthalpy represents the changes in energy associated with specific, non-
covalent interaction. However, such an interpretation is too simplistic to describe 
experimental H  values, and the physical meaning of observed H  seems to be more 
complex. The measured changes in enthalpy are the result of the formation and breaking of 
many individual bonds; it reflects the loss of protein–solvent hydrogen bonds and van der 
Waals interactions, the loss of ligand-solvent interactions, the formation of ligand-protein 
bonds, salt bridges and van der Waals contacts, the re-organisation of the intra-molecular 
hydrogen-bonding network of the protein, solvent reorganisation near the protein surface, 
conformational changes at the binding site due to the binding event, and many more. These 
individual components may produce either favourable or unfavourable contributions, 
depending on the system.  
The treatment of each component individually is very challenging since the global heat 
effect of a particular interaction is a balance between the enthalpy of the ligand binding to 
the protein and to the solvent. Several approaches have been employed to investigate the 
energetics of individual bonds, including alanine scanning mutagenesis (Perozzo et al., 2004 
and references therein), and removal of particular hydrogen bonds at the binding site 
(Connelly et al., 1994). However, these approaches suffer from the major bottleneck, 
resulting from the fact that a direct relation between the change in enthalpy and the removal 
of the corresponding specific interactions cannot be made a priori. 
A large part of the observed H  is due to a bulk hydration effect, as emerged from ITC 
studies carried out in water and deuterium (Connelly et al., 1993). Frequently, water 
molecules are located at complex interfaces, improving the complementarity of the surfaces 
and extending hydrogen-bonding networks. This should contribute favourably to the 
enthalpy, but it may be offset by an unfavourable entropic contribution (Perozzo et al., 2004). 
The role of interfacial water was studied by lowering water activity by adding osmolytes 
such as glycerol to the solution. It was found that complexes with a low degree of surface 
complementarity and no change in hydration are tolerant to osmotic pressure (Perozzo et al., 
2004, and references therein). 

3.1.1.2.2 Entropic contributions 

S  may be calculated directly from G  and H , according to the Gibbs' equation. Its 
physical representation is not straightforward. It is often related to the dynamics and 
flexibility of the system (Diehl et al., 2010, Homans, 2007), sometimes dubbed as a 'measure 
of the system's disorder' (which is incorrect). It has been proposed that the S  associated 
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with ligand-protein binding can, at a given temperature, be expressed as the sum of several 
contributing effects. The main one is related to solvent effects. The burial of water-accessible 
surface area upon binding event should result in release of confined or interfacial water 
molecules to the bulk. This should contribute favourably to the total entropy of interaction. 
A positive entropy change is usually a strong indication that water molecules have been 
released from the complex surface (Jelesarov and Bosshard, 1999). On the other hand, 
interfacial water remaining upon binding can also contribute positively to the total entropy 
of the interaction (Fischer and Verma, 1999). 
Another important entropic contribution is related to the reduction of conformational 
(rotational and vibrational) degrees of freedom of protein side-chains. In addition to these, 
the ligand loses translational degrees of freedom upon binding. All these contribute 
unfavourably to the overall entropy of interaction. However, in some cases the protein 
increases the number of conformational degrees of freedom upon ligand binding, as 
observed by NMR and deduced from MD simulations (MacRaild et al., 2007, Stoeckmann et 
al., 2008). This is likely to happen in order to partly offset the unfavourable entropic 
contribution from ligand binding and thus to reduce the overall thermodynamic cost of that 
process.  
3.1.1.2.3 Enthalpy-entropy compensation 

As mentioned in the previous section of this chapter, this phenomenon is described by the 
linear relationship between the change in enthalpy and the change in entropy. This means 
that favourable changes in binding enthalpy are compensated by opposite changes in 
binding entropy and vice versa, resulting in very small changes in overall free binding 
energy. Enthalpy–entropy compensation is an illustration of the 'motion opposes binding' 
rule, and it is believed to be a consequence of altering the weak inter-molecular interactions 
as well as being related to solvent effects. Since both H  and S  are connected to pC , the 
correlation between enthalpy/entropy and heat capacity changes is clear. 
Enthalpy-entropy compensation is a difficult problem to address in the context of rational 
molecular design. In such framework, the goal is to maximise the binding affinity of a 
complex of the designed compound and the protein target. The optimisation strategy 
requires simultaneous minimisation of both enthalpic and entropic penalties. However, 
reducing one of them usually means increasing the other.  

3.1.2 Nuclear Magnetic Resonance (NMR) spectroscopy 
Thermodynamics of biologically-relevant macromolecules and their complexes can be 
characterised by measurements using NMR spectroscopy. The basis of NMR spectroscopy is 
the non-zero nuclear magnetic moment of many elements, such as 1H, 13C, 15N, or 19F. When 
put into an external static magnetic field (B), the different nuclear spin states of these 
elements become quantised with energies proportional to their projections onto vector B. 
The energy differences are also proportional to the field strength and dependent on the 
chemical environment of the element, which makes NMR an ideal technique to study 3D 
structural and dynamical properties of the systems.  
A variety of NMR methods have been introduced to study ligand-protein interactions. 
These methods include one-, two- and three-dimensional NMR experiments. Many studies, 
to date, proved the power of stable-isotope labelling and isotope-edited NMR in the 
investigation of ligand-protein interactions. Recent development of techniques allowed for 
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the study of ligand-induced conformational changes, investigating positions and dynamic 
behaviour of bound water molecules, and for quantification of conformational entropy. The 
steady-state heteronuclear Overhausser effects (NOEs) are very useful for structural analysis 
of three-dimensional structures of macromolecules in solution (Boehr et al., 2006, Meyer and 
Peters, 2003). It is important to note that the NOE occurs through space, not through 
chemical bonds, which makes it applicable to characterise non-covalent binding events. 
When ligand binds the NOEs change dramatically, and transferred NOEs (trNOEs), relying 
on different tumbling times of free and bound interactors, can be observed.  
Another NMR technique commonly used for identification of the ligand binding is chemical 
shift mapping (Meyer and Peters, 2003). Briefly, chemical shifts describe the dependence of 
nuclear magnetic energy levels on the electronic environment in the given macromolecule. 
Electron density, electronegativity, and aromaticity are among the factors affecting chemical 
shifts. Not surprisingly, binding event changes the chemical shifts of both interacting 
partners, particularly in the area of the association (e.g. protein binding pocket, protein-
peptide interaction interface). Thus, changes in chemical shifts can be used to identify 
binding events and to describe the location of the binding. 
Ligand-protein thermodynamics can be investigated using NMR relaxation analysis, which 
provides an insight into protein dynamics in the presence and the absence of ligand. These 
results can be integrated with thermodynamic data obtained from isothermal titration 
calorimetry (ITC) experiments and computational results (e.g. MD simulations). For 
proteins, the relaxation rates of backbone (15N) and side chains (2H and 13C), can be 
obtained. The time scales available to NMR ranges over 17 orders of magnitude, reflecting 
protein motions on timescales from picoseconds to milliseconds (Boehr et al., 2006). This 
covers all the relevant motions of proteins and their complexes. 
Backbone and side chain (methyl groups) NMR relaxation measurements revealed the role 
of protein dynamics in ligand binding and protein stability (Boehr et al., 2006). Development 
of molecular biology techniques for incorporation of stable, 13C and 15N isotopes into 
expressed proteins allowed for design and application of modern multidimensional 
heteronuclear NMR techniques. As a consequence, the maximum size of the macromolecule 
studied using these techniques rose from about 10 kDa (when 1H homonuclear NMR is 
used) to 50 kDa and beyond (using 13C and 15N heteronuclear NMR with fractional 2H 
enrichment). Application of modern TROSY (transverse relaxation optimized spectroscopy) 
techniques further expanded the size limitations of NMR, reaching up to the 900 kDa 
(Fernandez and Wider, 2003).  
While NMR methodologies are being developed to study ligand-protein complexes in solid 
state, special techniques have been developed specifically to study protein stability and 
folding (Baldus, 2006), or in-cell NMR (Burz et al., 2006), providing complementary 
information to fluorescence studies in biological settings. In this chapter I will briefly discuss 
only application of relaxation analysis in solution for the study of ligand-protein 
thermodynamics, specifically intrinsic entropic contributions.  
3.1.2.1 Slow and fast dynamics: from dynamics to entropy 
Conformational changes that may be associated with ligand binding events generally occur 
on 'slow' (microsecond to millisecond) time scales and thus report on slower motions than 
protein backbone and side chain fluctuations (pico-to-nanoseconds). There is no 
straightforward relationship between 'slow' and 'fast' motions. Experiments on several 
ligand-enzyme systems have shown that binding events, which decrease the 'fast' motions, 
may increase, decrease, or not affect the 'slow' motions (Boehr et al., 2006). This obviously 
has an effect on the overall entropy contribution, but this has not been fully explored. 

 
Thermodynamics of Ligand-Protein Interactions: Implications for Molecular Design 

 

19 

NMR relaxation techniques have been used to study multiple time scale dynamics of ligand-
protein complexes. Their results show that even though large conformational changes occur on 
'slow' time scale, 'fast' (pico-to-nanosecond) protein motion plays important roles in all aspects 
of binding event. These are typically probed by measuring three relaxation rates: the 
longitudinal relaxation rate (R1), the transverse relaxation rate (R2), and the NOE. These 
relaxation rates are directly related to the spectral density function, ( )J  . This function is 
proportional to the amplitude of the fluctuating magnetic field at the frequency . Such 
fluctuating magnetic fields are caused by molecular motion in an external magnetic field, 
which is closely coupled to nuclear spin relaxation (Boehr et al., 2006, and references therein). 
In early studies of ps-ns time scale protein dynamics, various models for protein internal 
motion were used to generate different spectral density functions that were then compared 
to the experimental data. Subsequently, Lipari and Szabo (Lipari and Szabo, 1996) generated 
a spectral density function (5) that is independent of any specific physical model of motion, 
which is shown in equation 5 and is referred to as model free formalism. 
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parameters have a straightforward physical interpretation. The simplest model relates 2S  to 
'diffusion in a cone' with semi-angle  , and is shown in Figure 3. 
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Fig. 3. Physical interpretation of 2S  order parameters. 2S  can be interpreted as a measure 
of a free rotation of a bond vector (here – N-H) in a cone. The semi-angle   is displayed. 
Smaller 2S  parameters correspond to more flexible bond vectors. 2 0S  means unrestricted 
rotation of the bond vector. 
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covers all the relevant motions of proteins and their complexes. 
Backbone and side chain (methyl groups) NMR relaxation measurements revealed the role 
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expressed proteins allowed for design and application of modern multidimensional 
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techniques further expanded the size limitations of NMR, reaching up to the 900 kDa 
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While NMR methodologies are being developed to study ligand-protein complexes in solid 
state, special techniques have been developed specifically to study protein stability and 
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There were attempts to relate order parameters to structural characteristics of proteins and 
ligand-protein complexes. It was observed that amino acids with smaller side chains tend to 
show – intuitively - greater backbone flexibility than those with bulkier side chains 
(Goodman et al., 2000). However, the variation of backbone amide 2S  parameters is larger 
than the differences between the averages for different amino acid types. Backbone amide 
order parameters are also only weakly affected by secondary structure elements, with loops 
having only slightly smaller average 2S  N-H values than helices or beta-turns (Kay et al., 
1989). Backbone 2S  N-H values can be predicted from structures using a simple model that 
takes account of local contacts to the N-H and C=O atoms of each peptide group (Zhang and 
Brüschweiler, 2002). 
A more sophisticated model for predicting dynamics from structure has recently been 
reported (tCONCOORD) (Seeliger et al., 2007). tCONCOORD allows for a fast and efficient 
sampling of protein's conformational degrees of freedom based on geometrical restraints. 
Weak correlation between side chain order parameters and contact distance between the 
methyl carbon and neighboring atoms, with solvent exposure (Ming and Brüschweiler, 
2004), and amino acid sequence conservation patterns (Mittermaier et al., 2003) have been 
reported in literature. These results demonstrate that protein dynamics are strongly affected 
by the unique architecture of the protein as well as the environment. Thus, it cannot be 
readily predicted by the bioinformatic techniques, based on the primary/secondary 
sequence analysis. Developing a fast and reliable method of assessment of protein dynamics 
is, nevertheless, crucial for predictions of ligand-protein interactions - as it will be shown in 
the course of this chapter, dynamics affects all stages of molecular recognition events.  
Order parameters can be related to entropy through the relationship developed by Yang and 
Kay (1996). This formalism quantifies the conformational entropy associated with 
observable protein motions by means of a specific motion model. For a wide range of 
motion models, the functional dependence of entropy on the 2S  parameter was 
demonstrated to be similar (Yang and Kay, 1996). This suggests that changes in 2S  can be 
related to the conformational entropy change in a model-independent manner. This 
approach has many advantages: it is straightforward, relatively free of assumptions (the 
requirement is that the internal motions are uncorrelated with the global tumbling of the 
macromolecule), and applicable to both NMR experiments and theoretical approaches (MD 
simulations). Moreover, since 2S  parameters are measured per bond vector, this approach 
enables site-specific reporting of any loses, gains, and redistributions of conformational 
entropy through different dynamic states of the ligand-protein complex. 
However, the model-free formalism can give only a qualitative view of micro-to-millisecond 
time scale motions. Failure to correctly account for anisotropic molecular tumbling and the 
assumption that all motions are un-correlated seriously compromises the usefulness of this 
approach for studying dynamics associated with large conformational changes or concerted 
motions. Because of the time scales, alternative approaches must be implemented to study 
motions occurring at a millisecond time scale (e.g. R2 relaxation dispersion).  

3.1.3 Combination of ITC and NMR  
As described, ITC obtains free energy as the global parameter, thus, effects like ligand-
induced conformational changes, domain-swapping, or protein oligomerisation, which 
contribute to the overall G , will not be resolved. In order to assess the role those factors 
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play in a binding event, a combination of ITC and other techniques (such as NMR) need to 
be used. A combination of ITC and NMR proves useful in studying cooperativity 
phenomena. Heteronuclear NMR spectroscopy is one of the few experimental techniques 
capable of measuring the occupancies of individual binding sites on proteins and therefore 
determining microscopic binding affinities. Coupling this site-specific data (e.g. chemical 
shift mapping and/or relaxation analysis data) with the macroscopic binding data from ITC 
allows a complete description of the binding properties of the system. A method of 
determining cooperativity using heteronuclear solution NMR spectroscopy has been 
described using an isotope-enriched two-dimensional heteronuclear single-quantum 
coherence experiment (2D HSQC) (Tochtrop et al., 2002). The ligands are isotopically 
labelled (usually 1H, 15N, or 13C), while the receptor remains unlabelled. Spectra are acquired 
at different molar ratios and the peak volumes are integrated. Isotherms are generated by 
plotting the peak volume integration against molar ratio. The data is then fitted to site-
specific binding models to obtain the thermodynamic parameters (Brown, 2009). 

3.2 Computational approaches 
Computational approaches to ligand-protein interaction studies have great potential and the 
development of various methods, briefly described in this chapter, have been truly 
outstanding. However, every method – computational, experimental alike - has its 
limitations and computational methods should not be used in a 'black box' manner; one 
should beware of the 'Garbage In Garbage Out' phenomenon. Yet it is evident that 
theoretical approaches have finally come to the stage that makes rational molecular design 
truly rational.  
During a binding event, the ligand may bind in multiple orientations. The conformation of 
either of the interacting partners can change significantly upon association. The network of 
intramolecular interactions (e.g. hydrogen bonds, salt bridges) can dramatically change 
(breaking and/or creating new contacts), and new intermolecular interactions occur. Water 
molecules and ions can be expelled upon binding, or – on the contrary – bind more tightly. 
Finally, conformational or solvation entropic contributions may play significant role, 
affecting the free energy in a way which is difficult to predict. 
Growing amount of calorimetric data available allows the investigation of the thermodynamic 
profiles for many ligand-protein complexes in detail. When structural data (crystal, NMR) are 
available as well – and often it is the case - it is very appealing to speculate about the link 
between the structure of the complex and the thermodynamics of the binding event. However, 
such speculations are challenging. It is important to bear in mind that both enthalpic and 
entropic contributions to the free energy terms obtained from ITC experiments are global 
parameters, containing a mixture of different contributions, which can have either equal or 
opposing signs and different magnitudes. This may lead to various thermodynamic signatures 
of a binding event.  Moreover, 'structural' interpretation of intrinsic entropic contributions is 
notoriously difficult. Hence, the experimental thermodynamic data cannot be easily 
interpreted on the basis of structural information alone. Last but not least, the contribution 
from the solvation effects is difficult to get insight into, and although direct experimental 
estimations of solvation free energy have been attempted, these always require additional 
assumptions (Homans, 2007, Shimokhina et al., 2006).  
No doubt, a great advantage of theoretical approaches lies with gaining an insight about 
each of those contributions and their de-convolution. Binding events (ligand-protein 
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binding pose and the strength of their interactions) can be predicted by molecular docking, 
albeit intrinsic entropic contributions and solvation effects are usually ignored. Dynamic 
behaviour of proteins and ligands can be studied using extensive molecular dynamics (MD) 
simulation, which, combined with experimental NMR and ITC data, provide extremely 
valuable information on configurational entropy changes upon binding event, and hence 
about the intrinsic entropic contribution to the free energy. The global free energy changes 
can be studied by free energy perturbation (FEP) calculations, or related methods, such as 
thermodynamic integration (TI). Molecular docking methods allow for a quick assessment 
of enthalpic contributions, while solvent effects can be studied either by quantum chemical 
(QM) calculations (e.g. COSMO model), hybrid QM/MM schemes, or FEP-related methods.  
Theoretical approaches allow also for investigations of transient phenomena, e.g. short-
living alternative conformers from an ensemble that contribute to the binding event but 
which cannot be readily observed. In a situation – which is not uncommon – when an 
experimental structure of the protein target or a part of it is missing (such as in cases of most 
G-protein-coupled receptors), computational approaches allow the generation of such 
structures (e.g. by homology modelling, threading, or ab initio predictions) and its use for 
predictions which can be validated experimentally, despite of the absence of protein 
structural data. Therefore, usage of theoretical methods is indispensable – not only for the 
interpretation of the existing experimental data, but also to direct and design new 
experiments. 
Because of space limitations, only two theoretical methods, which are the most relevant for 
thermodynamics of molecular binding events, will be briefly discussed: MD-related 
methods (which includes MD simulations, FEP-like approaches, methods which use MD 
algorithms with enhanced sampling, and hybrid QM/MM schemes), and quantum chemical 
(QM) calculations. This division is not strict and many of these methods overlap, e.g. 
QM/MM methods use both MD simulations and QM calculations, and FEP-like methods 
have many flavours, including hybrid QM/MM-FEP.  

3.2.1 Molecular Dynamics (MD) simulations 
Molecular dynamics (MD) simulation consists of the numerical solution of the Newton's 
equations of motion of a system (e.g. protein, or a ligand-protein complex in water 
environment). The potential energy of the particle system is described by a function called 
force field (6). The potential energy of the system (U) is described as a sum of  energy terms 
for covalent bonds, angles, dihedral angles, a van der Waals non-bonded term, and a non-
bonded electrostatic term (Cornell et al., 1995). Since the kinetic energy is also taken into 
account, the system is able to move across the energy barriers on the potential energy 
surface, which implies substantial changes (e.g. conformational) during the simulation. 
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The principles of MD simulations, algorithms used, and different types of force fields 
applied (all-atom, united atom, coarse-grain, etc) have been described in many publications 
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(Klepeis et al., 2009 and references therein). MD methods rely on quality of the force field 
(parameters, inclusion of non-additive effects, etc), description of solvent effects, adequate 
sampling, and quality of initial structures used for the simulations. The quality of the results 
relies also on the duration of the simulation. There are limits on the time scales at which the 
system of interest can be considered. Simulation runs are fairly short: typically nanoseconds 
to microseconds, rarely extending to miliseconds, if super-fast computers are employed. 
Since biological processes (ligand-protein binding, large conformational changes, etc) 
typically occur ar micro-to-milisecond scales, one needs to assess whether or not a 
simulation has reached equilibrium before the averages calculated can be trusted. 
Furthermore, the averages obtained need to be subjected to a statistical analysis, to make an 
estimate of the errors. 
MD methods have been widely employed to study ligand-protein binding phenomena, 
conformational changes, solvent effects, and to assess individual contributions to the 
binding free energy. These methods are particularly useful in assessing the conformational 
entropic contribution to the free energy. Information about ps-to-ns time scale molecular 
motions can be readily obtained from the MD simulation trajectory and analysed either 
through diagonalisation of the covariance matrix of displacements of atomic Cartesian 
coordinates  - quasi-harmonic analysis, Schlitter's approach (7,8), analysed through principal 
component analysis (PCA), or quantified NMR-like via generalised order parameters.  
Entropy changes can be estimated from the MD trajectory through Yang and Kay's 
relationship (9). The order parameter analysis has the advantage of being able to calculate 
order parameters by-vector, thus providing site-specific information on flexibility and hence 
intrinsic entropic contribution. Computed parameters can be also directly compared to the 
experimental results of NMR relaxation analysis (Best and Vendruscolo, 2004). In last few 
years several studies proved the success of this methodology in estimating of entropic 
contributions to the binding thermodynamics.   
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MD-based approaches used for binding thermodynamics calculations include free energy 
perturbation (FEP) (Foloppe and Hubbard, 2006), thermodynamic integration (TI) 
(Straatsma and Berendsen, 1988), lambda-dynamics simulations (Knight and Brooks, 2009), 
Molecular Mechanics-Poisson-Boltzmann Surface Area (MM-PBSA) (Gilson and Zhou, 
2007), Linear Interaction Energy (LIE) (Gilson and Zhou, 2007), and hybrid quantum 
chemical/molecular mechanical (QM/MM) (Senn and Thiel, 2009) methods.  
Free energy perturbation (FEP) is used to calculate free energy differences between two 
states from MD simulations. These two states can represent, for instance, unbound (apo) 
protein and a ligand-protein complex (holo), or two ligand-protein complexes with different 
ligands. In the framework of FEP, the difference in the free energy difference for two states 
is obtained from the Zwanzig equation (10). 
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binding pose and the strength of their interactions) can be predicted by molecular docking, 
albeit intrinsic entropic contributions and solvation effects are usually ignored. Dynamic 
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of enthalpic contributions, while solvent effects can be studied either by quantum chemical 
(QM) calculations (e.g. COSMO model), hybrid QM/MM schemes, or FEP-related methods.  
Theoretical approaches allow also for investigations of transient phenomena, e.g. short-
living alternative conformers from an ensemble that contribute to the binding event but 
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experimental structure of the protein target or a part of it is missing (such as in cases of most 
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Because of space limitations, only two theoretical methods, which are the most relevant for 
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methods (which includes MD simulations, FEP-like approaches, methods which use MD 
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3.2.1 Molecular Dynamics (MD) simulations 
Molecular dynamics (MD) simulation consists of the numerical solution of the Newton's 
equations of motion of a system (e.g. protein, or a ligand-protein complex in water 
environment). The potential energy of the particle system is described by a function called 
force field (6). The potential energy of the system (U) is described as a sum of  energy terms 
for covalent bonds, angles, dihedral angles, a van der Waals non-bonded term, and a non-
bonded electrostatic term (Cornell et al., 1995). Since the kinetic energy is also taken into 
account, the system is able to move across the energy barriers on the potential energy 
surface, which implies substantial changes (e.g. conformational) during the simulation. 
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The principles of MD simulations, algorithms used, and different types of force fields 
applied (all-atom, united atom, coarse-grain, etc) have been described in many publications 
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(Klepeis et al., 2009 and references therein). MD methods rely on quality of the force field 
(parameters, inclusion of non-additive effects, etc), description of solvent effects, adequate 
sampling, and quality of initial structures used for the simulations. The quality of the results 
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to microseconds, rarely extending to miliseconds, if super-fast computers are employed. 
Since biological processes (ligand-protein binding, large conformational changes, etc) 
typically occur ar micro-to-milisecond scales, one needs to assess whether or not a 
simulation has reached equilibrium before the averages calculated can be trusted. 
Furthermore, the averages obtained need to be subjected to a statistical analysis, to make an 
estimate of the errors. 
MD methods have been widely employed to study ligand-protein binding phenomena, 
conformational changes, solvent effects, and to assess individual contributions to the 
binding free energy. These methods are particularly useful in assessing the conformational 
entropic contribution to the free energy. Information about ps-to-ns time scale molecular 
motions can be readily obtained from the MD simulation trajectory and analysed either 
through diagonalisation of the covariance matrix of displacements of atomic Cartesian 
coordinates  - quasi-harmonic analysis, Schlitter's approach (7,8), analysed through principal 
component analysis (PCA), or quantified NMR-like via generalised order parameters.  
Entropy changes can be estimated from the MD trajectory through Yang and Kay's 
relationship (9). The order parameter analysis has the advantage of being able to calculate 
order parameters by-vector, thus providing site-specific information on flexibility and hence 
intrinsic entropic contribution. Computed parameters can be also directly compared to the 
experimental results of NMR relaxation analysis (Best and Vendruscolo, 2004). In last few 
years several studies proved the success of this methodology in estimating of entropic 
contributions to the binding thermodynamics.   
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MD-based approaches used for binding thermodynamics calculations include free energy 
perturbation (FEP) (Foloppe and Hubbard, 2006), thermodynamic integration (TI) 
(Straatsma and Berendsen, 1988), lambda-dynamics simulations (Knight and Brooks, 2009), 
Molecular Mechanics-Poisson-Boltzmann Surface Area (MM-PBSA) (Gilson and Zhou, 
2007), Linear Interaction Energy (LIE) (Gilson and Zhou, 2007), and hybrid quantum 
chemical/molecular mechanical (QM/MM) (Senn and Thiel, 2009) methods.  
Free energy perturbation (FEP) is used to calculate free energy differences between two 
states from MD simulations. These two states can represent, for instance, unbound (apo) 
protein and a ligand-protein complex (holo), or two ligand-protein complexes with different 
ligands. In the framework of FEP, the difference in the free energy difference for two states 
is obtained from the Zwanzig equation (10). 
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where A and B represent two states (e.g. apo and holo protein), G is the difference between 
free energies of both states, Bk  is the Boltzmann's constant, T is the temperature, and the 
triangular brackets denote an average over a simulation run for state A. 
FEP calculations converge properly only when the difference between these two states is 
small enough; therefore it is usually necessary to divide a perturbation into a series of 
smaller 'steps', which are calculated independently.  
Thermodynamic integration (TI) is a related method to calculate free energy differences. 
Since the free energy can be expressed by its relation to the canonical partition function, the 
free energy difference in two different states can be used to calculate the difference of 
potential energy. TI calculations are usually executed by designing a thermodynamic cycle 
(Figure 1), and integrating along the relevant path. The path can be either a real chemical 
process or an artificial change (e.g. substitution of a methyl group by hydrogen atom). 
The MD methods, despite their numerous successes, suffer of two major bottlenecks. One is 
the results are critically dependent on the force field used, therefore requires caution when 
use of appropriate force field and parameters. Many modern force fields are parametrised 
on experimental NMR data, some are able to include – to some extent – non-additive effects 
(electronic polarisation). Application of QM/MM schemes allow the inclusion of quantum 
effects to some extent. Another bottleneck is related to the adequacy of sampling. It is 
known that – due to relatively short time scales investigated – only some subsets of potential 
conformational changes can be observed, and often the system gets 'stuck' in a minimum, 
which does not have to be the global one. This makes the results heavily biased towards the 
starting structure and is very likely to underestimate the degree of molecular motions 
observed in the system. Prolonging the simulation time helps to solve the sampling problem 
only to some extent, and significantly increases the computational cost of MD simulations. 
Thus, in order to overcome the sampling issue, various enhanced sampling techniques have 
been employed. One of such methods, frequently used, is replica exchange MD (REMD), 
which attempts to overcome the problem of multiple-minima by exchanging temperatures 
of several replicas of the system. These replicas are non-interacting with each other and they 
run at different temperatures. REMD is also called “parallel tempering” (Earl and Deem, 
2005). Another approach used to improve sampling is to construct the bias potential and 
add it to the potential energy function of the system (force field). This group of methods, 
referred to as umbrella sampling methods, consist of metadynamics (Laio and Gervasio, 
2008), conformational flooding, and accelerated dynamics (Lange et al., 2006). The core 
feature of metadynamics is the construction of so-called reference potential, which is one 
that is the most similar to the actual potential. That is, repulsive markers are placed in a 
coarse time line in a space that is spanned by a small number of relevant collective variables. 
These markers are then placed on top of the underlying free energy landscape in order to 
push the system to rapidly accumulate in the initial basin by discouraging it from revisiting 
points in configurational space. In this way, the system is allowed to escape the lowest 
transition state as soon as the growing biasing potential and the underlying free energy well 
exactly counterbalance each other, effectively allowing the simulation to escape free energy 
minima. 
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3.2.2 Quantum mechanical (QM) calculations 
Ligand-protein interactions can be driven by quantum effects. These include charge transfer, 
halogen bonds, or polarisation. Stabilisation energy related to charge transfer can be several 
kcal/mol and force field-based schemes cannot describe this stabilisation correctly.  
‘Conventional’ QM calculations, using HF, DFT, or semi-empirical methods provide a way 
to obtain the ground state energy of a ligand-protein system or a part of it. Most programs 
based on these are capable of studying molecular properties such as atomic charges, 
multipole moments, vibrational frequencies, and spectroscopic constants. In addition, there 
are methods allowing the study of excited-state processes, such as time-dependent DFT or 
restricted open-shell Kohn-Sham (ROKS) (Li and Liu, 2010).  
The application area of QM methods is vast. QM calculations are used for charge derivation 
for molecular dynamics simulations, for description of direct interactions (hydrogen bonds, 
halogen bonds, aromatic stacking), for calculations of pKa, protonation, redox states, and for 
studying solvation effects, such as computing free solvation energies. 
Derivation of accurate charges for a system being studied is an important step in 
preparation for MD simulation. Failure in charge representation will inevitably lead to 
incorrect results. Derivation of charges is done using QM calculations, usually in several 
steps, involving optimisation, electrostatic potential generation, and fitting charges into 
atoms. RESP methodology, based on charges derived from ab initio HF/6-31G* level of 
theory has been for many years a standard in deriving charges for MD simulations (Bayly et 
al., 1993, Cieplak et al., 1995, Cornell et al., 1993).  
Charge distribution is also required for the calculation of the solvation properties using 
conductor-like screening model (COSMO) (Klamt and Schüürmann, 1993). COSMO, just like 
any other continuum solvent approach, approximates the solvent by a dielectric continuum, 
surrounding the solute molecules outside of a molecular cavity. In COSMO, the polarisation 
charges of the continuum, caused by the polarity of the solute molecule, is derived from a 
scaled-conductor approximation (hence the name). In this way, the charge distribution of 
the molecule, which can be obtained from the QM calculations, and the energy of the 
interaction between the solvent and the solute molecule can be determined. 
QM calculations are also used for force field development, such as adding new parameters 
and incorporating non-additive effects. Several studies indicate that non-additive effects 
(.e.g. electronic polarisation) significantly affect binding affinities of many ligands (Ji and 
Zhang, 2008, 2009 and references therein). Electrostatic interactions are critically dependent 
on charge distribution around both interacting species, and this distribution is heavily 
dependent on the conformation (geometry) of the complex. Description of hydrogen 
bonding is also affected by electronic polarisation – some hydrogen bonds, which are found 
broken during MD simulation using 'conventional' force fields are found to be stable, when 
non-additive force field is used (Ji and Zhang, 2009). Corrections for polarisation can be 
added to MD force fields in order to derive protein charges more accurately and provide a 
better description of electrostatic interactions. Protein polarisation is important for 
stabilisation of the native structures of proteins. MD simulations indicate that inclusion of 
polarisation effects not only improves the description of protein native structures, but also 
distinguishes native from decoy dynamically: the former are more stable than the latter 
under the polarised force fields. These observations provide strong evidence that inclusion 
of polarisation effects in calculations of ligand-protein interactions is likely to greatly 
improve accuracy of such calculations.  
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free energy difference in two different states can be used to calculate the difference of 
potential energy. TI calculations are usually executed by designing a thermodynamic cycle 
(Figure 1), and integrating along the relevant path. The path can be either a real chemical 
process or an artificial change (e.g. substitution of a methyl group by hydrogen atom). 
The MD methods, despite their numerous successes, suffer of two major bottlenecks. One is 
the results are critically dependent on the force field used, therefore requires caution when 
use of appropriate force field and parameters. Many modern force fields are parametrised 
on experimental NMR data, some are able to include – to some extent – non-additive effects 
(electronic polarisation). Application of QM/MM schemes allow the inclusion of quantum 
effects to some extent. Another bottleneck is related to the adequacy of sampling. It is 
known that – due to relatively short time scales investigated – only some subsets of potential 
conformational changes can be observed, and often the system gets 'stuck' in a minimum, 
which does not have to be the global one. This makes the results heavily biased towards the 
starting structure and is very likely to underestimate the degree of molecular motions 
observed in the system. Prolonging the simulation time helps to solve the sampling problem 
only to some extent, and significantly increases the computational cost of MD simulations. 
Thus, in order to overcome the sampling issue, various enhanced sampling techniques have 
been employed. One of such methods, frequently used, is replica exchange MD (REMD), 
which attempts to overcome the problem of multiple-minima by exchanging temperatures 
of several replicas of the system. These replicas are non-interacting with each other and they 
run at different temperatures. REMD is also called “parallel tempering” (Earl and Deem, 
2005). Another approach used to improve sampling is to construct the bias potential and 
add it to the potential energy function of the system (force field). This group of methods, 
referred to as umbrella sampling methods, consist of metadynamics (Laio and Gervasio, 
2008), conformational flooding, and accelerated dynamics (Lange et al., 2006). The core 
feature of metadynamics is the construction of so-called reference potential, which is one 
that is the most similar to the actual potential. That is, repulsive markers are placed in a 
coarse time line in a space that is spanned by a small number of relevant collective variables. 
These markers are then placed on top of the underlying free energy landscape in order to 
push the system to rapidly accumulate in the initial basin by discouraging it from revisiting 
points in configurational space. In this way, the system is allowed to escape the lowest 
transition state as soon as the growing biasing potential and the underlying free energy well 
exactly counterbalance each other, effectively allowing the simulation to escape free energy 
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QM methods are also used in molecular docking. The application of QM methods to 
molecular docking was pioneered by Raha and Merz (2004), who developed a semi-
empirical QM-based scoring function and studied ion-mediated ligand binding processes. 
Their conclusion was that quantum chemical description is required for metal-containing 
systems, mainly because of poorly-defined atom types of metal atoms in most of the force 
field parameters, which cannot describe the interactions between a small molecule ligand 
and a metal ion in the active site of the protein. 
Applicability of QM methods to study ligand-protein system has been discussed in 
literature (Raha et al., 2007, Stewart, 2007). As well as these successes, many examples of the 
failure of QM approaches have been demonstrated. However, it should be kept in mind that 
most of these studies were based on either DFT, or semi-empirical Hamiltonians, which do 
not describe van der Waals interactions and hydrogen bonding terms of ligand-protein 
interactions correctly. This is, indeed, a serious limitation of “fast”, hence more popular QM 
methods. A straightforward way to solve this problem is to add additional correction terms 
to the QM energy. It has been demonstrated that the addition of the dispersion energy and 
corrections for hydrogen bonds improved the performance of semi-empirical QM methods 
dramatically (Rezac et al., 2009). The recently developed PM6-DH2 method (Fanfrlik et al., 
2010) yields, to date, the most accurate results for non-covalent interactions among the semi-
empirical QM methods. For small non-covalent complexes, the results obtained were 
comparable to the high-level wave-function theory-based calculations within chemical 
accuracy (1 kcal/mol) (Rezac et al., 2009). 
Another major bottleneck of QM methods applied to studying ligand-protein interactions 
thermodynamics is the size of the system. DFT can handle up to 150 atoms, highly-accurate 
methods such as coupled-clusters can handle a few tens of atoms and require very fast 
computers and long computing times. This limitation of the size of the systems that can be 
studied seriously compromises its usage in the study of ligand-protein thermodynamics. For 
instance, the usage of the linear scaling algorithm MOZYME (Stewart, 2009) based on the 
localised orbitals allows size increases to systems as large as 18 000 atoms and above, which 
allows calculation of very large ligand-protein complexes. Due to these developments QM 
methods have become, therefore, very useful for fast and highly accurate predictions of 
ligand-protein interactions energetics.    
An alternative approach is to use so-called divide-and-conquer (DIVCON) algorithm (Dixon 
and Merz, 1996, 1997). The principle is to divide a large system into many smaller 
subsystems, separately determine the electron density of each of these subsystems, and then 
to add the corresponding contributions from each subsystem in order to obtain the total 
electron density and the energy.  

4. Examples 
In the previous sections of this chapter, I briefly introduced the forces governing 
macromolecular associations and characterised methods commonly used to assess these 
contributions. Here, I will illustrate on several examples of 'real' ligand-protein systems and 
the way how their binding thermodynamics is studied. 

4.1 Hydrophobic versus hydrophilic binding pocket: MUP and HBP 
Both histamine-binding protein (HBP) and mouse major urinary protein (MUP) are 
members of lipocalin family of proteins, so their overall structures are similar (Figure 4). The 
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binding pocket of HBP contains a number of polar and charged residues, hence it is an 
example of a 'hydrophilic' binder.  In contrast to HBP, the binding pocket of MUP is very 
'hydrophobic'. Surprisingly, both HBP and MUP are characterised by similar overall entropy 
of ligand binding. 
In our recent study (Syme et al., 2010) we compared the driving forces for binding between 
these two proteins in terms of entropic contributions from ligand, protein, and solvent. We 
performed an extensive study combining x-ray crystallography, NMR spectroscopy, ITC, 
MD simulations, and QM calculations.  

4.1.1 Structures of HBP and MUP 
The structure of MUP was solved both by x-ray crystallography and solution NMR (Barratt 
et al., 2005, Kuser et al., 2001, Timm et al., 2001). Several ligand-MUP complexes were 
studied, including long-chain alcohols, pyrazine derivatives, and pheromones as ligands. 
Regardless of the chemical nature of ligand, the protein structures are very similar to each 
other: the desolvated ligand, which occupies the central, hydrophobic binding pocket, 
causes very few conformational changes (Figure 4, left panel). 
The crystal structure of HBP complexed with histamine revealed two binding sites for the 
ligand: one of them possessing considerably higher affinity than the other (Figure 4, right 
panel) (Syme et al., 2010). Therefore, in order to simplify the thermodynamic analysis of 
ligand binding, a mutant of HBP was designed. In this mutant, denoted as HBP-D24R, 
negatively charged aspartic acid D24 inside the “low” affinity site was replaced by larger 
and positively charged arginine. This abolished binding of ligand to the “low” affinity site.  
 

 
Fig. 4. Crystal structures of MUP (left panel) and HBP (right panel). Both MUP and HBP are 
displayed with their ligands bound: octanediol (purple), and histamine (pink). Ligands are 
represented as VDW spheres. For MUP, superimposed structures of apo (blue) and holo 
(dark cyan) protein are showed, in order to display a lack of major conformational changes 
associated with ligand binding. For HBP, the second (low affinity) binding site is showed 
and coloured yellow. 

4.1.2 Calorimetric studies of MUP 
Given that the binding pocket of MUP is very hydrophobic, an entropy-driven binding 
signature might have been expected for ligand-MUP interactions. Surprisingly, global 
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QM methods are also used in molecular docking. The application of QM methods to 
molecular docking was pioneered by Raha and Merz (2004), who developed a semi-
empirical QM-based scoring function and studied ion-mediated ligand binding processes. 
Their conclusion was that quantum chemical description is required for metal-containing 
systems, mainly because of poorly-defined atom types of metal atoms in most of the force 
field parameters, which cannot describe the interactions between a small molecule ligand 
and a metal ion in the active site of the protein. 
Applicability of QM methods to study ligand-protein system has been discussed in 
literature (Raha et al., 2007, Stewart, 2007). As well as these successes, many examples of the 
failure of QM approaches have been demonstrated. However, it should be kept in mind that 
most of these studies were based on either DFT, or semi-empirical Hamiltonians, which do 
not describe van der Waals interactions and hydrogen bonding terms of ligand-protein 
interactions correctly. This is, indeed, a serious limitation of “fast”, hence more popular QM 
methods. A straightforward way to solve this problem is to add additional correction terms 
to the QM energy. It has been demonstrated that the addition of the dispersion energy and 
corrections for hydrogen bonds improved the performance of semi-empirical QM methods 
dramatically (Rezac et al., 2009). The recently developed PM6-DH2 method (Fanfrlik et al., 
2010) yields, to date, the most accurate results for non-covalent interactions among the semi-
empirical QM methods. For small non-covalent complexes, the results obtained were 
comparable to the high-level wave-function theory-based calculations within chemical 
accuracy (1 kcal/mol) (Rezac et al., 2009). 
Another major bottleneck of QM methods applied to studying ligand-protein interactions 
thermodynamics is the size of the system. DFT can handle up to 150 atoms, highly-accurate 
methods such as coupled-clusters can handle a few tens of atoms and require very fast 
computers and long computing times. This limitation of the size of the systems that can be 
studied seriously compromises its usage in the study of ligand-protein thermodynamics. For 
instance, the usage of the linear scaling algorithm MOZYME (Stewart, 2009) based on the 
localised orbitals allows size increases to systems as large as 18 000 atoms and above, which 
allows calculation of very large ligand-protein complexes. Due to these developments QM 
methods have become, therefore, very useful for fast and highly accurate predictions of 
ligand-protein interactions energetics.    
An alternative approach is to use so-called divide-and-conquer (DIVCON) algorithm (Dixon 
and Merz, 1996, 1997). The principle is to divide a large system into many smaller 
subsystems, separately determine the electron density of each of these subsystems, and then 
to add the corresponding contributions from each subsystem in order to obtain the total 
electron density and the energy.  

4. Examples 
In the previous sections of this chapter, I briefly introduced the forces governing 
macromolecular associations and characterised methods commonly used to assess these 
contributions. Here, I will illustrate on several examples of 'real' ligand-protein systems and 
the way how their binding thermodynamics is studied. 

4.1 Hydrophobic versus hydrophilic binding pocket: MUP and HBP 
Both histamine-binding protein (HBP) and mouse major urinary protein (MUP) are 
members of lipocalin family of proteins, so their overall structures are similar (Figure 4). The 
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binding pocket of HBP contains a number of polar and charged residues, hence it is an 
example of a 'hydrophilic' binder.  In contrast to HBP, the binding pocket of MUP is very 
'hydrophobic'. Surprisingly, both HBP and MUP are characterised by similar overall entropy 
of ligand binding. 
In our recent study (Syme et al., 2010) we compared the driving forces for binding between 
these two proteins in terms of entropic contributions from ligand, protein, and solvent. We 
performed an extensive study combining x-ray crystallography, NMR spectroscopy, ITC, 
MD simulations, and QM calculations.  

4.1.1 Structures of HBP and MUP 
The structure of MUP was solved both by x-ray crystallography and solution NMR (Barratt 
et al., 2005, Kuser et al., 2001, Timm et al., 2001). Several ligand-MUP complexes were 
studied, including long-chain alcohols, pyrazine derivatives, and pheromones as ligands. 
Regardless of the chemical nature of ligand, the protein structures are very similar to each 
other: the desolvated ligand, which occupies the central, hydrophobic binding pocket, 
causes very few conformational changes (Figure 4, left panel). 
The crystal structure of HBP complexed with histamine revealed two binding sites for the 
ligand: one of them possessing considerably higher affinity than the other (Figure 4, right 
panel) (Syme et al., 2010). Therefore, in order to simplify the thermodynamic analysis of 
ligand binding, a mutant of HBP was designed. In this mutant, denoted as HBP-D24R, 
negatively charged aspartic acid D24 inside the “low” affinity site was replaced by larger 
and positively charged arginine. This abolished binding of ligand to the “low” affinity site.  
 

 
Fig. 4. Crystal structures of MUP (left panel) and HBP (right panel). Both MUP and HBP are 
displayed with their ligands bound: octanediol (purple), and histamine (pink). Ligands are 
represented as VDW spheres. For MUP, superimposed structures of apo (blue) and holo 
(dark cyan) protein are showed, in order to display a lack of major conformational changes 
associated with ligand binding. For HBP, the second (low affinity) binding site is showed 
and coloured yellow. 

4.1.2 Calorimetric studies of MUP 
Given that the binding pocket of MUP is very hydrophobic, an entropy-driven binding 
signature might have been expected for ligand-MUP interactions. Surprisingly, global 
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thermodynamics data obtained for pyrazine ligands (Barratt et al. 2004) and alcohols (Barratt 
et al., 2006) showed that binding is driven by favourable enthalpic contributions, rather than 
the classical hydrophobic effect. The only hydrogen bond that could be formed between a 
ligand and the protein binding site involved the hydroxyl group of tyrosine Y120. Barratt et 
al. (2004) reported that ITC measurements on the binding of isobutyl-methoxypyrazine 
(IBMP) to the Y120F (phenylalanine side chain lacks hydroxyl group) mutant showed 
slightly reduced enthalpy of binding compared to wild-type MUP, but the binding was 
nonetheless enthalpy-driven.  
Binding of long-chain alcohols, such as n-octanol, n-nonanol, and 1,8 octan-diol was 
characterised by similar thermodynamic signature. Contrary to expectations, binding was 
enthalpy-driven (Barratt et al., 2006). Each complex was characterised by a bridging water 
molecule between the hydroxyl group of Y120 and the hydroxyl group of ligand. The 
thermodynamic penalty to binding derived from the unfavourable desolvation of 1,8 octan-
diol (+21 kJ/mol with respect to n-octanol, which came from an additional hydroxyl group 
facing a hydrophobic pocket) was partially offset by a favourable intrinsic contribution. 
 

 
 
 

    
 
 
 

 
 

Fig. 5. ITC data for obtained for HBP. Binding curves for HBPD24R mutant and wild-type 
BP are displayed in left and right panel, respectively. Bottom panel shows thermodynamic 
parameters for mutated and wild-type HBP, obtained from ITC measurements. 
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4.1.3 Calorimetric studies of HBP 
Typical ITC isotherms for the binding of histamine to the HBP-D24R mutant (top panel) and 
wild-type HBP (middle panel), and the resulting thermodynamic parameters (bottom panel) 
are shown in Figure 5. Consistent with structural data, histamine bound to wild-type HBP 
with 2:1 stoichiometry (both binding sites occupied), while to mutant with 1:1 stoichiometry. 
In both cases, histamine bound with high affinity (Kd in nanomolar range), but the binding 
enthalpies and entropies were somewhat different, even though binding was largely 
enthalpy-driven in both cases. These differences in thermodynamic details are a 
manifestation of the enthalpy-entropy compensation, introduced in the previous sections of 
this chapter: wild-type HBP binds histamine with similar affinity than D24R mutant, but its 
enthalpic contribution is more favourable than that of D24R, at the expense of the entropic 
contribution, which is less favourable in wild-type HBP than in D24R mutant.  
A major concern regarding the data shown in Figure 5 was the possibility of proton 
exchange (release or binding) during the binding event. In such case, the observed enthalpy 
change bH would contain contributions from the ionisation of the buffer ( )ionH , as 
explained previously. To assess this effect, titrations between histamine and HBP-D24R 
mutant were performed in two different buffers, characterised by very different values of 
the ionisation enthalpy ( ionH  47.45 kJ/mol and 3.6 kJ/mol, respectively). Thus, any 
contribution from proton exchange should be easily detectable on the basis of the 
differences in bH  for the histamine-HBP interaction. Obtained enthalpies (-58 and -61 
kJ/mol, respectively) showed that there were no significant protonation effects associated 
with histamine-HBPD24R binding. 

4.1.4 NMR relaxation measurements 
In order to gain deeper insight into the entropic contribution to binding of ligands to HBP 
and MUP, 15N NMR relaxation measurements were employed to probe per-residue 
conformational entropies for backbone amides for the free (apo) protein and for the ligand-
protein complexes. Backbone 15N longitudinal and transverse relaxation rates (R1 = 1/T1 
and R2 = 1/T2, respectively) were determined for the free protein and the complexes with 
ligands. Amide 15N and 1H-15N resonance assignments in the apo-HBP, apo-MUP, and the 
ligand-protein complexes were determined by use of conventional three-dimensional triple-
resonance experiments.  
 

 
Fig. 6. Backbone amide entropy changes  for HBP-D24R, quantified as differences between 
entropy of holo and apo protein for each protein residue. The plot shows histamine binding 
– induced changes in entropy assessed by 15N relaxation measurements.  
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thermodynamics data obtained for pyrazine ligands (Barratt et al. 2004) and alcohols (Barratt 
et al., 2006) showed that binding is driven by favourable enthalpic contributions, rather than 
the classical hydrophobic effect. The only hydrogen bond that could be formed between a 
ligand and the protein binding site involved the hydroxyl group of tyrosine Y120. Barratt et 
al. (2004) reported that ITC measurements on the binding of isobutyl-methoxypyrazine 
(IBMP) to the Y120F (phenylalanine side chain lacks hydroxyl group) mutant showed 
slightly reduced enthalpy of binding compared to wild-type MUP, but the binding was 
nonetheless enthalpy-driven.  
Binding of long-chain alcohols, such as n-octanol, n-nonanol, and 1,8 octan-diol was 
characterised by similar thermodynamic signature. Contrary to expectations, binding was 
enthalpy-driven (Barratt et al., 2006). Each complex was characterised by a bridging water 
molecule between the hydroxyl group of Y120 and the hydroxyl group of ligand. The 
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4.1.3 Calorimetric studies of HBP 
Typical ITC isotherms for the binding of histamine to the HBP-D24R mutant (top panel) and 
wild-type HBP (middle panel), and the resulting thermodynamic parameters (bottom panel) 
are shown in Figure 5. Consistent with structural data, histamine bound to wild-type HBP 
with 2:1 stoichiometry (both binding sites occupied), while to mutant with 1:1 stoichiometry. 
In both cases, histamine bound with high affinity (Kd in nanomolar range), but the binding 
enthalpies and entropies were somewhat different, even though binding was largely 
enthalpy-driven in both cases. These differences in thermodynamic details are a 
manifestation of the enthalpy-entropy compensation, introduced in the previous sections of 
this chapter: wild-type HBP binds histamine with similar affinity than D24R mutant, but its 
enthalpic contribution is more favourable than that of D24R, at the expense of the entropic 
contribution, which is less favourable in wild-type HBP than in D24R mutant.  
A major concern regarding the data shown in Figure 5 was the possibility of proton 
exchange (release or binding) during the binding event. In such case, the observed enthalpy 
change bH would contain contributions from the ionisation of the buffer ( )ionH , as 
explained previously. To assess this effect, titrations between histamine and HBP-D24R 
mutant were performed in two different buffers, characterised by very different values of 
the ionisation enthalpy ( ionH  47.45 kJ/mol and 3.6 kJ/mol, respectively). Thus, any 
contribution from proton exchange should be easily detectable on the basis of the 
differences in bH  for the histamine-HBP interaction. Obtained enthalpies (-58 and -61 
kJ/mol, respectively) showed that there were no significant protonation effects associated 
with histamine-HBPD24R binding. 

4.1.4 NMR relaxation measurements 
In order to gain deeper insight into the entropic contribution to binding of ligands to HBP 
and MUP, 15N NMR relaxation measurements were employed to probe per-residue 
conformational entropies for backbone amides for the free (apo) protein and for the ligand-
protein complexes. Backbone 15N longitudinal and transverse relaxation rates (R1 = 1/T1 
and R2 = 1/T2, respectively) were determined for the free protein and the complexes with 
ligands. Amide 15N and 1H-15N resonance assignments in the apo-HBP, apo-MUP, and the 
ligand-protein complexes were determined by use of conventional three-dimensional triple-
resonance experiments.  
 

 
Fig. 6. Backbone amide entropy changes  for HBP-D24R, quantified as differences between 
entropy of holo and apo protein for each protein residue. The plot shows histamine binding 
– induced changes in entropy assessed by 15N relaxation measurements.  
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For both HBP and MUP, both positive and negative changes in local backbone entropy were 
observed. Entropy changes were not restricted to the binding pocket but were dispersed 
over the protein (Figure 6). For HBP as well as MUP, T S  summed over backbone amides 
was close to the error value, i.e., an overall change in backbone entropy that was not 
statistically different from zero (Syme et al., 2010). 

4.1.5 Molecular dynamics (MD) simulations 
MD simulations were used to examine the solvation of the binding pocket of MUP and HBP. 
The MUP binding pocket was found virtually devoid of water, even without any ligand 
bound (Barratt et al., 2006). Even if water molecules were artificially “forced in” at the 
beginning of the MD simulation, they did not remain inside the pocket. This observation 
contributed to the explanation of the unexpected thermodynamic signature of the ligand 
binding to MUP, measured by ITC. 
An average of five to six water molecules is observed in the binding pocket of HBP over the 
simulation time in the absence of ligand. Analysis of the diffusion and rotational correlation 
functions of these solvent molecules suggested that their dynamic behaviour was very 
similar to those of bulk water (Syme et al., 2010), which suggests that the return of these 
water molecules to bulk solution on ligand binding would not offer any significant 
contribution to the binding entropy. 
For HBP, side chain entropies were computed from the MD simulation. Moreover, as a test 
of the robustness of these simulations, backbone amide entropy changes were calculated 
from the MD simulation and compared to NMR data. The comparison was very favourable 
(16.4 ± 1.0 kJ/mol versus 12.4 ± 9.8 kJ/mol), which raised confidence in the applied 
methodology.  Contribution from the protein side chains was estimated at +17.4± 1.8 kJ/mol 
(Syme et al., 2010). Taken together, these data strongly indicate an overall increase in 
entropy on ligand binding. This observation, although counter-intuitive, it is not without 
precedent in the literature (MacRaild et al., 2007, Stoeckmann et al., 2008). 
MD simulations were also used to estimate the entropic contributions from the ligand.  A 
contribution from the loss in vibrational degrees of freedom of histamine on binding to HBP  
was estimated  using the Schlitter's method (Schlitter, 1993), leading to an unfavorable 
contribution of  22  2.4    kJ/mol. 
In addition to this contribution, there was an assumption that internal degrees of freedom of 
the ligand are heavily constrained upon binding. The unfavorable contribution from the 
three relevant internal degrees of freedom of histamine amounted to  -12 kJ/mol 
(Lundquist et al., 2000). In addition, the entropic contribution from the loss of translational 
and rotational degrees of freedom of the ligand depends on the logarithm of the molecular 
mass, and on the basis of earlier work this represents an unfavorable contribution that can 
be estimated as   -25 kJ/mol (Turnbull et al., 2004).  

4.1.6 Solvation thermodynamics estimation 
For MUP ligands, it was possible to measure their solvation free energies directly, using the 
water/vapor partitioning experiments (Shimokhina et al., 2006). For histamine, experimental 
measurements could not be done due to non-volatility of histamine, and hence the ligand 
free solvation energies were calculated quantum-chemically, using the COSMO model 
(Klamt and Schüürmann, 1993). Prior to running calculations, the ligand was optimised 
using ab initio QM calculations (RFH/6-31G* basis set). The optimised structure was 
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subjected to COSMO calculations at three different temperature settings (270, 300, and 330 
K) in order to extract the enthalpic and entropic contributions to the free energy of solvation, 
using the finite-difference approach. The approximation used therein was based on the 
assumption that the heat capacity is constant over a certain range of temperatures near the 
target temperature, T. In the case of solute molecules solvated in water, this approximation 
usually holds near room temperature for temperature ranges (denoted as  T) as wide as 50 
K. Using the finite-difference approximation, the entropy can be approximated at the target 
temperature as in equation (11): 
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where ( )S T  denotes entropy at the target temperature, ( )G T  is the free energy of solvation 
energy, and T  is the temperature difference. For the calculations presented here T  was 30 
K. 
Obviously, it was very difficult to assess the accuracy of such calculations, but the 
experimental solvation thermodynamics of two related “fragments” of histamine have been 
reported (Cabani et al., 1981). Comparison (Table 1) shows that the solvation free energies 
are reproduced very well, and the solvation entropies and enthalpies reasonably well (for n-
propylamine) compared with experiment, which lends some confidence in the computed 
values for histamine. 
 

Ligand 0G (kJ/mol) 0H  (kJ/mol) 0T S  (kJ/mol) 

Histamine -70.1 -137.2 -67.1 

n-propylamine -16.5 -65.5 -49 

n-propylamine (exp) -18.4 -55.8 -37.4 

2-methyl imidazole -43 -96.3 -53.3 

2-methyl imidazole (exp) -42.9 n.a. n.a. 

Table 1. Solvation parameters: free energy, enthalpy, and entropy at temperature 300 K for 
histamine and related ligands. All values are given in kJ/mol. Experimental values (exp) are 
taken from Cabani et al. (1981). 

4.1.7 Driving forces for ligand binding by MUP and HBP  
Ligand binding to both HBP and MUP was strongly enthalpy-driven. The overall entropy of 
binding was the same within error for both MUP and HBP, yet the contributions from 
protein, ligand, and solvent are very different.  
In the case of HBP, the dominant entropic contribution to binding arises from ligand 
desolvation, with a significant contribution from protein degrees of freedom. This 
contribution is favourable. However, the overall entropic contribution to binding is 
unfavourable, which indicates that the entropic contribution from desolvation of the protein 
binding pocket is strongly unfavourable. 
In MUP, a favourable contribution to binding entropy is also derived from ligand 
desolvation, but is unable to overcome the unfavourable contribution from “freezing” 
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For both HBP and MUP, both positive and negative changes in local backbone entropy were 
observed. Entropy changes were not restricted to the binding pocket but were dispersed 
over the protein (Figure 6). For HBP as well as MUP, T S  summed over backbone amides 
was close to the error value, i.e., an overall change in backbone entropy that was not 
statistically different from zero (Syme et al., 2010). 

4.1.5 Molecular dynamics (MD) simulations 
MD simulations were used to examine the solvation of the binding pocket of MUP and HBP. 
The MUP binding pocket was found virtually devoid of water, even without any ligand 
bound (Barratt et al., 2006). Even if water molecules were artificially “forced in” at the 
beginning of the MD simulation, they did not remain inside the pocket. This observation 
contributed to the explanation of the unexpected thermodynamic signature of the ligand 
binding to MUP, measured by ITC. 
An average of five to six water molecules is observed in the binding pocket of HBP over the 
simulation time in the absence of ligand. Analysis of the diffusion and rotational correlation 
functions of these solvent molecules suggested that their dynamic behaviour was very 
similar to those of bulk water (Syme et al., 2010), which suggests that the return of these 
water molecules to bulk solution on ligand binding would not offer any significant 
contribution to the binding entropy. 
For HBP, side chain entropies were computed from the MD simulation. Moreover, as a test 
of the robustness of these simulations, backbone amide entropy changes were calculated 
from the MD simulation and compared to NMR data. The comparison was very favourable 
(16.4 ± 1.0 kJ/mol versus 12.4 ± 9.8 kJ/mol), which raised confidence in the applied 
methodology.  Contribution from the protein side chains was estimated at +17.4± 1.8 kJ/mol 
(Syme et al., 2010). Taken together, these data strongly indicate an overall increase in 
entropy on ligand binding. This observation, although counter-intuitive, it is not without 
precedent in the literature (MacRaild et al., 2007, Stoeckmann et al., 2008). 
MD simulations were also used to estimate the entropic contributions from the ligand.  A 
contribution from the loss in vibrational degrees of freedom of histamine on binding to HBP  
was estimated  using the Schlitter's method (Schlitter, 1993), leading to an unfavorable 
contribution of  22  2.4    kJ/mol. 
In addition to this contribution, there was an assumption that internal degrees of freedom of 
the ligand are heavily constrained upon binding. The unfavorable contribution from the 
three relevant internal degrees of freedom of histamine amounted to  -12 kJ/mol 
(Lundquist et al., 2000). In addition, the entropic contribution from the loss of translational 
and rotational degrees of freedom of the ligand depends on the logarithm of the molecular 
mass, and on the basis of earlier work this represents an unfavorable contribution that can 
be estimated as   -25 kJ/mol (Turnbull et al., 2004).  

4.1.6 Solvation thermodynamics estimation 
For MUP ligands, it was possible to measure their solvation free energies directly, using the 
water/vapor partitioning experiments (Shimokhina et al., 2006). For histamine, experimental 
measurements could not be done due to non-volatility of histamine, and hence the ligand 
free solvation energies were calculated quantum-chemically, using the COSMO model 
(Klamt and Schüürmann, 1993). Prior to running calculations, the ligand was optimised 
using ab initio QM calculations (RFH/6-31G* basis set). The optimised structure was 
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subjected to COSMO calculations at three different temperature settings (270, 300, and 330 
K) in order to extract the enthalpic and entropic contributions to the free energy of solvation, 
using the finite-difference approach. The approximation used therein was based on the 
assumption that the heat capacity is constant over a certain range of temperatures near the 
target temperature, T. In the case of solute molecules solvated in water, this approximation 
usually holds near room temperature for temperature ranges (denoted as  T) as wide as 50 
K. Using the finite-difference approximation, the entropy can be approximated at the target 
temperature as in equation (11): 
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where ( )S T  denotes entropy at the target temperature, ( )G T  is the free energy of solvation 
energy, and T  is the temperature difference. For the calculations presented here T  was 30 
K. 
Obviously, it was very difficult to assess the accuracy of such calculations, but the 
experimental solvation thermodynamics of two related “fragments” of histamine have been 
reported (Cabani et al., 1981). Comparison (Table 1) shows that the solvation free energies 
are reproduced very well, and the solvation entropies and enthalpies reasonably well (for n-
propylamine) compared with experiment, which lends some confidence in the computed 
values for histamine. 
 

Ligand 0G (kJ/mol) 0H  (kJ/mol) 0T S  (kJ/mol) 

Histamine -70.1 -137.2 -67.1 

n-propylamine -16.5 -65.5 -49 

n-propylamine (exp) -18.4 -55.8 -37.4 

2-methyl imidazole -43 -96.3 -53.3 

2-methyl imidazole (exp) -42.9 n.a. n.a. 

Table 1. Solvation parameters: free energy, enthalpy, and entropy at temperature 300 K for 
histamine and related ligands. All values are given in kJ/mol. Experimental values (exp) are 
taken from Cabani et al. (1981). 

4.1.7 Driving forces for ligand binding by MUP and HBP  
Ligand binding to both HBP and MUP was strongly enthalpy-driven. The overall entropy of 
binding was the same within error for both MUP and HBP, yet the contributions from 
protein, ligand, and solvent are very different.  
In the case of HBP, the dominant entropic contribution to binding arises from ligand 
desolvation, with a significant contribution from protein degrees of freedom. This 
contribution is favourable. However, the overall entropic contribution to binding is 
unfavourable, which indicates that the entropic contribution from desolvation of the protein 
binding pocket is strongly unfavourable. 
In MUP, a favourable contribution to binding entropy is also derived from ligand 
desolvation, but is unable to overcome the unfavourable contribution from “freezing” 
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ligand degrees of freedom upon binding. The favourable entropic contribution from 
desolvation of the protein binding pocket that one would predict in a “classical” 
hydrophobic interaction is absent in MUP, since the occluded binding pocket is substantially 
desolvated prior to binding. This phenomenon has subsequently been observed in other 
proteins, such as streptavidin and HIV-protease receptors (Young et al., 2007). 
As suggested by MD simulations, there are around 6 water molecules (on average) 
occupying the binding site of HBP prior to ligand binding. As already stated, no significant 
change in entropic contribution should arise from displacing these waters upon ligand 
binding,  since their dynamic behaviour inside the pocket is similar to the behaviour of the 
bulk water. However, four water molecules are sequestered in the binding pocket in the 
histamine-HBP complex. These waters are significantly more ordered than the bulk water 
(Syme et al., 2010), which contributes negatively to the entropic term of binding free energy. 
This unfavourable entropic contribution can be estimated as about 30  to 40  kJ/mol, 
which is qualitatively consistent with the observed sign of PC  on binding.  
In conclusion, in the case of HBP, we found favourable entropic contributions to binding 
from desolvation of the ligand. However, the overall entropy of binding was unfavourable 
due to a dominant unfavourable contribution arising from the loss of ligand degrees of 
freedom, together with the sequestration of solvent water molecules into the binding pocket 
in the complex. This can be contrasted with MUP, where desolvation of the protein binding 
pocket made a minor contribution to the overall entropy of binding given that the pocket is 
substantially desolvated prior to binding. 

4.2 An integrated picture of galactose binding to Arabinose Binding Protein (ABP) 
The arabinose binding protein is found in the periplasm of Gram-negative bacteria. It 
belongs to the family of proteins, which extert their biological function as components of 
osmotic shock-sensitive transport systems for sugars and amino acids (Vyas et al., 1991). 
Besides its biological context, ABP is a very well-defined model system for structure-activity 
relationships in the hydrophilic ligand binding systems. As demonstrated by ITC, ABP 
interacts with its natural ligands, namely L-arabinose and D-galactose, and their deoxy 
derivatives (Daranas et al., 2004). The interactions are enthalpy-driven. The galactose-ABP 
interactions served as a model for interactions between hydrophilic ligands and hydrophilic 
binding pockets. Such choice of the model system was made mainly because of the large 
unfavourable entropic contribution to binding, whose origin was difficult to understand in 
the framework of the current ligand-protein interaction paradigms. Such a large entropy 
change upon ligand binding is frequently observed in proteins interacting with 
carbohydrate ligands, and it contributes to the fact that these interactions are notoriously 
challenging for predictions and design. In order to address those issues, we employed a 
combination of solution NMR and MD simulations. 

4.2.1 NMR measurements of ABP 
An essential prerequisite to NMR studies of protein dynamics was the establishment of the 
1H, 15N and 13C resonances that contributed to the investigated spectra. These assignments 
have been obtained for the complex of ABP with the ligand D-galactose using conventional 
triple-resonance assignment strategies (Daranas et al, 2004). Assignments for the unbound 
(apo) ABP were determined from these results, using an approach that combined 
conventional triple-resonance assignment strategies and 1H-15N heteronuclear single 
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quantum coherence (HSQC) titrations of ABP with 1-deoxy-galactose, which is a fast-
exchanging ligand (MacRaild et al., 2007).  
From these assignments, a comparison was made of the chemical shifts of the backbone 
amide resonances of ABP in the unbound state and in the complex (Figure 7). Large 
chemical shift changes were observed in the binding site area and in the region linking the 
two domains of ABP. This suggested that ligand binding might be associated with a 
substantial conformational change in ABP (Figure 8). Such conformational change (domain 
reorientation) upon binding is observed in other members of the periplasmic-binding 
protein family, and have been proposed for ABP on the basis of the results of small-angle X-
ray scattering and theoretical studies (Mao et al., 1982, Newcomer et al., 1981). Smaller 
changes in chemical shift were also observed at sites distal to the binding site, which 
suggests that small conformational changes, resulting from protein dynamic behaviour, 
occur upon the binding event. 
 

 
Fig. 7. Chemical shifts for galactose binding to ABP. Changes in backbone amide chemical 
shifts are plotted against protein residue number. 
 

 
Fig. 8. Conformational changes between apo-ABP (light blue) and galactose-ABP complex. 
The apo protein is much more 'open' than the complex. Large conformational changes are 
observed in the hinge region (coloured red), and the reorientation of N-domain (yellow) and 
C-domain (dark blue) towards each other is quite pronounced. Bound galactose is coloured 
cyan and displayed as VDW spheres. Side chains of several residues involved in direct 
interactions with ABP are showed and coloured dark cyan. 
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ligand degrees of freedom upon binding. The favourable entropic contribution from 
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As suggested by MD simulations, there are around 6 water molecules (on average) 
occupying the binding site of HBP prior to ligand binding. As already stated, no significant 
change in entropic contribution should arise from displacing these waters upon ligand 
binding,  since their dynamic behaviour inside the pocket is similar to the behaviour of the 
bulk water. However, four water molecules are sequestered in the binding pocket in the 
histamine-HBP complex. These waters are significantly more ordered than the bulk water 
(Syme et al., 2010), which contributes negatively to the entropic term of binding free energy. 
This unfavourable entropic contribution can be estimated as about 30  to 40  kJ/mol, 
which is qualitatively consistent with the observed sign of PC  on binding.  
In conclusion, in the case of HBP, we found favourable entropic contributions to binding 
from desolvation of the ligand. However, the overall entropy of binding was unfavourable 
due to a dominant unfavourable contribution arising from the loss of ligand degrees of 
freedom, together with the sequestration of solvent water molecules into the binding pocket 
in the complex. This can be contrasted with MUP, where desolvation of the protein binding 
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4.2.1 NMR measurements of ABP 
An essential prerequisite to NMR studies of protein dynamics was the establishment of the 
1H, 15N and 13C resonances that contributed to the investigated spectra. These assignments 
have been obtained for the complex of ABP with the ligand D-galactose using conventional 
triple-resonance assignment strategies (Daranas et al, 2004). Assignments for the unbound 
(apo) ABP were determined from these results, using an approach that combined 
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quantum coherence (HSQC) titrations of ABP with 1-deoxy-galactose, which is a fast-
exchanging ligand (MacRaild et al., 2007).  
From these assignments, a comparison was made of the chemical shifts of the backbone 
amide resonances of ABP in the unbound state and in the complex (Figure 7). Large 
chemical shift changes were observed in the binding site area and in the region linking the 
two domains of ABP. This suggested that ligand binding might be associated with a 
substantial conformational change in ABP (Figure 8). Such conformational change (domain 
reorientation) upon binding is observed in other members of the periplasmic-binding 
protein family, and have been proposed for ABP on the basis of the results of small-angle X-
ray scattering and theoretical studies (Mao et al., 1982, Newcomer et al., 1981). Smaller 
changes in chemical shift were also observed at sites distal to the binding site, which 
suggests that small conformational changes, resulting from protein dynamic behaviour, 
occur upon the binding event. 
 

 
Fig. 7. Chemical shifts for galactose binding to ABP. Changes in backbone amide chemical 
shifts are plotted against protein residue number. 
 

 
Fig. 8. Conformational changes between apo-ABP (light blue) and galactose-ABP complex. 
The apo protein is much more 'open' than the complex. Large conformational changes are 
observed in the hinge region (coloured red), and the reorientation of N-domain (yellow) and 
C-domain (dark blue) towards each other is quite pronounced. Bound galactose is coloured 
cyan and displayed as VDW spheres. Side chains of several residues involved in direct 
interactions with ABP are showed and coloured dark cyan. 
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Full sets of 15N relaxation measurements were made for ABP in its apo form and in complex 
with D-galactose, L-arabinose and D-fucose. The analysis of these measurements, assessed 
by means of Lipari–Szabo model-free approach (1982), allowed for extraction of the 
information on the extent of 'fast' (ps-ns time scale) motion of the protein backbone and 
15N-containing side chains. Differences in Lipari-Szabo generalised order parameters ( 2S ) 
between apo- and holo-ABP and were interpreted in terms of changes in dynamics 
accompanying the binding event. Thus, observed dynamic changes could be related to 
binding thermodynamics by means of the relationship between changes in order parameters 
derived from NMR relaxation and changes in conformational entropy. Because 2S  
parameters are specific to individual bond vectors, the described approach offered an 
unprecedented degree of structural resolution in thermodynamic analysis of protein 
function. 
Surprisingly, generalised order parameters for apo ABP were, in general, larger than for the 
ABP–galactose complex. This suggests that 'fast' (pico- to nanosecond time scale) motions 
are more extensive in the ligand-protein complex than in the unbound protein. 

4.2.2 Molecular dynamics (MD) study 
To confirm and further explore NMR relaxation result, we performed MD simulations of 
ABP in complex with galactose and its unbound state. In order to make a direct comparison 
between the observed order parameters and the simulations, backbone amide order 
parameters were calculated from the MD trajectory (MacRaild et al., 2007). A very good 
agreement between measured and calculated order parameters was observed, albeit with a 
small tendency for the simulation to underestimate the experimental values. The calculated 
changes in order parameter upon ligand binding reproduced the changes measured by 
NMR excellently, showing an approximately uniform decrease in order parameter (and, 
hence, increase of dynamics) upon galactose binding across the protein.  
To understand the thermodynamic implications of the observed changes in dynamics, we 
employed the relationship between Lipari–Szabo order parameters 2( )S and conformational 
entropy derived by Yang and Kay (1996).  
In addition to generalised order parameters, we observed significant increase in backbone 
dynamics in the complex as compared with the apo protein by several other measures. RMS 
deviations from the average structure were significantly larger for the galactose-ABP 
complex than for apo-ABP. Fluctuations of backbone heavy-atom positions across the 
trajectory were generally larger in the complex than in the apo protein. 
As well as validating the experimental results, the MD simulations revealed details of 
dynamic changes in regions that could not be measured experimentally. Importantly, the 
simulations revealed complex changes in the dynamics of the ABP binding site: counter-
intuitively, several residues in the binding site showed increase in flexibility upon binding, 
which was consistent with the trend seen throughout the rest of the protein. Other binding 
site residues displayed a decrease in flexibility, more in keeping with the intuitive 
expectation that ligand binding will reduce the conformational freedom of binding site 
residues (Figure 9). 
The total entropy alters due to changes in the pico- to nanosecond motion upon galactose 
binding, estimated from MD simulations and NMR results, was 610(± 120) J/mol K, which 
gives 188( 37)T S    kJ/mol at 308 K. Clearly, this latter value is overestimated, as the 
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assumption of un-correlated motion is not likely to hold for all residues of the protein. It is 
evident, however, that the entropy change associated with changes in 'fast' dynamics 
contributes favourably to the free energy of binding. As the result, it allows the reduction of 
the unfavourable entropic contribution associated with ligand binding. 
 

 
Fig. 9. Backbone amide order parameters for apo-ABP and galactose-ABP complex. 2S  
order parameters were obtained by NMR relaxation measurements (red dots) and MD 
simulations (black lines).  Data obtained for apo-ABP are showed in panel (a), while results 
for galactose-ABP complex are displayed in panel (b). Panel (c) shows changes in order 
parameters induced by galactose binding to ABP, with protein secondary structure elements 
displayed above. The N-domain of ABP is coloured is yellow, the C-domain is coloured 
blue, and the hinge region is coloured red. Residues interacting with the ligand are coloured 
cyan. This colouring scheme is consistent with colouring in Figure 10. (figure taken from 
MacRaild et al., 2007) 

4.2.3 Origins of entropic costs of binding 
We investigated the origin of the large and unfavourable entropic contribution to the 
binding free energy of galactose-ABP, observed by ITC (Daranas et al., 2004), in terms of the 
different contributions. 
It is clear that formation of a ligand-protein complex will involve the loss of entropy 
associated with constraining the translational and rotational degrees of freedom of one 
binding partner with respect to the other. The magnitude of these unfavourable 
contributions to the ligand-protein interaction can be approximated. In the case of galactose-
ABP interactions, we took an estimate of the loss of ligand translational and rotational 
entropy from the work by Turnbull et al (2004) and Lundquist and his coworkers (Lundquist 
and Toone, 2002), which gave at approximately 25 kJ/mol for the free energy penalty.    
It is assumed that the bound ligand will experience a loss of entropy reflecting the loss of 
conformational flexibility of the ligand in solution. On the assumption that conformational 
degrees of freedom are substantially restricted upon ligand-protein binding, the entropic 
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4.2.3 Origins of entropic costs of binding 
We investigated the origin of the large and unfavourable entropic contribution to the 
binding free energy of galactose-ABP, observed by ITC (Daranas et al., 2004), in terms of the 
different contributions. 
It is clear that formation of a ligand-protein complex will involve the loss of entropy 
associated with constraining the translational and rotational degrees of freedom of one 
binding partner with respect to the other. The magnitude of these unfavourable 
contributions to the ligand-protein interaction can be approximated. In the case of galactose-
ABP interactions, we took an estimate of the loss of ligand translational and rotational 
entropy from the work by Turnbull et al (2004) and Lundquist and his coworkers (Lundquist 
and Toone, 2002), which gave at approximately 25 kJ/mol for the free energy penalty.    
It is assumed that the bound ligand will experience a loss of entropy reflecting the loss of 
conformational flexibility of the ligand in solution. On the assumption that conformational 
degrees of freedom are substantially restricted upon ligand-protein binding, the entropic 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

36

penalty arising from loss in degrees of freedom of the galactose hydroxyl rotors alone is 
likely to be ~30 kJ/mol (Lundquist and Toone, 2002). Another contribution arises from the 
solvation effects. As calculated by means of QM/COSMO approach, desolvation energy of 
galactose is +87.6 kJ/mol (at 300 K), which is a significant unfavourable contribution 
(Bronowska and Homans, unpublished data). 
It is known that the ABP binding site contains a significant number of tightly bound water 
molecules, which maintain the structure of the binding site and play a role in governing the 
specificity of ligand binding (Quiocho, 1993). Examination of the structures of ABP in 
complex with its ligands (galactose, fucose, and arabinose) revealed some 15 
crystallographically resolved and structurally conserved water molecules within the binding 
site (MacRaild et al., 2007). Dunitz (1994) estimated the maximal entropic cost of 
confinement of a single water molecule to 8 kJ/mol. Even if the cost of confinement of the 
water molecules in the binding site of ABP is lower than this maximal value, the overall cost 
of confining these water molecules in the binding site will be vast. 
All these amount to unfavourable entropic contribution of galactose-ABP binding. However, 
the entropy of galactose-ABP interactions is much lower than the sum of these 
contributions: as measured by ITC the 0T S  amounts to –61 kJ/mol at 308 K (Daranas et al., 
2004). Observed discrepancy can be explained in terms of favourable contribution of protein 
dynamics to the entropy of galactose-ABP interactions, which was observed by NMR 
measurements and MD simulations.  

4.3 Enthalpy-entropy compensation revisited: bovine carbonic anhydrase II 
In studies on the thermodynamics of ligand-protein interactions, it is usually assumed that 
the bound ligand is fixed in the binding site. However, there is little direct experimental 
evidence for this assumption, and in the case of binding of p-substituted 
benzenesulfonamide inhibitors to bovine carbonic anhydrase II (BCA II), the observed 
thermodynamic binding signature assessed by ITC measurements leads indirectly to the 
conclusion that the bound ligands retain a considerable degree of flexibility (Krishnamurthy 
et al., 2006).  
BCAII and its binding to a large panel of ligands was reported in literature as a classic 
example of enthalpy-entropy compensation. Whitesides and his coworkers studied these 
interactions for a series of p-(glycine)n-substituted benzenesulfonamides (where n = 1-5) and 
found almost perfect enthalpy-entropy compensation across the series: as demonstrated by 
ITC measurements, the enthalpy of binding became less favorable and the entropy more 
favorable with increasing chain length. Changes in heat capacity were independent of chain 
length, which indicated that the observed changes in binding thermodynamic signatures 
across the series cannot be explained on the basis of the classical hydrophobic effect. In 
addition, strong evidence exists that these thermodynamic signatures are not driven by 
solvent effects (Syme et al., 2010). To explain the observed data, a model was proposed, 
which assumed the increased mobility of ligand upon the chain length growth. Such 
increased flexibility of the bound ligand (favourable entropic contribution) would be 
compensated by a decreased number of direct ligand-protein contacts (unfavourable 
enthalpic contribution). 
Such an increase in mobility of the ligand can be readily probed by 15N NMR relaxation 
measurements and computational studies. Thus, we investigated these using a combination 
of the solution NMR and MD simulations. Two series of ligands were studied: The first 
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(series 1) consisted of six ligands with different chain lengths (n = 1-6), isotopically 15N -
labeled at the terminal amide, whereas the second (series 2) comprised six ligands with the 
same chain length (n = 6), but isotopically 15N -labeled at a single amide at each position n. 
The ligands bound at the BCAII binding site are shown in Figure 10. 
 

 
Fig. 10. The binding of  investigated benzenesulfonamides to BCAII. The protein backbone is 
coloured cyan, with three histidines (yellow) coordinating zinc atom (dark blue dot) 
displayed. The ligand is showed, with glycine side chains represented as VDW spheres and 
coloured as follows: n=1 – purple, n=2 – red, n=3 – orange, n=4 – bright yellow, n=5 – dark 
green, and n=6 – blue. 

Contrary to expectation, we found that the observed thermodynamic binding signature 
could not be explained by residual ligand dynamics in the bound state, but rather results 
from the indirect influence of ligand chain length on protein dynamics. 
Chemical shift changes on ligand binding were monitored by simple one-dimensional 1H, 15N 
HSQC spectra. It was possible, since each ligand was selectively 15N -labeled. The results 
(Figure 11) indicated that residues proximal to the aromatic moiety of ligand show substantial 
changes in chemical shift, whereas residues more distant to the aromatic moiety show much 
smaller changes. The former is indicative of interactions with the protein, while the latter 
suggests less substantive interactions with the protein by these more distant residues. 
 

 
Fig. 11. Observed chemical shift differences between free ligands and ligand-BCAII 
complexes, for both series of ligands, plotted against the number of glycine residues (n from 
1 to 6) in the side chain (Stoeckmann et al., 2008). 
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In order to obtain a more detailed picture of ligand dynamics in the bound state, 15N NMR 
relaxation data (R1, R2, NOE) were measured for each series of ligands. The results obtained 
showed that the ligand chain became more dynamic as n increased. However, there were 
substantial differences between series 1 and 2 ligands: series 1 ligands were much more 
dynamic for small n values, while in case of series 2 ligands, the three residues nearest the 
aromatic ring adopted slow dynamic motions, whereas the three residues distal to the 
aromatic ring adopted faster dynamics similar to series 1 ligands. 
The relaxation data were analysed using the Lipari-Szabo model-free approach (1982) and 
the 'fast' dynamics was quantified by means of generalised order parameters. The entropic 
contributions arising from these 'fast' motions were assessed from 2S  parameters using the 
relation derived by Yang and Kay (1996).   
The order parameters of all ligand Gly residues in both series were much smaller than those of 
backbone residues within protein, indicating a comparatively high mobility of the ligand 
chain. The first two residues of the ligand were relatively immobile adjacent to the aromatic 
ring and are engaged in direct interactions with the protein, whereas the last four Gly residues 
were significantly more mobile, with 2S  values indicating motions being unrestricted by 
BCAII protein.  From 2S  values, the entropic contribution to ligand-BCAII binding arising 
from each Gly residue, could be obtained. These data are shown in Figure 12. 
 

 
Fig. 12. Top panel: order parameters for backbone amide (N-H) bond vectors for ligand 
series 1 (white) and 2 (black), obtained from NMR relaxation measurements. Middle panel: 
Derived entropy differences for series 1 ligands (white) compared to entropies of binding 
obtained from ITC measurements (black) (Krishnamurthy et al., 2006). Bottom panel: 
Entropy differences for series 2 ligands (per N-H bond vector), obtained by NMR.  
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Comparing these results with ITC data by Krishnamurthy et al. (2006), it is clear that a poor 
correlation exists between the change in ligand conformational entropy determined from 
NMR relaxation studies and the entropies of binding derived from ITC (Figure 14, middle 
panel).  It indicates that a model based on increased dynamics of the ligand in the bound 
state is not a plausible explanation for the observed thermodynamic binding data. This is 
not entirely unexpected since the ITC values are global parameters, which include 
contributions not only from the ligand, but from protein and solvent as well.  However, the 
role of solvation is unlikely to be the driving one in the case of ligand-BCAII binding – for 
three reasons. First, pC  values for the interaction determined by ITC are independent of 
Gly chain length (Stoeckmann et al., 2008). Second, these values are fairly small: around 80 
J/mol/K. Finally, ligands are not fully desolvated upon the binding event: more distal 
residues extend beyond the binding pocket and they interact with water molecules. The 
observed increase in entropy with respect to the ligand chain length is approximately linear, 
which argues against a significant solvation contribution. 
It was hoped that assessment of the protein contribution would shed light on the observed 
binding signature. To achieve this, MD simulations of both series of ligands in complexes 
with BCAII were performed (Stoeckmann et al., 2008). In order to validate the methodology, 
generalised order parameters for ligand amide vectors were calculated from the trajectory 
and compared to NMR data. These MD trajectories were then used to probe the influence of 
ligand binding on protein dynamics. Specifically, 2S  values for backbone amide bond 
vectors, side chain terminal heavy-atom bond vectors, and corresponding conformational 
entropies were calculated for each complex with series 1 ligands.  
The results obtained showed that the aromatic moiety became correspondingly more rigid 
with respect to series 1 ligand chain length. This was consistent with the NMR data showing 
that addition of successive glycine residues decreased the dynamics of the preceding units. 
Moreover, we observed the trend of increased dynamics of protein residue side chains with 
respect to ligand chain length (Table 2). This counter-intuitive observation that ligand 
binding increases protein dynamics has been observed in a number of ligand-protein 
systems, including ABP, which was described in the previous section of this chapter. 
 

Residues Gly2-Gly1 Gly3-Gly2 Gly4-Gly3 Gly5-Gly4 Gly6-Gly5 

Biding site 4.37 ± 1.1 5.28 ± 1.2 4.33 ± 1.0 3.11 ± 1.0 6.04 ± 1.3 

Whole protein 14.9 ± 1.7 4.6 ± 1.8 5.5 ± 2.2 9.9 ± 2.4 8.4 ± 2.5 

Table 2. Differences in per-residue entropies quantified as TDS (in kJ/mol at temperature 
300 K) for residues in the binding pocket of BCAII as well as for the whole BCAII protein. 
Displayed differences are result of changing side chain length of the ligand (Glyn – Glyn-1).  

Summarising, our results suggest that the enthalpy-entropy compensation observed for 
binding of ArGlynO- ligands to BCA II derives principally from an increase in protein 
dynamics, rather than ligand dynamics, with respect to the ligand chain length. 
Krishnamurthy and his coworkers showed that enthalpy-entropy compensation was 
observed for a range of BCAII ligands, whose structurally distinct chain types gave similar 
thermodynamic signatures (Krishnamurthy et al., 2006). This suggests that a common 
process is underway that is unlikely to be related to specific interactions between the chain 
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ring and are engaged in direct interactions with the protein, whereas the last four Gly residues 
were significantly more mobile, with 2S  values indicating motions being unrestricted by 
BCAII protein.  From 2S  values, the entropic contribution to ligand-BCAII binding arising 
from each Gly residue, could be obtained. These data are shown in Figure 12. 
 

 
Fig. 12. Top panel: order parameters for backbone amide (N-H) bond vectors for ligand 
series 1 (white) and 2 (black), obtained from NMR relaxation measurements. Middle panel: 
Derived entropy differences for series 1 ligands (white) compared to entropies of binding 
obtained from ITC measurements (black) (Krishnamurthy et al., 2006). Bottom panel: 
Entropy differences for series 2 ligands (per N-H bond vector), obtained by NMR.  
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Comparing these results with ITC data by Krishnamurthy et al. (2006), it is clear that a poor 
correlation exists between the change in ligand conformational entropy determined from 
NMR relaxation studies and the entropies of binding derived from ITC (Figure 14, middle 
panel).  It indicates that a model based on increased dynamics of the ligand in the bound 
state is not a plausible explanation for the observed thermodynamic binding data. This is 
not entirely unexpected since the ITC values are global parameters, which include 
contributions not only from the ligand, but from protein and solvent as well.  However, the 
role of solvation is unlikely to be the driving one in the case of ligand-BCAII binding – for 
three reasons. First, pC  values for the interaction determined by ITC are independent of 
Gly chain length (Stoeckmann et al., 2008). Second, these values are fairly small: around 80 
J/mol/K. Finally, ligands are not fully desolvated upon the binding event: more distal 
residues extend beyond the binding pocket and they interact with water molecules. The 
observed increase in entropy with respect to the ligand chain length is approximately linear, 
which argues against a significant solvation contribution. 
It was hoped that assessment of the protein contribution would shed light on the observed 
binding signature. To achieve this, MD simulations of both series of ligands in complexes 
with BCAII were performed (Stoeckmann et al., 2008). In order to validate the methodology, 
generalised order parameters for ligand amide vectors were calculated from the trajectory 
and compared to NMR data. These MD trajectories were then used to probe the influence of 
ligand binding on protein dynamics. Specifically, 2S  values for backbone amide bond 
vectors, side chain terminal heavy-atom bond vectors, and corresponding conformational 
entropies were calculated for each complex with series 1 ligands.  
The results obtained showed that the aromatic moiety became correspondingly more rigid 
with respect to series 1 ligand chain length. This was consistent with the NMR data showing 
that addition of successive glycine residues decreased the dynamics of the preceding units. 
Moreover, we observed the trend of increased dynamics of protein residue side chains with 
respect to ligand chain length (Table 2). This counter-intuitive observation that ligand 
binding increases protein dynamics has been observed in a number of ligand-protein 
systems, including ABP, which was described in the previous section of this chapter. 
 

Residues Gly2-Gly1 Gly3-Gly2 Gly4-Gly3 Gly5-Gly4 Gly6-Gly5 

Biding site 4.37 ± 1.1 5.28 ± 1.2 4.33 ± 1.0 3.11 ± 1.0 6.04 ± 1.3 

Whole protein 14.9 ± 1.7 4.6 ± 1.8 5.5 ± 2.2 9.9 ± 2.4 8.4 ± 2.5 

Table 2. Differences in per-residue entropies quantified as TDS (in kJ/mol at temperature 
300 K) for residues in the binding pocket of BCAII as well as for the whole BCAII protein. 
Displayed differences are result of changing side chain length of the ligand (Glyn – Glyn-1).  

Summarising, our results suggest that the enthalpy-entropy compensation observed for 
binding of ArGlynO- ligands to BCA II derives principally from an increase in protein 
dynamics, rather than ligand dynamics, with respect to the ligand chain length. 
Krishnamurthy and his coworkers showed that enthalpy-entropy compensation was 
observed for a range of BCAII ligands, whose structurally distinct chain types gave similar 
thermodynamic signatures (Krishnamurthy et al., 2006). This suggests that a common 
process is underway that is unlikely to be related to specific interactions between the chain 
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and the protein. In our study, we demonstrated an increase in protein dynamics upon 
binding longer-chained ligands. This observation provides an explanation for the enthalpy-
entropy compensation across these structurally distinct ligands. 

5. Conclusions  
The notion of the binding event being the result of shape complementarity between ligand 
and protein binding site (key-and-lock model) has been a paradigm in the description of 
binding events and molecular recognition phenomena for a long time. The recent discovery 
of the important role played by protein dynamics and solvent effects, as well as the 
enthalpy-entropy compensation phenomenon, challenged this concept, and demanded the 
thorough examination of entropic contributions and solvent effects. Assessment of all these 
contributions to the thermodynamics of ligand-protein binding is a challenging task. 
Although understanding the role of each contribution and methods allowing for a complete 
dissection of thermodynamic contributions are tasks far from being completed, significant 
progress has been made in recent years. For instance, development of high-resolution 
heteronuclear NMR methods allowed for assessment of the contribution from protein 
degrees of freedom to the intrinsic entropy of binding. The usefulness of such approach has 
been demonstrated in the course of this chapter on several ligand-protein examples. In 
addition, progresses in the development of MD-related methodologies and advanced force 
fields enabled the application of the NMR-derived formalism on relevant time scales and the 
assessment of the intrinsic entropic contributions solely using computational methods. 
Development of QM methods allows the study of larger and larger systems, while advances 
in ITC calorimetry allow the use of very small amounts of reagents for a single experiment.  
Despite this progress, much remains to be done. The enthalpy-entropy compensation 
phenomenon seems to be widespread among ligand-protein systems. It seems universal: 
binding restricts motions, while motions oppose tight confinement.  However, our current 
knowledge about intrinsic protein dynamics is still insufficient to allow us to predict this 
phenomenon and hence to exploit it for the purposes of rational molecular design. Another 
challenge lies within the quantification of solvation contributions. There seem to be 
conflicting data regarding the contributions from confined water molecules. Their influence 
on binding can be favourable or unfavourable, enthalpy- or entropy- driven. Bound water 
molecules can be released upon ligand binding or – on the contrary – bind tighter (Poornima 
CS and Dean, 1995a-c). Their presence can make the protein structure more rigid (Mao et al., 
2000), or more flexible (Fischer and Verma, 1999). Finally, protein binding sites can be fully 
solvated prior to binding, or fully desolvated (Barratt et al., 2006, Syme et al., 2010). The only 
common feature that seems to exist is that the contribution of the solvation effects to the 
ligand-protein binding thermodynamics can be – and often is – significant.   
Last but not least, intrinsic entropic contributions are notoriously difficult to quantify. A 
handful of experimental and theoretical methods can be employed to quantify these 
contributions, as have been described. However, all of these methods have their limitations, 
and one should be aware of these and of the assumptions that are being made. Theoretical 
results should be treated with caution, experimental data likewise, as they are based on 
many approximations and heavily dependent on the conditions applied. Care must be taken 
not to over-extrapolate data, and not fall the victim to confirmation bias. 
Fundamentally, in order to predict free energy of binding accurately, it would  be necessary 
to go beyond predicting a single 'dominant' conformation of the ligand-protein complex. It 
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should be emphasised that the overall shape of the free energy landscape controls the 
binding free energy. This shape is affected by the depth and width of the local minima, and 
the height and breadth of the energy barriers. The factors that shape that landscape include 
intrinsic entropic contributions of both interacting partners, ligand poses, protein 
conformations, solvent effects, and protonation states. Computational and experimental 
approaches combined together can provide insight into this crucial but otherwise hidden 
landscape, which is pivotal not only to understand the origin of each contribution and its 
role in the binding event, but which can allow a truly rational molecular design. 
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1. Introduction  
Thermodynamics deals with the transformations of the energy in a system and between the 
system and its environment. Hence, it is involved in every atmospheric process, from  the 
large scale general circulation to the local transfer of radiative, sensible and latent heat 
between the surface and the atmosphere and the microphysical processes producing  clouds 
and aerosol. Thus the topic is much too broad to find an exhaustive treatment within the 
limits of a book chapter, whose main goal will be limited to give a broad overview of the 
implications of thermodynamics in the atmospheric science and introduce some if its jargon. 
The basic thermodynamic principles will not be reviewed here, while emphasis will be 
placed on some topics that will find application to the interpretation of fundamental 
atmospheric processes.  An overview of the composition of air will be given, together with 
an outline of its stratification in terms of temperature and water vapour profile. The ideal 
gas law will be introduced, together with the concept of hydrostatic stability, temperature 
lapse rate, scale height, and hydrostatic equation. The concept of an air parcel and its 
enthalphy and free energy will be defined, together with the potential temperature concept 
that will be related to the static stability of the atmosphere and  connected to the Brunt-
Vaisala frequency. 
Water phase changes  play a pivotal role in the atmosphere and special attention will be 
placed on these transformations. The concept of vapour pressure will be introduced together 
with the Clausius-Clapeyron equation and moisture parameters will be defined. Adiabatic 
transformation for the unsaturated and saturated case will be discussed with the help of 
some aerological diagrams of common practice in Meteorology and the notion of neutral 
buoyancy and free convection will be  introduced and considered referring to an 
exemplificative atmospheric sounding.  There, the Convective Inhibition and Convective 
Available Potential Energy will be introduced and examined. The last subchapter is devoted 
to a brief overview of warm and cold clouds formation processes, with the aim to stimulate 
the interest of reader toward more specialized texts, as some of those listed in the conclusion 
and in the bibliography. 

2. Dry air thermodynamics and stability 
We know from experience that pressure, volume and temperature of any homogeneous 
substance are connected by an equation of state. These physical variables, for all gases over a 
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to a brief overview of warm and cold clouds formation processes, with the aim to stimulate 
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2. Dry air thermodynamics and stability 
We know from experience that pressure, volume and temperature of any homogeneous 
substance are connected by an equation of state. These physical variables, for all gases over a 
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wide range of conditions in the so called perfect gas approximation, are connected by an 
equation of the form: 

 pV=mRT (1) 

where p is pressure (Pa), V is volume (m3), m is mass (kg), T is temperature (K) and R is the 
specific gas constant, whose value depends on the gas. If we express the amount of substance 
in terms of number of moles n=m/M where M is the gas molecular weight, we can rewrite (1) 
as: 

 pV=nR*T (2) 

where R* is the universal gas costant, whose value is  8.3143 J mol-1 K-1. In the kinetic theory of 
gases, the perfect gas is modelled as a collection of rigid spheres randomly moving and 
bouncing between each other, with no common interaction apart from these mutual shocks. 
This lack of  reciprocal interaction leads to derive the internal energy of the gas, that is the 
sum of all the kinetic energies of the rigid spheres,  as proportional to its temperature. A 
second consequence is that for a mixture of  different gases we can define, for each 
component i , a partial pressure pi as the pressure that it would have if it was alone, at the 
same temperature and occupying the same volume. Similarly we can define the partial 
volume Vi as that occupied by the same mass at the same pressure and temperature, holding 
Dalton’s law for a mixture of gases i: 

 p=∑ pi (3) 

Where for each gas it holds: 

 piV=niR*T (4) 

We can still make use of (1) for a mixture of gases, provided we compute a specific gas 
constant R as: 

 �� = ∑����
�  (5) 

The atmosphere is composed by a mixture of gases, water substance in any of its three 
physical states and solid or liquid suspended particles (aerosol). The main components of 
dry atmospheric air are listed in Table 1. 
 

Gas Molar fraction Mass fraction Specific gas constant 
(J Kg-1 K-1) 

Nitrogen (N2) 0.7809 0.7552 296.80 
Oxygen (O2) 0.2095 0.2315 259.83 
Argon (Ar) 0.0093 0.0128 208.13 

Carbon dioxide (CO2) 0.0003 0.0005 188.92 

Table 1. Main component of dry atmospheric air. 

The composition of air is constant up to about 100 km, while higher up molecular diffusion 
dominates over turbulent mixing, and the percentage of lighter gases increases with height. 
For the  pivotal role water substance plays in weather and climate, and for the extreme 
variability of its presence in the atmosphere, with abundances ranging from few percents to 
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millionths, it is preferable to treat it separately from other air components, and consider the 
atmosphere as a mixture of  dry gases and water. In order to use a state equation of the form 
(1) for moist air, we express a specific gas constant Rd by considering in (5) all gases but 
water, and  use in the state equation a virtual temperature Tv defined as the temperature that 
dry air must have in order to have the same density of moist air at the same pressure.  It can 
be shown that 

 �� = �
���

����
��
��

�
 (6) 

Where Mw and Md are respectively the water and dry air molecular weights. Tv takes into 
account the smaller density of moist air, and so is always greater than the actual 
temperature, although often only by few degrees.  

2.1 Stratification  
The atmosphere is under the action of a gravitational field, so at any given level the 
downward force per unit area is due to the weight of all the air above. Although the air is 
permanently in motion, we can often assume that the upward force acting on a slab of air at 
any level, equals the downward gravitational force.  This hydrostatic balance approximation 
is valid under all but the most extreme meteorological conditions, since the vertical 
acceleration of air parcels is generally much smaller than the gravitational one.  Consider an 
horizontal slab of air  between z and z +z, of unit horizontal surface. If  is the air density at 
z, the downward force acting on this slab due to gravity is gz. Let p be the pressure at z, 
and p+p the pressure at z+z. We consider as negative, since we know that pressure 
decreases with height. The hydrostatic balance of forces along the vertical leads to: 

  −�� = ���� (7) 

Hence, in the limit of infinitesimal thickness, the hypsometric equation holds: 

 −��
�� = −�� (8) 

leading to: 

 �(�) = � �����
�  (9) 

As we know that p(∞)=0, (9) can be integrated if the air density profile is known.  
Two useful concepts in atmospheric thermodynamic are the geopotential , an exact 
differential defined as the work done against the gravitational field to raise 1 kg from 0 to z, 
where the 0 level is often taken at sea level and, to set the constant of integration,  (0)=0, 
and the geopotential height Z=/g0, where g0 is a mean gravitational acceleration taken as 
9,81 m/s. 
We can rewrite (9) as: 

 �(�) = �
�� � ����

�  (10) 

Values of z and Z often differ by not more than some tens of metres.  
We can make use of (1) and of the definition of virtual temperature to rewrite (10) and 
formally integrate it between two levels to formally obtain the geopotential thickness of a 
layer, as: 
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Oxygen (O2) 0.2095 0.2315 259.83 
Argon (Ar) 0.0093 0.0128 208.13 

Carbon dioxide (CO2) 0.0003 0.0005 188.92 

Table 1. Main component of dry atmospheric air. 

The composition of air is constant up to about 100 km, while higher up molecular diffusion 
dominates over turbulent mixing, and the percentage of lighter gases increases with height. 
For the  pivotal role water substance plays in weather and climate, and for the extreme 
variability of its presence in the atmosphere, with abundances ranging from few percents to 
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millionths, it is preferable to treat it separately from other air components, and consider the 
atmosphere as a mixture of  dry gases and water. In order to use a state equation of the form 
(1) for moist air, we express a specific gas constant Rd by considering in (5) all gases but 
water, and  use in the state equation a virtual temperature Tv defined as the temperature that 
dry air must have in order to have the same density of moist air at the same pressure.  It can 
be shown that 

 �� = �
���

����
��
��

�
 (6) 

Where Mw and Md are respectively the water and dry air molecular weights. Tv takes into 
account the smaller density of moist air, and so is always greater than the actual 
temperature, although often only by few degrees.  

2.1 Stratification  
The atmosphere is under the action of a gravitational field, so at any given level the 
downward force per unit area is due to the weight of all the air above. Although the air is 
permanently in motion, we can often assume that the upward force acting on a slab of air at 
any level, equals the downward gravitational force.  This hydrostatic balance approximation 
is valid under all but the most extreme meteorological conditions, since the vertical 
acceleration of air parcels is generally much smaller than the gravitational one.  Consider an 
horizontal slab of air  between z and z +z, of unit horizontal surface. If  is the air density at 
z, the downward force acting on this slab due to gravity is gz. Let p be the pressure at z, 
and p+p the pressure at z+z. We consider as negative, since we know that pressure 
decreases with height. The hydrostatic balance of forces along the vertical leads to: 

  −�� = ���� (7) 

Hence, in the limit of infinitesimal thickness, the hypsometric equation holds: 

 −��
�� = −�� (8) 

leading to: 

 �(�) = � �����
�  (9) 

As we know that p(∞)=0, (9) can be integrated if the air density profile is known.  
Two useful concepts in atmospheric thermodynamic are the geopotential , an exact 
differential defined as the work done against the gravitational field to raise 1 kg from 0 to z, 
where the 0 level is often taken at sea level and, to set the constant of integration,  (0)=0, 
and the geopotential height Z=/g0, where g0 is a mean gravitational acceleration taken as 
9,81 m/s. 
We can rewrite (9) as: 

 �(�) = �
�� � ����

�  (10) 

Values of z and Z often differ by not more than some tens of metres.  
We can make use of (1) and of the definition of virtual temperature to rewrite (10) and 
formally integrate it between two levels to formally obtain the geopotential thickness of a 
layer, as: 
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  (11) 

The above equations can be integrated if we know the virtual temperature Tv as a function 
of pressure, and many limiting cases can be envisaged, as those of constant vertical 
temperature gradient. A very simplified case is for an isothermal atmosphere at a 
temperature Tv=T0, when the integration of (11) gives: 

  (12) 

In an isothermal atmosphere the pressure decreases exponentially with an e-folding scale 
given by the scale height H which, at an average atmospheric temperature of 255 K, 
corresponds roughly to 7.5 km.  Of course, atmospheric temperature is by no means 
constant: within the lowest 10-20 km it decreases with a lapse rate of about 7 K km-1, highly 
variable depending on latitude, altitude and season. This region of decreasing 
temperature with height is termed troposphere, (from the Greek “turning/changing 
sphere”) and is capped by a region extending from its boundary, termed tropopause, up to 
50 km, where the temperature is increasing with height due to solar UV absorption by 
ozone, that heats up the air. This region is particularly stable and is termed stratosphere 
( “layered sphere”). Higher above in the mesosphere (“middle sphere”) from 50 km to 80-90 
km,  the temperature falls off again. The last region of the atmosphere, named 
thermosphere,  sees the temperature rise again with altitude to 500-2000K up to an 
isothermal layer several hundreds of km distant from the ground,  that finally  merges 
with the interplanetary space where molecular collisions are rare and temperature is 
difficult to define. Fig. 1 reports the atmospheric  temperature, pressure and density 
profiles. Although the atmosphere is far from isothermal, still the decrease of pressure 
and density are close to be exponential. The atmospheric temperature profile depends on 
vertical mixing, heat transport and radiative processes.  

 
Fig. 1. Temperature (dotted line), pressure (dashed line) and air density (solid line) for a 
standard atmosphere. 
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2.2 Thermodynamic of dry air 
A system is open if it can exchange matter with its surroundings, closed otherwise. In 
atmospheric thermodynamics, the concept of “air parcel” is often used.  It is a good 
approximation to consider the air parcel as a closed system, since significant mass exchanges 
between airmasses happen predominantly in the few hundreds of metres close to the 
surface, the so-called planetary boundary layer where mixing is enhanced, and can be 
neglected elsewhere. An air parcel can exchange energy with its surrounding by work of 
expansion or contraction, or by exchanging heat. An isolated system is unable to exchange 
energy in the form of heat or work with its surroundings, or with any other system. The first 
principle of thermodynamics states that the internal energy U of a closed system, the kinetic 
and potential energy of its components, is a state variable, depending  only on the present 
state of the system, and not by its past.  If a system evolves without exchanging any heat 
with its surroundings, it is said to perform an adiabatic transformation. An air parcel can 
exchange heat with its surroundings through diffusion or thermal conduction or radiative 
heating or cooling; moreover, evaporation or condensation of water and subsequent 
removal of the condensate promote an exchange of latent heat. It is clear that processes 
which are not adiabatic ultimately lead the atmospheric behaviours. However, for 
timescales of motion shorter than one day, and disregarding cloud processes, it is often a 
good approximation to treat air motion as adiabatic. 

2.2.1 Potential temperature 
For adiabatic processes, the first law of thermodynamics, written in two alternative forms: 

 cvdT + pdv=δq (13) 

 cpdT - vdp= δq (14) 

holds for δq=0, where cp and cv are respectively the specific heats at constant pressure and 
constant volume, p and v are the specific pressure and volume, and δq is the heat exchanged 
with the surroundings. Integrating (13) and (14) and making use of the ideal gas state 
equation, we get the Poisson’s equations: 

 Tvγ-1 = constant (15) 

 Tp-κ = constant (16) 

 pvγ = constant (17) 

where γ=cp/cv =1.4 and κ=(γ-1)/γ =R/cp ≈ 0.286, using a result of the kinetic theory for 
diatomic gases. We can use (16) to define a new state variable that is conserved during an 
adiabatic process, the potential temperature θ, which is the temperature the air parcel would 
attain if compressed, or expanded, adiabatically to a reference pressure p0, taken for 
convention as 1000 hPa.  

  (18) 

Since the time scale of heat transfers, away from the planetary boundary layer and from 
clouds is several days, and the timescale needed for an air parcel to adjust to environmental 
pressure changes is much shorter, θ can be considered conserved along the air motion for 
one week or more. The distribution of θ in the atmosphere is determined by the pressure 
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Since the time scale of heat transfers, away from the planetary boundary layer and from 
clouds is several days, and the timescale needed for an air parcel to adjust to environmental 
pressure changes is much shorter, θ can be considered conserved along the air motion for 
one week or more. The distribution of θ in the atmosphere is determined by the pressure 
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and temperature fields. In fig. 2 annual averages of constant potential temperature surfaces 
are depicted, versus pressure and latitude. These surfaces tend to be quasi-horizontal. An air 
parcel initially on one surface tend to stay on that surface, even if the surface itself can vary 
its position with time.  At the ground level θ attains its maximum values at the equator, 
decreasing toward the poles. This poleward decrease is common throughout the 
troposphere, while above the tropopause, situated near 100 hPa in the tropics and 3-400 hPa 
at medium and high latitudes, the behaviour is inverted.  
 

 
Fig. 2. ERA-40 Atlas : Pressure level climatologies in latitude-pressure projections (source: 
http://www.ecmwf.int/research/era/ERA40_Atlas/docs/section_D25/charts/D26_XS_Y
EA.html). 

An adiabatic vertical displacement of an air parcel would change its temperature and 
pressure in a way to preserve its potential temperature. It is interesting to derive an 
expression for the rate of change of temperature with altitude under adiabatic conditions: 
using  (8) and (1) we can write (14) as: 

 cp dT + g dz=0 (19) 

and obtain the dry adiabatic lapse rate d: 

 Γ� = ���������������� =
�
�� (20) 

If the air parcel thermally interacts with its environment, the adiabatic condition no longer 
holds and in (13) and (14) δq ≠ 0. In such case, dividing (14) by T and using (1) we obtain: 

 � �� � � ���� �� � = � ��
��� (21) 

Combining the logarithm of (18) with (21) yields: 

 � �� � = ��
��� (22) 

That clearly shows how the changes in potential temperature are directly related to the heat 
exchanged by the system. 
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2.2.2 Entropy and potential temperature 
The second law of the thermodynamics allows for the introduction of another state variable, 
the entropy s, defined in terms of a quantity δq/T which is not in general an exact differential, 
but is so for a reversible process, that is a process proceeding through states of the system 
which are always in equilibrium with the environment. Under such cases we may pose ds = 
(δq/T)rev. For the generic process, the heat absorbed by the system is always lower that what 
can be absorbed in the reversible case, since a part of heat is lost to the environment. Hence, 
a statement of the second law of thermodynamics is: 

 �� � ��
�  (23) 

If we introduce (22) in (23), we note how such expression, connecting potential temperature 
to entropy, would contain only state variables. Hence equality must hold and we get: 

 � �� � = ��
�� (24) 

That directly relates changes in potential temperature with changes in entropy. We stress 
the fact that in general an adiabatic process does not imply a conservation of entropy. A 
classical textbook example is the adiabatic free expansion of a gas. However, in atmospheric 
processes, adiabaticity not only implies the absence of heat exchange through the 
boundaries of the system, but also absence of heat exchanges between parts of the system 
itself (Landau et al., 1980), that is, no turbulent mixing, which is the principal source of 
irreversibility. Hence, in the atmosphere, an adiabatic process always conserves entropy. 

2.3 Stability 
The vertical gradient of potential temperature determines the stratification of the air. Let us 
differentiate (18) with respect to z: 

 � ���
�� = � ���

�� + �
�� �

���
�� −

��
��� (25) 

By computing the differential of the logarithm, and applying (1) and (8), we get: 

 �
�
��
�� =

��
�� +

�
�� (26) 

If = - (∂T/∂z) is the environment lapse rate, we get: 

 Γ = Γ� − �
�
��
�� (27) 

Now, consider a vertical displacement δz of an air parcel of mass m and let ρ and T be the 
density and temperature of the parcel, and ρ’ and T’ the density and temperature of the 
surrounding. The restoring force acting on the parcel per unit mass will be: 

 �� = −�′��
�� � (28) 

That, by using (1), can be rewritten as: 

 �� = −����
� � (29) 
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�
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�� (27) 
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density and temperature of the parcel, and ρ’ and T’ the density and temperature of the 
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 �� = −����
� � (29) 
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We can replace (T-T’) with (d - ) δz if we acknowledge the fact that the air parcel moves 
adiabatically in an environment of lapse rate . The second order equation of motion  (29) 
can be solved in δz and describes  buoyancy oscillations with period 2π/N where N is the 
Brunt-Vaisala frequency: 

 � � ��� (Γ� − Γ)���� � ����
��
���

���
 (30) 

It is clear from (30) that if the environment lapse rate is smaller than the adiabatic one, or 
equivalently if the potential temperature vertical gradient is positive, N will be real and an 
air parcel will oscillate around an equilibrium: if displaced upward, the air parcel will find 
itself colder, hence heavier than the environment and will tend to fall back to its original 
place; a similar reasoning applies to downward displacements. If the environment lapse rate 
is greater  than the adiabatic one, or equivalently if the potential temperature vertical 
gradient is negative,  N will be imaginary so the upward moving air parcel will be lighter 
than the surrounding and will experience a net buoyancy force upward. The condition for 
atmospheric stability can be inspected by looking at the vertical gradient of the potential 
temperature: if θ increases with height, the atmosphere is stable and vertical motion is 
discouraged, if θ decreases with height, vertical motion occurs. For average tropospheric 
conditions, N ≈ 10-2 s-1 and the period of oscillation is some tens of minutes. For the more 
stable stratosphere, N ≈ 10-1 s-1  and the period of oscillation is some minutes. This greater 
stability of the stratosphere acts as a sort of damper for the weather disturbances, which are 
confined in the troposphere. 

3. Moist air thermodynamics 
The conditions of the terrestrial atmosphere are such that water can be present under its 
three forms, so in general an air parcel may contain two gas phases, dry air (d) and water 
vapour (v), one liquid phase (l) and one ice phase (i).  This is an heterogeneous system 
where, in principle, each phase can be treated as an homogeneous subsystem open to 
exchanges with the other systems. However, the whole system should be in 
thermodynamical equilibrium with the environment, and thermodynamical and chemical 
equilibrium should hold between each subsystem, the latter condition implying that no 
conversion of mass should occur between phases. In the case of water in its vapour and 
liquid phase, the chemical equilibrium imply that the vapour phases attains a saturation 
vapour pressure es at which the rate of evaporation equals the rate of condensation and no 
net exchange of mass between phases occurs. 
The concept of chemical equilibrium leads us to recall one of the thermodynamical 
potentials, the Gibbs function,  defined in terms of the enthalpy of the system. We remind the 
definition of enthalpy of a system of unit mass: 

 � � � � �� (31) 

Where u is its specific internal energy, v its specific volume and p its pressure in equilibrium 
with the environment. We can think of h as a measure of the total energy of the system. It 
includes both the internal energy required to create the system, and the amount of energy 
required to make room for it in the environment, establishing its volume and balancing its 
pressure against the environmental one. Note that this additional energy is not stored in the 
system, but rather in its environment.  
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The First law of thermodynamics can be set in a form where h is explicited as: 

 �� = �� � ��� (32) 

And, making use of (14) we can set: 

 �� = ���� (33) 

By combining (32), (33) and (8), and incorporating  the definition of geopotential  we get: 

 �� = �(� � �) (34) 

Which states that an air parcel moving adiabatically in an hydrostatic atmosphere conserves 
the sum of its enthalpy and geopotential. 
The specific Gibbs free energy is defined as: 

 � = � � �� = �� � �� � �� (35) 

It represents the energy available for conversion into work under an isothermal-isobaric 
process. Hence the criterion for thermodinamical equilibrium for a system at constant 
pressure and temperature is that g attains a minimum. 
For an heterogeneous system where multiple phases coexist, for the k-th species we define 
its chemical potential μk as the partial molar Gibbs function, and the equilibrium condition 
states that the chemical potentials of all the species should be equal. The proof is 
straightforward: consider a system where nv moles of vapour (v) and nl moles of liquid 
water (l) coexist at pressure e and temperature T, and let G = nvμv +nlμl be the Gibbs function 
of the system. We know that for a virtual displacement from an equilibrium condition, dG > 
0  must hold for any arbitrary dnv  (which must be equal to – dnl , whether its positive or 
negative) hence, its coefficient must vanish and μv = μl .  
Note that  if evaporation occurs, the vapour pressure e changes by de at constant 
temperature, and dμv  = vv de,  dμl  = vl de where vv and vl are the volume occupied by a single 
molecule in the vapour and the liquid phase. Since vv >> vl we may pose d(μv - μl) = vvde and, 
using the state gas equation for a single molecule,  d(μv - μl) = (kT/e) de.  In the equilibrium,  
μv = μl and e = es while in general: 

 (�� � ��) = ���� ����� (36) 

holds. We will make use of this relationship we we will discuss the formation of clouds. 

3.1 Saturation vapour pressure 
The value of es strongly depends on temperature and increases rapidly with it. The 
celebrated Clausius –Clapeyron equation describes the changes of saturated water pressure 
above a plane surface of liquid water. It can be derived by considering a liquid in 
equilibrium with its saturated vapour undergoing a Carnot cycle (Fermi, 1956). We here 
simply state the result as: 

 ���
�� =

��
�� (37) 

Retrieved under the assumption that the specific volume of the vapour phase is much 
greater than that of the liquid phase. Lv is the latent heat, that is the heat required to convert 
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���
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Where u is its specific internal energy, v its specific volume and p its pressure in equilibrium 
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includes both the internal energy required to create the system, and the amount of energy 
required to make room for it in the environment, establishing its volume and balancing its 
pressure against the environmental one. Note that this additional energy is not stored in the 
system, but rather in its environment.  
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The First law of thermodynamics can be set in a form where h is explicited as: 

 �� = �� � ��� (32) 

And, making use of (14) we can set: 

 �� = ���� (33) 

By combining (32), (33) and (8), and incorporating  the definition of geopotential  we get: 

 �� = �(� � �) (34) 

Which states that an air parcel moving adiabatically in an hydrostatic atmosphere conserves 
the sum of its enthalpy and geopotential. 
The specific Gibbs free energy is defined as: 

 � = � � �� = �� � �� � �� (35) 

It represents the energy available for conversion into work under an isothermal-isobaric 
process. Hence the criterion for thermodinamical equilibrium for a system at constant 
pressure and temperature is that g attains a minimum. 
For an heterogeneous system where multiple phases coexist, for the k-th species we define 
its chemical potential μk as the partial molar Gibbs function, and the equilibrium condition 
states that the chemical potentials of all the species should be equal. The proof is 
straightforward: consider a system where nv moles of vapour (v) and nl moles of liquid 
water (l) coexist at pressure e and temperature T, and let G = nvμv +nlμl be the Gibbs function 
of the system. We know that for a virtual displacement from an equilibrium condition, dG > 
0  must hold for any arbitrary dnv  (which must be equal to – dnl , whether its positive or 
negative) hence, its coefficient must vanish and μv = μl .  
Note that  if evaporation occurs, the vapour pressure e changes by de at constant 
temperature, and dμv  = vv de,  dμl  = vl de where vv and vl are the volume occupied by a single 
molecule in the vapour and the liquid phase. Since vv >> vl we may pose d(μv - μl) = vvde and, 
using the state gas equation for a single molecule,  d(μv - μl) = (kT/e) de.  In the equilibrium,  
μv = μl and e = es while in general: 

 (�� � ��) = ���� ����� (36) 

holds. We will make use of this relationship we we will discuss the formation of clouds. 

3.1 Saturation vapour pressure 
The value of es strongly depends on temperature and increases rapidly with it. The 
celebrated Clausius –Clapeyron equation describes the changes of saturated water pressure 
above a plane surface of liquid water. It can be derived by considering a liquid in 
equilibrium with its saturated vapour undergoing a Carnot cycle (Fermi, 1956). We here 
simply state the result as: 

 ���
�� =

��
�� (37) 

Retrieved under the assumption that the specific volume of the vapour phase is much 
greater than that of the liquid phase. Lv is the latent heat, that is the heat required to convert 
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a unit mass of substance from the liquid to the vapour phase without changing its 
temperature. The latent heat itself depends on temperature – at 1013 hPa and 0°C is 2.5*106 J 
kg-, - hence a number of numerical approximations to (37) have been derived. The World 
Meteoreological Organization bases its recommendation on a paper by Goff (1957): 
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Where T is expressed in K and es in hPa. Other formulations are used, based on direct 
measurements of vapour pressures and theoretical calculation to extrapolate the formulae 
down to low T values (Murray, 1967; Bolton, 1980; Hyland and Wexler, 1983; Sonntag, 1994; 
Murphy and Koop, 2005) uncertainties at low temperatures become increasingly large and 
the relative deviations within these formulations are of  6% at -60°C and of 9% at -70°.  
An equation similar to (37) can be derived for the vapour pressure of water over ice esi. In 
such a case, Lv is the latent heat required to convert a unit mass of water substance from ice 
to vapour phase without changing its temperature. A number of numerical approximations 
holds, as the Goff-Gratch equation,  considered the reference equation for the vapor 
pressure over ice over a region of -100°C to 0°C: 
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with T in K and esi in hPa. Other equations have also been widely used (Murray, 1967; 
Hyland and Wexler, 1983; Marti and Mauersberger, 1993; Murphy and Koop, 2005). 
Water evaporates more readily than ice, that is es > esi everywhere (the difference is maxima 
around -20°C), so if liquid water and ice coexists below 0°C, the ice phase will grow at the 
expense of the liquid water.  

3.2 Water vapour in the atmosphere 
A number of moisture parameters can be formulated to express the amount of water  
vapour in the atmosphere. The mixing ratio r is the ratio of the mass of the water vapour mv, 
to the mass of dry air md, r=mv/md and is expressed in g/kg-1 or, for very small 
concentrations as those encountered in the stratosphere, in parts per million in volume 
(ppmv).  At the surface, it  typically ranges from 30-40 g/kg-1 at the tropics to less that 5 
g/kg-1 at the poles; it decreases approximately exponentially with height with a scale height 
of 3-4 km, to attain its minimum value at the tropopause, driest at the tropics where it can 
get as low as a few ppmv. If we consider the ratio of mv  to the total mass of air, we get the 
specific humidity q as q = mv/(mv+md) =r/(1+r). The relative humidity RH compares the water 
vapour pressure in an air parcel with the maximum water vapour it may sustain in 
equilibrium at that temperature, that is RH = 100 e/es (expressed in percentages). The dew 
point temperature Td is the temperature at which an air parcel with a water vapour pressure 
e should be brought isobarically in order to become saturated with respect to a plane surface 
of water. A similar definition holds for the frost point temperature Tf, when the saturation is 
considered with respect to a plane surface of ice.   
The wet-bulb temperature Tw is defined operationally as the temperature a thermometer 
would attain if its glass bulb is covered with a moist cloth. In such a case the thermometer is 
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cooled upon evaporation until the surrounding air is saturated: the heat required to 
evaporate water is supplied by the surrounding air that is cooled. An evaporating droplet 
will be at the wet-bulb temperature. It should be noted that if the surrounding air is initially 
unsaturated, the process adds water to the  air close to the thermometer, to become 
saturated, hence it increases its mixing ratio r and in general T ≥ Tw ≥ Td, the equality holds 
when the ambient air is already initially saturated. 

3.3 Thermodynamics of the vertical motion 
The saturation mixing ratio depends exponentially on temperature. Hence, due to the 
decrease of ambient temperature with height, the saturation mixing ratio sharply decreases 
with height as well. 
Therefore the water pressure of an ascending moist parcel, despite the decrease of its 
temperature at the dry adiabatic lapse rate,  sooner or later will reach its saturation value at 
a level named lifting condensation level (LCL), above which further lifting may produce 
condensation and release of latent heat. This internal heating slows the rate of cooling of the 
air parcel upon further lifting. 
If the condensed water stays in the parcel, and heat transfer with the environment is 
negligible, the process can be considered reversible – that is, the heat internally added by 
condensation could be subtracted by evaporation if the parcel starts descending -  hence the 
behaviour can still be considered adiabatic and we will term it  a saturated adiabatic process. If 
otherwise the condensate is removed, as instance by sedimentation or precipitation, the 
process cannot be considered strictly adiabatic. However, the amount of heat at play in the 
condensation process is often negligible compared to the internal energy of the air parcel 
and the process can still be considered well approximated by a saturated adiabat, although 
it should be more properly termed a pseudoadiabatic process. 
 

 
Fig. 3. Vertical profiles of mixing ratio r and saturated mixing ratio rs for an ascending air 
parcel below and above the lifting condensation level. (source: Salby M. L., Fundamentals of 
Atmospheric Physics, Academic Press, New York.)  

3.3.1 Pseudoadiabatic lapse rate 
If within an air parcel of unit mass, water vapour condenses at a saturation mixing ratio rs, the 
amount of latent heat released during the process will be -Lwdrs. This can be put into (34) to get: 
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a unit mass of substance from the liquid to the vapour phase without changing its 
temperature. The latent heat itself depends on temperature – at 1013 hPa and 0°C is 2.5*106 J 
kg-, - hence a number of numerical approximations to (37) have been derived. The World 
Meteoreological Organization bases its recommendation on a paper by Goff (1957): 
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Where T is expressed in K and es in hPa. Other formulations are used, based on direct 
measurements of vapour pressures and theoretical calculation to extrapolate the formulae 
down to low T values (Murray, 1967; Bolton, 1980; Hyland and Wexler, 1983; Sonntag, 1994; 
Murphy and Koop, 2005) uncertainties at low temperatures become increasingly large and 
the relative deviations within these formulations are of  6% at -60°C and of 9% at -70°.  
An equation similar to (37) can be derived for the vapour pressure of water over ice esi. In 
such a case, Lv is the latent heat required to convert a unit mass of water substance from ice 
to vapour phase without changing its temperature. A number of numerical approximations 
holds, as the Goff-Gratch equation,  considered the reference equation for the vapor 
pressure over ice over a region of -100°C to 0°C: 
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with T in K and esi in hPa. Other equations have also been widely used (Murray, 1967; 
Hyland and Wexler, 1983; Marti and Mauersberger, 1993; Murphy and Koop, 2005). 
Water evaporates more readily than ice, that is es > esi everywhere (the difference is maxima 
around -20°C), so if liquid water and ice coexists below 0°C, the ice phase will grow at the 
expense of the liquid water.  

3.2 Water vapour in the atmosphere 
A number of moisture parameters can be formulated to express the amount of water  
vapour in the atmosphere. The mixing ratio r is the ratio of the mass of the water vapour mv, 
to the mass of dry air md, r=mv/md and is expressed in g/kg-1 or, for very small 
concentrations as those encountered in the stratosphere, in parts per million in volume 
(ppmv).  At the surface, it  typically ranges from 30-40 g/kg-1 at the tropics to less that 5 
g/kg-1 at the poles; it decreases approximately exponentially with height with a scale height 
of 3-4 km, to attain its minimum value at the tropopause, driest at the tropics where it can 
get as low as a few ppmv. If we consider the ratio of mv  to the total mass of air, we get the 
specific humidity q as q = mv/(mv+md) =r/(1+r). The relative humidity RH compares the water 
vapour pressure in an air parcel with the maximum water vapour it may sustain in 
equilibrium at that temperature, that is RH = 100 e/es (expressed in percentages). The dew 
point temperature Td is the temperature at which an air parcel with a water vapour pressure 
e should be brought isobarically in order to become saturated with respect to a plane surface 
of water. A similar definition holds for the frost point temperature Tf, when the saturation is 
considered with respect to a plane surface of ice.   
The wet-bulb temperature Tw is defined operationally as the temperature a thermometer 
would attain if its glass bulb is covered with a moist cloth. In such a case the thermometer is 
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cooled upon evaporation until the surrounding air is saturated: the heat required to 
evaporate water is supplied by the surrounding air that is cooled. An evaporating droplet 
will be at the wet-bulb temperature. It should be noted that if the surrounding air is initially 
unsaturated, the process adds water to the  air close to the thermometer, to become 
saturated, hence it increases its mixing ratio r and in general T ≥ Tw ≥ Td, the equality holds 
when the ambient air is already initially saturated. 

3.3 Thermodynamics of the vertical motion 
The saturation mixing ratio depends exponentially on temperature. Hence, due to the 
decrease of ambient temperature with height, the saturation mixing ratio sharply decreases 
with height as well. 
Therefore the water pressure of an ascending moist parcel, despite the decrease of its 
temperature at the dry adiabatic lapse rate,  sooner or later will reach its saturation value at 
a level named lifting condensation level (LCL), above which further lifting may produce 
condensation and release of latent heat. This internal heating slows the rate of cooling of the 
air parcel upon further lifting. 
If the condensed water stays in the parcel, and heat transfer with the environment is 
negligible, the process can be considered reversible – that is, the heat internally added by 
condensation could be subtracted by evaporation if the parcel starts descending -  hence the 
behaviour can still be considered adiabatic and we will term it  a saturated adiabatic process. If 
otherwise the condensate is removed, as instance by sedimentation or precipitation, the 
process cannot be considered strictly adiabatic. However, the amount of heat at play in the 
condensation process is often negligible compared to the internal energy of the air parcel 
and the process can still be considered well approximated by a saturated adiabat, although 
it should be more properly termed a pseudoadiabatic process. 
 

 
Fig. 3. Vertical profiles of mixing ratio r and saturated mixing ratio rs for an ascending air 
parcel below and above the lifting condensation level. (source: Salby M. L., Fundamentals of 
Atmospheric Physics, Academic Press, New York.)  

3.3.1 Pseudoadiabatic lapse rate 
If within an air parcel of unit mass, water vapour condenses at a saturation mixing ratio rs, the 
amount of latent heat released during the process will be -Lwdrs. This can be put into (34) to get: 
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 −����� = ���� � ��� (40) 

Dividing by cpdz and rearranging terms, we get the expression of the saturated adiabatic lapse 
rate s: 

 Γ� = −��
�� =

��
����������

���
�� ��

 (41) 

Whose value depends on pressure and temperature and which is always smaller than d, as 
should be expected since a saturated air parcel, since condensation releases latent heat, cools 
more slowly upon lifting. 

3.3.2 Equivalent potential temperature 
If we pose δq = - Lwdrs in (22) we get:  

 ��
� = − �����

��� � −� �������� � (42) 

The approximate equality holds since dT/T << drs/rs and Lw/cp is approximately independent 
of T. So (41) can be integrated to yield: 

 �� = ����� �������� � (43) 

That defines the equivalent potential temperature θe (Bolton, 1990) which is constant along a 
pseudoadiabatic process, since during the condensation the reduction of rs and the increase 
of θ act to compensate each other. 

3.4 Stability for saturated air 
We have seen for the case of dry air that if the environment lapse rate is smaller than the 
adiabatic one, the atmosphere is stable: a restoring force exist for infinitesimal displacement 
of an air parcel. The presence of moisture and the possibility of latent heat release upon 
condensation complicates the description of stability. 
If the air is saturated, it will cool upon lifting at the smaller saturated lapse rate s so in an 
environment of lapse rate , for the saturated air parcel the cases   < s ,  = s ,  > s 
discriminates the absolutely stable, neutral and unstable conditions respectively. An 
interesting case occurs when the environmental lapse rate lies between the dry adiabatic and 
the saturated adiabatic, that is s <  < d. In such a case, a moist unsaturated air parcel can 
be lifted high enough to become saturated, since the decrease in its temperature due to 
adiabatic cooling is offset by the faster decrease in water vapour saturation pressure, and 
starts condensation at the LCL. Upon further lifting, the air parcel eventually get warmer 
than its environment at a level termed Level of Free Convection (LFC) above which it will 
develop a positive buoyancy fuelled by the continuous release of latent heat due to 
condensation, as long as there is vapour to condense. This situation of conditional instability 
is most common in the atmosphere, especially in the Tropics, where a forced finite uplifting 
of moist air may eventually lead to spontaneous convection.  Let us refer to figure 4 and 
follow such process more closely. In the figure, which is one of the meteograms discussed 
later in the chapter, pressure decreases vertically, while lines of constant temperature are 
tilted 45° rightward, temperature decreasing going up and to the left.  
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Fig. 4. Thick solid line represent the environment temperature profile. Thin solid line 
represent the temperature of an ascending parcel initially at point A. Dotted area represent 
CIN, shaded area represent CAPE.  

The thick solid line represent the environment temperature profile. A moist air parcel 
initially at rest at point A is lifted and cools at the adiabatic lapse rate  d along the thin solid 
line until it eventually get saturated at the Lifting Condensation Level at point D. During 
this lifting, it gets colder than the environment. Upon further lifting, it cools at a slower rate 
at the pseudoadiabatic lapse rate s along the thin dashed line until it reaches the Level of 
Free Convection at point C, where it attains the temperature of the environment. If it gets 
beyond that point, it will be warmer, hence lighter than the environment and will 
experience a positive buoyancy force. This buoyancy will sustain the ascent of the air parcel 
until all vapour condenses or until its temperature crosses again the profile of 
environmental temperature at the Level of Neutral Buoyancy (LNB). Actually, since the air 
parcel gets there with a positive vertical velocity, this level may be surpassed and the air 
parcel may overshoot into a region where it experiences negative buoyancy, to eventually 
get mixed there or splash back to the LNB. In practice, entrainment of environmental air into 
the ascending air parcel often occurs,  mitigates the buoyant forces, and the parcel generally 
reaches below the LNB.   
If we neglect such entrainment effects and consider the motion as adiabatic, the buoyancy 
force is conservative and we can define a potential. Let ρ and ρ’ be respectively the 
environment and air parcel density. From Archimede’s principle, the buoyancy force on a 
unit mass parcel can be expressed as in (29), and the increment of potential energy for a 
displacement δz will then be, by using (1) and (8): 

 �� � �� � ������ � ��� � �(�� � �)����� (44) 

Which can be integrated from a reference level p0 to give: 

 ��(�) � �� � (�� � �)�
�� ����� � ���(�) (45) 
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That defines the equivalent potential temperature θe (Bolton, 1990) which is constant along a 
pseudoadiabatic process, since during the condensation the reduction of rs and the increase 
of θ act to compensate each other. 
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interesting case occurs when the environmental lapse rate lies between the dry adiabatic and 
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be lifted high enough to become saturated, since the decrease in its temperature due to 
adiabatic cooling is offset by the faster decrease in water vapour saturation pressure, and 
starts condensation at the LCL. Upon further lifting, the air parcel eventually get warmer 
than its environment at a level termed Level of Free Convection (LFC) above which it will 
develop a positive buoyancy fuelled by the continuous release of latent heat due to 
condensation, as long as there is vapour to condense. This situation of conditional instability 
is most common in the atmosphere, especially in the Tropics, where a forced finite uplifting 
of moist air may eventually lead to spontaneous convection.  Let us refer to figure 4 and 
follow such process more closely. In the figure, which is one of the meteograms discussed 
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Fig. 4. Thick solid line represent the environment temperature profile. Thin solid line 
represent the temperature of an ascending parcel initially at point A. Dotted area represent 
CIN, shaded area represent CAPE.  

The thick solid line represent the environment temperature profile. A moist air parcel 
initially at rest at point A is lifted and cools at the adiabatic lapse rate  d along the thin solid 
line until it eventually get saturated at the Lifting Condensation Level at point D. During 
this lifting, it gets colder than the environment. Upon further lifting, it cools at a slower rate 
at the pseudoadiabatic lapse rate s along the thin dashed line until it reaches the Level of 
Free Convection at point C, where it attains the temperature of the environment. If it gets 
beyond that point, it will be warmer, hence lighter than the environment and will 
experience a positive buoyancy force. This buoyancy will sustain the ascent of the air parcel 
until all vapour condenses or until its temperature crosses again the profile of 
environmental temperature at the Level of Neutral Buoyancy (LNB). Actually, since the air 
parcel gets there with a positive vertical velocity, this level may be surpassed and the air 
parcel may overshoot into a region where it experiences negative buoyancy, to eventually 
get mixed there or splash back to the LNB. In practice, entrainment of environmental air into 
the ascending air parcel often occurs,  mitigates the buoyant forces, and the parcel generally 
reaches below the LNB.   
If we neglect such entrainment effects and consider the motion as adiabatic, the buoyancy 
force is conservative and we can define a potential. Let ρ and ρ’ be respectively the 
environment and air parcel density. From Archimede’s principle, the buoyancy force on a 
unit mass parcel can be expressed as in (29), and the increment of potential energy for a 
displacement δz will then be, by using (1) and (8): 
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Which can be integrated from a reference level p0 to give: 
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Referring to fig. 4, A(p) represent the shaded area between the environment and the air 
parcel temperature profiles.  An air parcel initially in A is bound inside a “potential energy 
well” whose depth is proportional to the dotted area, and that is termed Convective Inhibition 
(CIN). If forcedly raised to the level of free convection, it can ascent freely, with an  available 
potential energy given by the shaded area, termed CAPE (Convective Available Potential 
Energy).   
In absence of entrainment and frictional effects, all this potential energy will be converted 
into kinetic energy, which will be maximum at the level of neutral buoyancy. CIN and 
CAPE are measured in J/Kg and are indices of  the atmospheric instability. The CAPE is the 
maximum  energy which can be released during the ascent of a parcel from its free buoyant 
level to the top of the cloud. It measures the intensity of deep convection, the greater the 
CAPE, the more vigorous the convection. Thunderstorms require large CAPE of more than 
1000 Jkg-1.  
CIN measures the amount of energy required to overcome the negatively buoyant energy 
the environment exerts on the air parcel,  the smaller, the more unstable the atmosphere, 
and the easier to develop convection. So, in general, convection develops when CIN is small 
and CAPE is large. We want to stress that some CIN is needed to build-up enough CAPE to 
eventually fuel the convection, and some mechanical forcing is needed to overcome CIN. 
This can be provided by  cold front approaching, flow over obstacles, sea breeze. 
CAPE is weaker for maritime than for continental tropical convection, but the onset of 
convection is easier in the maritime case due to smaller CIN. 
We have neglected entrainment of environment air, and detrainment from the air parcel , 
which generally tend to slow down convection. However, the parcels reaching the highest 
altitude are generally coming from the region below the cloud without being too much 
diluted. 
Convectively generated clouds are not the only type of clouds. Low level stratiform clouds 
and high altitude cirrus are a large part of cloud cover and play an important role in the 
Earth radiative budget. However convection is responsible of the strongest precipitations, 
especially in the Tropics,  and hence of most of atmospheric heating by latent heat transfer. 
So far we have discussed the stability behaviour for a single air parcel. There may be the 
case that although the air parcel is stable within its layer, the layer as a whole may be 
destabilized if lifted. Such case happen when a strong vertical stratification of water vapour 
is present, so that the lower levels of the layer are much moister than the upper ones. If the 
layer is lifted, its lower levels will reach saturation before the uppermost ones, and start 
cooling at the slower pseudoadiabat rate, while the upper layers will still cool at the faster 
adiabatic rate. Hence, the top part of the layer cools much more rapidly of the bottom part 
and the lapse rate of the layer becomes unstable. This potential (or convective) instability is 
frequently encountered in the lower leves in the Tropics, where there is a strong water 
vapour vertical gradient.  
It can be shown that condition for a layer to be potentially unstable is that its equivalent 
potential temperature  θe decreases within the layer. 

3.5 Tephigrams 
To represent the vertical structure of the atmosphere and interpret its state, a number of 
diagrams is commonly used. The most common are emagrams, Stüve diagrams, skew T- log p 
diagrams, and tephigrams.  
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An  emagram is basically a T-z plot where the vertical axis is log p instead of height z. But 
since log p is linearly related to height in a dry, isothermal atmosphere, the vertical 
coordinate is basically the geometric height.  
In the Stüve diagram  the vertical coordinate is p(Rd/cp) and the horizontal coordinate is T: with 
this axes choice, the dry adiabats are straight lines. 
A skew T- log p diagram, like the emagram,  has  log p as vertical coordinate, but the isotherms 
are slanted.  Tephigrams look very similar to skew T diagrams if rotated by 45°, have T as  
horizontal and log θ as vertical coordinates so that isotherms are vertical and the isentropes 
horizontal (hence tephi, a contraction of T and Φ,  where Φ = cp log θ stands for the entropy). 
Often, tephigrams are rotated by 45° so that the vertical axis corresponds to the vertical in 
the atmosphere. 
A tephigram is shown in figure 5: straight lines are isotherms (slope up and to the right) and 
isentropes (up and to the left), isobars (lines of constant p) are quasi-horizontal lines, the 
dashed  lines sloping up and to the right are constant mixing ratio in g/kg, while  
the curved solid bold lines sloping up and to the left are saturated adiabats. 
 

 
Fig. 5. A tephigram. Starting from the surface, the red line depicts the evolution of the Dew 
Point temperature, the black line depicts the evolution of the air parcel temperature, upon 
uplifting. The two lines intersects at the LCL. The orange line depicts the saturated adiabat 
crossing the LCL point, that defines the wet bulb temperature at the ground pressure 
surface.  

Two lines are commonly plotted on a tephigram – the temperature and dew point, so the 
state of an air parcel at a given pressure is defined by its temperature T and Td, that is its 
water vapour content. We note that the knowledge of these parameters allows to retrieve all 
the other humidity parameters:  from the dew point and pressure we get the humidity 
mixing ratio w; from the temperature and pressure we get the saturated mixing ratio ws, 
and relative humidity may be derived from 100*w/ws, when w and ws are measured at the 
same pressure. 
When the air parcel is lifted, its temperature T follows the dry adiabatic lapse rate and its 
dew point Td its constant vapour mixing ratio line - since the mixing ratio is conserved in 
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Referring to fig. 4, A(p) represent the shaded area between the environment and the air 
parcel temperature profiles.  An air parcel initially in A is bound inside a “potential energy 
well” whose depth is proportional to the dotted area, and that is termed Convective Inhibition 
(CIN). If forcedly raised to the level of free convection, it can ascent freely, with an  available 
potential energy given by the shaded area, termed CAPE (Convective Available Potential 
Energy).   
In absence of entrainment and frictional effects, all this potential energy will be converted 
into kinetic energy, which will be maximum at the level of neutral buoyancy. CIN and 
CAPE are measured in J/Kg and are indices of  the atmospheric instability. The CAPE is the 
maximum  energy which can be released during the ascent of a parcel from its free buoyant 
level to the top of the cloud. It measures the intensity of deep convection, the greater the 
CAPE, the more vigorous the convection. Thunderstorms require large CAPE of more than 
1000 Jkg-1.  
CIN measures the amount of energy required to overcome the negatively buoyant energy 
the environment exerts on the air parcel,  the smaller, the more unstable the atmosphere, 
and the easier to develop convection. So, in general, convection develops when CIN is small 
and CAPE is large. We want to stress that some CIN is needed to build-up enough CAPE to 
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This can be provided by  cold front approaching, flow over obstacles, sea breeze. 
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especially in the Tropics,  and hence of most of atmospheric heating by latent heat transfer. 
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cooling at the slower pseudoadiabat rate, while the upper layers will still cool at the faster 
adiabatic rate. Hence, the top part of the layer cools much more rapidly of the bottom part 
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It can be shown that condition for a layer to be potentially unstable is that its equivalent 
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3.5 Tephigrams 
To represent the vertical structure of the atmosphere and interpret its state, a number of 
diagrams is commonly used. The most common are emagrams, Stüve diagrams, skew T- log p 
diagrams, and tephigrams.  
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An  emagram is basically a T-z plot where the vertical axis is log p instead of height z. But 
since log p is linearly related to height in a dry, isothermal atmosphere, the vertical 
coordinate is basically the geometric height.  
In the Stüve diagram  the vertical coordinate is p(Rd/cp) and the horizontal coordinate is T: with 
this axes choice, the dry adiabats are straight lines. 
A skew T- log p diagram, like the emagram,  has  log p as vertical coordinate, but the isotherms 
are slanted.  Tephigrams look very similar to skew T diagrams if rotated by 45°, have T as  
horizontal and log θ as vertical coordinates so that isotherms are vertical and the isentropes 
horizontal (hence tephi, a contraction of T and Φ,  where Φ = cp log θ stands for the entropy). 
Often, tephigrams are rotated by 45° so that the vertical axis corresponds to the vertical in 
the atmosphere. 
A tephigram is shown in figure 5: straight lines are isotherms (slope up and to the right) and 
isentropes (up and to the left), isobars (lines of constant p) are quasi-horizontal lines, the 
dashed  lines sloping up and to the right are constant mixing ratio in g/kg, while  
the curved solid bold lines sloping up and to the left are saturated adiabats. 
 

 
Fig. 5. A tephigram. Starting from the surface, the red line depicts the evolution of the Dew 
Point temperature, the black line depicts the evolution of the air parcel temperature, upon 
uplifting. The two lines intersects at the LCL. The orange line depicts the saturated adiabat 
crossing the LCL point, that defines the wet bulb temperature at the ground pressure 
surface.  

Two lines are commonly plotted on a tephigram – the temperature and dew point, so the 
state of an air parcel at a given pressure is defined by its temperature T and Td, that is its 
water vapour content. We note that the knowledge of these parameters allows to retrieve all 
the other humidity parameters:  from the dew point and pressure we get the humidity 
mixing ratio w; from the temperature and pressure we get the saturated mixing ratio ws, 
and relative humidity may be derived from 100*w/ws, when w and ws are measured at the 
same pressure. 
When the air parcel is lifted, its temperature T follows the dry adiabatic lapse rate and its 
dew point Td its constant vapour mixing ratio line - since the mixing ratio is conserved in 
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unsaturated air - until the two meet a t the LCL where condensation may  start to happen. 
Further lifting follows the Saturated Adiabatic Lapse Rate. In Figure 5 we see an air parcel 
initially at ground level, with a temperature of 30° and a Dew Point temperature of 0° 
(which as we can see by inspecting the diagram, corresponds to a mixing ratio of approx. 4 
g/kg  at ground level)  is lifted adiabatically to 700 mB which is its LCL where the air parcel 
temperature following the dry adiabats meets the air parcel dew point temperature 
following the line of constant mixing ratio. Above 700 mB, the air parcel temperature 
follows the pseudoadiabat. Figure 5 clearly depicts the Normand’s rule: The dry adiabatic 
through the temperature, the mixing ratio line through the dew point, and the saturated 
adiabatic through the wet bulb temperature, meet at the LCL.  In fact, the saturated adiabat 
that crosses the LCL is the same that intersect the surface isobar exactly at the wet bulb 
temperature, that is the temperature a wetted thermometer placed at the surface would 
attain by evaporating  - at constant pressure  - its water inside its environment until it gets 
saturated. 
Figure 6 reports two different temperature sounding: the black dotted line is the dew point 
profile and is common to the two soundings, while the black solid line is an early morning 
sounding, where we can see the effect of the nocturnal radiative cooling as a temperature 
inversion in the lowermost layer of the atmosphere, between 1000 and 960 hPa. The state of 
the atmosphere is such that an air parcel at the surface has to be forcedly lifted to 940 hP to 
attain saturation at the LCL, and forcedly lifted to 600 hPa before gaining enough latent heat 
of condensation to became warmer than the environment and positively buoyant at the LFB. 
The temperature of such air parcel is shown as a grey solid line in the graph. 
 

 
Fig. 6. A tephigram showing with the black and blue lines two different temperature 
sounding, and with the grey and red lines two different temperature histories of an air 
parcel initially at ground level, upon lifting. The dotted line is the common Td profile of the 
two soundings.  

The blue solid line is an afternoon sounding, when the surface has been radiatively heated 
by the sun. An air parcel lifted from the ground will follow the red solid line, and find itself 
immediately warmer than its environment and  gaining positive buoyancy, further 
increased by the release of latent heat starting at the LCL at 850 hPa. Notice however that a 
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second inversion layer is present in the temperature sounding  between 800 hPa and 750 
hPa, such that the air parcel becomes colder than the environment, hence negatively 
buoyant between 800 hPa and 700 hPa. If forcedly uplifted beyond this stable layer, it again 
attains a positive buoyancy up to above 300 hPa.  
As the tephigram is a graph of temperature against entropy, an area computed from these 
variables has dimensions of energy. The area between the air parcel path is then linked to 
the CIN and the CAPE. Referring to the early morning sounding, the area between the black 
and the grey line between the surface and 600 hPa is the CIN, the area between 600 hPa and 
400 hPa is the CAPE. 

4. The generation of clouds 
Clouds play a pivotal role in the Earth system, since they are the main actors of the 
atmospheric branch of the water cycle, promote vertical redistribution of energy by latent 
heat capture and release and strongly influence the atmospheric radiative budget.  
Clouds may form when the air becomes supersaturated, as it can happen upon lifting as 
explained above, but also by other processes, as isobaric radiative cooling like in the 
formation of radiative fogs, or by mixing of warm moist air with cold dry air, like in the 
generation of airplane contrails and steam fogs above lakes. 
Cumulus or cumulonimbus are classical examples of convective clouds, often precipitating, 
formed by reaching the saturation condition with the mechanism outlined hereabove.  
Other types of clouds are alto-cumulus which contain liquid droplets between 2000 and 
6000m in mid-latitudes and cluster into compact herds. They are often, during summer, 
precursors of  late afternoon and evening developments of deep convection.  
Cirrus are high altitude clouds  composed of ice, rarely opaque. They form above 6000m 
in mid-latitudes and often  promise a warm front approaching. Such clouds are common 
in the Tropics,  formed as remains of anvils or by in situ condensation of rising air, up to 
the tropopause. Nimbo-stratus are very opaque low clouds of undefined base, associated 
with persistent precipitations and  snow.  Strato-cumulus are composed by water droplets, 
opaque or very opaque, with a cloud base below  2000m, often associated with weak 
precipitations.  
Stratus are low clouds with small opacity, undefined base under 2000m that can even reach 
the ground, forming fog. Images of different types of clouds can be found on the Internet 
(see, as instance, http://cimss.ssec.wisc.edu/satmet/gallery/gallery.html).  
In the following subchapters, a brief outline will be given on how clouds form in a saturated 
environment. The level of understanding of water cloud formation is quite advanced, while 
it is not so for ice clouds, and for glaciation processes in water clouds. 

4.1 Nucleation of droplets 
We could think that the more straightforward way to form a cloud droplet would be by 
condensation in a saturated environment, when some water molecules collide by chance to 
form a cluster that will further grow to a droplet by picking up more and more molecules 
from the vapour phase. This process is termed homogeneous nucleation. The survival and 
further growth of the droplet in its environment will depend on whether the  Gibbs free 
energy of the droplet and its surrounding will decrease upon further growth. We note that, 
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unsaturated air - until the two meet a t the LCL where condensation may  start to happen. 
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temperature following the dry adiabats meets the air parcel dew point temperature 
following the line of constant mixing ratio. Above 700 mB, the air parcel temperature 
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through the temperature, the mixing ratio line through the dew point, and the saturated 
adiabatic through the wet bulb temperature, meet at the LCL.  In fact, the saturated adiabat 
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the atmosphere is such that an air parcel at the surface has to be forcedly lifted to 940 hP to 
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second inversion layer is present in the temperature sounding  between 800 hPa and 750 
hPa, such that the air parcel becomes colder than the environment, hence negatively 
buoyant between 800 hPa and 700 hPa. If forcedly uplifted beyond this stable layer, it again 
attains a positive buoyancy up to above 300 hPa.  
As the tephigram is a graph of temperature against entropy, an area computed from these 
variables has dimensions of energy. The area between the air parcel path is then linked to 
the CIN and the CAPE. Referring to the early morning sounding, the area between the black 
and the grey line between the surface and 600 hPa is the CIN, the area between 600 hPa and 
400 hPa is the CAPE. 

4. The generation of clouds 
Clouds play a pivotal role in the Earth system, since they are the main actors of the 
atmospheric branch of the water cycle, promote vertical redistribution of energy by latent 
heat capture and release and strongly influence the atmospheric radiative budget.  
Clouds may form when the air becomes supersaturated, as it can happen upon lifting as 
explained above, but also by other processes, as isobaric radiative cooling like in the 
formation of radiative fogs, or by mixing of warm moist air with cold dry air, like in the 
generation of airplane contrails and steam fogs above lakes. 
Cumulus or cumulonimbus are classical examples of convective clouds, often precipitating, 
formed by reaching the saturation condition with the mechanism outlined hereabove.  
Other types of clouds are alto-cumulus which contain liquid droplets between 2000 and 
6000m in mid-latitudes and cluster into compact herds. They are often, during summer, 
precursors of  late afternoon and evening developments of deep convection.  
Cirrus are high altitude clouds  composed of ice, rarely opaque. They form above 6000m 
in mid-latitudes and often  promise a warm front approaching. Such clouds are common 
in the Tropics,  formed as remains of anvils or by in situ condensation of rising air, up to 
the tropopause. Nimbo-stratus are very opaque low clouds of undefined base, associated 
with persistent precipitations and  snow.  Strato-cumulus are composed by water droplets, 
opaque or very opaque, with a cloud base below  2000m, often associated with weak 
precipitations.  
Stratus are low clouds with small opacity, undefined base under 2000m that can even reach 
the ground, forming fog. Images of different types of clouds can be found on the Internet 
(see, as instance, http://cimss.ssec.wisc.edu/satmet/gallery/gallery.html).  
In the following subchapters, a brief outline will be given on how clouds form in a saturated 
environment. The level of understanding of water cloud formation is quite advanced, while 
it is not so for ice clouds, and for glaciation processes in water clouds. 

4.1 Nucleation of droplets 
We could think that the more straightforward way to form a cloud droplet would be by 
condensation in a saturated environment, when some water molecules collide by chance to 
form a cluster that will further grow to a droplet by picking up more and more molecules 
from the vapour phase. This process is termed homogeneous nucleation. The survival and 
further growth of the droplet in its environment will depend on whether the  Gibbs free 
energy of the droplet and its surrounding will decrease upon further growth. We note that, 
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by creating a droplet, work is done not only as expansion work, but also to form the 
interface between the droplet and its environment, associated with the surface tension at the 
surface of the droplet of area A. This originates from the cohesive forces among the liquid 
molecules. In the interior of the droplet, each molecule is equally pulled in every direction 
by neighbouring  molecules, resulting in a null net force. The molecules at the surface do not 
have other molecules on all sides of them and therefore are only pulled inwards, as if a force 
acted on interface toward the interior of the droplet. This creates a sort of pressure directed 
inward, against which work must be exerted to allow further expansion. This effect forces 
liquid surfaces to contract to the minimal area.  
Let σ be the energy required to form a droplet of unit surface; then, for the heterogeneous 
system droplet-surroundings we may write, for an infinitesimal change of the droplet: 

 �� � ���� � ��� � (�� � ��)��� � ��� (46) 

We note that dmv = - dml = - nldV where nl is the number density of molecules inside the 
droplet. Considering an isothermal-isobaric process, we came to the conclusion that the  
formation of a droplet of radius r results in a change of Gibbs free given by: 
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Where we have used (36). Clearly, droplet formation is thermodynamically unfavoured for  
e < es, as should be expected. If e > es, we are in supersaturated conditions, and the second 
term can counterbalance the first to give a negative ΔG. 
 

 
Fig. 7. Variation of Gibbs free energy of a pure water droplet formed by homogeneous 
nucleation, in a subsaturated (upper curve) and a supersaturated (lower curve) 
environment, as a function of the droplet radius. The critical radius r0 is shown. 

Figure 7 shows two curves of ΔG as a function of the droplet radius r, for a subsaturated and 
supersaturated environment. It is clear that below saturation every increase of the droplet 
radius will lead to an increase of the free energy of the system, hence is thermodynamically 
unfavourable and droplets will tend to evaporate. In the supersaturated case, on the 
contrary, a critical value of the radius exists, such that droplets that grows by casual 
collision among molecules beyond that value, will continue to grow: they are said to get 
activated. The expression for such critical radius is given by the Kelvin’s formula:  
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The greater e with respect to es, that is the degree of supersaturation, the smaller the radius 
beyond which droplets become activated.  
It can be shown from (48) that a droplet with a radius as small as 0.01 μm would require a 
supersaturation of 12% for getting activated. However, air is seldom more than a few 
percent supersaturated, and the homogeneous nucleation process is thus unable to explain 
the generation of clouds. Another process should be invoked: the heterogeneous nucleation. 
This process exploit the ubiquitous presence in the atmosphere of particles of various nature 
(Kaufman et al., 2002), some of which are soluble (hygroscopic) or wettable (hydrophilic) 
and are called Cloud Condensation Nuclei (CCN). Water may form a thin film on wettable 
particles, and if their dimension is beyond the critical radius, they form the nucleus of a 
droplet that may grow in size. Soluble particles, like sodium chloride originating from sea 
spray, in presence of moisture absorbs water and dissolve into it, forming a droplet of 
solution. The saturation vapour pressure over a solution is smaller than over pure water, 
and the fractional reduction is given by Raoult’s law: 

 � = ��
�  (49) 

Where e in the vapour pressure over pure water, and e’ is the vapour pressure over a 
solution containing a mole fraction f (number of water moles divided by the total number of 
moles) of pure water. 
Let us consider a droplet of radius r that contains a mass m of a substance of molecular 
weight Ms dissolved into i ions per molecule, such that the effective number of moles in the 
solution is im/Ms . The number of water moles will be ((4/3)πr3ρ - m)/Mw where ρ and Mw are 
the water density and molecular weight respectively. The water mole fraction f is: 
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Eq. (49) and (50) allows us to express the reduced value e’ of the saturation vapour pressure 
for a droplet of solution. Using this result into (48) we can compute the saturation vapour 
pressure in equilibrium with a droplet of solution of radius r: 

 ��
�� = ��� � ��

����� �� �
����

�������������
��

 (51) 

The plot of supersaturation e’/es -1 for two different values of m is shown in fig. 8, and is 
named Köhler curve.  
Figure 8 clearly shows how the amount of supersaturation needed to sustain a droplet of 
solution of radius r is much lower than what needed for a droplet of pure water, and it 
decreases with the increase of solute concentration. Consider an environment 
supersaturation of 0.2%. A droplet originated from condensation on a sphere of sodium 
chloride of diameter 0.1 μm can grow indefinitely along the blue curve, since the peak of the 
curve is below the environment supersaturation; such droplet is activated. A droplet 
originated from a smaller grain of sodium chloride of 0.05 μm diameter will grow until 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 66

by creating a droplet, work is done not only as expansion work, but also to form the 
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particles, and if their dimension is beyond the critical radius, they form the nucleus of a 
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The plot of supersaturation e’/es -1 for two different values of m is shown in fig. 8, and is 
named Köhler curve.  
Figure 8 clearly shows how the amount of supersaturation needed to sustain a droplet of 
solution of radius r is much lower than what needed for a droplet of pure water, and it 
decreases with the increase of solute concentration. Consider an environment 
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chloride of diameter 0.1 μm can grow indefinitely along the blue curve, since the peak of the 
curve is below the environment supersaturation; such droplet is activated. A droplet 
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when the supersaturation adjacent to it is equal to the environmental: attained that 
maximum radius, the droplet stops its grow and is in stable equilibrium with the 
environment. Such haze dropled is said to be unactivated.  
 
 

 
Fig. 8. Kohler curves showing how the critical diameter and supersaturation are dependent 
upon the amount of solute. It is assumed here that the solute is a perfect sphere of sodium 
chloride (source: http://en.wikipedia.org/wiki/Köhler_theory). 

4.2 Condensation 
The droplet that is able to pass over the peak of the Köhler curve will continue to grow by 
condensation.  Let us consider a droplet of radius r at time t, in a supersaturated  
environment whose water vapour density far from the droplet is ρv(∞), while the vapour 
density in proximity of the droplet is ρv(r) . The droplet mass M will grow at the rate of mass 
flux  across a sphere of arbitrary radius centred on the droplet. Let D be the diffusion 
coefficient, that is the amount of water vapour diffusing across a unit area through a unit 
concentration gradient in unit time, and ρv(x) the water vapour density at a distance x > r 
from the droplet. We will have: 
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Since in steady conditions of mass flow this equation is independent of x, we can integrate it 
for x between r and ∞ to get: 
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Or, expliciting M as (4/3)πr3ρl:  

 ��
�� =

�
��� ���(∞) � ��(�)� = ���(�)

����(�) ��(∞) � �(�)� (54) 

 
Atmospheric Thermodynamics 69 

Where we have used the ideal gas equation for water vapour. We should think of e(r) as 
given by e’ in (49), but in fact we can approximate it with the saturation vapour pressure 
over a plane surface es, and pose (e(∞)-e(r))/e(∞) roughly equal to the supersaturation 
S=(e(∞)-es)/es to came to: 
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This equation shows that the radius growth is inversely proportional to the radius itself, so 
that the  rate of growth will tend to slow down with time. In fact, condensation alone is too 
slow to eventually produce rain droplets, and a different process should be invoked to 
create droplet with radius greater than few tens of micrometers. 

4.3 Collision and coalescence 
The droplet of density ρl and volume V is suspended in air of density ρ so that under the 
effect of the gravitational field, three forces are acting on it: the gravity exerting a downward 
force  ρl Vg , the upward Archimede’s buoyancy ρV and the drag force that for a sphere, 
assumes the form of the Stokes’ drag  6πηrv where η is the viscosity of the air and v is the 
steady state terminal fall speed of the droplet.   In steady state, by equating those forces and 
assuming the droplet density much greater than the air, we get an expression for the 
terminal fall speed: 
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Such speed increases with the droplet dimension, so that bigger droplets will eventually 
collide with the  smaller ones, and may entrench them with a collection efficiency E  
depending on their radius and other environmental parameters , as for instance the presence 
of electric fields. The rate of increase of the radius r1 of a spherical collector drop due to 
collision with water droplets in a cloud of liquid water content wl , that is is the mass density 
of liquid water in the cloud, is given by: 
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Since v1 increases with r1, the process tends to speed up until the collector drops became 
 a rain drop and eventually pass through the cloud base, or split up to reinitiate the 
process. 

4.4 Nucleation of ice particles 
A cloud above 0° is said a warm cloud and is entirely composed of water droplets. Water 
droplet can still exists in cold clouds below 0°, although in an unstable state, and are termed 
supecooled. If a cold cloud contains both water droplets and ice, is said mixed cloud; if it 
contains only ice, it is said glaciated. 
For a droplet to freeze, a number of water molecules inside it should come together and 
form an ice embryo that, if exceeds a critical size, would produce a decrease of the Gibbs free 
energy of the system upon further growing, much alike the homogeneous condensation 
from the vapour phase to form a droplet. This glaciations process is termed homogeneous 
freezing, and below roughly -37 °C is virtually certain to occur. Above that temperature, the 
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when the supersaturation adjacent to it is equal to the environmental: attained that 
maximum radius, the droplet stops its grow and is in stable equilibrium with the 
environment. Such haze dropled is said to be unactivated.  
 
 

 
Fig. 8. Kohler curves showing how the critical diameter and supersaturation are dependent 
upon the amount of solute. It is assumed here that the solute is a perfect sphere of sodium 
chloride (source: http://en.wikipedia.org/wiki/Köhler_theory). 
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Since in steady conditions of mass flow this equation is independent of x, we can integrate it 
for x between r and ∞ to get: 
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Or, expliciting M as (4/3)πr3ρl:  
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Where we have used the ideal gas equation for water vapour. We should think of e(r) as 
given by e’ in (49), but in fact we can approximate it with the saturation vapour pressure 
over a plane surface es, and pose (e(∞)-e(r))/e(∞) roughly equal to the supersaturation 
S=(e(∞)-es)/es to came to: 
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critical dimensions of the ice embryo are several micrometers, and such process is not 
favoured. However, the droplet can contain impurities, and some of them may promote 
collection of water droplets into an ice-like structure  to form a ice-like embryo with 
dimension already beyond the critical size for glaciations. Such particles are termed ice nuclei 
and the process they start is termed heterogeneous freezing. Such process can start not only 
within the droplet, but also upon contact of the ice nucleus with the surface of the droplet 
(contact nucleation) or directly by deposition of ice on it from the water vapour phase 
(deposition nucleation). Good candidates to act as ice nuclei are those particle with molecular 
structure close to the hexagonal ice crystallography. Some soil particles, some organics and 
even some bacteria are effective nucleators, but only one out of 103-105 atmospheric particles 
can act as an ice nucleus. Nevertheless ice particles are present in clouds in concentrations 
which are orders of magnitude greater than the presence of ice nuclei. Hence, ice 
multiplication processes must be at play, like breaking of ice particles upon collision, to 
create ice splinterings that enhance the number of ice  particles. 

4.5 Growth of ice particles 
Ice particles can grow from the vapour phase as in the case of water droplets. In a mixed 
phase cloud below 0°C, a much greater supersaturation is reached with respect to ice that 
can reach  several percents, than with respect to water, which hardly exceed 1%. Hence ice 
particles grows faster than droplets and, since this deplete the vapour phase around them, it 
may happen that around a growing ice particle, water droplets evaporate. Ice can form in a 
variety of shapes, whose basic habits are determined by the temperature at which they 
grow. Another process of growth in a mixed cloud is by riming, that is by collision with 
supercooled droplets that freeze onto the ice particle. Such process is responsible of the 
formation of hailstones. 
A process effective in cold clouds is the aggregation of ice particles between themselves, 
when they have different shapes and/or dimension, hence different fall speeds.  

5. Conclusion  
A brief overview of some topic of relevance in atmospheric thermodynamic has been 
provided, but much had to remain out of the limits of this introduction, so the interested 
reader is encouraged to further readings. For what concerns moist thermodynamics and 
convection,  the reader can refer to chapters in introductory atmospheric science textbooks  
like the classical Wallace and Hobbs (2006), or Salby (1996). At a higher level of deepening 
the classical reference is Iribarne and Godson (1973). For the reader who seeks a more 
theoretical approach, Zdunkowski and Bott (2004) is a good challenge. Convection is 
thoughtfully treated in  Emmanuel (1994)  while a sound review is given in the article of 
Stevens (2005). For what concerns the microphysics of clouds, the reference book is 
Pruppacher and Klett (1996). A number of seminal journal articles dealing with the 
thermodynamics of the general circulation of the atmosphere can be cited: Goody (2003), 
Pauluis and Held (2002), Renno and Ingersoll (2008), Pauluis et al. (2008) and references 
therein. Finally, we would like to suggest the Bohren (2001) delightful book, for which a 
scientific or mathematical background is not required, that explores topics in meteorology 
and basic physics relevant to the atmosphere.  
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1. Introduction 
Precipitation efficiency is one of important meteorological parameters and has been widely 
used in operational precipitation forecasts (e.g., Doswell et al., 1996). Precipitation efficiency 
has been defined as the ratio of precipitation rate to the sum of all precipitation sources from 
water vapor budget (e.g., Auer and Marwitz, 1968; Heymsfield and Schotz, 1985; Chong and 
Hauser, 1989; Dowell et al., 1996; Ferrier et al., 1996; Li et al., 2002; Sui et al., 2005) after 
Braham (1952) calculated precipitation efficiency with the inflow of water vapor into the 
storm through cloud base as the rainfall source more than half century ago. Sui et al. (2007) 
found that the estimate of precipitation efficiency with water vapor process data can be 
more than 100% or negative because some rainfall sources are excluded or some rainfall 
sinks are included. They defined precipitation efficiency through the inclusion of all rainfall 
sources and the exclusion of all rainfall sinks from surface rainfall budget derived by Gao et 
al. (2005), which fixed precipitation efficiency to the normal range of 0-100%. 
In additional to water vapor processes, thermal processes also play important roles in the 
development of rainfall since precipitation is determined by environmental thermodynamic 
conditions via cloud microphysical processes. The water vapor convergence and heat 
divergence and its forced vapor condensation and depositions in the precipitation systems 
could be major sources for precipitation while these water vapor and cloud processes could 
give some feedback to the environment. Gao et al. (2005) derived a water vapor related 
surface rainfall budget through the combination of cloud budget with water vapor budget. 
Gao and Li (2010) derived a thermally related surface rainfall budget through the 
combination of cloud budget with heat budget. In this chapter, precipitation efficiency is 
defined from the thermally related surface rainfall budget (PEH) and is calculated using the 
data from the two-dimensional (2D) cloud-resolving model simulations of a pre-summer 
torrential rainfall event over southern China in June 2008 (Wang et al., 2010; Shen et al., 
2011a, 2011b) and is compared with the precipitation efficiency defined from water vapor 
related surface rainfall budget (Sui et al., 2007) to study the efficiency in thermodynamic 
aspect of the pre-summer heavy rainfall system. 
The impacts of ice clouds on the development of convective systems have been intensively 
studied through the analysis of cloud-resolving model simulations (e.g., Yoshizaki, 1986; 
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Nicholls, 1987; Fovell and Ogura, 1988; Tao and Simpson, 1989; McCumber et al., 1991; Tao 
et al., 1991; Liu et al., 1997; Grabowski et al., 1999; Wu et al., 1999; Li et al., 1999; Grabowski 
and Moncrieff, 2001; Wu, 2002; Grabowski, 2003; Gao et al., 2006; Ping et al., 2007). Wang et 
al. (2010) studied microphysical and radiative effects of ice clouds on a pre-summer heavy 
rainfall event over southern China during 3-8 June 2008 through the analysis of sensitivity 
experiments and found that microphysical and radiative effects of ice clouds play equally 
important roles in the pre-summer heavy rainfall event. The total exclusion of ice 
microphysics decreased model domain mean surface rain rate primarily through the 
weakened convective rainfall caused by the exclusion of radiative effects of ice clouds in the 
onset phase and through the weakened stratiform rainfall caused by the exclusion of ice 
microphysical effects in the development and mature phases, whereas it increased the mean 
rain rate through the enhanced convective rainfall caused by the exclusion of ice 
microphysical effects in the decay phase. Thus, effects of ice clouds on precipitation 
efficiencies are examined through the analysis of the pre-summer heavy rainfall event in this 
chapter. Precipitation efficiency is defined in section 2. Pre-summer heavy rainfall event, 
model, and sensitivity experiments are described in section 3. The control experiment is 
discussed in section 4. Radiative and microphysical effects of ice clouds on precipitation 
efficiency and associated rainfall processes are respectively examined in sections 5 and 6. 
The conclusions are given in section 7.  

2. Definitions of precipitation efficiency 
The budgets for specific humidity (qv), temperature (T), and cloud hydrometeor mixing ratio 
(ql) in the 2D cloud resolving model used in this study can be written as 
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where 

 qv CND DEP SDEP GDEP REVP MLTS MLTGS P P P P P P P        (2a) 

 18cn v qv fQ L S L P   (2b) 

is potential temperature; u and w are zonal and vertical components of wind, respectively;  
is air density that is a function of height; cp is the specific heat of dry air at constant 
pressure; Lv, Ls, and Lf are latent heat of vaporization, sublimation, and fusion at To=0oC, 
respectively, Ls=Lv+Lf,; Too=-35 oC; and cloud microphysical processes in (2) can be found in 
Gao and Li (2008). QR is the radiative heating rate due to the convergence of net flux of solar 
and IR radiative fluxes. wTr, wTs, and wTg in (1c) are terminal velocities for raindrops, snow, 
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and graupel, respectively; overbar denotes a model domain mean; prime is a perturbation 
from model domain mean; and superscript o is an imposed observed value. The comparison 
between (1) and (2) shows that the net condensation term (Sqv) links water vapor, heat, and 
cloud budgets. 
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Following Gao et al. (2005) and Sui and Li (2005), the cloud budget (1c) and water vapor 
budget (1a) are mass integrated and their budgets can be, respectively, written as 
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Nicholls, 1987; Fovell and Ogura, 1988; Tao and Simpson, 1989; McCumber et al., 1991; Tao 
et al., 1991; Liu et al., 1997; Grabowski et al., 1999; Wu et al., 1999; Li et al., 1999; Grabowski 
and Moncrieff, 2001; Wu, 2002; Grabowski, 2003; Gao et al., 2006; Ping et al., 2007). Wang et 
al. (2010) studied microphysical and radiative effects of ice clouds on a pre-summer heavy 
rainfall event over southern China during 3-8 June 2008 through the analysis of sensitivity 
experiments and found that microphysical and radiative effects of ice clouds play equally 
important roles in the pre-summer heavy rainfall event. The total exclusion of ice 
microphysics decreased model domain mean surface rain rate primarily through the 
weakened convective rainfall caused by the exclusion of radiative effects of ice clouds in the 
onset phase and through the weakened stratiform rainfall caused by the exclusion of ice 
microphysical effects in the development and mature phases, whereas it increased the mean 
rain rate through the enhanced convective rainfall caused by the exclusion of ice 
microphysical effects in the decay phase. Thus, effects of ice clouds on precipitation 
efficiencies are examined through the analysis of the pre-summer heavy rainfall event in this 
chapter. Precipitation efficiency is defined in section 2. Pre-summer heavy rainfall event, 
model, and sensitivity experiments are described in section 3. The control experiment is 
discussed in section 4. Radiative and microphysical effects of ice clouds on precipitation 
efficiency and associated rainfall processes are respectively examined in sections 5 and 6. 
The conclusions are given in section 7.  

2. Definitions of precipitation efficiency 
The budgets for specific humidity (qv), temperature (T), and cloud hydrometeor mixing ratio 
(ql) in the 2D cloud resolving model used in this study can be written as 
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where 

 qv CND DEP SDEP GDEP REVP MLTS MLTGS P P P P P P P        (2a) 

 18cn v qv fQ L S L P   (2b) 

is potential temperature; u and w are zonal and vertical components of wind, respectively;  
is air density that is a function of height; cp is the specific heat of dry air at constant 
pressure; Lv, Ls, and Lf are latent heat of vaporization, sublimation, and fusion at To=0oC, 
respectively, Ls=Lv+Lf,; Too=-35 oC; and cloud microphysical processes in (2) can be found in 
Gao and Li (2008). QR is the radiative heating rate due to the convergence of net flux of solar 
and IR radiative fluxes. wTr, wTs, and wTg in (1c) are terminal velocities for raindrops, snow, 
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and graupel, respectively; overbar denotes a model domain mean; prime is a perturbation 
from model domain mean; and superscript o is an imposed observed value. The comparison 
between (1) and (2) shows that the net condensation term (Sqv) links water vapor, heat, and 
cloud budgets. 
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Following Gao et al. (2005) and Sui and Li (2005), the cloud budget (1c) and water vapor 
budget (1a) are mass integrated and their budgets can be, respectively, written as 
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Here, PS  is precipitation rate, and in the tropics, Ps=0 and Pg=0, PS=Pr; Es is surface 

evaporation; [()] ()t

b

z

z
dz  ,  zt and zb are the heights of the top and bottom of the model 

atmosphere, respectively. 
The heat budget (1b) is mass integrated and can be written as 

 HTS + HFS + HSS + LHLFS + RADS = WVSQ  (6) 

where 
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Hs is surface sensible heat flux. 
The equations (3), (4), and (6) indicate that the surface rain rate (PS) is associated with 
favorable environmental water vapor and thermal conditions through cloud microphysical 
processes (QWVOUT+QWVIN). Following Gao and Li (2010), the cloud budget (3) and water 
vapor budget (4) are combined by eliminating QWVOUT+QWVIN to derive water vapor related 
surface rainfall equation (PSWV), 

 PSWV=QWVT+QWVF+QWVE+QCM (8a) 
 

In (8a), the surface rain rate (PSWV) is associated with local atmospheric drying (QWVT 
>0)/moistening (QWVT <0), water vapor convergence (QWVF >0)/divergence (QWVF <0), 
surface evaporation (QWVE), and decrease of local hydrometeor concentration/hydrometeor 
convergence (QCM >0) or increase of local hydrometeor concentration/hydrometeor 
divergence (QCM <0). Similarly, the cloud budget (3) and heat budget (6) are combined by 
eliminating QWVOUT+QWVIN to derive thermally related surface rainfall equation (PSH), 

 PSH=SHT+SHF+SHS+SLHLF+SRAD+QCM. (8b) 
 

In (8b), the surface rain rate (PSH) is related to local atmospheric warming (SHT >0)/cooling 
(SHT <0), heat divergence (SHF >0)/convergence (SHF <0), surface sensible heat (SHS), latent 
heat due to ice-related processes (SLHLF), radiative cooling (SRAD >0)/heating (SRAD <0), and 
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decrease of local hydrometeor concentration/hydrometeor convergence (QCM >0) or 
increase of local hydrometeor concentration/hydrometeor divergence (QCM <0). PSWV = 
PSH = PS. 
From (8), precipitation efficiencies can be respectively defined as 
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where Qi=(QWVT, QWVF, QWVE, QCM);  Si=(SHT, SHF, SHS, SLHLF, SRAD); H is the Heaviside 
function, H(F)=1 when F>0, and H(F)=0 when F  0. Large-scale heat precipitation efficiency 
(PEH) is first introduced in this study, whereas large-scale water vapor precipitation 
efficiency (PEWV) is exactly same to LSPE2 defined by Sui et al. (2007). 

3. Pre-summer rainfall case, model, and experiments 
The pre-summer rainy season is the major rainy season over southern China, in which the 
rainfall starts in early April and reaches its peak in June (Ding, 1994). Although the rainfall 
is a major water resource in annual water budget, the torrential rainfall could occur during 
the pre-summer rainfall season and can lead to tremendous property damage and fatalities. 
In 1998, for instance, the torrential rainfall resulted in over 30 billion USD in damage and 
over 100 fatalities. Thus, many observational analyses and numerical modeling have been 
contributed to understanding of physical processes responsible for the development of pre-
summer torrential rainfall (e.g., Krishnamurti et al., 1976; Tao and Ding, 1981; Wang and Li, 
1982; Ding and Murakami, 1994; Simmonds et al., 1999). Recently, Wang et al. (2010) and 
Shen et al. (2011a, 2011b) conducted a series of sensitivity experiments of the pre-summer 
torrential rainfall occurred in the early June 2008 using 2D cloud-resolving model and 
studied effects of vertical wind shear, radiation, and ice clouds on the development of 
torrential rainfall. They found that these effects on torrential rainfall are stronger during the 
decay phase than during the onset and mature phases. During the decay phase of 
convection on 7 June 2008, the increase in model domain mean surface rain rate resulting 
from the exclusion of vertical wind shear is associated with the slowdown in the decrease of 
perturbation kinetic energy due to the exclusion of barotropic conversion from mean kinetic 
energy to perturbation kinetic energy. The increase in domain-mean rain rate resulting from 
the exclusion of cloud radiative effects is related to the enhancement of condensation and 
associated latent heat release as a result of strengthened radiative cooling. The increase in 
the mean surface rain rate is mainly associated with the increase in convective rainfall, 
which is in turn related to the local atmospheric change from moistening to drying. The 
increase in mean rain rate caused by the exclusion of ice clouds results from the increases in 
the mean net condensation and mean latent heat release caused by the strengthened mean 
radiative cooling associated with the removal of radiative effects of ice clouds. The increase 
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where Qi=(QWVT, QWVF, QWVE, QCM);  Si=(SHT, SHF, SHS, SLHLF, SRAD); H is the Heaviside 
function, H(F)=1 when F>0, and H(F)=0 when F  0. Large-scale heat precipitation efficiency 
(PEH) is first introduced in this study, whereas large-scale water vapor precipitation 
efficiency (PEWV) is exactly same to LSPE2 defined by Sui et al. (2007). 

3. Pre-summer rainfall case, model, and experiments 
The pre-summer rainy season is the major rainy season over southern China, in which the 
rainfall starts in early April and reaches its peak in June (Ding, 1994). Although the rainfall 
is a major water resource in annual water budget, the torrential rainfall could occur during 
the pre-summer rainfall season and can lead to tremendous property damage and fatalities. 
In 1998, for instance, the torrential rainfall resulted in over 30 billion USD in damage and 
over 100 fatalities. Thus, many observational analyses and numerical modeling have been 
contributed to understanding of physical processes responsible for the development of pre-
summer torrential rainfall (e.g., Krishnamurti et al., 1976; Tao and Ding, 1981; Wang and Li, 
1982; Ding and Murakami, 1994; Simmonds et al., 1999). Recently, Wang et al. (2010) and 
Shen et al. (2011a, 2011b) conducted a series of sensitivity experiments of the pre-summer 
torrential rainfall occurred in the early June 2008 using 2D cloud-resolving model and 
studied effects of vertical wind shear, radiation, and ice clouds on the development of 
torrential rainfall. They found that these effects on torrential rainfall are stronger during the 
decay phase than during the onset and mature phases. During the decay phase of 
convection on 7 June 2008, the increase in model domain mean surface rain rate resulting 
from the exclusion of vertical wind shear is associated with the slowdown in the decrease of 
perturbation kinetic energy due to the exclusion of barotropic conversion from mean kinetic 
energy to perturbation kinetic energy. The increase in domain-mean rain rate resulting from 
the exclusion of cloud radiative effects is related to the enhancement of condensation and 
associated latent heat release as a result of strengthened radiative cooling. The increase in 
the mean surface rain rate is mainly associated with the increase in convective rainfall, 
which is in turn related to the local atmospheric change from moistening to drying. The 
increase in mean rain rate caused by the exclusion of ice clouds results from the increases in 
the mean net condensation and mean latent heat release caused by the strengthened mean 
radiative cooling associated with the removal of radiative effects of ice clouds. The increase 
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in mean rain rate caused by the removal of radiative effects of water clouds corresponds to 
the increase in the mean net condensation. 
The pre-summer torrential rainfall event studied by Wang et al. (2010) and Shen et al. 
(2011a, 2011b) will be revisited to examine the thermodynamic aspects of precipitation 
efficiency and effects of ice clouds on precipitation efficiency. The cloud-resolving model 
(Soong and Ogura, 1980; Soong and Tao, 1980; Tao and Simpson, 1993) used in modeling the 
pre-summer torrential rainfall event in Wang et al. (2010) is the 2D version of the model (Sui 
et al., 1994, 1998) that was modified by Li et al. (1999). The model is forced by imposed 
large-scale vertical velocity and zonal wind and horizontal temperature and water vapor 
advections, which produces reasonable simulation through the adjustment of the mean 
thermodynamic stability distribution by vertical advection (Li et al., 1999). The 
modifications by Li et al. (1999) include: (1) the radius of ice crystal is increased from m 
(Hsie et al., 1980) to 100m (Krueger et al., 1995) in the calculation of growth of snow by the 
deposition and riming of cloud water, which yields a significant increase in cloud ice; (2) the 
mass of a natural ice nucleus is replaced by an average mass of an ice nucleus in the 
calculation of the growth of ice clouds due to the position of cloud water; (3) the specified 
cloud single scattering albedo and asymmetry factor are replaced by those varied with cloud 
and environmental thermodynamic conditions. Detailed descriptions of the model can be 
found in Gao and Li (2008). Briefly, the model includes prognostic equations for potential 
temperature and specific humidity, prognostic equations for hydrometeor mixing ratios of 
cloud water, raindrops, cloud ice, snow, and graupel, and perturbation equations for zonal 
wind and vertical velocity. The model uses the cloud microphysical parameterization 
schemes (Lin et al., 1983; Rutledge and Hobbs, 1983, 1984; Tao et al., 1989; Krueger et al., 
1995) and solar and thermal infrared radiation parameterization schemes (Chou et al., 1991, 
1998; Chou and Suarez, 1994). The model uses cyclic lateral boundaries, and a horizontal 
domain of 768 km with 33 vertical levels, and its horizontal and temporal resolutions are 1.5 
km and 12 s, respectively.  
The data from Global Data Assimilation System (GDAS) developed by the National Centers 
for Environmental Prediction (NCEP), National Oceanic and Atmospheric Administration 
(NOAA), USA are used to calculate the forcing data for the model over a longitudinally 
oriented rectangular area of 108-116oE, 21-22oN over coastal areas along southern 
Guangdong and Guangxi Provinces and the surrounding northern South China Sea. The 
horizontal and temporal resolutions for NCEP/GDAS products are 1ox1o  and 6 hourly, 
respectively. The model is imposed by large-scale vertical velocity, zonal wind (Fig. 1), and 
horizontal temperature and water vapor advections (not shown) averaged over 108-116oE, 
21-22oN. The model is integrated from 0200 Local Standard Time (LST) 3 June to 0200 LST 8 
June 2008 during the pre-summer heavy rainfall. The surface temperature and specific 
humidity from NCEP/GDAS averaged over the model domain are uniformly imposed on 
each model grid to calculate surface sensible heat flux and evaporation flux. The 6-hourly 
zonally-uniform large-scale forcing data are linearly interpolated into 12-s data, which are 
uniformly imposed zonally over model domain at each time step. The imposed large-scale 
vertical velocity shows the gradual increase of upward motions from 3 June to 6 June. The 
maximum upward motion of 18 cm s-1 occurred around 9 km in the late morning of 6 June. 
The upward motions decreased dramatically on 7 June. The lower-tropospheric westerly 
winds of 4 - 12 m s-1 were maintained during the rainfall event. 
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Fig. 1. Temporal and vertical distribution of (a) vertical velocity (cm s-1) and (b) zonal wind 
(m s-1) from 0200 LST 3 June – 0200 LST 8 June 2008. The data are averaged in a rectangular 
box of 108-116oE, 21-22oN from NCEP/GDAS data. Ascending motion in (a) and westerly 
wind in (b) are shaded. 

In the control experiment (C), the model is integrated with the initial vertical profiles of 
temperature and specific humidity from NCEP/GDAS at 0200 LST 3 June 2008. The model 
is integrated with the initial conditions and constant large-scale forcing at 0200 LST 3 June 
for 6 hours during the model spin-up period and the 6-hour model data are not used for 
analysis. The comparison in surface rain rate between the simulation and rain gauge 
observation averaged from 17 stations over southern Guangdong and Guangxi reveals a 
fair agreement with a gradual increase from 3-6 June and a rapid decrease from 6-7 June 
(Fig. 2). Their RMS difference (0.97 mm h-1) is significantly smaller than the standard 
derivations of simulated (1.22 mm h-1) and observed (1.26 mm h-1) rain rates. The 
differences in surface rain rate between the simulation and observation can reach 2 mm h-

1, as seen in the previous studies (e.g., Li et al., 1999; Xu et al., 2007; Wang et al., 2009). The 
differences may partially be from the comparison of small hourly local sampling of rain 
gauge observations over 35% of model domain over land and no rain gauge observations 
over 65% of model domain over ocean with large model domain averages of model data 
in the control experiment with imposed 6-hourly large-scale forcing. The convection may 
be affected by land-ocean contrast and orography; these effects are included in the large-
scale forcing imposed in the model. 
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Fig. 2. Time series of surface rain rates (mm h-1) simulated in the control experiment (solid) 
and from rain gauge observation (dash). 

 
Fig. 3. Time series of model domain means of (a) PSWV (dark solid), QWVT (light solid), QWVF 
(short dash), QWVE (dot), QCM (dot dash), and (b) PSH (dark solid), SHT (light solid), SHF (short 
dash), SHS (dot), SLHLF (long short dash), SRAD (long dash), and QCM (dot dash) in C. Unit is 
mm h-1. 
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To investigate effects of ice clouds on precipitation efficiency, two sensitivity experiments 
are examined in this study. Experiment CNIR is identical to C except that the mixing ratios 
of ice hydrometeor are set to zero in the calculation of radiation. Experiment CNIR is 
compared with C to study radiative effects of ice clouds on rainfall responses to the large-
scale forcing. Experiment CNIM is identical to C except in CNIM ice clouds (the ice 
hydrometeor mixing ratio and associated microphysical processes) are excluded. The 
comparison between CNIM and CNIR reveals impacts of the removal of microphysical 
efficient of ice clouds on rainfall responses to the large-scale forcing in the absence of 
radiative effects of ice clouds. The hourly model simulation data are used in the following 
discussions of this study. 

4. The control experiment: C 
Model domain mean surface rain rate starts on 3 June 2008 with the magnitude of about 1 
mm h-1 (Fig. 3), which corresponds to the weak upward motions with a maximum of 2 cm s-1 
at 6-8 km (Fig. 1a). The rain rate increases to 2 mm h-1 as the upward motions increase up to 
over 6 cm s-1 on 4 June. When the upward motions weaken in the evening of 4 June and a 
weak downward motion occurs near the surface, the mean rainfall vanishes. As upward 
motions pick their strengths on 5 June, the mean rain rate intensifies (over 2 mm h-1). The 
mean rainfall reaches its peak on 6 June (over 4 mm h-1) as the upward motions have a 
maximum of over 20 cm s-1. The upward motions rapidly weaken on 7 June, which leads to 
the significant reduction in the mean rainfall. Thus, four days (4, 5, 6, and 7 June) are 
defined as the onset, development, mature, and decay phases of the rainfall event, 
respectively. During 3-6 June, the mean rainfall is mainly associated with the mean water 
vapor convergence (QWVF>0) in water vapor related surface rainfall budget and the mean 
heat divergence (SHF>0) in thermally related surface rainfall budget. Local atmospheric 
drying (QWVT>0) and moistening (QWVT<0) occur while the mean local atmospheric cooling 
(SHT<0) prevails. The mean hydrometeor loss/convergence (QCM) has small hourly 
fluctuations. The mean radiative heating during the daytime and mean radiative cooling 
during the nighttime have the much smaller magnitudes than the mean heat divergence and 
the mean local heat change do in thermally related surface rainfall budget. On 7 June, the 
mean water vapor related surface rainfall budget shows that the rainfall is associated with 
local atmospheric drying while water vapor divergence prevails. The mean thermally 
related surface rainfall budget reveals that the rainfall is related to heat divergence while the 
heat divergence cools local atmosphere. 
The calculation of precipitation efficiency using model domain mean model simulation 
data shows that PEWV generally is higher than PWH (Fig. 4a) because the rainfall source 
from the mean water vapor convergence in water vapor related surface rainfall budget is 
weaker than the rainfall source from the mean heat divergence in thermally related 
surface rainfall budget (Fig. 3). This suggests that the precipitation system is more 
efficient in the consumption of rainfall source from water vapor than in the consumption 
of the rainfall source from heat. The root-mean-squared (RMS) difference between PEWV 
and PEH is 24.4%. Both PEWV and PEH generally increase as surface rain rate increases 
(Fig. 5a). This indicates that the precipitation system generally is more efficient for high 
surface rain rates than for low surface rain rates. The ranges of PEWV and PEH are 
smaller when surface rain rate is higher than 3 mm h-1 (70-100%) than when surface rain 
rate is lower than 3 mm h-1 (0-100%). 
 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

80

 
Fig. 2. Time series of surface rain rates (mm h-1) simulated in the control experiment (solid) 
and from rain gauge observation (dash). 

 
Fig. 3. Time series of model domain means of (a) PSWV (dark solid), QWVT (light solid), QWVF 
(short dash), QWVE (dot), QCM (dot dash), and (b) PSH (dark solid), SHT (light solid), SHF (short 
dash), SHS (dot), SLHLF (long short dash), SRAD (long dash), and QCM (dot dash) in C. Unit is 
mm h-1. 
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To investigate effects of ice clouds on precipitation efficiency, two sensitivity experiments 
are examined in this study. Experiment CNIR is identical to C except that the mixing ratios 
of ice hydrometeor are set to zero in the calculation of radiation. Experiment CNIR is 
compared with C to study radiative effects of ice clouds on rainfall responses to the large-
scale forcing. Experiment CNIM is identical to C except in CNIM ice clouds (the ice 
hydrometeor mixing ratio and associated microphysical processes) are excluded. The 
comparison between CNIM and CNIR reveals impacts of the removal of microphysical 
efficient of ice clouds on rainfall responses to the large-scale forcing in the absence of 
radiative effects of ice clouds. The hourly model simulation data are used in the following 
discussions of this study. 

4. The control experiment: C 
Model domain mean surface rain rate starts on 3 June 2008 with the magnitude of about 1 
mm h-1 (Fig. 3), which corresponds to the weak upward motions with a maximum of 2 cm s-1 
at 6-8 km (Fig. 1a). The rain rate increases to 2 mm h-1 as the upward motions increase up to 
over 6 cm s-1 on 4 June. When the upward motions weaken in the evening of 4 June and a 
weak downward motion occurs near the surface, the mean rainfall vanishes. As upward 
motions pick their strengths on 5 June, the mean rain rate intensifies (over 2 mm h-1). The 
mean rainfall reaches its peak on 6 June (over 4 mm h-1) as the upward motions have a 
maximum of over 20 cm s-1. The upward motions rapidly weaken on 7 June, which leads to 
the significant reduction in the mean rainfall. Thus, four days (4, 5, 6, and 7 June) are 
defined as the onset, development, mature, and decay phases of the rainfall event, 
respectively. During 3-6 June, the mean rainfall is mainly associated with the mean water 
vapor convergence (QWVF>0) in water vapor related surface rainfall budget and the mean 
heat divergence (SHF>0) in thermally related surface rainfall budget. Local atmospheric 
drying (QWVT>0) and moistening (QWVT<0) occur while the mean local atmospheric cooling 
(SHT<0) prevails. The mean hydrometeor loss/convergence (QCM) has small hourly 
fluctuations. The mean radiative heating during the daytime and mean radiative cooling 
during the nighttime have the much smaller magnitudes than the mean heat divergence and 
the mean local heat change do in thermally related surface rainfall budget. On 7 June, the 
mean water vapor related surface rainfall budget shows that the rainfall is associated with 
local atmospheric drying while water vapor divergence prevails. The mean thermally 
related surface rainfall budget reveals that the rainfall is related to heat divergence while the 
heat divergence cools local atmosphere. 
The calculation of precipitation efficiency using model domain mean model simulation 
data shows that PEWV generally is higher than PWH (Fig. 4a) because the rainfall source 
from the mean water vapor convergence in water vapor related surface rainfall budget is 
weaker than the rainfall source from the mean heat divergence in thermally related 
surface rainfall budget (Fig. 3). This suggests that the precipitation system is more 
efficient in the consumption of rainfall source from water vapor than in the consumption 
of the rainfall source from heat. The root-mean-squared (RMS) difference between PEWV 
and PEH is 24.4%. Both PEWV and PEH generally increase as surface rain rate increases 
(Fig. 5a). This indicates that the precipitation system generally is more efficient for high 
surface rain rates than for low surface rain rates. The ranges of PEWV and PEH are 
smaller when surface rain rate is higher than 3 mm h-1 (70-100%) than when surface rain 
rate is lower than 3 mm h-1 (0-100%). 
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Fig. 4. Time series of PEWV (solid) and PEH (dash) calculated using (a) model domain mean 
data and data from (b) convective and (c) raining stratiform regions in C. Unit is %. 
 

 
Fig. 5. PEWV versus PS (cross) and PEH versus PS (open circle) calculated using (a) model 
domain mean data and data from (b) convective and (c) raining stratiform regions in C. 
Units are % for PEWV and PEH and mm h-1 for PS. 
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Fig. 6. Time series of contributions of model domain mean of (a) PSWV (dark solid), QWVT 
(light solid), QWVF (short dash), QWVE (dot), QCM (dot dash), and (b) PSH (dark solid), SHT 
(light solid), SHF (short dash), SHS (dot), SLHLF (long short dash), SRAD (long dash), and QCM 
(dot dash) from convective regions in C. Unit is mm h-1. 

Model domain mean surface rainfall consists of convective and stratiform rainfall. 
Convective rainfall differs from stratiform rainfall in four ways. First, convective rain 
rates are higher than stratiform rain rates. Second, convective rainfall is associated with 
stronger horizontal reflectivity gradients than stratiform rainfall. Third, upward motions 
associated with convective rainfall are much stronger than those associated with 
stratiform rainfall. Fourth, the accretion of cloud water by raindrops via collisions in 
strong updraft cores and the vapor deposition on ice particles are primary microphysical 
processes that are responsible for the development of convective and stratiform 
rainfall,respectively (Houghton 1968). The convective-stratiform rainfall partitioning 
scheme used in this study is developed by Tao and Simpson (1993) and modified by Sui et 
al. (1994). This scheme partitions each vertical column containing clouds in 2-D x-z 
framework into convective or stratiform based on the following criterion. Model grid 
point is identified as convective if it has a rain rate twice as large as the average taken 
over the surrounding four grid points, the one grid point on either side of this grid point, 
and any grid point with a rain rate of 20 mm h-1 or more. All non-convective cloudy 
points are considered as stratiform. In addition, grid points over stratiform regions are 
further checked and identified as convective when following conditions are met. Over 
raining stratiform regions, cloud water below the melting level is greater than 0.5 g kg-1 or 
the maximum updraft above 600 hPa exceeds 5 m s-1, or over non-raining stratiform 
regions, cloud water mixing ratio of 0.025 g kg-1 or more exists or the maximum updraft 
exceeds 5 m s-1 below the melting level. 
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Fig. 4. Time series of PEWV (solid) and PEH (dash) calculated using (a) model domain mean 
data and data from (b) convective and (c) raining stratiform regions in C. Unit is %. 
 

 
Fig. 5. PEWV versus PS (cross) and PEH versus PS (open circle) calculated using (a) model 
domain mean data and data from (b) convective and (c) raining stratiform regions in C. 
Units are % for PEWV and PEH and mm h-1 for PS. 

 
Thermodynamic Aspects of Precipitation Efficiency 

 

83 

 
Fig. 6. Time series of contributions of model domain mean of (a) PSWV (dark solid), QWVT 
(light solid), QWVF (short dash), QWVE (dot), QCM (dot dash), and (b) PSH (dark solid), SHT 
(light solid), SHF (short dash), SHS (dot), SLHLF (long short dash), SRAD (long dash), and QCM 
(dot dash) from convective regions in C. Unit is mm h-1. 

Model domain mean surface rainfall consists of convective and stratiform rainfall. 
Convective rainfall differs from stratiform rainfall in four ways. First, convective rain 
rates are higher than stratiform rain rates. Second, convective rainfall is associated with 
stronger horizontal reflectivity gradients than stratiform rainfall. Third, upward motions 
associated with convective rainfall are much stronger than those associated with 
stratiform rainfall. Fourth, the accretion of cloud water by raindrops via collisions in 
strong updraft cores and the vapor deposition on ice particles are primary microphysical 
processes that are responsible for the development of convective and stratiform 
rainfall,respectively (Houghton 1968). The convective-stratiform rainfall partitioning 
scheme used in this study is developed by Tao and Simpson (1993) and modified by Sui et 
al. (1994). This scheme partitions each vertical column containing clouds in 2-D x-z 
framework into convective or stratiform based on the following criterion. Model grid 
point is identified as convective if it has a rain rate twice as large as the average taken 
over the surrounding four grid points, the one grid point on either side of this grid point, 
and any grid point with a rain rate of 20 mm h-1 or more. All non-convective cloudy 
points are considered as stratiform. In addition, grid points over stratiform regions are 
further checked and identified as convective when following conditions are met. Over 
raining stratiform regions, cloud water below the melting level is greater than 0.5 g kg-1 or 
the maximum updraft above 600 hPa exceeds 5 m s-1, or over non-raining stratiform 
regions, cloud water mixing ratio of 0.025 g kg-1 or more exists or the maximum updraft 
exceeds 5 m s-1 below the melting level. 
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Fig. 7. Time series of contributions of model domain mean of (a) PSWV (dark solid), QWVT 
(light solid), QWVF (short dash), QWVE (dot), QCM (dot dash), and (b) PSH (dark solid), SHT 
(light solid), SHF (short dash), SHS (dot), SLHLF (long short dash), SRAD (long dash), and QCM 
(dot dash) from raining stratiform regions in C. Unit is mm h-1. 

Convective rain rate (Fig. 6) is much higher than stratiform rain rate (Fig. 7) and mainly 
accounts for model domain mean surface rain rate (Fig. 3). Over convective regions, rainfall 
is associated with water vapor convergence in water vapor related surface rainfall budget 
(Fig. 6a) and heat divergence in thermally related surface rainfall budget (Fig. 6b). QCM is 
negative over convective regions whereas QCM is positive over raining stratiform regions 
(Fig. 8), which indicates the transport of hydrometeor concentration from convective regions 
(QCM<0) to raining stratiform regions (QCM>0). The hydrometeor transport is associated with 
the local atmospheric drying (QWVT>0) over convective regions because QWVT and QCM have 
similar magnitudes but opposite signs. The water vapor convergence, local atmospheric 
drying, and heat divergence are the rainfall sources whereas the local atmospheric cooling 
and the transport of hydrometeor concentration from convective regions to raining 
stratiform regions are the rainfall sinks. PEWV generally is higher than PEH (Fig. 4b) 
because the rainfall source from water vapor convergence in water vapor related surface 
rainfall budget is weaker than the rainfall source from heat divergence in thermally related 
surface rainfall budget (Fig. 6). PEWV is lower than PEH on 4 and 7 June because the rainfall 
source from water vapor convergence is stronger than the rainfall source from heat 
divergence. The RMS difference between PEWV and PEH is 12.5%. Both PWEV and PEH 
increase as convective rainfall intensifies (Fig. 5b). Precipitation efficiency ranges from 60% 
to 90% as convective rain rate is higher than 2 mm h-1, whereas it ranges from 0 to 100% as 
convective rain rate is lower than 2 mm h-1. 
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Over raining stratiform regions, rainfall is primarily associated with the transport of 
hydrometeor concentration from convective regions to raining stratiform regions because 
water vapor divergence dries local atmosphere on 3 and 7 June and water vapor 
convergence moistens local atmosphere on 4-6 June and heat divergence cools local 
atmosphere (Fig. 7). PWH is generally higher than PEWV on 3, 4, and 7 June whereas it is 
generally lower than PEWV on 5-6 June (Fig. 4c). The RMS difference between PEWV and 
PEH is 23.8%, which largely accounts for the RMS difference in the model domain mean 
calculations. The ranges of precipitation efficiencies for the surface rain rate of lower than 
1 mm h-1 (0-100%) are larger than those for the surface rain rate of higher than 1 mm h-1 
(45-100%). 

5. Radiative effects of ice clouds: CNIR versus C 
The calculations of model domain mean simulation data show that PEWV is insensitive to 
radiative effects of ice clouds on 4 June, whereas the exclusion of radiative effects of ice 
clouds decreases PEH (Table 1). The removal of radiative effects of ice clouds increases 
PEWV, but it barely affects PEH on 5 June. The elimination of radiative effects of ice 
clouds decreases PEWV and PEH on 6 June. The exclusion of radiative effects of ice clouds 
increases PEWV but it decreases PEH on 7 June. On 4 June, the water vapor realted 
surface rainfall budgets reveal that all rainfall processes contribute to rain rate in C and 
CNIR (Table 2), which leads to 100% of PEWV in the two experiments. The thermally 
related surface rainfall budgets show that rainfall is associated with heat divergence and 
radiative cooling in the two experiments (Table 3). Thus, local atmospheric cooling 
(SHT<0) makes PEH less than 100% in the two experiments. 
 

(a) Model domain mean Convective regions Raining stratiform 
regions 

 C CNIR CNIM C CNIR CNIM C CNIR CNIM 
4 June 100.0 100.0 91.5 77.8 68.8 83.0 82.3 66.7 58.3 
5 June 92.0 98.4 81.0 71.5 70.3 80.6 100.0 90.8 100.0 
6 June 99.8 96.3 91.3 81.9 80.5 87.3 100.0 82.2 100.0 
7 June 62.8 64.6 60.4 55.0 67.2 77.2 28.1 36.8 51.5 

 
(b) Model domain mean Convective regions Raining stratiform 

regions 
 C CNIR CNIM C CNIR CNIM C CNIR CNIM 
4 June 77.0 72.0 68.5 73.5 64.1 77.0 65.2 67.5 47.0 
5 June 63.3 63.8 57.0 52.1 51.5 56.5 47.3 47.1 34.4 
6 June 71.9 69.3 68.7 70.6 69.4 77.6 49.1 43.7 34.3 
7 June 36.7 35.1 34.2 48.6 49.2 49.4 33.4 28.2 29.1 

Table 1. (a) PEWV and (b) PEH calculated data averaged daily and over model domain, 
convective regions, and raining stratiform regions in C, CNIR, and CNIM. Unit is %. 
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Fig. 7. Time series of contributions of model domain mean of (a) PSWV (dark solid), QWVT 
(light solid), QWVF (short dash), QWVE (dot), QCM (dot dash), and (b) PSH (dark solid), SHT 
(light solid), SHF (short dash), SHS (dot), SLHLF (long short dash), SRAD (long dash), and QCM 
(dot dash) from raining stratiform regions in C. Unit is mm h-1. 

Convective rain rate (Fig. 6) is much higher than stratiform rain rate (Fig. 7) and mainly 
accounts for model domain mean surface rain rate (Fig. 3). Over convective regions, rainfall 
is associated with water vapor convergence in water vapor related surface rainfall budget 
(Fig. 6a) and heat divergence in thermally related surface rainfall budget (Fig. 6b). QCM is 
negative over convective regions whereas QCM is positive over raining stratiform regions 
(Fig. 8), which indicates the transport of hydrometeor concentration from convective regions 
(QCM<0) to raining stratiform regions (QCM>0). The hydrometeor transport is associated with 
the local atmospheric drying (QWVT>0) over convective regions because QWVT and QCM have 
similar magnitudes but opposite signs. The water vapor convergence, local atmospheric 
drying, and heat divergence are the rainfall sources whereas the local atmospheric cooling 
and the transport of hydrometeor concentration from convective regions to raining 
stratiform regions are the rainfall sinks. PEWV generally is higher than PEH (Fig. 4b) 
because the rainfall source from water vapor convergence in water vapor related surface 
rainfall budget is weaker than the rainfall source from heat divergence in thermally related 
surface rainfall budget (Fig. 6). PEWV is lower than PEH on 4 and 7 June because the rainfall 
source from water vapor convergence is stronger than the rainfall source from heat 
divergence. The RMS difference between PEWV and PEH is 12.5%. Both PWEV and PEH 
increase as convective rainfall intensifies (Fig. 5b). Precipitation efficiency ranges from 60% 
to 90% as convective rain rate is higher than 2 mm h-1, whereas it ranges from 0 to 100% as 
convective rain rate is lower than 2 mm h-1. 
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Over raining stratiform regions, rainfall is primarily associated with the transport of 
hydrometeor concentration from convective regions to raining stratiform regions because 
water vapor divergence dries local atmosphere on 3 and 7 June and water vapor 
convergence moistens local atmosphere on 4-6 June and heat divergence cools local 
atmosphere (Fig. 7). PWH is generally higher than PEWV on 3, 4, and 7 June whereas it is 
generally lower than PEWV on 5-6 June (Fig. 4c). The RMS difference between PEWV and 
PEH is 23.8%, which largely accounts for the RMS difference in the model domain mean 
calculations. The ranges of precipitation efficiencies for the surface rain rate of lower than 
1 mm h-1 (0-100%) are larger than those for the surface rain rate of higher than 1 mm h-1 
(45-100%). 

5. Radiative effects of ice clouds: CNIR versus C 
The calculations of model domain mean simulation data show that PEWV is insensitive to 
radiative effects of ice clouds on 4 June, whereas the exclusion of radiative effects of ice 
clouds decreases PEH (Table 1). The removal of radiative effects of ice clouds increases 
PEWV, but it barely affects PEH on 5 June. The elimination of radiative effects of ice 
clouds decreases PEWV and PEH on 6 June. The exclusion of radiative effects of ice clouds 
increases PEWV but it decreases PEH on 7 June. On 4 June, the water vapor realted 
surface rainfall budgets reveal that all rainfall processes contribute to rain rate in C and 
CNIR (Table 2), which leads to 100% of PEWV in the two experiments. The thermally 
related surface rainfall budgets show that rainfall is associated with heat divergence and 
radiative cooling in the two experiments (Table 3). Thus, local atmospheric cooling 
(SHT<0) makes PEH less than 100% in the two experiments. 
 

(a) Model domain mean Convective regions Raining stratiform 
regions 

 C CNIR CNIM C CNIR CNIM C CNIR CNIM 
4 June 100.0 100.0 91.5 77.8 68.8 83.0 82.3 66.7 58.3 
5 June 92.0 98.4 81.0 71.5 70.3 80.6 100.0 90.8 100.0 
6 June 99.8 96.3 91.3 81.9 80.5 87.3 100.0 82.2 100.0 
7 June 62.8 64.6 60.4 55.0 67.2 77.2 28.1 36.8 51.5 

 
(b) Model domain mean Convective regions Raining stratiform 

regions 
 C CNIR CNIM C CNIR CNIM C CNIR CNIM 
4 June 77.0 72.0 68.5 73.5 64.1 77.0 65.2 67.5 47.0 
5 June 63.3 63.8 57.0 52.1 51.5 56.5 47.3 47.1 34.4 
6 June 71.9 69.3 68.7 70.6 69.4 77.6 49.1 43.7 34.3 
7 June 36.7 35.1 34.2 48.6 49.2 49.4 33.4 28.2 29.1 

Table 1. (a) PEWV and (b) PEH calculated data averaged daily and over model domain, 
convective regions, and raining stratiform regions in C, CNIR, and CNIM. Unit is %. 
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 Model domain mean Convective regions Raining stratiform 
regions 

C CNIR CNIM C CNIR CNIM C CNIR CNIM 
4 
June 

PSWV 1.16 1.07 0.92 0.86 0.73 0.80 0.30 0.34 0.13 
QWVT 0.22 0.19 0.16 0.52 0.46 0.31 -0.06 -0.17 -0.09 
QWVF 0.87 0.86 0.84 0.57 0.60 0.64 0.09 0.18 0.13 
QWVE 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
QCM 0.05 0.01 -0.09 -0.24 -0.33 -0.16 0.28 0.32 0.09 

5 
June 

PSWV 1.54 1.59 1.27 0.92 0.99 0.93 0.62 0.59 0.35 
QWVT -0.13 -0.03 -0.17 0.10 0.35 0.21 0.00 -0.06 0.10 
QWVF 1.59 1.53 1.55 1.17 1.06 0.93 0.20 0.19 0.13 
QWVE 0.03 0.04 0.02 0.00 0.01 0.00 0.01 0.02 0.00 
QCM 0.05 0.04 -0.13 -0.37 -0.42 -0.22 0.41 0.44 0.12 

6 
June 

PSWV 2.95 2.84 2.69 2.21 2.21 2.36 0.74 0.64 0.32 
QWVT 0.34 0.41 0.31 0.77 0.92 0.87 0.03 -0.14 0.17 
QWVF 2.57 2.51 2.62 1.92 1.80 1.83 0.23 0.38 0.03 
QWVE 0.04 0.04 0.02 0.01 0.01 0.00 0.01 0.02 0.00 
QCM -0.01 -0.11 -0.26 -0.49 -0.53 -0.34 0.47 0.38 0.12 

7 
June 

PSWV 0.54 0.51 0.46 0.29 0.33 0.32 0.25 0.19 0.15 
QWVT 0.64 0.59 0.67 -0.09 0.08 0.08 0.65 0.30 0.19 
QWVF -0.32 -0.28 -0.23 0.52 0.39 0.32 -0.63 -0.32 -0.14 
QWVE 0.16 0.17 0.10 0.01 0.01 0.00 0.02 0.04 0.01 
QCM 0.05 0.03 -0.08 -0.15 -0.16 -0.09 0.20 0.17 0.09 

Table 2. Water vapor related surface rainfall budget (PSWV, QWVT, QWVF, QWVE, and QCM) 
averaged daily and over model domain, convective regions, and raining stratiform regions 
in C, CNIR, and CNIM. Unit is mm h-1. 

The removal of radiative effects of ice clouds decreases PEH from C to CNIR through the 
enhanced local atmospheric cooling associated with the enhanced radiative cooling because 
of similar heat divergence in the two experiments. On 5 June, the elimination of radiative 
effects of ice clouds increases PEWV through the reduced local atmospheric moistening 
(QWVT<0) associated with the decreased water vapor convergence (QWVF>0). The two 
experiments have similar PEH because of similar heat related rainfall processes. On 6 June, 
the exclusion of radiative effects of ice clouds decreases PEWV and PEH from C to CNIR 
through the enhanced hydrometeor gain (QCM>0) because water vapor and heat processes 
have similar contributions to rainfall (QWVT+QWVF+QWVE  SHT+SHF+SHS+SLHLF+SRAD) in the 
two experiments. On 7 June, the removal of radiative effects of ice clouds increases PEWV 
through the decreased water vapor divergence, whereas it decreases PEH through the 
enhanced local atmospheric cooling associated with the enhanced radiative cooling. 
Over convective regions, the exclusion of radiative effects of ice clouds decreases PEWV and 
PEH through the intensified transport of hydrometeor concentration from convective 
regions to raining stratiform regions (QCM<0) because water vapor and heat processes have 
similar contributions to rainfall in the two experiments on 4 June. Similar magnitudes of 
rainfall sources associated with water vapor, heat, and cloud processes lead to similar 
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PEWV and PEH on 5 and 6 June. On 7 June, the exclusion of radiative effects of ice clouds 
increases PEWV through the local atmospheric change from moistening in C to drying in 
CNIR associated with the decrease in water vapor convergence while the two experiments 
have similar transport rates of hydrometeor concentration from convective regions to 
raining stratiform regions. The two experiments have similar PEH because of similar 
thermal processes. Note that radiative cooling is negligibly small over convective regions. 
Over raining stratiform regions, the removal of radiative effects of ice clouds decreases 
PEWV through the enhanced local atmospheric moistening on 4 June. Because the increase 
in rainfall from C to CNIR is similar to the increase in rainfall source that is from the heat 
divergence and the transport of hydrometeor concentration from convective regions to 
raining stratiform regions, the increase in stratiform rainfall from C to CNIR leads to the 
increase in PEH. On 5 June, the elimination of radiative effects of ice clouds decreases PEWV 
because the local water vapor is barely changed in C and the local atmospheric moistening 
occurs in CNIR. The two experiments have similar PEH due to similar rainfall sources from 
thermal and cloud processes. On 6 June, the exclusion of radiative effects of ice clouds leads 
to the decreases in PEWV through the local atmospheric change from drying in C to 
moistening in CNIR and reduces PEH through the enhanced local atmospheric cooling. On 7 
June, the removal of radiative effects of ice clouds increases PEWV through the slowdown in 
water vapor divergence. Because the decrease in rainfall is similar to the decrease in the 
rainfall source from heat divergence and transport of hydrometeor concentration from 
convective regions to raining stratiform regions as a result of similar local atmospheric 
cooling rate in the two experiments, the decrease in stratiform rainfall from C to CNIR leads 
to the decrease in PEH. 

6. Microphysical effects of ice clouds: CNIM versus CNIR 
The calculations of model domain mean simulation data show the decreases in PEWV and 
PEH from CNIR to CNIM during the life span of pre-summer heavy rainfall event (Figs. 9a-
10a). On 4 June, the exclusion of microphysical effects of ice clouds decreases PEWV and 
PEH through the hydrometeor change from loss in CNIR to gain in CNIM and the 
weakened local atmospheric cooling (Figs. 11a-17a). On 5 June, the decrease in PEWV is 
associated with the intensification in local atmospheric moistening and the hydrometeor 
change from loss in CNIR to gain in CNIM. The reduction in PEH is related to the 
hydrometeor change from loss in CNIR to gain in CNIM. On 6 June, the decrease in PEWV 
corresponds to the strengthened hydrometeor gain. PEH is barely changed in the two 
experiments because of similar rates of rainfall source from thermal processes. On 7 June, 
the decreases in PEWV and PEH result from the hydrometeor change from loss in CNIR to 
gain in CNIM although water vapor divergence and local atmospheric cooling are 
weakened. 
Over convective regions, PEWV and PEH are increased from CNIR to CNIM during the life 
span of pre-summer heavy rainfall event (Figs. 9b-10b). The exclusion of microphysical 
effects of ice clouds increases PEWV and PEH through the weakened transport of 
hydrometeor concentration from convective regions to raining stratiform regions during 4-6 
June (Figs. 11b-17b).  The decrease in local atmospheric cooling also contributes to the 
increases in PEWV and PEH on 6 June. On 7 June, the removal of microphysical effects of ice 
clouds increases PEWV through the weakened transport of hydrometeor concentration from 
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 Model domain mean Convective regions Raining stratiform 
regions 

C CNIR CNIM C CNIR CNIM C CNIR CNIM 
4 
June 

PSWV 1.16 1.07 0.92 0.86 0.73 0.80 0.30 0.34 0.13 
QWVT 0.22 0.19 0.16 0.52 0.46 0.31 -0.06 -0.17 -0.09 
QWVF 0.87 0.86 0.84 0.57 0.60 0.64 0.09 0.18 0.13 
QWVE 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
QCM 0.05 0.01 -0.09 -0.24 -0.33 -0.16 0.28 0.32 0.09 

5 
June 

PSWV 1.54 1.59 1.27 0.92 0.99 0.93 0.62 0.59 0.35 
QWVT -0.13 -0.03 -0.17 0.10 0.35 0.21 0.00 -0.06 0.10 
QWVF 1.59 1.53 1.55 1.17 1.06 0.93 0.20 0.19 0.13 
QWVE 0.03 0.04 0.02 0.00 0.01 0.00 0.01 0.02 0.00 
QCM 0.05 0.04 -0.13 -0.37 -0.42 -0.22 0.41 0.44 0.12 

6 
June 

PSWV 2.95 2.84 2.69 2.21 2.21 2.36 0.74 0.64 0.32 
QWVT 0.34 0.41 0.31 0.77 0.92 0.87 0.03 -0.14 0.17 
QWVF 2.57 2.51 2.62 1.92 1.80 1.83 0.23 0.38 0.03 
QWVE 0.04 0.04 0.02 0.01 0.01 0.00 0.01 0.02 0.00 
QCM -0.01 -0.11 -0.26 -0.49 -0.53 -0.34 0.47 0.38 0.12 

7 
June 

PSWV 0.54 0.51 0.46 0.29 0.33 0.32 0.25 0.19 0.15 
QWVT 0.64 0.59 0.67 -0.09 0.08 0.08 0.65 0.30 0.19 
QWVF -0.32 -0.28 -0.23 0.52 0.39 0.32 -0.63 -0.32 -0.14 
QWVE 0.16 0.17 0.10 0.01 0.01 0.00 0.02 0.04 0.01 
QCM 0.05 0.03 -0.08 -0.15 -0.16 -0.09 0.20 0.17 0.09 

Table 2. Water vapor related surface rainfall budget (PSWV, QWVT, QWVF, QWVE, and QCM) 
averaged daily and over model domain, convective regions, and raining stratiform regions 
in C, CNIR, and CNIM. Unit is mm h-1. 

The removal of radiative effects of ice clouds decreases PEH from C to CNIR through the 
enhanced local atmospheric cooling associated with the enhanced radiative cooling because 
of similar heat divergence in the two experiments. On 5 June, the elimination of radiative 
effects of ice clouds increases PEWV through the reduced local atmospheric moistening 
(QWVT<0) associated with the decreased water vapor convergence (QWVF>0). The two 
experiments have similar PEH because of similar heat related rainfall processes. On 6 June, 
the exclusion of radiative effects of ice clouds decreases PEWV and PEH from C to CNIR 
through the enhanced hydrometeor gain (QCM>0) because water vapor and heat processes 
have similar contributions to rainfall (QWVT+QWVF+QWVE  SHT+SHF+SHS+SLHLF+SRAD) in the 
two experiments. On 7 June, the removal of radiative effects of ice clouds increases PEWV 
through the decreased water vapor divergence, whereas it decreases PEH through the 
enhanced local atmospheric cooling associated with the enhanced radiative cooling. 
Over convective regions, the exclusion of radiative effects of ice clouds decreases PEWV and 
PEH through the intensified transport of hydrometeor concentration from convective 
regions to raining stratiform regions (QCM<0) because water vapor and heat processes have 
similar contributions to rainfall in the two experiments on 4 June. Similar magnitudes of 
rainfall sources associated with water vapor, heat, and cloud processes lead to similar 
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PEWV and PEH on 5 and 6 June. On 7 June, the exclusion of radiative effects of ice clouds 
increases PEWV through the local atmospheric change from moistening in C to drying in 
CNIR associated with the decrease in water vapor convergence while the two experiments 
have similar transport rates of hydrometeor concentration from convective regions to 
raining stratiform regions. The two experiments have similar PEH because of similar 
thermal processes. Note that radiative cooling is negligibly small over convective regions. 
Over raining stratiform regions, the removal of radiative effects of ice clouds decreases 
PEWV through the enhanced local atmospheric moistening on 4 June. Because the increase 
in rainfall from C to CNIR is similar to the increase in rainfall source that is from the heat 
divergence and the transport of hydrometeor concentration from convective regions to 
raining stratiform regions, the increase in stratiform rainfall from C to CNIR leads to the 
increase in PEH. On 5 June, the elimination of radiative effects of ice clouds decreases PEWV 
because the local water vapor is barely changed in C and the local atmospheric moistening 
occurs in CNIR. The two experiments have similar PEH due to similar rainfall sources from 
thermal and cloud processes. On 6 June, the exclusion of radiative effects of ice clouds leads 
to the decreases in PEWV through the local atmospheric change from drying in C to 
moistening in CNIR and reduces PEH through the enhanced local atmospheric cooling. On 7 
June, the removal of radiative effects of ice clouds increases PEWV through the slowdown in 
water vapor divergence. Because the decrease in rainfall is similar to the decrease in the 
rainfall source from heat divergence and transport of hydrometeor concentration from 
convective regions to raining stratiform regions as a result of similar local atmospheric 
cooling rate in the two experiments, the decrease in stratiform rainfall from C to CNIR leads 
to the decrease in PEH. 

6. Microphysical effects of ice clouds: CNIM versus CNIR 
The calculations of model domain mean simulation data show the decreases in PEWV and 
PEH from CNIR to CNIM during the life span of pre-summer heavy rainfall event (Figs. 9a-
10a). On 4 June, the exclusion of microphysical effects of ice clouds decreases PEWV and 
PEH through the hydrometeor change from loss in CNIR to gain in CNIM and the 
weakened local atmospheric cooling (Figs. 11a-17a). On 5 June, the decrease in PEWV is 
associated with the intensification in local atmospheric moistening and the hydrometeor 
change from loss in CNIR to gain in CNIM. The reduction in PEH is related to the 
hydrometeor change from loss in CNIR to gain in CNIM. On 6 June, the decrease in PEWV 
corresponds to the strengthened hydrometeor gain. PEH is barely changed in the two 
experiments because of similar rates of rainfall source from thermal processes. On 7 June, 
the decreases in PEWV and PEH result from the hydrometeor change from loss in CNIR to 
gain in CNIM although water vapor divergence and local atmospheric cooling are 
weakened. 
Over convective regions, PEWV and PEH are increased from CNIR to CNIM during the life 
span of pre-summer heavy rainfall event (Figs. 9b-10b). The exclusion of microphysical 
effects of ice clouds increases PEWV and PEH through the weakened transport of 
hydrometeor concentration from convective regions to raining stratiform regions during 4-6 
June (Figs. 11b-17b).  The decrease in local atmospheric cooling also contributes to the 
increases in PEWV and PEH on 6 June. On 7 June, the removal of microphysical effects of ice 
clouds increases PEWV through the weakened transport of hydrometeor concentration from 
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convective regions to raining stratiform regions, whereas it barely changes PEH because of 
the offset between the weakened transport of hydrometeor concentration from convective 
regions to raining stratiform regions and the enhanced local atmospheric cooling (Figs. 14b 
and 15b). 
 

 Model domain mean Convective regions Raining stratiform 
regions 

C CNIR CNIM C CNIR CNIM C CNIR CNIM 
4 

June 
PSH 1.16 1.07 0.92 0.86 0.73 0.80 0.30 0.34 0.13 
SHT -0.34 -0.41 -0.33 -0.05 -0.06 -0.08 -0.16 -0.16 -0.14 
SHF 1.30 1.28 1.24 1.15 1.11 1.02 0.15 0.14 0.18 
SHS -0.01 -0.01 -0.01 0.01 0.00 0.00 0.00 0.00 0.00 

SLHLF 0.02 0.00 0.00 -0.01 -0.02 0.00 0.03 0.02 0.00 
SRAD 0.13 0.18 0.12 0.01 0.02 0.01 0.00 0.02 0.00 
QCM 0.05 0.01 -0.09 -0.24 -0.33 -0.16 0.28 0.32 0.09 

5 
June 

PSH 1.54 1.59 1.27 0.92 0.99 0.93 0.62 0.59 0.35 
SHT -0.88 -0.88 -0.82 -0.46 -0.48 -0.49 -0.68 -0.66 -0.65 
SHF 2.30 2.28 2.14 1.76 1.91 1.63 0.88 0.74 0.89 
SHS -0.01 -0.02 -0.01 0.00 0.01 0.00 -0.01 -0.01 0.00 

SLHLF 0.01 0.01 0.00 -0.01 -0.03 0.00 0.03 0.04 0.00 
SRAD 0.07 0.16 0.09 0.00 0.01 0.01 -0.01 0.03 0.00 
QCM 0.05 0.04 -0.13 -0.37 -0.42 -0.22 0.41 0.44 0.12 

6 June PSH 2.95 2.84 2.69 2.21 2.21 2.36 0.74 0.64 0.32 
SHT -1.15 -1.14 -0.97 -0.40 -0.40 -0.34 -0.76 -0.81 -0.62 
SHF 4.00 3.92 3.81 3.10 3.15 3.02 0.98 1.00 0.82 
SHS 0.00 -0.01 0.01 0.02 0.01 0.01 -0.01 -0.01 0.00 

SLHLF 0.03 0.03 0.00 -0.03 -0.04 0.00 0.06 0.06 0.00 
SRAD 0.06 0.16 0.10 0.00 0.01 0.01 0.00 0.02 0.01 
QCM -0.01 -0.11 -0.26 -0.49 -0.53 -0.34 0.47 0.38 0.12 

7 June PSH 0.54 0.51 0.46 0.29 0.33 0.32 0.25 0.19 0.15 
SHT -0.90 -0.92 -0.81 -0.15 -0.17 -0.23 -0.48 -0.47 -0.36 
SHF 1.30 1.26 1.29 0.59 0.66 0.64 0.51 0.47 0.42 
SHS -0.03 -0.03 -0.01 0.00 0.00 0.00 -0.01 -0.01 0.00 

SLHLF 0.02 0.01 0.00 0.00 0.00 0.00 0.01 0.01 0.01 
SRAD 0.09 0.15 0.06 0.00 0.00 0.00 0.00 0.01 0.00 
QCM 0.05 0.03 -0.08 -0.15 -0.16 -0.09 0.20 0.17 0.09 

Table 3. Thermally related surface rainfall budget (PSWV, SHT, SHF, SHS, SRAD, and QCM) 
averaged daily and over model domain, convective regions, and raining stratiform regions 
in C, CNIR, and CNIM. Unit is mm h-1. 

Over raining stratiform regions, the elimination of microphysical effects of ice clouds 
decreases PEWV through the weakened local atmospheric moistening and reduces PEH 
through the weakened local atmospheric cooling on 4 June. During 5-6 June, the exclusion 
of microphysical effects of ice clouds increases PEWV because all rainfall processes favors 
rainfall in CNIM but the local atmospheric moistening reduces rainfall in CNIR. Although 
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the removal of microphysical effects of ice clouds barely impacts local atmospheric 
cooling on 5 June and it decreases local atmospheric cooling on 6 June, the decreases in 
stratiform rainfall are associated with the slowdown in transport of hydrometeor 
concentration from convective regions to raining stratiform regions. As a result, the 
decreases in stratiform rainfall lead to the decreases in PEH from CNIR to CNIM. On 7 
June, the elimination of microphysical effects of ice clouds increases PEWV through the 
weakened water vapor divergence and increases PEH through the weakened local 
atmospheric cooling. 

7. Conclusions 
Precipitation efficiency can be well defined through diagnostic surface rainfall budgets. 
From thermally related surface rainfall budget, precipitation efficiency associated with heat 
processes (PEH) is first defined in this study as the ratio of surface rain rate and the rainfall 
source from heat and cloud budgets. Precipitation efficiency associated with water vapor 
processes (PEWV) was defined by Sui et al. (2007) as the ratio of surface rain rate to the 
rainfall source from water vapor and cloud budgets. In this study, both precipitation 
efficiencies and their responses to effects of ice clouds are investigated through an analysis 
of sensitivity cloud-resolving modeling data of a pre-summer heavy rainfall event over 
southern China during June 2008. The major results include: 
 The calculations of model domain mean simulation data show that PEH is lower than 

PEWV because heat divergence contributes more to surface rainfall than water vapor 
convergence does. Precipitation efficiencies are lower during the decay phase than 
during the development of rainfall. PEH is generally lower than PEWV over convective 
regions, whereas it is generally higher than PEWV over raining stratiform regions. 
Precipitation efficiencies increase as surface rain rate increases. 

 PEWV has different responses to radiative effects of ice clouds during the different 
stages of the rainfall event. The exclusion of Microphysical effects of ice clouds 
generally decreases PEWV in the calculations of model domain mean simulation data, 
whereas it generally increases PEWV over raining regions. 

 The exclusion of radiative effects of ice clouds generally decreases PEH. The removal of 
microphysical effects of ice clouds generally decreases PEH except that it increases PEH 
over convective regions. 

 Effects of ice clouds on precipitation efficiencies can be explained by the analysis of 
surface rainfall budgets. The changes in PEWV are mainly associated with the 
changes in local atmospheric moistening and transport of hydrometeor concentration 
from convective regions to raining stratiform regions during the life span of pre-
summer heavy rainfall event and the change in water vapor divergence on 7 June. 
The changes in PEH are mainly related to the changes in local atmospheric cooling 
and radiative cooling and transport of hydrometeor concentration from convective 
regions to raining stratiform regions during the life span of pre-summer heavy 
rainfall event. 
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convective regions to raining stratiform regions, whereas it barely changes PEH because of 
the offset between the weakened transport of hydrometeor concentration from convective 
regions to raining stratiform regions and the enhanced local atmospheric cooling (Figs. 14b 
and 15b). 
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Table 3. Thermally related surface rainfall budget (PSWV, SHT, SHF, SHS, SRAD, and QCM) 
averaged daily and over model domain, convective regions, and raining stratiform regions 
in C, CNIR, and CNIM. Unit is mm h-1. 

Over raining stratiform regions, the elimination of microphysical effects of ice clouds 
decreases PEWV through the weakened local atmospheric moistening and reduces PEH 
through the weakened local atmospheric cooling on 4 June. During 5-6 June, the exclusion 
of microphysical effects of ice clouds increases PEWV because all rainfall processes favors 
rainfall in CNIM but the local atmospheric moistening reduces rainfall in CNIR. Although 
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the removal of microphysical effects of ice clouds barely impacts local atmospheric 
cooling on 5 June and it decreases local atmospheric cooling on 6 June, the decreases in 
stratiform rainfall are associated with the slowdown in transport of hydrometeor 
concentration from convective regions to raining stratiform regions. As a result, the 
decreases in stratiform rainfall lead to the decreases in PEH from CNIR to CNIM. On 7 
June, the elimination of microphysical effects of ice clouds increases PEWV through the 
weakened water vapor divergence and increases PEH through the weakened local 
atmospheric cooling. 
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From thermally related surface rainfall budget, precipitation efficiency associated with heat 
processes (PEH) is first defined in this study as the ratio of surface rain rate and the rainfall 
source from heat and cloud budgets. Precipitation efficiency associated with water vapor 
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efficiencies and their responses to effects of ice clouds are investigated through an analysis 
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during the development of rainfall. PEH is generally lower than PEWV over convective 
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whereas it generally increases PEWV over raining regions. 

 The exclusion of radiative effects of ice clouds generally decreases PEH. The removal of 
microphysical effects of ice clouds generally decreases PEH except that it increases PEH 
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changes in local atmospheric moistening and transport of hydrometeor concentration 
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1. Introduction 
Over the past decades investigation of the adsorption process on activated carbons has 
confirmed their great potential for industrial wastewater purification from toxic and heavy 
metals. This chapter is focused on the adsorption of Cr (III) in high-capacity solid adsorbents 
such as activated carbons. There are abundant publications on heavy metal adsorption on 
activated carbons with different oxygen functionalities covering wide-range conditions 
(solution pH, ionic strength, initial sorbate concentrations, carbon loading and etc. (Brigatti et 
al., 2000; Carrott et al., 1997; Li et al., 2011; Lyubchik et al., 2008; Tikhonova et al., 2008; 
Kołodyńska, 2010; Anirudhan & Radhakrishnan, 2011). Although much has been accomplished 
in this area, less attention has been given to the kinetics, thermodynamics and temperature 
dependence of the adsorption process, which is still under continuing debates (Ramesh et al., 
2007; Myers, 2004). The principal problem in interpretation of solution adsorption studies lies in 
the relatively low comparability of the data obtained by different research groups. These are 
due to the differences in the nature of the carbons, conditions of the adsorption processes and 
the chosen methodology of the metals adsorption analysis. Furthermore, the adsorption from 
the solution is much more complex than that from the gas phase. 
In general, the molecules attachment to the solid surface by adsorption is a broad subject 
(Myers, 2004). Therefore, only complex investigation of the metal ions/carbon surfaces 
interaction at the aqueous-solid interface can help to understand the metals adsorption 
mechanism, which is an important point in optimization of the conditions of their removal 
by activated carbons (Anirudhan & Radhakrishnan, 2008; Argun et al., 2007; Aydin & 
Aksoy, 2009; Ramesh et al., 2007; Liu et al., 2004). Particularly, thermodynamics has the 
remarkable ability to connect seemingly unrelated properties (Myers, 2004). The most 
important application of thermodynamics is the calculation of equilibrium between phases 
of the adsorption process profile. The basis for thermodynamic calculations is the 
adsorption isotherm, which gives the amount of the metals adsorbed in the porous structure 
as a function of the amount at equilibrium in the solutions. Whether the adsorption isotherm 
has been experimentally determined, the data points must be fitted with analytical 
equations for interpolation, extrapolation, and for the calculation of thermodynamic 
properties by numerical integration or differentiation (Myers, 2004; Ruthven, 1984). 
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1. Introduction 
Over the past decades investigation of the adsorption process on activated carbons has 
confirmed their great potential for industrial wastewater purification from toxic and heavy 
metals. This chapter is focused on the adsorption of Cr (III) in high-capacity solid adsorbents 
such as activated carbons. There are abundant publications on heavy metal adsorption on 
activated carbons with different oxygen functionalities covering wide-range conditions 
(solution pH, ionic strength, initial sorbate concentrations, carbon loading and etc. (Brigatti et 
al., 2000; Carrott et al., 1997; Li et al., 2011; Lyubchik et al., 2008; Tikhonova et al., 2008; 
Kołodyńska, 2010; Anirudhan & Radhakrishnan, 2011). Although much has been accomplished 
in this area, less attention has been given to the kinetics, thermodynamics and temperature 
dependence of the adsorption process, which is still under continuing debates (Ramesh et al., 
2007; Myers, 2004). The principal problem in interpretation of solution adsorption studies lies in 
the relatively low comparability of the data obtained by different research groups. These are 
due to the differences in the nature of the carbons, conditions of the adsorption processes and 
the chosen methodology of the metals adsorption analysis. Furthermore, the adsorption from 
the solution is much more complex than that from the gas phase. 
In general, the molecules attachment to the solid surface by adsorption is a broad subject 
(Myers, 2004). Therefore, only complex investigation of the metal ions/carbon surfaces 
interaction at the aqueous-solid interface can help to understand the metals adsorption 
mechanism, which is an important point in optimization of the conditions of their removal 
by activated carbons (Anirudhan & Radhakrishnan, 2008; Argun et al., 2007; Aydin & 
Aksoy, 2009; Ramesh et al., 2007; Liu et al., 2004). Particularly, thermodynamics has the 
remarkable ability to connect seemingly unrelated properties (Myers, 2004). The most 
important application of thermodynamics is the calculation of equilibrium between phases 
of the adsorption process profile. The basis for thermodynamic calculations is the 
adsorption isotherm, which gives the amount of the metals adsorbed in the porous structure 
as a function of the amount at equilibrium in the solutions. Whether the adsorption isotherm 
has been experimentally determined, the data points must be fitted with analytical 
equations for interpolation, extrapolation, and for the calculation of thermodynamic 
properties by numerical integration or differentiation (Myers, 2004; Ruthven, 1984). 
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It has to be noted, that the thermodynamics applies only to equilibrium adsorption 
isotherms. The equilibrium of heavy metals adsorption on activated carbons is still in its 
infancy due to the complexity of operating mechanisms of metal ions binding to carbon with 
ion exchange, complexation, and surface adsorption as the prevalent ones (Brown et al., 
2000). Furthermore, these processes are strongly affected by the pH of the aqueous solution 
(Liu et. al., 2004; Chen and Lin, 2001; Brigatti et al., 2000). The influence of pH is generally 
attributed to the variation, with pH, in the relative distribution of the metal and carbon 
surface species, in their charge and proton balance (Csobán et al., 1998; Kratochvil and 
Volesky, 1998). Therefore, the equilibrium constants of each type of the species on each type 
of the activated sites are very important for the controlling of metals ions capture by 
activated carbons (Carrott et al., 1997; Chen & Lin, 2001).  
Another area of the debates is an optimum contact time to reach the adsorption equilibrium 
and, once again, regardless of the solution pHs, the differences in metal ions speciation, 
adsorbents charge and potential, complicate the overall process and make a comparison of 
the results of a metals capture by activated carbons difficult. The majority of studies on the 
sorption kinetics have revealed a two-step behaviour of the adsorption systems (Brigatti et 
al., 2000; Csobán et al., 1998; Raji et al., 1998) with fast initial uptake and much slower 
gradual uptake afterwards, which might take days even months (et al., 2000; Csobán et al., 
1998; Raji et al., 1998; Kumar et al., 2000; Ajmal et al., 2001; Lakatos et al., 2002; Chakir et al., 
2002; Leist et al., 2000; Csobán & Joó, 1999). Some of the authors reported the optimum 
contact time of minutes (Kumar et al., 2000; Ajmal et al., 2001), whereas, at the other 
extreme, that of hundred hours (Brigatti et al., 2000; Lakatos et al., 2002) for equilibrium to 
be attained; and the average values reported for the heavy metal binding were of 1–5 hours 
(Csobán et al., 1998; Raji et al., 1998; Chakir et al., 2002; Leist et al., 2000; Csobán and Joó, 
1999). It has been also stressed that adsorption thermodynamics is drastically affected by the 
equilibrium pH of the solutions. Regardless of the equilibrium pH, adsorption of the heavy 
metals by a single adsorbent could be completed in a quite different contact time (Carrott  et 
al., 1997; Lalvani et al., 1998; Farias et al., 2002; Perez-Candela et al., 1995). Taking into 
account that equilibration of metal ions uptake by activated carbons depends on the 
equilibrium pH, authors agreed (Lyubchik et al., 2003) with the statement (Carrott et al., 
1997) that it would be appropriate to express adsorption results in terms of the final solution 
pH. However, this practice is not widely used by the investigators. 
Due to the prolonged time is needed to accomplish thermodynamic equilibrium conditions, 
the adsorption experiments are often carried out under pseudo-equilibrium condition, when 
the actual time is chosen either to accomplish the rapid adsorption step or, rather arbitrary, 
to ensure that the saturation level of the carbon is reached (Kumar et al., 2000). However, 
once again, the adsorption models are all valid only and, therefore, applicable only to 
complete equilibration.  
The study presented herein is part of the work aimed the exploration of the mechanism of 
Cr (III) adsorption on activated carbons associated with varying of surface oxygen 
functionality and porous texture. The mechanism of chromium adsorption was investigated 
through a series of equilibrium and kinetic experiments under varying pH, temperature, 
initial chromium concentration, carbon loading for wide-ranging carbons of different 
surface properties (i.e. texture and surface groups) (Lyubchik et al., 2004; Lyubchik et al., 
2005; Lyubchik et al., 2008); and particular objective of the current study is evaluation of the 
thermodynamics (entropy, enthalpy, free energy) parameters of the adsorption process in 
the system “Cr (III) – activated carbon”.  

Comparison of the Thermodynamic Parameters Estimation for  
the Adsorption Process of the Metals from Liquid Phase on Activated Carbons 

 

97 

Thermodynamics were evaluated through a series of the equilibrium experiments under 
varying temperature, initial chromium concentration, carbon loading for two sets of the 
commercial activated carbons and their oxidised by post-chemical treatment forms with 
different texture and surface functionality. This approach served the dual purpose: i) gained 
deep insight into various carbon’s structural characteristics and their effect on 
thermodynamics of the Cr (III) adsorption; and ii) gained insight, which often very difficult 
or impossible to obtain by other mean, into equilibrium of the Cr (III) adsorption on 
activated carbon. The thermodynamics parameters were evaluated using both the 
thermodynamic equilibrium constants and the Langmuir, Freundlich and BET constants. 
The obtained data on thermodynamic parameters were compared, when it was possible.  

2. Experimental 
2.1 Materials 
Two commercially available activated charcoals GR MERCK 2518 and GAC Norit 1240 Plus 
(A– 10128) were chosen as adsorbents. The activated carbons were used as supplied (parent 
carbons) and after their oxidative post treatments. Chemical treatment aimed at introduction 
of the surface oxygen functional groups on the carbon surface. In some conditions, the 
chemical treatments also changed the carbons porous texture. 

2.1.1 Surface modification 
Commercial activated charcoals GR MERCK 2518 and GAC Norit 1240 Plus (A– 10128) have 
been subjected to the post-chemical treatment with 1 М nitric acid at boiling temperature 
during 6 h. The oxidized materials, were subsequently washed with distilled water until 
neutral media, and dried in an oven at 110 0C for 24 h.  

2.1.2 Surface characterization 
The textural characterization of the carbon samples was based on nitrogen adsorption 
isotherms at 77K. These experiments were carried out with Surface Area & Porosimetry 
Analyzer, Micromeritics ASAP 2010 apparatus. Prior to the adsorption testing, the samples 
were outgassing at 240 0C for 24 h under a pressure of 10-3 Pa. The apparent surface areas 
were determined from the adsorption isotherms using the BET equation; the Dubinin-
Raduskhevich and B.J.H. methods were applied respectively to determine the micro- and 
mesopores volume. The oxidation treatment resulted in reduction of the apparent surface 
area with mesopores formation (Table 1).  
The carbon’s point zero charge (pHPZC values) were obtained by acid–base titration 
(Sontheimer, 1988). pHPZC decreases when the carbon surface is treated with nitric acid 
(Table 1). The parent carbons and their oxidized forms were characterized by elemental and 
proximate analyses using an Automatic CHNS-O Elemental Analyzer and a Flash EATM 
1112 (Table 2). The oxygen content significantly increases when the carbon surface is treated 
with nitric acid.  
The carbon surface was also characterized by temperature-programmed desorption with a 
Micromeritics TPD/TPR 2900 equipment. A quartz microreactor was connected to a mass 
spectrometer set up (Fisons MD800) for continuous analysis of gases evolved in a MID 
(multiple ion detection) mode. Surface oxygen groups on carbon materials decomposed 
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upon heating by releasing CO and CO2 at different temperatures (Table 3). The assignment 
of the TPD peaks to the specifics surface groups was based on the data published in the 
literature (Figueiredo, 1999). Thus, a CO2 peak results from decomposition of the carboxylic 
acid groups at low temperatures (below 400 0C), or lactones at high temperatures (650 0C); 
carboxylic anhydrous decompose as CO and CO2 at the same temperature (around 650 0C). 
Ether (700 0C), phenol (600-700 0C) and carbonyls/quinones (700-980 0C) decompose as CO. 
The treatment by nitric acid resulted in an increase in carboxylic acids and anhydrous 
carboxylic, lactones and phenol groups. 
 

Carbons SBET,
(m2/g)

Vtotal,
(cm3/g)

Vmicro,
(cm3/g)

Smeso,
(m2/g)

Smicro,
(m2/g) pHPZC 

Merck_ initial 755 0.33 0.31 41 714 7.02 

Merck_1 M HNO3 1017 0.59 0.55 40 977 3.41 

Norit_initial 770 0.40 0.32 41 729 6.92 

Norit_1 M HNO3 945 0.43 0.41 72 873 4.41 

Table 1. Textural and surface characteristics of the studied activated carbons. 

 

Carbons 
Proximate analysis  

(wt %) 
Elemental analysis  

(wt %) 
Moisture Volatile Ash C H N O 

Norit_initial 3.9 6.7 2.8 95.2 0.40 0.48 3.90 
Norit_1M HNO3 1.8 7.9 2.0 87.9 0.60 2.60 8.90 
Merck_initial 2.0 9.1 3.2 92.8 0.25 0.40 6.50 
Merck_1M HNO3 1.7 12.8 2.0 86.3 0.30 0.54 12.80 

Table 2. Proximate and elemental analyses of the studied activated carbons 

 

Carbons Oxygen evolved, (g/100g) 
CO2 CO CO/CO2 

Norit_initial 0.49 1.18 2.41 
Norit_1M HNO3 3.18 5.94 1.86 
Merck_initial 0.44 1.15 2.61 
Merck_1M HNO3 3.05 18.7 6.22 

Table 3. Surface oxygen functionality of the studied activated carbons 

All chemicals used were of an analytical grade. Salt Cr2(SO4)2OH2 , which is used in the 
tanning industry, was used as a sources of trivalent chromium. Metal standard was 
prepared by dissolution of Cr (III) salt in pure water, which was first deionized and  
then doubly distilled. The initial pH of the resulting Cr (III) solution was 3.2. The 
chromium solution was always freshly prepared and used within a day in order to avoid 
its aging.  

Comparison of the Thermodynamic Parameters Estimation for  
the Adsorption Process of the Metals from Liquid Phase on Activated Carbons 

 

99 

2.2 Adsorption process analysis 
2.2.1 Batch experiments 
Batch laboratory techniques were utilized to study the equilibrium of Cr (III) adsorption on 
Norit and Merck activated carbons. The adsorption isotherms were obtained at four 
different temperatures: 22, 30, 40 and 50 0C. All adsorption isotherms were determined at 
initial pH of the resulting Cr (III) solution i.e. 3.2, without adding any buffer to control the 
pH to prevent introduction of any new electrolyte into the systems.  
The batch tests were conducted by loading a desirable amount of sorbent to the 250 ml 
Erlenmeyer flasks containing the Cr(III) solution of fixed (at 200 ppm, which is 10 times 
lower than the initial concentration present in the tannery wastewater) concentration. Each 
of the 10 samples used for one experiment consisted of a known carbon dosage from a range 
1.2 – 20 g/l in 25 ml of Cr(III) 200 ppm solution, which were shaking on a gyratory shaker at 
180 rev/min for 1-7 days (depending on the temperature of the experiment). Each 
experiment was performed for both initial and post-treated with peroxide, 1 М and acid 
forms of Norit and Merck carbons, thus generated a total of 1022=40 samples for each 
experimental temperature. Furthermore, in some cases, for the batch tests the conditions 
were changed for fixed carbon loading at 4.8 g/l, whereas Cr(III) concentration were varied 
from 50 to 2000 ppm. Experiments were duplicated for quality control. The standard 
deviation of the adsorption parameters was under 1.5 %.  
At the end of the experiments, the adsorbent was removed by filtration through membrane 
filters with a pore size of 0.45 m. The chromium equilibrium concentration was measured 
spectrophotometrically, using UV-Visible GBC 918 spectrometer, at fixed wavelength =420 
nm according to the standard procedure. 

2.3 Supporting theory 
In a typical adsorption process, species/materials in gaseous or liquid form (the adsorptive) 
become attached to a solid or liquid surface (the adsorbent) and form the adsorbate [Scheme 
1], ( Christmann, 2010).  
 

 
Monolayer adsorption Multilayer adsorption 

 
The heat of adsorption of the first 

monolayer is much stronger than the heat 
of adsorption of the second and all 

following layers. Typical for 
Chemisorption case 

The heat of adsorption of the first layer is 
comparable to the heat of condensation of 

the subsequent layers. Often observed 
during Physisorption 

Scheme 1. Presentation of the typical adsorption process (after Christmann, 2010) 
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Since the adsorptive and the adsorbent often undergo a chemical reactions, the chemical and 
physical properties of the adsorbate is not always just the sum of the individual properties 
of the adsorptive and the adsorbent, and often represents a phase with new properties 
(Christmann, 2010). 
When the adsorbent and adsorptive are contacted long enough, the equilibrium is 
established between the amount of adsorptive adsorbed on the carbon surface (the 
adsorbate) and the amount of adsorptive in the solution. The equilibrium relationship is 
described by isotherms. Therefore, the adsorption isotherm for the metal adsorption is the 
relation between the specific amount adsorbed (qeql, expressed in (mmol) of the adsorbate 
per (g) of the solid adsorbent) and the equilibrium concentrations of the adsorptive in liquid 
phase (Ceql, in expressed in (mmol) of the adsorptive per (l) of the solution), when amount 
adsorbed is equals qeql. 
Chemical equilibrium between adsorbate and adsorptive leads to a constant surface 
concentration (Γ) in [mmol/m2]. Constant (Γ) is maintained when the fluxes of adsorbing 
and desorbing particles are equal, thus the initial adsorptive concentration and temperature 
dependence of the liquid-solid phase equilibrium are considered (Christmann, 2010).  
A common procedure is to equate the chemical potentials and their derivatives of the phases 
involved. Note: the chemical potential (μ) is the derivative of the Gibbs energy (dG) with 
respect to the mole number (ni) in question (Christmann, 2010), which is for the adsorption 
process from the liquid phase is the equilibrium concentrations of the adsorptive in liquid 
phase (Ceql), when amount adsorbed on the carbon surface is equals (qeql) [1]:  

 , , ( )i P T eql
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dn
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The decisive quantities when studying the adsorption process are the heat of adsorption and 
its coverage dependence to lateral particle–particle interactions, as well as the kind and 
number of binding states (Christmann, 2010). The most relevant thermodynamic variable to 
describe the heat effects during the adsorption process is the differential isosteric heat of 
adsorption (Hx), kJ mol-1), that represents the energy difference between the state of the 
system before and after the adsorption of a differential amount of adsorbate on the 
adsorbent surface (Christmann, 2010). The physical basis is the Clausius-Clapeyron  
equation [2]: 
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Knowledge of the heats of sorption is very important for the characterization and 
optimization of an adsorption process. The magnitude of (ΔHx) value gives information 
about the adsorption mechanism as chemical ion-exchange or physical sorption: for physical 
adsorption, (ΔHx) should be below 80 kJmol-1 and for chemical adsorption it ranges between 
80 and 400 kJmol-1 (Saha & Chowdhury, 2011). It also gives some indication about the 
adsorbent surface heterogeneity. 
Langmuir Isotherm: A model assumes monolayer coverage and constant binding energy 
between surface and adsorbate [3]: 
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where qmax is the maximum adsorption capacity (monolayer coverage), i.e. mmol of the 
adsorbate per (g) of adsorbent; 
KL is the constant of Langmuir isotherm if the enthalpy of adsorption is independent of 
coverage.  
The constant KL depends on (i) the relative stabilities of the adsorbate and adsorptive species 
involved, (ii) on the temperature of the system, and (iii) on the initial concentration of the 
metal ions in the solution. Factors (ii) and (iii) exert opposite effects on the concentration of 
adsorbed species: the surface coverage may be increased by raising the initial metal 
concentration in the solution but will be reduced if the surface temperature is raised 
(Christmann, 2010). 
If the desorption energy is equal to the energy of adsorption, then the first-order processes 
has been assumed both for the adsorption and the desorption reaction. Whether the 
deviation exists, the second-order processes should be considered, when 
adsorption/desorption reactions involving rate-limiting dissociation. From the initial slope 
of a log - log plot of a Langmuir adsorption isotherm the order of adsorption can be easily 
determined: if a slope is of 1, that is 1st order adsorption; if a slope is of 0.5, that is 2nd order 
adsorption process (Christmann, 2010). 
BET (Brunauer, Emmett and Teller) Isotherm: This is a more general, multi-layer model.  
It assumes that a Langmuir isotherm applies to each layer and that no transmigration occurs 
between layers. It also assumes that there is equal energy of adsorption for each layer except 
for the first layer [4]: 
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where Cinit is saturation (solubility limit) concentration of the metal ions (in mmol/l) and 
KBET is a parameter related to the binding intensity for all layers; 
Two limiting cases can be distinguished: (i) when Ceql << Cinit and KBET >> 1 BET isotherm 
approaches Langmuir isotherm (KL = KBET/Cinit); (ii) when the constant KBET >> 1, the heat of 
adsorption of the very first monolayer is large compared to the condensation enthalpy; and 
adsorption into the second layer only occurs once the first layer is completely filled. 
Conversely, if KBET is small, then a multilayer adsorption already occurs while the first layer 
is still incomplete (Christmann, 2010). In general, as solubility of solute increases the extent 
of adsorption decreases.  
This is known as the “Lundelius’ Rule”. Solute-solid surface binding competes with solute-
solvent attraction. Factors which affect solubility include molecular size (high MW- low 
solubility), ionization (solubility is minimum when compounds are uncharged), polarity (as 
polarity increases get higher solubility because water is a polar solvent). 
Freundlich Isotherm: For the special case of heterogeneous surface energies in which the 
energy term (KF) varies as a function of surface coverage the Freundlich model are used [5]: 

 1/n
eql F eqlq K C   (5) 

where KF and 1/n are Freundlich constants related to adsorption capacity and adsorption 
efficiency, respectively. 
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Since the adsorptive and the adsorbent often undergo a chemical reactions, the chemical and 
physical properties of the adsorbate is not always just the sum of the individual properties 
of the adsorptive and the adsorbent, and often represents a phase with new properties 
(Christmann, 2010). 
When the adsorbent and adsorptive are contacted long enough, the equilibrium is 
established between the amount of adsorptive adsorbed on the carbon surface (the 
adsorbate) and the amount of adsorptive in the solution. The equilibrium relationship is 
described by isotherms. Therefore, the adsorption isotherm for the metal adsorption is the 
relation between the specific amount adsorbed (qeql, expressed in (mmol) of the adsorbate 
per (g) of the solid adsorbent) and the equilibrium concentrations of the adsorptive in liquid 
phase (Ceql, in expressed in (mmol) of the adsorptive per (l) of the solution), when amount 
adsorbed is equals qeql. 
Chemical equilibrium between adsorbate and adsorptive leads to a constant surface 
concentration (Γ) in [mmol/m2]. Constant (Γ) is maintained when the fluxes of adsorbing 
and desorbing particles are equal, thus the initial adsorptive concentration and temperature 
dependence of the liquid-solid phase equilibrium are considered (Christmann, 2010).  
A common procedure is to equate the chemical potentials and their derivatives of the phases 
involved. Note: the chemical potential (μ) is the derivative of the Gibbs energy (dG) with 
respect to the mole number (ni) in question (Christmann, 2010), which is for the adsorption 
process from the liquid phase is the equilibrium concentrations of the adsorptive in liquid 
phase (Ceql), when amount adsorbed on the carbon surface is equals (qeql) [1]:  
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The decisive quantities when studying the adsorption process are the heat of adsorption and 
its coverage dependence to lateral particle–particle interactions, as well as the kind and 
number of binding states (Christmann, 2010). The most relevant thermodynamic variable to 
describe the heat effects during the adsorption process is the differential isosteric heat of 
adsorption (Hx), kJ mol-1), that represents the energy difference between the state of the 
system before and after the adsorption of a differential amount of adsorbate on the 
adsorbent surface (Christmann, 2010). The physical basis is the Clausius-Clapeyron  
equation [2]: 
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Knowledge of the heats of sorption is very important for the characterization and 
optimization of an adsorption process. The magnitude of (ΔHx) value gives information 
about the adsorption mechanism as chemical ion-exchange or physical sorption: for physical 
adsorption, (ΔHx) should be below 80 kJmol-1 and for chemical adsorption it ranges between 
80 and 400 kJmol-1 (Saha & Chowdhury, 2011). It also gives some indication about the 
adsorbent surface heterogeneity. 
Langmuir Isotherm: A model assumes monolayer coverage and constant binding energy 
between surface and adsorbate [3]: 
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of a log - log plot of a Langmuir adsorption isotherm the order of adsorption can be easily 
determined: if a slope is of 1, that is 1st order adsorption; if a slope is of 0.5, that is 2nd order 
adsorption process (Christmann, 2010). 
BET (Brunauer, Emmett and Teller) Isotherm: This is a more general, multi-layer model.  
It assumes that a Langmuir isotherm applies to each layer and that no transmigration occurs 
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where Cinit is saturation (solubility limit) concentration of the metal ions (in mmol/l) and 
KBET is a parameter related to the binding intensity for all layers; 
Two limiting cases can be distinguished: (i) when Ceql << Cinit and KBET >> 1 BET isotherm 
approaches Langmuir isotherm (KL = KBET/Cinit); (ii) when the constant KBET >> 1, the heat of 
adsorption of the very first monolayer is large compared to the condensation enthalpy; and 
adsorption into the second layer only occurs once the first layer is completely filled. 
Conversely, if KBET is small, then a multilayer adsorption already occurs while the first layer 
is still incomplete (Christmann, 2010). In general, as solubility of solute increases the extent 
of adsorption decreases.  
This is known as the “Lundelius’ Rule”. Solute-solid surface binding competes with solute-
solvent attraction. Factors which affect solubility include molecular size (high MW- low 
solubility), ionization (solubility is minimum when compounds are uncharged), polarity (as 
polarity increases get higher solubility because water is a polar solvent). 
Freundlich Isotherm: For the special case of heterogeneous surface energies in which the 
energy term (KF) varies as a function of surface coverage the Freundlich model are used [5]: 
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where KF and 1/n are Freundlich constants related to adsorption capacity and adsorption 
efficiency, respectively. 
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To determine which model (Scheme 2) to use to describe the adsorption isotherms for 
particular adsorbate/adsorbent systems, the experimental data were analyzed using 
model's linearization. 
 

 
Scheme 2. Models presentation of the adsorption process (after Christmann 2010), where 
symbol (θ) is the fraction of the surface sites occupied. 

2.4 Theoretical calculations 
2.4.1 Isotherms analysis 
The results of Cr (III) adsorbed on activated carbons were quantified by mass balance. To 
test the system at equilibrium, the following parameters were used: adsorption capacity of 
the carbon (qeql) expressed in terms of metal amount adsorbed on the unitary sorbent mass 
(mmol/g), i.e. ([Cr III]uptake); and sorption efficiency of the system (R%) indicated from the 
percentage of removed metal ions relative to the initial amount, i.e. [CrRem], %. These 
parameters have been calculated as indicated below [6, 7]:  
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where Cinit and Ceql  are, respectively, the initial and equilibrium concentrations of metal ions 
in solution (mmol/l) and m is the carbon dosage (g/l). 
The data for the uptake of Cr (III) at different temperatures has been processed in 
accordance with the linearised form of the Freundlich [8], Langmuir [9] and BET [10] 
isotherm equations.  
For the Freundlich isotherm the log-log version was used [8]: 

 log qeql = log KF+1/n log Ceql (8) 

The Langmuir model linearization (a plot of 1/qeql vs 1/Ceql ) was expected to give a straight 
line with intercept of 1/qmax [9]: 
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The BET model linearization equation [10] was used: 

 
max max

1 1
( )

eql eqlBET

init eql eql BET init BET

C CK
C C q K q C K q


 


 (10) 

For a successful determination of a BET model the limiting case of KBET >> 1 is required. In 

this case, a plot of 
( )
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yields a straight line with positive slope and 

intercept from which the constant (KBET) and the monolayer sorption capacity (qmax) can be 
obtain. 

2.4.2 Thermodynamic parameters 
Thermodynamic parameters such as change in Gibb’s free energy G0, enthalpy H0 and 
entropy S0 were determined using the following equation [11]: 

 eql
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q
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where Kd is the apparent equilibrium constant, qeql (or [Cr III]uptake); is the amount of metal 
adsorbed on the unitary sorbent mass (mmol/g) at equilibrium and Ceql (or [Cr III]eql) 
equilibrium concentrations of metal ions in solution (mmol/l), when amount adsorbed is 
equals qeql; 

eql

eql

q
C

- relationship depends on the type of the adsorption that occurs, i.e. multi-layer, 

chemical, physical adsorption, etc. 
The thermodynamic equilibrium constants (Kd) of the Cr III adsorption on studied activated 
carbons were calculated by the method suggested by (Khan and Singh, 1987) from the 
intercept of the plots of ln (qeql/Ceql) vs. qeql  
Then, the standard free energy change G0, enthalpy change H0 and entropy change S0 

were calculated from the Van’t-Hoff equation [12].  

 G0=–RT ln Kd, (12) 

where Kd is the apparent equilibrium constant; T is the temperature in Kelvin and R is the 
gas constant (8.314 Jmol-1K-1): 
The slope and intercept of the Van’t-Hoff plot [13] of ln Kd vs. 1/T were used to determine 
the values of H0 and S0,  
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Then, the influence of the temperature on the system entropy was evaluated using the 
equations [14] 

 G0=H0–TS0 (14) 

The thermodynamic parameters of the adsorption were also calculated by using the 
Langmuir constant (KL), Freundlich constants (KF) and the BET constant (KBET) for the 
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where Cinit and Ceql  are, respectively, the initial and equilibrium concentrations of metal ions 
in solution (mmol/l) and m is the carbon dosage (g/l). 
The data for the uptake of Cr (III) at different temperatures has been processed in 
accordance with the linearised form of the Freundlich [8], Langmuir [9] and BET [10] 
isotherm equations.  
For the Freundlich isotherm the log-log version was used [8]: 
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The thermodynamic parameters of the adsorption were also calculated by using the 
Langmuir constant (KL), Freundlich constants (KF) and the BET constant (KBET) for the 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

104 

equations [12–14] instead of (Kd). The obtained data on thermodynamic parameters were 
compared, when it was possible. 
The differential isosteric heat of adsorption (Hx) at constant surface coverage was 
calculated using the Clausius-Clapeyron equation [15]: 
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Integration gives the following equation [16]: 
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where K is a constant. 
The differential isosteric heat of adsorption was calculated from the slope of the plot of 
ln(Ceql) vs 1/T and was used for an indication of the adsorbent surface heterogeneity. For 
this purpose, the equilibrium concentration (Ceql) at constant amount of adsorbate adsorbed 
was obtained from the adsorption isotherm data at different temperatures according to 
(Saha & Chowdhury, 2011). 

3. Results and discussion  
3.1 Adsorption isotherms 
The equilibrium measurements focused on the determination of the adsorption isotherms. 
Figures 1–4 show the relationship between the amounts of chromium adsorbed per unit mass 
of carbon, i.e. [Cr(III)uptake] in mmol/g, and its equilibrium concentration in the solution, i.e. 
[Cr(III)elq] in mmol/l, at the temperatures of 22, 30, 40 and 50 0C. The carbon adsorption 
capacity improved with temperature and gets the maximum at 40 0C in the case of the 
oxidized Norit and Merck carbons and slightly improved with temperature in the case of the 
parent Norit and Merck activated carbons. The isotherms showed two different shapes. There 
are isotherms of type III (Fig. 1, 2) for the oxidized samples and of type IV (Fig. 3, 4) for the 
parent Norit and Merck carbons. Therefore in all cases, the adosrption of the polar molecules 
(like Cr III solution) on unpolar surface (like the studied activated carbons) is characterized by 
initially rather repulsive interactions leading to a reduced uptake (Fig. 1, 2), while the 
increasing presence of adsorbate molecules facilitate the ongoing adsorption leading to 
isotherms of type III. Furthermore, the porous adsorbents are used and additional capillary 
condensation effects appeared leading to isotherms of type IV (Fig. 3, 4). 
Batch adsorption thermodynamics was described by the three classic empirical models of 
Freundlich (Eq. 8), Langmuir (Eq. 9) and BET (Eq.10). Regression analysis of the linearised 
isotherms of Freundlich (log qeql vs log Ceql) and Langmuir (1/qeql vs 1/Ceql) and 
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) using the slope and the intercept of the obtained straight line 

gave the sorption constants (KF ,1/n and KL, KBET, qmax). The related parameters for the fitting 
of Freundlich, Langmuir and BET equations and correlation coefficients (R2) at different 
temperatures are summarized in Tables 4.  
Based on the results, we can concluded that the Freundlich model appeared to be the most 
“universal” to describe the equilibrium conditions for all studied activated carbons over the 
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entire range of temperatures, when the Langmuir and BET models were appropriate for one 
or another of the adsorption systems only.  
 

 
Fig. 1. Isotherms of the Cr (III) adsorption on modified by 1M HNO3 Norit activated carbon 
at different temperatures: () – 22; () – 30; () – 40 and () – 50 0C. 

 

 
Fig. 2. Isotherms of the Cr (III) adsorption on modified by 1M HNO3 Merck activated carbon 
at different temperatures: () – 22; () – 30; () – 40 and () – 50 0C. 
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Fig. 1. Isotherms of the Cr (III) adsorption on modified by 1M HNO3 Norit activated carbon 
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Fig. 2. Isotherms of the Cr (III) adsorption on modified by 1M HNO3 Merck activated carbon 
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Fig. 3. Isotherms of the Cr (III) adsorption on initial Merck activated carbon at different 
temperatures: () – 22; () – 30; () – 40 and () – 50 0C. 

 

 
Fig. 4. Isotherms of the Cr(III) adsorption on initial Norit activated carbon at different 
temperatures: () – 22; () – 30; () – 40 and () – 50 0C.  
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  Langmuir constants Freundlich 
constants BET constants Equlibrium 

constants 
T, 
0C  R2 qmax, 

mmol/g KL,l/mmol R2 KF, 
mol/g 1/n R2 qmax, 

mmol/g KBET R2 Kd 

Fixed [Cr III] = 200 ppm, pH3.2 
Merck 

22 Initial 0.7671 0.1290 75.9837 0.9795 10.6608 0.78360.9641 0.1197 9.1498 0.0945 4.701 
30 Initial 0.7921 0.2617 138.7455 0.5253 3.9487 0.05080.9608 0.1092 3.4681 0.1976 6.688 
40 Initial 0.7711 0.3332 23.7812 0.6158 3.2485 0.13510.9443 0.1164 -16.8765 0.2040 5.445 
50 Initial 0.7730 0.3027 4.2890 0.6773 4.2274 0.17480.8825 0.0997 -9.3369 0.1677 4.754 

22 1M 
HNO3 

0.9877 -3.7564 -0.0466 0.9898 5.4386 1.07560.9214 0.3525 3.1462 0,9630 3.9361 

30 1M 
HNO3 

0.9606 2.3453 0.1021 0.9595 4.7632 1.22350.6241 0.3164 2.5019 0.9717 4.7063 

40 1M 
HNO3 

0.9042 2.1961 0.2201 0.9671 2.5448 1.01750.5632 0.5651 2.6392 0,9636 5.6350 

50 1M 
HNO3 

0.9403 2.2412 0.1245 0.9680 4.1034 0.97950.8566 0.2990 3.8750 0,9745 5.2799 

Norit 
22 Initial 0.9728 0.3509 22.0336 0.6793 3.7895 0.10170.9436 0.1931 9.7116 0,1412 3.5450 
30 Initial 0.9411 0.4684 31.7875 0.8272 3.7895 0.18200.9973 0.4087 176.2481 0.2345 5.0420 
40 Initial 0.8679 0.5344 15.4698 0.8058 2.1710 0.23600.9899 0.4127 130.3293 0.1845 3.9250 
50 Initial 0.9576 0.5419 12.7623 0.8327 1.9333 0.23200.9854 0.4020 148.4132 0.0945 4.6290 

22 1M 
HNO3 

0.9728 -1.0185 -0,0954 0.9644 0.1022 1.25500.9641 0.3525 9.5353 0.7945 3.1000 

30 1M 
HNO3 

0.9688 -0.1399 -0.2946 0.9701 28.9194 2.62280.3015 0.2937 3.2066 0.9727 4.3925 

40 1M 
HNO3 

0.9810 -0.3438 -0.3443 0.9677 9.7227 1.69420.7065 0.2134 2.7445 0.9672 5.0415 

50 1M 
HNO3 

0.9827 -0.4389 -0.2106 0.9588 9.4387 1.64540.7735 0.1910 2.7281 0.9860 4.6223 

Fixed [Carbon] = 4 g/l, pH3.2 
Merck 

22 Initial 0.9915 0.1159 84.5720 0.9752 1.1620 0.06150.9670 0.0689 10.4093 0.0667 3.1676 

22 1M 
HNO3 

0.9661 1.0690 0.3985 0.9868 3.1705 0.83620.9746 0.4179 2.3340 0.9701 5. 2972 

Norit 
22 Initial 0.9716 0.2756 28.0537 0.9792 3.2751 0.37480.9786 0.1157 9.5029 0.1740 3.2031 

22 1M 
HNO3 

0.9851 0.5617 0.8277 0.9891 0.2496 1.53840.9817 0.1720 8.0431 0.9758 4.7848 

Table 4. Parameters of the Cr(III) adsorption on studied activated carbons at different 
temperatures 

The Langmuir model was applicable (R2 ca. 0.96) for the parent Norit carbon, which has low 
apparent surface area and poor surface oxygen functionality (Tabl. 1, 3), thus indicating strong 
specific interaction between the surface and the adsorbate and confirmed the monolayer 
formation on the carbon surface. The lower values of the correlation coefficients (R2 ca. 0.76) 
for the parent Merck carbon indicated less strong fitting of the experimental data, most 
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Fig. 3. Isotherms of the Cr (III) adsorption on initial Merck activated carbon at different 
temperatures: () – 22; () – 30; () – 40 and () – 50 0C. 

 

 
Fig. 4. Isotherms of the Cr(III) adsorption on initial Norit activated carbon at different 
temperatures: () – 22; () – 30; () – 40 and () – 50 0C.  
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constants BET constants Equlibrium 
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Norit 
22 Initial 0.9728 0.3509 22.0336 0.6793 3.7895 0.10170.9436 0.1931 9.7116 0,1412 3.5450 
30 Initial 0.9411 0.4684 31.7875 0.8272 3.7895 0.18200.9973 0.4087 176.2481 0.2345 5.0420 
40 Initial 0.8679 0.5344 15.4698 0.8058 2.1710 0.23600.9899 0.4127 130.3293 0.1845 3.9250 
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Table 4. Parameters of the Cr(III) adsorption on studied activated carbons at different 
temperatures 

The Langmuir model was applicable (R2 ca. 0.96) for the parent Norit carbon, which has low 
apparent surface area and poor surface oxygen functionality (Tabl. 1, 3), thus indicating strong 
specific interaction between the surface and the adsorbate and confirmed the monolayer 
formation on the carbon surface. The lower values of the correlation coefficients (R2 ca. 0.76) 
for the parent Merck carbon indicated less strong fitting of the experimental data, most 
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probably due to less developed porous structure of this carbon. Large values of the Langmuir 
constant (KL) of ca. 75-140 (which are relative to the adsorption energy) implied a strong 
bonding on a finite number of binding sites. Langmuir constants (Table 4) slightly increased 
with temperature increase indicating an endothermic process of the Cr (III) adsorption on 
studied activated carbons. This observation could be attributed to the increasing an interaction 
between adsorbent and adsorbate at higher temperatures for the endothermic reactions 
(Kapoor & Viraraghavan, 1997). There were unfavourable data correlations (the negative 
values of qmax and KL) for the Langmure model application (Tabl. 4). It can be seen that the 
Langmuir model did not fit the adsorption run for the Norit oxidized sample, while it fitted it 
for the Merck oxidized carbon. Although the Langmuir isotherm model does not correspond 
to the ion-exchange phenomena, in the present study it was used for oxidized forms of carbon 
to evaluate their sorption capacity (qmax). According to the obtained results the oxidized Merck 
carbon possessed the highest adsorbate uptake (c.f. qmax data, Tabl. 4). 
A more general BET (Brunauer, Emmett and Teller) multi-layer model was also used to 
establish an appropriate correlation of the equilibrium data for the studied carbons. The 
model assumes the application of the Langmuir isotherm to each layer and no 
transmigration between layers. It also assumes equal adsorption energy for each layer 
except the first. It was shown, that in all cases, when Langmuir model failed, the BET model 
fitted the adsorption runs with better correlations, and an opposite, when Langmure model 
better correlated the equilibrium data, BET model was less applicable (c.f. the related 
parameters for the fitting of Langmuir and BET equations for parent Merck and oxidized 
Norit, Tabl. 4). Still, in some cases, BET isotherm could not fit the experimental data well (as 
pointed by the low correlation values) or not even suitable for the adsorption equilibrium 
expression (for instance, negative values of KBET Tabl. 4). From the obtained data, three 
limiting cases are distinguished: (i) when Ceql << Cinit and KBET >> 1, BET isotherm 
approaches Langmuir isotherm (KL = KBET/Cinit), it was the case of the parent Norit carbon; 
and (ii) when the constant KBET >> 1, the heat of adsorption of the very first monolayer is 
large compared to the condensation enthalpy and adsorption into the second layer only 
occurs once the first layer is completely filled, these were the cases of the Cr (III) adsorption 
by oxidized Merck and Norit carbons; (iii) when KBET is small, which was the case of the 
parent Merck carbon, then a multilayer adsorption already occurs while the first layer is still 
incomplete. In the last case that is most probably connected to the less developed porous 
structure of the parent Merck.  
Based on the obtained results (Tabl. 4), the Freundlich model appeared to be the most 
“universal” to describe the equilibrium conditions in all studied adsorption systems over 
the entire range of temperatures. The linear relationships (R2~0.95-0.99) were observed 
among the plotted parameters at different temperatures for oxidized samples indicating the 
applicability of the Freundlich equation. The Cr (III) isotherms showed Freundlich 
characteristics with a slope of ~1 in a log–log representation for the oxidized Merck and 
Norit activated carbons. These values were in the range of ~0.2 for the parent Merck and 
Norit carbons; and 1/n was found to be more than 2.6 in the case of oxidized Norit carbon. 
Larger value of n (smaller value of 1/n) implies stronger interaction between adsorbent and 
adsorbate [39]. It is known that the values of 0.1<(1/n)<1.0 shows that adsorption of Cr (III) 
is favorable (Mckay et al., 1982) and the magnitude of (1/n) of to 1 indicates linear 
adsorption leading to identical adsorption energies for all (Weber & Morris, 1963). 
Freundlich constants (KF) related to adsorption capacity. In average, these values were in a 
range of (2-9) and decreased by rising the temperature for all studied carbons. 
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While Langmuir and BET isotherms indicate the homogeneity of the adsorbent surface and 
uniform energies of the adsorption, the Freundlich type isotherm hints towards 
transmigration of sorbate in the plane of the surface and its heterogeneity. Therefore, the 
surface of studied activated carbons could be made up of small heterogeneous adsorption 
patches which are very much similar to each other in respect of adsorption phenomenon. 
Since here the Norit and Merck activated carbons were used as supplied and after post-
chemical oxidative treatment, Cr(III) uptake on initial carbons, i.e. those without surface 
functionality, taken place mainly due to physisorption and increased with the increase in 
temperature. For oxidized samples total adsorption increases with the temperature until 
certain temperature, and further temperature rising led to the reversal adsorption capacity 
when the total adsorption decreases with the temperature. The cross over appears at 400C. 
This can be explained by the fact that for carbon reached by surface functionality there is 
more than one mechanism of chromium sorption: along with the normal physisorption the 
chemisorption of chromium on the active sites takes place leading to increased adsorption 
via surface exchange reactions, then with the rise in temperature, i.e. T > 40 0C, the ionic 
exchange is no longer the main mechanism of sorption. 

3.2 Adsorption thermodynamics 
The adsorption process involves a solid phase (adsorbent) and a liquid phase containing a 
dissolved species (adsorptive) to be adsorbed (adsorbate). The affinity of the adsorbent for 
the adsorbate determines its distribution between the solid and liquid phases. When the 
sorption equilibrium is established, the adsorbate immobilized in the solid sorbent is in 
equilibrium with the residual concentration of adsorptive remaining in the liquid phase. 
 

 
Fig. 5. Plots of ln [Cr III]uptake/[Cr III]eql) vs. [Cr III]uptake for the Cr(III) adsorption on modified 
by 1M HNO3 Merck activated carbon at () – 22; () – 30; () – 40 and () – 50 0C. 
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when the total adsorption decreases with the temperature. The cross over appears at 400C. 
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Fig. 5. Plots of ln [Cr III]uptake/[Cr III]eql) vs. [Cr III]uptake for the Cr(III) adsorption on modified 
by 1M HNO3 Merck activated carbon at () – 22; () – 30; () – 40 and () – 50 0C. 
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The value for the apparent equilibrium constant (Kd) of the adsorption process of the Cr (III) 
in aqueous solution on studied activated carbons were calculated with respect to 
temperature using the method of [Khan and Singh] by plotting ln (qeql/Ceql) vs. qeql and 
extrapolating to zero qeql (Fig. 5, 6) and presented in Table. 4. In general, Kd values increased 
with temperature in the following range of the studied activated carbons: Merck_initial < 
Norit_initial < Norit_ treated by 1M HNO3 < Merck_treated by 1M HNO3 (Tabl. 4.). 
However, it should to be noted that in the case of the parent Norit and Merck activated 
carbons, the experimental data did not serve well for the apparent equilibrium constants 
calculation (as pointed by the low correlation values (R2) on Fig. 7).  
 

 
Fig. 6. Plots of ln [Cr III]uptake/[Cr III]eql) vs. [Cr III]uptake for the Cr(III) adsorption on 
modified by 1M HNO3 Norit activated carbon at () – 22; () – 30; () – 40 and () – 50 0C. 

As-depicted irregular pattern of linearised forms of [ln (qeql/Ceql) vs. qeql], (Fig. 7) are likely to 
be caused by less developed porous structure of the parent materials and their poor surface 
functionality, thus low adsorption and, consequently, by the pseudo-equilibrium conditions 
in the systems with parent activated Norit and Merck carbons. 
Thermodynamic parameters for the adsorption were calculated from the variations of the 
thermodynamic equilibrium constant (Kd) by plotting of ln Kd vs. 1/T. Then the slope and 
intercept of the lines are used to determine the values of H0 and the equations (13) and (14) 
were applied to calculate the standard free energy change G0 and entropy change S0 with 
the temperature (Table 5).  
Based on the results obtained using the thermodynamic equilibrium constant (Kd) some 
tentative conclusions can be given. The free energy of the process at all temperatures was 

Comparison of the Thermodynamic Parameters Estimation for  
the Adsorption Process of the Metals from Liquid Phase on Activated Carbons 

 

111 

negative and decreased with the rise in temperature (Fig. 9 (II) and 10 (II)), which indicates 
that the process is spontaneous in nature is more favourable at higher temperatures. The 
entropy change (ΔS0) values were positive, that indicates a high randomness at the 
solid/liquid phase with some structural changes in the adsorbate and the adsorbent (Saha, 
2011). This could be possible because the mobility of adsorbate ions/molecules in the 
solution increase with increase in temperature and that the affinity of adsorbate on the 
adsorbent is higher at high temperatures (Saha, 2011). The positive values of H0 indicate 
the endothermic nature of the adsorption process, which fact was evidenced by the increase 
in the adsorption capacity with temperature (Tabl. 5). The magnitude of H0 may also give 
an idea about the type of sorption. As far as physical adsorption is usually exothermic 
process and the heat evolved is of 2.1–20.9 kJ mol-1 (Saha 2011); while the heats of 
chemisorption is in a range of 80–200 kJ mol-1 (Saha 2011), and the enthalpy changes for ion-
exchange reactions are usually smaller than 8.4 kJ/mol (Nakajima & Sakaguchi, 1993), it is 
appears that sorption of Cr(III) on studied activated carbons is rather complex reaction. It 
has to be pointed out, that owing to different operating mechanisms for the Cr (III) 
adsorption on studied samples, given the Kd values are not vary linear with the temperature 
(see Fig. 8 (IV) and the regression coefficients in Tabl. 5) and hence applying of the van't 
Hoff type equation for the computation of the thermodynamic parameters for the 
adsorption on the studied carbons is not fully correct, especially in a case of parent carbons 
(see Fig. 9 (IV) and 10 (IV)).  
 

 
Fig. 7. Plots of ln [Cr III]uptake/[Cr III]eql) vs. [Cr III]uptake for the Cr(III) adsorption by parent 
Merck activated carbon at () – 22; () – 30; () – 40 and () – 50 0C. 

On the other hand, Langmuir, Freundlich and BET constants showed similar variation with 
temperature (Fig. 8 (I), (II) and (III)), and hence were also used to calculate the 
thermodynamic parameters (compare the R2 for different calculations, Table 5). 
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Table 5. Thermodynamic parameters of the Cr III adsorption on studied activated carbons at 
different temperatures 
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According to the calculation using (KL), (KF) and (KBET) constants (Tabl. 6), the free energy of 
the processes at all temperatures was negative and increased with the temperature rise (Fig. 
9 (I), (II), (III) and Fig. 10 (I), (II), (III)), which indicates spontaneous in nature adsorption 
processes. While, an increase in the negative value of ΔG0 with temperature indicates that 
the adsorption process is more favorable at low temperatures indicating the typical 
tendency for physical adsorption mechanism.  
The overall process on oxidized carbons seems to be endothermic; whereas that on initial 
Norit and Merck activated carbons is more evident being exothermic, the negative values of 
H0 in the last case indicate that the product is energetically stable (Tabl. 6). Had the 
physisorption been the only adsorption process, the enthalpy of the system should have 
been exothermic. The result suggests that Cr (III) sorption on initial activated carbons is 
either physical adsorption nor simple ion-exchange reactions, whereas it on oxidized 
carbons is much more complicated process. Probably, the transport of metal ions through 
the particle solution interface into the porous carbon texture followed by the adsorption on 
the available surface sites are both responsible for the Cr (III) uptake. 
The negative S0 value shows a greater order of reaction during the adsorption on initial 
activated carbons that could be due to fixation of Cr (III) to the adsorption sites resulting in 
a decrease in the degree of freedom of the systems. In some cases of oxidized Merck carbon 
the entropy at all the temperatures positive and is slightly decreases with the temperature 
with an exception for 40°C. It means that with the temperature the ion-exchange and the 
replacement reactions have taken place resulted in creation of the steric hindrances 
(Helfferich, 1962) which is reflected in the increased values for entropy of the system, but at 
50°C, these processes are completed and the system has returned to a stable form. Thus it 
can be concluded that physisorption occurs at a room temperature, ion-exchange and the 
replacement reactions start with the rise in the temperature and they became less important 
at T > 40°C.  
Based on adsorption in-behind physical meaning, some general conclusions can be drawn. 
When the activated carbon is rich by surface oxygen functionality and has well developed 
porous structure, including mesopores, the evaluation of the thermodynamic parameters 
can be well presented by all of (Kd) (KL), (KF) and (KBET) constants. When similar, but more 
microporous carbon is used, the thermodynamic parameters is better to present by (Kd), (KF) 
and (KBET) constants. However, when the carbon has less developed structure and surface 
functionality, thermodynamic parameters is better to evaluate based on (KL) and (KF) 
constants. As a robust equation, Freundlich isotherm fits nearly all experimental adsorption 
data, and is especially excellent for highly heterogeneous carbons. Therefore (KF) constants 
can be used for the comparison of the calculated thermodynamic parameters for different 
activated carbons. However, predictive conclusions can be hardly drawn from systems 
operating at different conditions and proper analysis will require relevant model as one of 
the vital basis. 

3.3 Isosteric heat of the adsorption 
The equilibrium concentration [Cr III]eql of the adsorptive in the solution at a constant [Cr 
III]uptake was obtained from the adsorption data at different temperatures (Fig. 1 - 4). Then 
isosteric heat of the adsorption (ΔHx) a was obtained from the slope of the plots of ln[Cr 
III]eql versus 1/T (Fig. 11, 12) and was plotted against the adsorbate concentration at the 
adsorbent surface [Cr III]eql, as shown in Fig. 13.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

112 

 
Table 5. Thermodynamic parameters of the Cr III adsorption on studied activated carbons at 
different temperatures 

Comparison of the Thermodynamic Parameters Estimation for  
the Adsorption Process of the Metals from Liquid Phase on Activated Carbons 

 

113 

According to the calculation using (KL), (KF) and (KBET) constants (Tabl. 6), the free energy of 
the processes at all temperatures was negative and increased with the temperature rise (Fig. 
9 (I), (II), (III) and Fig. 10 (I), (II), (III)), which indicates spontaneous in nature adsorption 
processes. While, an increase in the negative value of ΔG0 with temperature indicates that 
the adsorption process is more favorable at low temperatures indicating the typical 
tendency for physical adsorption mechanism.  
The overall process on oxidized carbons seems to be endothermic; whereas that on initial 
Norit and Merck activated carbons is more evident being exothermic, the negative values of 
H0 in the last case indicate that the product is energetically stable (Tabl. 6). Had the 
physisorption been the only adsorption process, the enthalpy of the system should have 
been exothermic. The result suggests that Cr (III) sorption on initial activated carbons is 
either physical adsorption nor simple ion-exchange reactions, whereas it on oxidized 
carbons is much more complicated process. Probably, the transport of metal ions through 
the particle solution interface into the porous carbon texture followed by the adsorption on 
the available surface sites are both responsible for the Cr (III) uptake. 
The negative S0 value shows a greater order of reaction during the adsorption on initial 
activated carbons that could be due to fixation of Cr (III) to the adsorption sites resulting in 
a decrease in the degree of freedom of the systems. In some cases of oxidized Merck carbon 
the entropy at all the temperatures positive and is slightly decreases with the temperature 
with an exception for 40°C. It means that with the temperature the ion-exchange and the 
replacement reactions have taken place resulted in creation of the steric hindrances 
(Helfferich, 1962) which is reflected in the increased values for entropy of the system, but at 
50°C, these processes are completed and the system has returned to a stable form. Thus it 
can be concluded that physisorption occurs at a room temperature, ion-exchange and the 
replacement reactions start with the rise in the temperature and they became less important 
at T > 40°C.  
Based on adsorption in-behind physical meaning, some general conclusions can be drawn. 
When the activated carbon is rich by surface oxygen functionality and has well developed 
porous structure, including mesopores, the evaluation of the thermodynamic parameters 
can be well presented by all of (Kd) (KL), (KF) and (KBET) constants. When similar, but more 
microporous carbon is used, the thermodynamic parameters is better to present by (Kd), (KF) 
and (KBET) constants. However, when the carbon has less developed structure and surface 
functionality, thermodynamic parameters is better to evaluate based on (KL) and (KF) 
constants. As a robust equation, Freundlich isotherm fits nearly all experimental adsorption 
data, and is especially excellent for highly heterogeneous carbons. Therefore (KF) constants 
can be used for the comparison of the calculated thermodynamic parameters for different 
activated carbons. However, predictive conclusions can be hardly drawn from systems 
operating at different conditions and proper analysis will require relevant model as one of 
the vital basis. 

3.3 Isosteric heat of the adsorption 
The equilibrium concentration [Cr III]eql of the adsorptive in the solution at a constant [Cr 
III]uptake was obtained from the adsorption data at different temperatures (Fig. 1 - 4). Then 
isosteric heat of the adsorption (ΔHx) a was obtained from the slope of the plots of ln[Cr 
III]eql versus 1/T (Fig. 11, 12) and was plotted against the adsorbate concentration at the 
adsorbent surface [Cr III]eql, as shown in Fig. 13.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

114 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 8. Plots of Langmuir (KF); Freundlich (KF), BET (KBET) and thermodynamic equilibrium 
constants (Kd) vs temperature for the adsorption of Cr(III) on parent Norit () and Merck 
() and modified by 1M HNO3 Norit (▲) and Merck () activated carbons. 
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Fig. 9. Plot of Gibb’s free energy change (ΔG0) vs temperature, calculated on Langmuir (I); 
Freundlich (II), BET (III) and thermodynamic equilibrium (IV)  constants for Cr(III) 
adsorption on parent Norit () and Merck () activated carbons 
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Fig. 10. Plot of Gibb’s free energy change (ΔG0) vs temperature, calculated on Langmuir (I); 
Freundlich (II), BET (III) and thermodynamic equilibrium(IV)  constants for Cr(III) 
adsorption on modified by by 1M HNO3 Norit (▲) and Merck () activated carbons 
 
 

 
 

Fig. 11. Plot of ln[Cr III]eql) vs  1/T, K-1, calculated for the modified activated carbons 1M 
HNO3 Norit : at [Cr III]uptake () – 0.4; () – 0.3; (▲) – 0.2 mmol/g;  and 1M HNO3 Merck: at 
[Cr III]eql () – 0.6; () –0. 4 and () –0.3 mmol/g.  
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Fig. 12. Plot of ln[Cr III]eql) vs 1/T, K-1, calculated for the parent Norit : at [Cr III]uptake () – 
0.5; () – 0.4; (▲) – 0.26 mmol/g;  and parent Merck:  at [Cr III]eql () – 0.3; () –0. 26 and 
() –0.22 mmol/g.  

The plots revealed that (ΔHx) is dependent on the loading of the sorbate, indicating that the 
adsorption sites are energetically heterogeneous towards Cr III adsorption. For oxidized by 
1M HNO3 Norit and 1M HNO3 Merck activated carbons (Fig. 13), the isosteric heat of 
adsorption steadily increased with an increase in the surface coverage, suggesting the 
occurrence of positive lateral interactions between adsorbate molecules on the carbon 
surface (Do 1998). In contrary, for the parent Norit and Merck activated carbons (Fig. 13), 
the (ΔHx) is very high at low coverage and decreases sharply with an increase in [Cr III]uptake. 
It has been suggested that the high (ΔHx) values at low surface coverage are due to the 
existence of highly active sites on the carbon surface.  The adsorbent–adsorbate interaction 
takes place initially at lower surface coverage resulting in high heats of adsorption. Then, 
increasing in the surface coverage gives rise to lower heats of the adsorption (Christmann, 
2010). The magnitude of the (ΔHx) values ranged in 10-140 kJ mol-1 revealed that the 
adsorption mechanism for the studied activated carbons is complex and can be attributed to 
the combined chemical-physical adsorption processes.  
 

 
Fig. 13. Plot of isosteric heating (ΔHx) as a function of the amount adsorbed of the parent 
Norit ()  and Merck () activated carbons and their oxidized by1M HNO3 Norit (▲) and 
1M HNO3 Merck() forms. 
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3.4 General remarks 
It should be stressed, however, that the interpretation of the results presented here is 
tentative. According to our previous investigation on the equilibrium for the studied 
systems at different pHs and at a room temperature there are both slow and fast Cr(III) 
uptakes by Norit and Merck carbons (Lyubchyk, 2005). The actual time to reach 
equilibrium is strongly depended on the initial and equilibrium pH of the solution, as 
well as on the surface functionality and material texture, and was varied between 0.5 and 
3 months for different carbons at different pHs. The process did not appear to achieve 
equilibrium over the time interval used for the batch experiment of ca. 0.5-1 month, 
especially for the carbons reached by surface functionality (i.e. those modified by nitric 
acid), as well as for the all systems at moderated acidic pH values, i.e. pH 2 and 3.2. Thus, 
for the Norit and Merck carbons treated by 1 M HNO3 the chromium removal increased 
from 40–50 % to 55–65 % as the contact time is increased from 0.5 to 3 months at pH 3.2. 
At pH 3.2 the carbon’s surface might have different affinities to the different species of 
chromium existing in the solution. Under real equilibrium conditions our results showed 
that studied Merck activated carbons adsorb Cr (III) from the aqueous solution more 
effective then corresponded Norit samples. It is related to the microporous texture of 
Norit carbons that could be inaccessible for large enough Cr (III) cations (due to their 
surrounded layers of adsorbed water).  
This finding points out that the chosen current conditions for batch experiment at different 
temperatures could be out of the equilibrium conditions for the studied systems. Therefore 
current analysis of the thermodynamic parameters should be corrected taking into account 
the behaviors of the systems in complete equilibrium state. 

4. Conclusion 
The adsorption isotherms are crucial to optimize the adsorbents usage; therefore, 
establishment of the most appropriate correlation of an equilibrium data is essential. 
Experimental data on adsorption process from liquid phase on activated carbon are usually 
fitted to several isotherms, were Langmuir and Freundlich models are the most reported in 
literature. To determine which model to use to describe the adsorption isotherms the 
experimental data were analyzed using linearised forms of three, the widespread-used, 
Langmuir, Freundlich and BET models for varied activated carbons.  
As a robust equation, Freundlich isotherm fitted nearly all experimental adsorption data, 
and was especially excellent for highly heterogeneous adsorbents, like post-treated by 
HNO3 Merck and Norit activated carbons. It was shown, that in all cases, when Langmuir 
model fall-shorted to represent the equilibrium data, the BET model fitted the adsorption 
runs with better correlations, and an opposite, when Langmure model better correlated the 
equilibrium data, BET model was less applicable. In some cases, chosen models were not 
able to fit the experimental data well or were not even suitable for the equilibrium data 
expression. As-depicted irregular pattern of experimental data and applied linearised 
models are likely to be caused by the complex nature of the studied activated carbons. 
Different adsorption behavior is related to the varied porous structure, nature and amount 
of surface functional groups, as well as to the different operating mechanism of the Cr (III) 
with temperatures rising.  
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The thermodynamics parameters were evaluated using both the thermodynamic 
equilibrium constants and the Langmuir, Freundlich and BET constants. The obtained 
data were compared, when it was possible. Based on adsorption in-behind physical 
meaning general conclusions were drawn. However, it should be stressed, that the 
interpretation of the results presented here is tentative. The principal drawback of 
adsorption studies in a liquid phase is associated with the relatively low precision of the 
measurements and the long equilibration time that is requires. These factors imply that an 
extensive experimental effort is needed to obtain reliable adsorption data in sufficient 
quantity to allow evaluated the process thermodynamics. Therefore, the adsorption 
experiments are carried out either under pseudo-equilibrium condition when the actual 
time is chosen to accomplish the rapid adsorption step or under equilibrium condition 
when the contact time is chosen rather arbitrary to ensure that the saturation level of the 
carbon is reached. While, the adsorption models are all valid only and, therefore, 
applicable only to completed equilibration.  
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1. Introduction 
Nanometer-sized particles, or nanoparticles, are smaller than conventional solid-state 
materials and possess great potential for new, useful properties due to peculiar quantum 
effects (Roco, M. C., 1998). Highly functional devices synthesized from nanoparticles have 
been studied for use in various fields, such as semiconductors (Liqiang, J., 2003; Lu, M., 
2006), photocatalysis (Liqiang, J., 2004), secondary batteries (Ito, S., 2005; Kim, K., 2009, 
2010), superconductors (Strickland, N. M., 2008), and bonding substances (Ide, E., 2005). In 
the present chapter, we discuss the thermodynamics related to nanoparticle formation. 
Cooling processes of expanding vapor evaporated from a solid surface, such as gas 
evaporation, arc discharge, sputtering, pulsed microplasma and pulsed laser ablation 
(PLA), have been applied as a method of nanoparticle formation in the gaseous phase 
(Wegner, K., 2006). The PLA method, under reduced atmospheric pressure, has been 
found to be especially promising since it provides the following capabilities (Chrisey, D. 
B., 1994): (i) ablation of target material regardless of melting point due to the high 
intensity and focused laser beam pulse, (ii) flexibility in choice of atmospheric gaseous 
species and pressure, (iii) ease of production of the non-equilibrium state of the high-
pressure field due to the formation of shock waves, (iv) ability to obtain many different 
structured materials, from thin films to micrometer-sized particles, by controlling vapor 
association and condensation, and (v) ease of synthesis of nano-compounds of non-
stoichiometric composition by preparing target materials with desired compositional 
ratios. The PLA method has been widely used for nanoparticle formation because the 
formed nanoparticles have diameters smaller than 10 nm with low size dispersion and can 
be formed as basic materials for highly functional devices via effective utilization of these 
capabilities (Li, S., 1998; Li, Q., 1999; Patrone, L., 1999, 2000; Wu, H. P., 2000; Suzuki, N., 
2001; Inada, M., 2003; Seto, T., 2006). 
To understand the process of nanoparticle formation by the PLA method, two perspectives 
are necessary: (i) the thermodynamics of the microscopic processes associated with the 
nucleation and growth of nanoparticles, and (ii) the thermodynamics of the macroscopic 
processes associated with the laser irradiated surface of the target supplying the raw 
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processes associated with the laser irradiated surface of the target supplying the raw 
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gaseous materials, combined with the surrounding atmosphere, to provide adequate 
conditions for nucleation and subsequent growth. 
Due to its importance in both academia and industry, the chemical thermodynamics of 
nanoparticle formation in the gaseous phase have been studied extensively (Finney, E. E., 
2008). Two processes are important in these studies: (i) homogeneous nucleation, whereby 
vapors generated in the PLA process reach super-saturation and undergo rapid phase 
change, and (ii) growth, during which the nanoparticles continue to grow by capturing 
surrounding atoms and nuclei in the vapor. The size and generation rate of critical nuclei are 
important factors for understanding the homogeneous nucleation process. To evaluate the 
generation rate of critical nuclei, we need to know the partition function of each size of 
nuclei. If an assembled mass of each size of nuclei can be regarded as a perfect gas, then the 
partition functions can be calculated using statistical thermodynamic methods. However, 
because it is generally difficult to directly calculate the nucleus partition function and 
incorporate the calculated results into continuous fluid dynamics equations, what has been 
used in practice is the so-called surface free energy model, in which the Gibbs free energy of 
the nanoparticles is represented by the chemical potential and surface free energy of the 
bulk materials. In contrast, a kinetic theory has been used for treating the mutual 
interference following nucleation, such as nanoparticle condensation, evaporation, 
aggregation, coalescence, and collapse, in the nanoparticle growth process. 
Since statistical thermodynamics is a valid approach for understanding the mechanisms of 
nanoparticle formation, microscopic studies have increased aggressively in recent years. In 
the case of using a deposition process of nanoparticles for thin-film fabrication for industrial 
use, however, it is necessary to optimize the process by regulating the whole flow field of 
nanoparticle formation. In cases in which several vapors (plumes) generated during laser 
ablation are identified as a continuous fluid, macroscopic studies are needed using, for 
example, continuous fluid dynamics with a classical nucleation model. 
Some studies have evaluated the thermodynamics and fluid dynamics that are involved in 
nanoparticle formation by using tools such as numerical analysis with an evaporation 
model, a blast wave model, and a plasma model. However, the shock waves generated in 
the early stage of PLA result in extensive reflection and diffraction which increasingly 
complicate clarification of the nanoparticle formation process. Up to now, no attempt to 
introduce shock wave generation and reflection into the plume dynamics has been reported 
in relation to nanoparticle formation. We note in particular that thermodynamic 
confinement could occur at the points of interference between the shock wave and the 
plume, and that nanoparticles with uniform thermodynamic state variables subsequently 
could be formed in the confinement region, thus making such a system a new type of 
nanoparticle generator. 
In Section 2 of the present chapter, we review the thermodynamics and fluid dynamics of 
nanoparticle formation during PLA. After providing analytical methods and models of 1D 
flow calculation in Section 3, we present the calculation results for laser-irradiated material 
surfaces, sudden evaporation from the surfaces, Knudsen layer formation, plume 
progression, and shock wave generation, propagation, and reflection. Extensive 2D flow 
calculation results (without nanoparticle formation) are presented in Section 4 to explore the 
flow patterns inside the new type of nanoparticle generator. The experimental results for the 
various nanoparticles formed by the generator are presented in Section 5. Finally, 
conclusions are given in Section 6. 
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2. Thermodynamics of nanoparticle formation 
2.1 Nucleation and growth of nanoparticles 
In nanoparticle formation, the following stages must be considered: (i) homogeneous 
nucleation, where vapor atoms produced by laser ablation have been supersaturated, and 
(ii) particle growth, where the critical nuclei are growing, capturing atoms on their surfaces, 
and making the transition into large particles. 
At the first stage of homogeneous nucleation, the nucleation rate and the size of critical 
nuclei are important factors. The nucleation rate, I, is the number of nuclei that are created 
per unit volume per unit time. To evaluate the nucleation rate, the number density of 
nanoparticles at equilibrium is needed. In the present case, it is assumed that the 
nanoparticles are grown only in the capture of a single molecule without causing other 
nuclei to collapse. That is, when a nanoparticle consisting of i atoms is indicated by Ai 
(hereinafter, i-particle), the reaction process related to the nanoparticle formation is 
expressed as follows: 
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If the molecular partition functions of the various sizes of nanoparticle are derived by 
statistical mechanical procedure, the equilibrium constants for each equation are known.  As 
a result, the number density of the nanoparticles at equilibrium can be inferred assuming 
ideal gas behavior. Namely, the equilibrium constant Ki-1,i between (i-1)-particle and i-
particle is 
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Here, Qi is the i-particle partition function, Di-1,i is the dissociation energy of one atom for 
the i-particle, k is the Boltzmann constant, and T is the temperature of the system. In general, 
to explicitly calculate the Gibbs’ free energy change from the molecular partition function of 
nanoparticles and to incorporate these into a continuous fluid dynamics equation are 
extremely difficult. Therefore, the so-called surface free energy model, where Gibbs’ free 
energy change is represented by the surface tension and chemical potential of bulk 
materials, can be adopted. Furthermore, when assuming a steady reaction process for 
nanoparticle formation, the critical nucleation rate, I, is represented as (Volmer, M., 1939) 
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where n is the number density of species in the vapor, c is the average relative speed 
between nanoparticles and atomic vapor, vc is the volume per atom in the vapor, r* is the 
radius of the critical nuclei, W* is the energy of formation for critical nuclei, k is Boltzman 
constant, and T is the temperature of the system. The exponential term appeared in the 
above formula seems to be an essential factor for thermodynamic considerations in 
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constant, and T is the temperature of the system. The exponential term appeared in the 
above formula seems to be an essential factor for thermodynamic considerations in 
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nucleation process. The supersaturation, S, which is implicitly included in the variable W*, is 
a dominant factor which significantly affects nucleation rate, I. 
Once the Gibbs’ free energy change, G, is known, the critical nucleus radius, r*, can be easily 
obtained. For this, an assumption of capillary phenomena (capillarity assumption) is used as 
a condition for mechanical equilibrium of the particles and the extreme value at dG=0 may 
be considered. When the surface tension of the nanoparticle is depicted by σ, the radius of 
critical nucleus is 
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Here, as in the case of nucleation rate, the degree of supersaturation, S, is what determines 
the size of the critical nucleus. 
Next, it was assumed for convenience that the nanoparticle growth first occurred after its 
nucleus reached the critical nucleus size. In other words, the Gibbs’ free energy of 
nanoparticle formation begins to decrease after it reaches maximum value at the critical 
nucleus size. At this time, the number of atomic vapor species condensing per unit area of 
particle surface per unit time, β, can be determined using the number density, Nr, of the 
species in the atomic vapor near the surface of a nanoparticle possessing radius, r, and 
assuming the equilibrium Maxwell-Boltzman distribution, 
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Here, ξ is the condensation coefficient, which represents the ratio of the number of 
condensing atoms to colliding atoms, and m is the mass of the vapor species. When the 
vapor species are in equilibrium with the nanoparticles, the number density is represented 
by Nr,eq and the number of atoms evaporating, α, from the nanoparticle surface per unit time 
and area is given by 
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Therefore, the growth rate of the nanoparticle radius is 

   c
dr v
dt

                                      (7) 

In this equation, the variable α is the equilibrium value corresponding to the temperature of 
the nanoparticle, while the kinetic parameters of the surrounding vapors, which affect 
significantly the variable β, are dominant. 
As mentioned above, when the two processes of nanoparticle nucleation and growth are 
considered, each parameter governing the processes is different. That is, the degree of 
supersaturation dominates as a non-equilibrium thermodynamic parameter for nucleation, 
while the state variables related to the surrounding vapors are important as molecular 
kinetic parameters for particle growth. Thus, separating the nucleation and growth 
processes in time by using the difference, could hypothetically lead to the formation of 
nanoparticles of uniform size. 
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2.2 Thermal analysis and Knudsen layer analysis 
In the view of gas dynamics, the PLA process can be classified into (i) evaporation of the target 
material and (ii) hydrodynamic expansion of the ablated plume into the ambient gas.  We 
make the approximation herein of a pure thermal evaporation process and neglect the 
interaction between the evaporated plume and the incident laser beam. For the fairly short 
laser pulses (∼10 ns) that are typical for PLA experiments, it is reasonable to consider the 
above two processes as adjacent stages. The energy of the laser irradiation is spent heating, 
melting, and evaporating the target material. The surface temperature of the target can be 
computed using the heat flow equation (Houle, F. A., 1998). For very high laser fluences, the 
surface temperature approaches the maximum rapidly during the initial few nanoseconds of 
the pulse. The evaporation process becomes important when the surface temperature of target 
approaches the melting point. With the laser fluence and pulse duration we considered, 
thermally activated surface vaporization can reasonably be used to describe the evaporation 
due to pulsed laser irradiation of the target. The saturated vapor pressure, pv, in equilibrium at 
the target surface can be calculated using the Clausius–Clapeyron equation from the surface 
temperature, Ts. The flux of vapor atoms leaving the surface can be written as  
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where η(≈1) denotes the sticking coefficient of surface atoms and m is the atomic mass of 
the vapor atom. The total number of ablated atoms is an integration of J over time and 
surface area. 
To obtain the initial condition for vapor expansion problem, we can perform a Knudsen 
layer analysis to get the idealized states of the gas just leaving the Knudsen layer (Knight, C. 
J., 1979). The local density, n0, mean velocity, u0, and temperature, T0, of the vapor just 
outside the Knudsen layer can be calculated from the jump conditions and may be deduced 
very simply using 
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where ns is the saturated vapor density at the target surface g is a function of Mach number 
and κ is the adiabatic index. The idealized states just beyond the Knudsen layer are 
calculated by using the above equations (Han, M., 2002). 

3. One dimensional flow problems 
3.1 Fluid dynamics of laser ablated plume 
Since the processes described above for nanoparticle formation arise in the high temperature 
plume generated by laser ablation, it is important to know the thermodynamic state of the 
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nucleation process. The supersaturation, S, which is implicitly included in the variable W*, is 
a dominant factor which significantly affects nucleation rate, I. 
Once the Gibbs’ free energy change, G, is known, the critical nucleus radius, r*, can be easily 
obtained. For this, an assumption of capillary phenomena (capillarity assumption) is used as 
a condition for mechanical equilibrium of the particles and the extreme value at dG=0 may 
be considered. When the surface tension of the nanoparticle is depicted by σ, the radius of 
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Therefore, the growth rate of the nanoparticle radius is 
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In this equation, the variable α is the equilibrium value corresponding to the temperature of 
the nanoparticle, while the kinetic parameters of the surrounding vapors, which affect 
significantly the variable β, are dominant. 
As mentioned above, when the two processes of nanoparticle nucleation and growth are 
considered, each parameter governing the processes is different. That is, the degree of 
supersaturation dominates as a non-equilibrium thermodynamic parameter for nucleation, 
while the state variables related to the surrounding vapors are important as molecular 
kinetic parameters for particle growth. Thus, separating the nucleation and growth 
processes in time by using the difference, could hypothetically lead to the formation of 
nanoparticles of uniform size. 
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2.2 Thermal analysis and Knudsen layer analysis 
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surface temperature approaches the maximum rapidly during the initial few nanoseconds of 
the pulse. The evaporation process becomes important when the surface temperature of target 
approaches the melting point. With the laser fluence and pulse duration we considered, 
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where ns is the saturated vapor density at the target surface g is a function of Mach number 
and κ is the adiabatic index. The idealized states just beyond the Knudsen layer are 
calculated by using the above equations (Han, M., 2002). 

3. One dimensional flow problems 
3.1 Fluid dynamics of laser ablated plume 
Since the processes described above for nanoparticle formation arise in the high temperature 
plume generated by laser ablation, it is important to know the thermodynamic state of the 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

128 

species in the plume. The one-dimensional unsteady Euler compressible fluid equation can 
be obtained using the numerical scheme in order to solve the thermodynamic state of the 
plume species, as well as to understand the nanoparticle nucleation and growth. 
Discretization of the system equation was driven by a finite volume method in which a total 
variation diminishing (TVD) scheme for capturing the shock wave was adopted as a 
numerical viscosity term. In the present study, because the time evolution of the plume and 
shock wave interference need to be considered, a three-order precision Runge-Kutta scheme 
was used as the accurate time calculation. 
The conservation equations of mass, momentum, and energy, which describe the behavior 
of the laser plume in an ambient gas, are as follows (Shapiro, A. H., 1953),  
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Here, x and t are distance and time, respectively, and the variables ρ, u, p and e are the 
density, velocity, pressure, and the total energy per unit volume, respectively. The sub-
indices for the vapor, the ambient gas, and the gas mixture are expressed respectively as v, g 
and m. Moreover, λ is latent heat for the bulk material of the naonoparticle. In addition, the 
dotted variables   and r  represent the time derivative related to the density and the radius 
of nanoparticle, respectively. C1, C2, C3, and C4 are transient intermediate variables; among 
these, the last variable, C4, also represents the nanoparticle density, ρc. 

3.2 Calculation model for 1D flow 
Figure 1 shows a numerical calculation model of nanoparticle formation during laser 
ablation. The one-dimensional computational domain, also called the confined space in the 
present study, is surrounded by a solid wall on the left and a laser target on the right 
(Takiya, T., 2007, 2010). The confined space is initially filled with ambient gas. The figure 
represents the initial state of the flow field immediately after laser irradiation. The target 
surface is melted by laser irradiation and then saturated vapor of high temperature and 
pressure is present near the surface. Outside it, the Knudsen layer, the non-equilibrium 
thermodynamic region where Maxwell-Boltzmann velocity distribution is not at 
equilibrium, appears.  Following the Knudsen layer is the initial plume expansion, which is 
the equilibrium thermodynamic process. In this case, the high temperature and high 
pressure vapor, which is assumed to be in thermodynamic equilibrium, is on the outer side 
of the Knudsen layer and is given as the initial conditions for a shock tube problem. In the 
calculation, the high temperature and high pressure vapor is suddenly expanded, and a 
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plume is formed forward. With the expansion of the plume, the ambient gas that originally 
filled the space is pushed away to the right and towards the solid wall. 
 

 
Fig. 1. Calculation model for 1D flow 

3.3 Physical values and conditions 
In this calculation, Si was selected as the target for laser ablation. Physical properties of Si 
used in the calculations are shown in Table 1 (Weast, R. C., 1965; Touloukian, Y. S., 1967; 
AIST Home Page, 2006). 
As parameters in the simulation, the atmospheric gas pressure, Patm, and target-wall 
distance, LTS, may be varied, but conditions of Patm = 100 Pa and LTS = 20 mm were most 
commonly used in the present study. To examine the confinement effect on the nanoparticle 
formation, however, parametric numerical experiments for LTS = 20, 40, 60, 80, and 200 mm 
were also conducted. 
 

 
Table 1. Physical values of Si 

The parameters for laser irradiation of the target, the surface, and the vapor conditions are 
shown in Table 2. Here, the Laser energy is the energy per single laser pulse, the Laser 
fluence is the energy density of laser beam having a diameter of 1 mm, the Surface 
temperature is the temperature of the target surface resulting from the thermal analysis, and 
the Vapor temperature and Vapor density at the Knudsen layer are the conditions resulting 
from the Knudsen layer analysis. 
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species in the plume. The one-dimensional unsteady Euler compressible fluid equation can 
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plume species, as well as to understand the nanoparticle nucleation and growth. 
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variation diminishing (TVD) scheme for capturing the shock wave was adopted as a 
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plume is formed forward. With the expansion of the plume, the ambient gas that originally 
filled the space is pushed away to the right and towards the solid wall. 
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Table 1. Physical values of Si 

The parameters for laser irradiation of the target, the surface, and the vapor conditions are 
shown in Table 2. Here, the Laser energy is the energy per single laser pulse, the Laser 
fluence is the energy density of laser beam having a diameter of 1 mm, the Surface 
temperature is the temperature of the target surface resulting from the thermal analysis, and 
the Vapor temperature and Vapor density at the Knudsen layer are the conditions resulting 
from the Knudsen layer analysis. 
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Table 2. Parameters for laser irradiation 

3.4 Typical results for 1D flow 
To substantially separate the nucleation and the growth of  nanoparticles and facilitate the 
formation of uniform-sized nanoparticles, the behavior of the shock wave incidentally 
generated by laser ablation was investigated. 
Nanoparticle evaporation is generally thought to be due to an increase in temperature 
during the passage of shock waves. Therefore, comparatively weak shock waves, which 
occur in soft laser ablation, were used to promote nanoparticle growth without the 
evaporation. When soft laser ablation in the confined space was studied, the shock wave 
and plume were generated, followed by the collision of the reflected shock wave into the 
plume front. For verification of these processes, a simulation was also carried out with the 
one-dimensional compressible fluid equations. 
A typical flow profile in the calculation showing the change in densities of the Si vapor, 
helium gas, and nanoparticles between the target surface and the solid wall are shown in 
Figure 2. Figure 2(a) indicates these densities in the early stages following laser ablation. 
In general, the silicon vapor atoms in the plume generated by laser ablation are in the 
electronically excited state by the high energy of the laser. In the plume front, an emission 
has been observed with de-excitation based on collisions between the vapor atoms and 
helium gas. Pushing away helium gas by expansion, the plume gradually increases the 
density in the front region by reaction. Because the ablation laser pulse is limited to a very 
short time duration, the plume cannot continue to push away helium gas. The clustering 
of atomic vapors can thus be promoted in the compressed region of plume due to an 
increase in supersaturation. In front of the plume, it is clearly shown that a shock wave is 
formed and propagated in helium gas. A transition is observed wherein the plume 
propagation speed is greater than the speed of the shock wave (Figures 2(b) to 2(d)). On 
the other hand, while the peak height of plume density progressively decreases, the 
spatial density of the nanoparticles continues to increase. The shock wave crashes into the 
right side wall and reflects to the left (Figures 2(e) and 2(f)). In addition, the peak position 
of nanoparticle density is slightly shifted from the peak position of vapor density. The 
shock wave is strengthened by reflection to the right side wall, followed by collision with 
the plume (Figure 2(g)). Figure 2(h) shows the state just after the collision between the 
reflected shock wave and the plume. The shock wave penetrates into the plume, enhanced 
the plume density, and thus slightly pushes it back to the left (Figure 2(i)). When the 
shock wave has completely passed through the plume, the spatial density of nanoparticles 
effectively increases(Figure 2(j)). 
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Fig. 2. Typical flow field calculated using the methods and conditions presented in Section 
3.3. 

3.5 Nucleation and growth 
Using the same conditions as discussed in the previous section, more detail on the time 
variation of the state variables is presented in this section. 
Figure 3 (a) shows the time variation of the total mass of nanoparticles in the confined space. 
The horizontal axis is the elapsed time from laser irradiation.  This axis is logarithmic to 
facilitate simultaneous description of the multiple phenomena occurring over several 
different time scales. The mass of nanoparticles increases between 0.001 μs and 0.1 μs 
(Figure 3(a)). After 0.1 μs, the mass becomes constant and begins to rise again at 10 μs. The 
time of the second mass increase is consistent with the moment at which the reflected shock 
wave collides with the plume. The time variation of the spatially averaged nucleation rate in 
the confined space is shown in Figure 3(b). The nucleation rate reaches a maximum value at 
0.01 μs. The integrated value of nucleation also increases rapidly in the early stages and then 
becomes constant (Figure 3(c)), which means that the nucleation phenomenon is completed 
very early on. 
The variation of nanoparticle size, which corresponds to the spatially averaged number of 
atoms constructing the nanoparticle, is shown in Figure 3(d). Since the nanoparticle size 
starts to increase at 10 μs, when the reflected shock wave arrives at the plume front, it 
substantially determines the final nanoparticle size, which indicates that the growth of the 
nanoparticles is facilitated by the effect of the reflected shock wave. Because the nucleation 
is completed at a very early stage, as already shown, the calculated results also show that 
nanoparticle growth can be clearly separated from the nucleation process. 
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3.5 Nucleation and growth 
Using the same conditions as discussed in the previous section, more detail on the time 
variation of the state variables is presented in this section. 
Figure 3 (a) shows the time variation of the total mass of nanoparticles in the confined space. 
The horizontal axis is the elapsed time from laser irradiation.  This axis is logarithmic to 
facilitate simultaneous description of the multiple phenomena occurring over several 
different time scales. The mass of nanoparticles increases between 0.001 μs and 0.1 μs 
(Figure 3(a)). After 0.1 μs, the mass becomes constant and begins to rise again at 10 μs. The 
time of the second mass increase is consistent with the moment at which the reflected shock 
wave collides with the plume. The time variation of the spatially averaged nucleation rate in 
the confined space is shown in Figure 3(b). The nucleation rate reaches a maximum value at 
0.01 μs. The integrated value of nucleation also increases rapidly in the early stages and then 
becomes constant (Figure 3(c)), which means that the nucleation phenomenon is completed 
very early on. 
The variation of nanoparticle size, which corresponds to the spatially averaged number of 
atoms constructing the nanoparticle, is shown in Figure 3(d). Since the nanoparticle size 
starts to increase at 10 μs, when the reflected shock wave arrives at the plume front, it 
substantially determines the final nanoparticle size, which indicates that the growth of the 
nanoparticles is facilitated by the effect of the reflected shock wave. Because the nucleation 
is completed at a very early stage, as already shown, the calculated results also show that 
nanoparticle growth can be clearly separated from the nucleation process. 
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Fig. 3. Time variation of nucleation and growth of nanoparticles 

3.6 Influence of confinement 
The change in nanoparticle size over time was also examined; nanoparticle size increased 
when the shock wave hit the plume front. Before examining this process further, however, 
the typical nanoparticle size, as well as the locations of the plume front and the shock wave, 
must be clearly defined. 
There is a definite relationship between the size and spatial density of nanoparticles. The 
nanoparticle size generally has a distribution, which is especially large in the region of the 
plume front. The width of the nanoparticle density distribution is smaller than the spread in 
nanoparticle size and has a sharper distribution profile. The peak positions of the two 
distributions are almost identical. This means that the maximum nanoparticle size is placed 
at the location where the nanoparticle density is also at a maximum. Therefore, the typical 
nanoparticle size in the space can be regarded as the maximum nanoparticle size. 
The location of the shock wave propagating through the ambient gas is defined as the 
maximum value of the derivative for the change in gas density. On the other hand, the 
plume front is defined as the compression region in the atomic vapor, which comes into 
contact with the atmospheric gas and high-density area. 
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The time variation of the nanoparticle size and the positions of the shock wave and the 
plume, which were defined above, are shown in Figure 4. The left vertical axis is the 
nanoparticle radius, the right vertical axis is the position in the calculation region, and the 
horizontal axis is the elapsed time from laser irradiation. The dashed line, thick solid line, 
and the shaded area represent the nanoparticle size, the position of the shock wave, and the 
plume front, respectively. The shock waves are propagated backward and forward in the 
space by reflecting on the target surface and the opposed wall. The width of the shaded 
area, which represents the plume front, gradually broadens. In addition, the first, Tc1, and 
second, Tc2, times when the shock wave interferes with the plume front are shown. This 
interference can be seen as opportunities to enhance the growth rate of nanoparticles. The 
slope of the dashed line in Figure 4 represents the nanoparticle growth rate, which changes 
from 17.5 to 52.0 μm/s at Tc1, and from 16.0 to 34.2 μm/s at Tc2. Referring back to Eq. (7), 
the growth rate of the nanoparticles was determined by a kinetic balance between the 
condensation rate of nanoparticles, which is based on a macroscopic collision cross-section 
of the ambient vapors, and the evaporation rate of nanoparticles corresponding to the 
nanoparticle temperature. Therefore, the fact that the nanoparticle growth rate increases 
when the shock wave and plume collide means that the shock wave effectively increases the 
macroscopic collision cross-section. 
 

 
Fig. 4. Increase of nanoparticle radius from interference between shock wave and plume 

To investigate the effect of the distance between the target surface and the solid wall on the 
rate of nanoparticle growth enhanced by the shock wave passage, the numerical simulation 
was performed under the following conditions: LTS = 20, 40, 60, 80, and 200 mm. The 
calculated results for the increase of nanoparticle radius are indicated in Figure 5 against the 
elapsed time from laser irradiation. Nanoparticle growth was promoted by the passage of 
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Fig. 3. Time variation of nucleation and growth of nanoparticles 

3.6 Influence of confinement 
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The time variation of the nanoparticle size and the positions of the shock wave and the 
plume, which were defined above, are shown in Figure 4. The left vertical axis is the 
nanoparticle radius, the right vertical axis is the position in the calculation region, and the 
horizontal axis is the elapsed time from laser irradiation. The dashed line, thick solid line, 
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plume front, respectively. The shock waves are propagated backward and forward in the 
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Fig. 5. Influence of distance between target and wall on nanoparticle growth.  The circles 
indicate the arrival time of the shock wave. 

4. Two dimensional flow problem 
4.1 Calculation model for 2D flow 
On the basis of the results described in the previous section, we have proposed a new 
method for the direct generation of monodisperse nanoparticles. This method makes use of 
interaction phenomena between the plume and shock wave arising in an ellipsoidal cell 
following laser ablation in ambient gas. The method is based on the hypothesis that 
monodisperse nanoparticles are instantaneously formed inside a narrow region constructed 
from a diffusion mixture of vapor and ambient gas during the interaction between a plume 
and shock wave. Such a region forms at one focal point of the ellipsoidal cell, while the 
plume is ejected from the other focal point with laser irradiation being accompanied by 
shock waves. Here, the ellipsoidal cell is used as an experimental device based on this 
principle to obtain uniformly sized nanoparticles, which does not require an additional size 
classifier like a differential mobility analyzer (Camata, R. P., 1996), and therefore is expected 
to show high efficiency (Iwata, Y., 2002). 
The basic idea of the proposed device, illustrated in Figure 6, is as follows: the target 
material is exposed to a high-power pulsed laser; the ablated vapor suddenly expands due 
to high temperature; the expansion results in a propagating shock wave (Figure 6(a)); the 
vapor is fed by the ablation process for a period of the exposure of the pulse laser; the plume 
propagates toward the cell exit (Figure 6(b)); the ablation stops after a short duration, while 
the shock wave and the plume continue to propagate and start to interact (Figures 6(b) and 
6(c)); and after the complex interaction between them, the monodispersed nanoparticles are 
produced and extracted through the cell exit (Figure 6(d)). During the interaction, it is 
important for the nanoparticles to grow to a certain size.  
To investigate the effect of this new model, 2D calculations were performed. For the 
governing equations, we have chosen the axisymmetric, two-dimensional, compressible 
Navier–Stokes equations, because the experiments showed that the laser-ablated plume 
travels straight toward the cell exit with no distortion. The equations are solved by a finite 
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volume method using the MUSCL-type total variation diminishing (TVD) scheme with a 
curvilinear generalized coordinate (Yaga, M., 2005, 2008; Fukuoka, F., 2008) 
 

 

 
Fig. 6. Behavior of plume and shock wave in an ellipsoidal cell. 

4.2 Boundary and initial conditions 
The contours of the wall are calculated by the following equation: 
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              (16) 

where, a and b are constants with a relation of  1 5 2a b  . 

For the boundary conditions, non-slip conditions are applied to the cell wall, except for the 
position of the plume ejection. Outgoing flow conditions are applied to the boundaries 
outside the cell. The position of the plume ejection is set at one of the focal points of the 
ellipsoidal cell. The sudden ejection generates a traveling shock wave which is converges at 
the other focal point. The cell exit, through which the flow passes during the propagations 
of the shock and pressure waves, connects the inside and outside of the cell. During the 
focusing process of the propagating shock wave, the interaction between the converging 
shock wave and plume plays an important role in the growing nanoparticle size. An ejected 
jet of gas is shut off after a certain period so that the calculation can be used for a basic 
reference for PLA techniques. Then, the ejected gas is considered to be a plume traveling 
toward the exit of the cell on the right side wall. It is clear that many parameters are 
involved in this process. We have chosen the three main parameters to be the Mach number, 
jet duration, and diameter of the exit hole, because, in related experiments, the controllable 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

134 

 
Fig. 5. Influence of distance between target and wall on nanoparticle growth.  The circles 
indicate the arrival time of the shock wave. 

4. Two dimensional flow problem 
4.1 Calculation model for 2D flow 
On the basis of the results described in the previous section, we have proposed a new 
method for the direct generation of monodisperse nanoparticles. This method makes use of 
interaction phenomena between the plume and shock wave arising in an ellipsoidal cell 
following laser ablation in ambient gas. The method is based on the hypothesis that 
monodisperse nanoparticles are instantaneously formed inside a narrow region constructed 
from a diffusion mixture of vapor and ambient gas during the interaction between a plume 
and shock wave. Such a region forms at one focal point of the ellipsoidal cell, while the 
plume is ejected from the other focal point with laser irradiation being accompanied by 
shock waves. Here, the ellipsoidal cell is used as an experimental device based on this 
principle to obtain uniformly sized nanoparticles, which does not require an additional size 
classifier like a differential mobility analyzer (Camata, R. P., 1996), and therefore is expected 
to show high efficiency (Iwata, Y., 2002). 
The basic idea of the proposed device, illustrated in Figure 6, is as follows: the target 
material is exposed to a high-power pulsed laser; the ablated vapor suddenly expands due 
to high temperature; the expansion results in a propagating shock wave (Figure 6(a)); the 
vapor is fed by the ablation process for a period of the exposure of the pulse laser; the plume 
propagates toward the cell exit (Figure 6(b)); the ablation stops after a short duration, while 
the shock wave and the plume continue to propagate and start to interact (Figures 6(b) and 
6(c)); and after the complex interaction between them, the monodispersed nanoparticles are 
produced and extracted through the cell exit (Figure 6(d)). During the interaction, it is 
important for the nanoparticles to grow to a certain size.  
To investigate the effect of this new model, 2D calculations were performed. For the 
governing equations, we have chosen the axisymmetric, two-dimensional, compressible 
Navier–Stokes equations, because the experiments showed that the laser-ablated plume 
travels straight toward the cell exit with no distortion. The equations are solved by a finite 

 
Thermodynamics of Nanoparticle Formation in Laser Ablation 

 

135 

volume method using the MUSCL-type total variation diminishing (TVD) scheme with a 
curvilinear generalized coordinate (Yaga, M., 2005, 2008; Fukuoka, F., 2008) 
 

 

 
Fig. 6. Behavior of plume and shock wave in an ellipsoidal cell. 

4.2 Boundary and initial conditions 
The contours of the wall are calculated by the following equation: 

 
22

2 2 1yx
a b

              (16) 

where, a and b are constants with a relation of  1 5 2a b  . 

For the boundary conditions, non-slip conditions are applied to the cell wall, except for the 
position of the plume ejection. Outgoing flow conditions are applied to the boundaries 
outside the cell. The position of the plume ejection is set at one of the focal points of the 
ellipsoidal cell. The sudden ejection generates a traveling shock wave which is converges at 
the other focal point. The cell exit, through which the flow passes during the propagations 
of the shock and pressure waves, connects the inside and outside of the cell. During the 
focusing process of the propagating shock wave, the interaction between the converging 
shock wave and plume plays an important role in the growing nanoparticle size. An ejected 
jet of gas is shut off after a certain period so that the calculation can be used for a basic 
reference for PLA techniques. Then, the ejected gas is considered to be a plume traveling 
toward the exit of the cell on the right side wall. It is clear that many parameters are 
involved in this process. We have chosen the three main parameters to be the Mach number, 
jet duration, and diameter of the exit hole, because, in related experiments, the controllable 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

136 

parameters are the laser power, duration of the laser pulse, and diameter of the cell exit 
hole. We therefore assume that the experimental parameters related to the laser power and 
pulse correspond to the jet Mach number and jet duration, respectively. Hence, we have 
selected the above three parameters to be tested, fixing all the other parameters. The states 
of the gas inside and outside of the cell are initially at rest, that is, the ambient properties 
such as the pressure, density, temperature are uniform over the whole calculation region. 
 

 
Fig. 7. Time variations of density contours in the ellipsoidal cell. 

4.3 Shock wave behavior and interaction with plume 
Figures 7(a) to (f) show the calculated density fields using certain parameters. As illustrated 
in the previous section, a shock wave was generated by the sudden expansion of the ejected 
plume in the ellipsoidal cell. Together with the plume jet, the shock wave propagated 
towards the right wall of the cell. The plume has decelerated while the shock wave 
continues to move towards the exit hole (Figure 7(a)). The distance between the plume front 
and the shock wave increased. The propagating shock wave was reflected from the upper 
wall of the cell and changed direction toward the focal point. The propagating shock wave 
arrived at the exit hole and was reflected from the cell wall (Figure 7(b)). The shock wave 
behind the plume started to interact with the plume front. Figure 7(c) shows the moment 
when the shock wave was focused at the focal point of the cell and, at the same time, the 
plume front was located at almost the same point. The plume seems to be blocked by the 
converging shock wave. Namely, it was recognized that a confinement of the plume was 
occurred at the time.  The transmitted shock wave through the exit hole is so weak that the 
density contour fields outside of the cell cannot be seen. After the shock wave has 
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converged at the focal point, it began to spread out again. Most of the spreading shock 
wave, except for the left traveling shock wave, impinged on the wall again (Figure 7(d)). The 
shock wave around the exit hole causes weak compression waves to be transmitted into the 
cell through the hole. After the spreading shock wave was reflected from the wall again 
(Figure 7(e)), it started to converge at the focal point, where the plume is already present. 
Then, the shock wave, having been through two reflections, is strong enough to deform the 
plume and flatten the vortices. The deformed plume front still has enough momentum to 
transmit through the exit hole (Figure 7(f)). However, part of the plume is left in the cell due 
to the small diameter of the exit hole. Figure 7(f) suggests that the exit diameter is an 
important factor in evaluating how much of the plume can get through the exit hole. By 
choosing the suitable size of exit hole, we can efficiently extract the plume, which once 
converged at the focal point of the ellipsoidal cell. If these suitable conditions are applied to 
the actual laser ablation process in the ellipsoidal cell, the laser ablated plume can be 
confined by a converging shock wave followed by a generation of monodispersed 
nanoparticles. 

5. Experimental results 
5.1 Experimental equipment 
The main part of the experimental setup, shown in Figure 8, is composed of the generation 
and deposition chamber. The laser beam is introduced into the generation chamber. The 
laser plume is confined by the ellipsoidal cell and uniform-sized nanoparticles are 
generated. An ambient gas is supplied into the ellipsoidal cell and the cell is filled with the 
gas. The deposition chamber is connected to the generation chamber through a skimmer, 
where the nanoparticles are extracted by the ambient gas flow. A substrate is placed in a 
vertical position for the deposition of the nanoparticles. 
 

 
Fig. 8. Schematic diagram of the apparatus for the nanoparticle formation using Pulsed 
Laser Ablation 

When the high-power pulsed laser is directed onto a solid sample in the ellipsoidal cell filled 
with the ambient gas, the plume is ejected perpendicular to the sample surface. At that time, 
a shock wave is also generated, driven by the plume expansion, and then propagates in the 
ambient gas. By placing the sample surface on the focal point of the ellipsoidal cell, the 
shock wave is reflected on the inner wall of the cell and focused onto the other focal point. 
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converged at the focal point, it began to spread out again. Most of the spreading shock 
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The plume then collides with the ambient gas, which is considerably denser because of the 
shock wave focusing in the vicinity of this focal point. A mixture region, where the 
thermodynamic states are uniform, is formed in the boundary between the ambient gas of 
high density and the plume front and where the mono-disperse nanoparticles are formed. 

5.2 Typical examples 
Experiments were carried out with an ellipsoidal cell having an exit hole diameter of 2 
mm, a long axis of 30 mm, and a short axis of 19 mm. An Nd:YAG laser with second 
harmonic generator (λ = 532 nm) was used, and the sample was oxygen-free copper. 
Helium was chosen as the ambient gas, and the cell pressures were 100, 500, and 1000 Pa. 
The energy of the laser pulse was 256 mJ, with a pulse duration of 8 ns.  The laser 
irradiated area was measured to be 3.88 mm2 from observation of a laser trace on the 
sample surface. 
An image of the copper nanoparticles after 30 laser pulses obtained with transmission 
electron microscopy (TEM) is shown in Figure 9. Although some grain growth due to 
aggregation of nanoparticles after generation is recognized in the case of gas pressure 1000 
Pa, monodisperse nanoparticles less than 10 nm are easily obtainable by properly 
controlling the ambient gas pressure. 
Nanoparticle size distributions analyzed using TEM with a 0.5 μm square field of vision are 
shown in Figure 10. Using gas pressures of 100 and 500 Pa, nanoparticles with average 
diameters below 10 nm were obtained. In both cases, the particle size distribution can be 
approximated using a lognormal distribution function.  The geometric standard deviation, 
σ, ranges from 1.09 to 1.12. Furthermore, it was confirmed in other experiments that the 
standard deviation can be further reduced by reducing the diameter of the exit hole of the 
ellipsoidal cell. 
 
 

 
Fig. 9. TEM images of Cu nanoparticles formed under (a)100, (b)500 and (c)1000 Pa of 
helium gas pressure. 

An electron diffraction pattern and corresponding TEM image of copper nanoparticles is 
shown in Figure 11. By comparing the diffraction pattern of the copper nanoparticles with 
that of only the carbon film on which the nanoparticles were collected, we confirmed that 
the copper nanoparticles are as crystalline. Debye Scherrer rings are observed in the electron 
diffraction pattern where most of Laue spots are very small, suggesting that the crystallized 
nanoparticles are facing various directions with respect to the nanoparticle crystal axis. 
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Fig. 10. Histograms showing the diameters and the logarithmic normal distributions of the 
nanoparticles. 

 

 
Fig. 11. TEM images and corresponding the electron diffraction patterns of Cu 
nanoparticles. 

5.3 Confinement effects 
As already stated, in order to produce monodispersed nanoparticles, it is important to 
confine the plume within the converging shock waves. To confirm the importance of 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

138 

The plume then collides with the ambient gas, which is considerably denser because of the 
shock wave focusing in the vicinity of this focal point. A mixture region, where the 
thermodynamic states are uniform, is formed in the boundary between the ambient gas of 
high density and the plume front and where the mono-disperse nanoparticles are formed. 

5.2 Typical examples 
Experiments were carried out with an ellipsoidal cell having an exit hole diameter of 2 
mm, a long axis of 30 mm, and a short axis of 19 mm. An Nd:YAG laser with second 
harmonic generator (λ = 532 nm) was used, and the sample was oxygen-free copper. 
Helium was chosen as the ambient gas, and the cell pressures were 100, 500, and 1000 Pa. 
The energy of the laser pulse was 256 mJ, with a pulse duration of 8 ns.  The laser 
irradiated area was measured to be 3.88 mm2 from observation of a laser trace on the 
sample surface. 
An image of the copper nanoparticles after 30 laser pulses obtained with transmission 
electron microscopy (TEM) is shown in Figure 9. Although some grain growth due to 
aggregation of nanoparticles after generation is recognized in the case of gas pressure 1000 
Pa, monodisperse nanoparticles less than 10 nm are easily obtainable by properly 
controlling the ambient gas pressure. 
Nanoparticle size distributions analyzed using TEM with a 0.5 μm square field of vision are 
shown in Figure 10. Using gas pressures of 100 and 500 Pa, nanoparticles with average 
diameters below 10 nm were obtained. In both cases, the particle size distribution can be 
approximated using a lognormal distribution function.  The geometric standard deviation, 
σ, ranges from 1.09 to 1.12. Furthermore, it was confirmed in other experiments that the 
standard deviation can be further reduced by reducing the diameter of the exit hole of the 
ellipsoidal cell. 
 
 

 
Fig. 9. TEM images of Cu nanoparticles formed under (a)100, (b)500 and (c)1000 Pa of 
helium gas pressure. 

An electron diffraction pattern and corresponding TEM image of copper nanoparticles is 
shown in Figure 11. By comparing the diffraction pattern of the copper nanoparticles with 
that of only the carbon film on which the nanoparticles were collected, we confirmed that 
the copper nanoparticles are as crystalline. Debye Scherrer rings are observed in the electron 
diffraction pattern where most of Laue spots are very small, suggesting that the crystallized 
nanoparticles are facing various directions with respect to the nanoparticle crystal axis. 

 
Thermodynamics of Nanoparticle Formation in Laser Ablation 

 

139 

 

 
Fig. 10. Histograms showing the diameters and the logarithmic normal distributions of the 
nanoparticles. 

 

 
Fig. 11. TEM images and corresponding the electron diffraction patterns of Cu 
nanoparticles. 

5.3 Confinement effects 
As already stated, in order to produce monodispersed nanoparticles, it is important to 
confine the plume within the converging shock waves. To confirm the importance of 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

140 

confining the plume at the focal point of the ellipsoidal cell, further nanoparticle formation 
experiments were carried out. 
Figure 12 is a schematic diagram of the apparatus with an ellipsoidal cell. The laser spot is 
intentionally shifted by a distance, x, from the central axis of the ellipsoidal cell, while the 
target surface is also intentionally inclined by an angle, θ, against a plane perpendicular to 
the central axis. Figure 13 shows some of the results for nanoparticles produced as a result 
of changing these parameters. The experimental results shown in Figure 13(a), which are 
obtained under the conditions x = 0.0 mm and θ = 0.0 °, represent monodispersed 
nanoparticles. When the target surface has no inclination but the laser spot is shifted x = 2  
 

 

 
Fig. 12.  Schematic of experiment demonstrating the importance of confinement 

 

 
Fig. 13. Influence of shock wave confinement on deposited nanoparticles morphology in the 
ellipsoidal cell (field of view:200×200nm) 
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mm, as shown in Figure 13(b), some aggregation is observed. The result in Figure 13(c), 
where x = 2.0 mm and θ= 2.5°, shows the appearance of fine nanoparticles, similar to the 
normal case (Figure 13(a)). The mainly small and uniformly sized nanoparticles shown in 
Figure 13(d) formed under conditions of x = 2.0 mm and θ = 5.0°. In contrast, when x = 2 
mm, θ = 7.5°, secondary particles were generated by nanoparticle aggregation (Figure 13(e)). 
Although the position of the laser spot is shifted and also the density of laser energy is 
slightly changed (Figures 13(c) and 13(d)) relative to the normal case (Figure 13(a)), the sizes 
of the resulting nanoparticles were found to be finely dispersed, similar to the normal case. 
The confinement effect of the plume by the converging shock wave plays a role in these 
cases, because the plume ejection is approximately directed to the focal point of the 
ellipsoidal cell. The result of Figure 13(e) indicates that the residence time of nanoparticles in 
the ellipsoidal cell increased due to circulation by a vortex flow resulting from the shifted 
direction of the plume ejection relative to the focal point. 

5.4 Low temperature sintering 
As mentioned above, nanoparticle size was found to be monodispersed in the ellipsoidal cell 
under appropriate conditions. We will now discuss a case in which the monodispersed 
nanoparticles were sintered under low-temperature conditions. This low-temperature 
sintering procedure could serve as a metal bonding technique. 
 

 
Fig. 14. Two gold nanoparticles forming a neck and binding to each other. 

The bonding of metal is an important process for the construction of fine mechanical parts 
and heat sinks. Conventional bonding methods such as diffusion bonding, melted alloy 
bonding, hot isostatic pressing and silver brazing cause thermal stress at the interface 
between two metals because of differences in thermal expansion between the bonded parts. 
This thermal stress in turn causes warping of the bonded material. Therefore, low-
temperature metal bonding is desired to overcome these problems. Since the melting point 
of metals decreases with decreasing particle size, metal nanoparticle paste has been used as 
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ellipsoidal cell. The result of Figure 13(e) indicates that the residence time of nanoparticles in 
the ellipsoidal cell increased due to circulation by a vortex flow resulting from the shifted 
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5.4 Low temperature sintering 
As mentioned above, nanoparticle size was found to be monodispersed in the ellipsoidal cell 
under appropriate conditions. We will now discuss a case in which the monodispersed 
nanoparticles were sintered under low-temperature conditions. This low-temperature 
sintering procedure could serve as a metal bonding technique. 
 

 
Fig. 14. Two gold nanoparticles forming a neck and binding to each other. 

The bonding of metal is an important process for the construction of fine mechanical parts 
and heat sinks. Conventional bonding methods such as diffusion bonding, melted alloy 
bonding, hot isostatic pressing and silver brazing cause thermal stress at the interface 
between two metals because of differences in thermal expansion between the bonded parts. 
This thermal stress in turn causes warping of the bonded material. Therefore, low-
temperature metal bonding is desired to overcome these problems. Since the melting point 
of metals decreases with decreasing particle size, metal nanoparticle paste has been used as 
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a low-temperature bonding material. However, the bonding strength of nanoparticle paste 
is relatively low. Since the sintering of monodispersed nanoparticles has been observed to 
effectively bond metals, it is important to elucidate this sintering phenomenon in order to 
optimize the strength of the metal bonding. 
The TEM image in Figure 14 shows two gold nanoparticles bonding to each other. In 
crystallized metallic nanoparticles, bonding between the nanoparticles starts to form even at 
room temperature if the crystal orientations of the two particles are coincident at the 
interfaces as shown. 
Even if the crystal orientations do not match, it is possible for nanoparticles to bond to each 
other by using a low-temperature sintering effect which lowers the melting point of the 
material making up the nanoparticles. In the sintering phenomena of two particles at a 
certain high temperature, melting, vaporization and diffusion locally occurring in the 
particle surface result in a fusion at the narrowest neck portion of the contact area between 
the two particles.  
It is well known that the melting point of a substance decreases with decreasing the particle 
size of materials. The decrement of the melting point, ΔT, for a nanoparticle of diameter d is 
expressed as follows (Ragone, D. V, 1996): 

 4 1s l s m
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where, Vs is the volume per mole, ΔHm is the melting enthalpy per mole, γl-s is the interface 
tension between the liquid and solid phase, and ΔTm is the melting point for the bulk 
material. If we assume that the material is copper, ΔT is about 160 K for a copper 
nanoparticle having a diameter of 10 nm.  We also assume that the interface tension, γl-s, is 
half the value of bulk surface tension. 
The decrease in the melting point results in a decrease in the sintering temperature and 
strengthens the diffusion bonding at relatively low temperatures. In general，diffusion 
bonding is enhanced by the sintering process, in which atomic transport occurs between the 
small bumps on the material surface. By irradiating nanoparticles onto the surface of the 
materials before bonding, the number of effective small bumps greatly increases. 
In some experiments, the aggregation of the nanoparticles was found to be the smallest 
when the helium background gas pressure was suitable for the dispersion conditions. AFM 
images of nanoparticles formed under these conditions by the PLA method show that the 
size of the nanoparticles ranges from 10 nm to several tens of nm. Annealing at 
comparatively low temperature was performed on nanoparticles formed under these 
conditions. Figure 15(a) shows an AFM image of nanoparticles before annealing, and and 
Figures 15(b), 15(c), and 15(d) show them after annealing at 473 K, 573 K and 673 K, 
respectively. As can be seen from the images, nanoparticle size increased with annealing 
temperature. 
According to sintering process theory, the final diameter of a nanoparticle, df, is dependent 
on the annealing temperature. Particle growth rate can be expressed using the surface area 
of a nanoparticle by (Koch, W. 1990): 
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where t is the time, τ is the characteristic time of particle growth by sintering, a is the surface 
area, and af the value of the surface area at a final size. The particle growth rate is dependent 
on τ, which is determined by two main types of the diffusion: lattice diffusion and the grain 
boundary diffusion. The characteristic time of the lattice diffusion, τl, is proportionate to the 
third power of the particle diameter, d, and temperature, T, and it is inversely proportional 
to the surface energy, γ, and the diffusion constant, D. Therefore, τl is expressed as (Greer, J. 
R., 2007) 
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where k is the Boltzman constant, D0 is the vibrational constant, and ε the activation energy 
for diffusion. If τ used in Eq.(18) is known, the final diameter, df, can be estimated from the 
correlation between the diameter and annealing time. 
As shown in Eq. (19), the characteristic time τl seems to increase proportionally with 
temperature, but τl actually decreases with increasing temperature due to the large 
contribution of temperature in the exponential term of the equation. However, the 
characteristic time τb for grain boundary diffusion is always shorter than τl under low-
temperature conditions. As a result, if τb is used as the value of τ in Eq.(18), the final particle 
size df can be estimated by measuring the particle sizes at specified time intervals. 
Since a large τ value corresponds to an unfavorable degree of the sintering, it is necessary to 
reduce the value of τ in order to enhance the sintering process. It can be deduced from Eq. 
(19) that it is effective to not only increase temperature but also to decrease the diameter of 
the nanoparticles. From the viewpoint of low-temperature bonding, however, it is preferable 
to keep the temperature as low as possible and to decrease the size of the nanoparticles 
before annealing. 
 

 
Fig. 15. Nanoparticle sintering at various temperatures (field of view:200×200nm). 

6. Summary 
In this chapter, several topics on the thermodynamics of nanoparticles formation under laser 
ablation were explored. 
Firstly, thermodynamics related to some general aspects of nanoparticle formation in the gas 
phase and the principles behind of pulsed laser ablation (PLA) was explained. We divided 
the problem into the following parts for simplicity: (i) nanoparticle nucleation and growth, 
(ii) melting and evaporation by laser irradiation, and (iii) Knudsen layer formation. All these 
considerations were then used to build a model of nanoparticle formation into fluid 
dynamics equations. 
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Secondly, fluid dynamics concerning nanoparticle formation in a high speed flow was 
developed. Interactions between the shock waves and plume, generation of nuclei, and 
growth of nanoparticles could all be treated with a single calculation. We conducted one-
dimensional calculations with the equation, and found conditions wherein the timing of the 
nucleation and growth processes could be separated based on interactions between the 
shock wave and plume. The existence of certain conditions for nanoparticle formation in the 
narrow region between the plume and the buffer gas were confirmed from the numerical 
results. In addition, reflected shock waves substantially contribute to the growth of 
nanoparticles by increasing particle radius, but do not contribute to the increase of 
nanoparticle numbers by promoting nucleation. 
A new model of nanoparticle generator, employing an ellipsoidal cell, was then formulated 
based on the results of the one-dimensional calculations. To evaluate the performance of the 
cell, axi-symmetric two-dimensional calculations were conducted using Navier-Stokes 
equations without nanoparticle formation. The behavior of shock wave and plume became 
clear with the use of density contour maps. The reflection and conversion of shock waves, 
the interaction between shock wave and plume, and ejection of gas through the cell exit 
were clearly illustrated. 
The ellipsoidal cell was manufactured and PLA process was experimentally carried out in 
the cell. Cu nanoparticles formed in the experiment were typically of uniform size, under 10 
nm in diameter, and had a narrow size distribution, with a standard deviation around 1.1 
for the lognormal distribution. The narrow distribution of nanoparticle size possibly 
originated from the effect of ellipsoidal cell, because the fine, uniform nano-sized particles 
could not be obtained unless the direction of plume ejection was coincident with the focal 
point of the ellipsoidal cell. Such uniformly sized nanoparticles are important for practical 
use as indicated by the following example. 
Finally, the thermodynamics of nanoparticle sintering was explored, in particular the 
transition of nanoparticle appearance with changes in temperature, as well as the possibility 
of low temperature bonding. Since the melting point of nanoparticles sensitively depends on 
size, it is important to prepare uniformly sized nanoparticles for bonding at low 
temperatures. 

7. References 
AIST Home Page, Research Information Database, Network Database System for 

Thermophysical Property Data, (2006), 
 http://riodb.ibase.aist.go.jp/TPDB/DBGVsupport/detail/silicon_en.html. 
Camata, R. P., Atwater, H. A., Vahala, K. J. and Flagan, R. C. (1996), Size classification of 

silicon nanocrystals, Appl. Phys. Lett. 68 (22), 3162-3164. 
Chrisey, D.B. and Hubler G.K. (Eds.) (1994), Pulsed Laser Deposition of Thin Films, Wiley-

Interscience, New York. 
Finney, E. E. and Finke, R. G. (2008), Nanocluster nucleation and growth kinetic and 

mechanistic studies: A review emphasizing transition-metal nanoclusters, Journal 
of Colloid and Interface Science 317, 351–374. 

Fukuoka, H., Yaga, M. and Takiya, T. (2008), Study of Interaction between Unsteady 
Supersonic Jet and Shock Waves in Elliptical Cell, Journal of Fluid Science and 
Technology, 3-7, 881-891. 

 
Thermodynamics of Nanoparticle Formation in Laser Ablation 

 

145 

Greer, J. R. and Street, R. A. (2007), Thermal cure effects on electrical performance of 
nanoparticle silver inks, Acta Mater. 55, 6345-6349. 

Han, M., Gong, Y.  Zhou, J.  Yin, C.  Song, F.  Muto, M.  Takiya T.  and Iwata, Y. (2002), 
Plume dynamics during film and nanoparticles deposition by pulsed laser ablation, 
Phys. Lett., A302, 182-189. 

Houle F. A. and Hinsberg, W. D. (1998), Stochastic simulation of heat flow with application 
to laser–solid interactions, Appl. Phys., A66, 143-151. 

Ide, E., Angata, S., Hirose, A. and Kobayashi, K. (2005), Metal-metal bonding process using 
Ag metallo-organic nanoparticles, Acta Materialia 53, 2385–2393. 

Inada, M., Nakagawa, H., Umezu, I. and Sugimura, A. (2003), Effects of hydrogenation on 
photoluminescence of Si nanoparticles formed by pulsed laser ablation, Materials 
Science and Engineering B101, 283-285. 

Ito, S., Nakaoka, K., Kawamura, M., Ui, K., Fujimoto, K. and Koura, N. (2005), Lithium 
battery having a large capacity using Fe3O4 as a cathode material, Journal of Power 
Sources 146, 319–322. 

Iwata, Y.  Kishida, M.  Muto, M.  Yu, S.  Sawada, T.  Fukuda, A.  Takiya, T.  Komura A.  and 
Nakajima, K. (2002), Narrow size-distributed silicon cluster beam generated using a 
spatiotemporal confined cluster source, Chem. Phys. Lett., 358, 36-42. 

Kim, K., Park, J. H., Doo, S. G.,  Nam, J. D. and Kim, T. (2009), Generation of size and 
structure controlled Si nanoparticles using pulse plasma for energy devices, Thin 
Solid Films 517, 4184–4187. 

Kim, K., Park, J. H., Doo, S. G. and Kim, T. (2010), Effect of oxidation on Li-ion secondary 
battery with non-stoichiometric silicon oxide (SiOx) nanoparticles generated in cold 
plasma, Thin Solid Films 518, 6547–6549. 

Knight, C. J. (1979), Theoretical Modeling of Rapid Surface Vaporization with Back Pressure, 
AIAA J., 17-5, 519-523. 

Koch W. and Friedlander S. K. (1990)，The effect of particle coalescence on the surface area  
of a coagulation aerosol, Journal of Colloid and Interface Science, 140-2, 419. 

Li, S. and El-Shall, M. S. (1998), Synthesis of nanoparticles by reactive laser vaporization: 
silicon nanocrystals in polymers and properties of gallium and tungsten oxides, 
Applied Surface Science 127–129, 330–338. 

Li, Q., Sasaki, T., Koshizaki, N. (1999), Pressure dependence of the morphology and size of 
cobalt (II,III) oxide nanoparticles prepared by pulsed-laser ablation, Appl. Phys. A 
69, 115–118. 

Liqiang, J., Xiaojun, S., Jing, S., Weimin, C., Zili, X., Yaoguo, D. and Honggang, F. (2003), 
Review of surface photovoltage spectra of nanosized semiconductor and its 
applications in heterogeneous photocatalysis, Solar Energy Materials & Solar Cells 
79, 133–151. 

Liqiang, J., Baiqi, W., Baifu, X., Shudan, L., Keying, S.,Weimin, C. and Honggang, F. (2004), 
Investigations on the surface modification of ZnO nanoparticle photocatalyst by 
depositing Pd, Journal of Solid State Chemistry 177, 4221–4227. 

Lu, M., Gong, H., Song, T., Wang, J. P., Zhang, H. W. and Zhou, T. J. (2006), Nanoparticle 
composites: FePt with wide-band-gap semiconductor, Journal of Magnetism and 
Magnetic Materials 303, 323–328. 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

144 

Secondly, fluid dynamics concerning nanoparticle formation in a high speed flow was 
developed. Interactions between the shock waves and plume, generation of nuclei, and 
growth of nanoparticles could all be treated with a single calculation. We conducted one-
dimensional calculations with the equation, and found conditions wherein the timing of the 
nucleation and growth processes could be separated based on interactions between the 
shock wave and plume. The existence of certain conditions for nanoparticle formation in the 
narrow region between the plume and the buffer gas were confirmed from the numerical 
results. In addition, reflected shock waves substantially contribute to the growth of 
nanoparticles by increasing particle radius, but do not contribute to the increase of 
nanoparticle numbers by promoting nucleation. 
A new model of nanoparticle generator, employing an ellipsoidal cell, was then formulated 
based on the results of the one-dimensional calculations. To evaluate the performance of the 
cell, axi-symmetric two-dimensional calculations were conducted using Navier-Stokes 
equations without nanoparticle formation. The behavior of shock wave and plume became 
clear with the use of density contour maps. The reflection and conversion of shock waves, 
the interaction between shock wave and plume, and ejection of gas through the cell exit 
were clearly illustrated. 
The ellipsoidal cell was manufactured and PLA process was experimentally carried out in 
the cell. Cu nanoparticles formed in the experiment were typically of uniform size, under 10 
nm in diameter, and had a narrow size distribution, with a standard deviation around 1.1 
for the lognormal distribution. The narrow distribution of nanoparticle size possibly 
originated from the effect of ellipsoidal cell, because the fine, uniform nano-sized particles 
could not be obtained unless the direction of plume ejection was coincident with the focal 
point of the ellipsoidal cell. Such uniformly sized nanoparticles are important for practical 
use as indicated by the following example. 
Finally, the thermodynamics of nanoparticle sintering was explored, in particular the 
transition of nanoparticle appearance with changes in temperature, as well as the possibility 
of low temperature bonding. Since the melting point of nanoparticles sensitively depends on 
size, it is important to prepare uniformly sized nanoparticles for bonding at low 
temperatures. 

7. References 
AIST Home Page, Research Information Database, Network Database System for 

Thermophysical Property Data, (2006), 
 http://riodb.ibase.aist.go.jp/TPDB/DBGVsupport/detail/silicon_en.html. 
Camata, R. P., Atwater, H. A., Vahala, K. J. and Flagan, R. C. (1996), Size classification of 

silicon nanocrystals, Appl. Phys. Lett. 68 (22), 3162-3164. 
Chrisey, D.B. and Hubler G.K. (Eds.) (1994), Pulsed Laser Deposition of Thin Films, Wiley-

Interscience, New York. 
Finney, E. E. and Finke, R. G. (2008), Nanocluster nucleation and growth kinetic and 

mechanistic studies: A review emphasizing transition-metal nanoclusters, Journal 
of Colloid and Interface Science 317, 351–374. 

Fukuoka, H., Yaga, M. and Takiya, T. (2008), Study of Interaction between Unsteady 
Supersonic Jet and Shock Waves in Elliptical Cell, Journal of Fluid Science and 
Technology, 3-7, 881-891. 

 
Thermodynamics of Nanoparticle Formation in Laser Ablation 

 

145 

Greer, J. R. and Street, R. A. (2007), Thermal cure effects on electrical performance of 
nanoparticle silver inks, Acta Mater. 55, 6345-6349. 

Han, M., Gong, Y.  Zhou, J.  Yin, C.  Song, F.  Muto, M.  Takiya T.  and Iwata, Y. (2002), 
Plume dynamics during film and nanoparticles deposition by pulsed laser ablation, 
Phys. Lett., A302, 182-189. 

Houle F. A. and Hinsberg, W. D. (1998), Stochastic simulation of heat flow with application 
to laser–solid interactions, Appl. Phys., A66, 143-151. 

Ide, E., Angata, S., Hirose, A. and Kobayashi, K. (2005), Metal-metal bonding process using 
Ag metallo-organic nanoparticles, Acta Materialia 53, 2385–2393. 

Inada, M., Nakagawa, H., Umezu, I. and Sugimura, A. (2003), Effects of hydrogenation on 
photoluminescence of Si nanoparticles formed by pulsed laser ablation, Materials 
Science and Engineering B101, 283-285. 

Ito, S., Nakaoka, K., Kawamura, M., Ui, K., Fujimoto, K. and Koura, N. (2005), Lithium 
battery having a large capacity using Fe3O4 as a cathode material, Journal of Power 
Sources 146, 319–322. 

Iwata, Y.  Kishida, M.  Muto, M.  Yu, S.  Sawada, T.  Fukuda, A.  Takiya, T.  Komura A.  and 
Nakajima, K. (2002), Narrow size-distributed silicon cluster beam generated using a 
spatiotemporal confined cluster source, Chem. Phys. Lett., 358, 36-42. 

Kim, K., Park, J. H., Doo, S. G.,  Nam, J. D. and Kim, T. (2009), Generation of size and 
structure controlled Si nanoparticles using pulse plasma for energy devices, Thin 
Solid Films 517, 4184–4187. 

Kim, K., Park, J. H., Doo, S. G. and Kim, T. (2010), Effect of oxidation on Li-ion secondary 
battery with non-stoichiometric silicon oxide (SiOx) nanoparticles generated in cold 
plasma, Thin Solid Films 518, 6547–6549. 

Knight, C. J. (1979), Theoretical Modeling of Rapid Surface Vaporization with Back Pressure, 
AIAA J., 17-5, 519-523. 

Koch W. and Friedlander S. K. (1990)，The effect of particle coalescence on the surface area  
of a coagulation aerosol, Journal of Colloid and Interface Science, 140-2, 419. 

Li, S. and El-Shall, M. S. (1998), Synthesis of nanoparticles by reactive laser vaporization: 
silicon nanocrystals in polymers and properties of gallium and tungsten oxides, 
Applied Surface Science 127–129, 330–338. 

Li, Q., Sasaki, T., Koshizaki, N. (1999), Pressure dependence of the morphology and size of 
cobalt (II,III) oxide nanoparticles prepared by pulsed-laser ablation, Appl. Phys. A 
69, 115–118. 

Liqiang, J., Xiaojun, S., Jing, S., Weimin, C., Zili, X., Yaoguo, D. and Honggang, F. (2003), 
Review of surface photovoltage spectra of nanosized semiconductor and its 
applications in heterogeneous photocatalysis, Solar Energy Materials & Solar Cells 
79, 133–151. 

Liqiang, J., Baiqi, W., Baifu, X., Shudan, L., Keying, S.,Weimin, C. and Honggang, F. (2004), 
Investigations on the surface modification of ZnO nanoparticle photocatalyst by 
depositing Pd, Journal of Solid State Chemistry 177, 4221–4227. 

Lu, M., Gong, H., Song, T., Wang, J. P., Zhang, H. W. and Zhou, T. J. (2006), Nanoparticle 
composites: FePt with wide-band-gap semiconductor, Journal of Magnetism and 
Magnetic Materials 303, 323–328. 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

146 

Patrone, L., Nelson, D., Safarov, V.I., Giorgio, S., Sentis, M. and Marine, W. (1999), Synthesis 
and properties of Si and Ge nanoclusters produced by pulsed laser ablation, Appl. 
Phys. A 69 [Suppl.], S217–S221. 

Patrone, L., Nelson, D., Safarov, V. I., Sentis, M. and Marine, W. (2000), Photoluminescence 
of silicon nanoclusters with reduced size dispersion produced by laser ablation, 
Journal of Applied Physics Vol.87, No.8, 3829-3837. 

Ragone，D. V. (1996), Chemical physics of materials Ⅱ, Maruzen, (Translated into 
Japanese). 

Roco, M. C. (1998), Reviews of national research programs in nanoparticle and 
nanotechnology research in the U.S.A., J. Aerosol Sci. Vol. 29, No. 5/6, pp. 749-760.  

Seto, T., Koga, K., Takano, F., Akinaga, H., Orii, T., Hirasawa, M. and Murayama, M. (2006), 
Synthesis of magnetic CoPt/SiO2 nano-composite by pulsed laser ablation, Journal 
of Photochemistry and Photobiology A: Chemistry 182, 342–345. 

Shapiro, A. H. (1953)  The Dynamics and Thermodynamics of COMPRESSIBLE FLUID 
FLOW, Ronald Press, New York. 

Strickland, N. M., Long, N. J., Talantsev, E. F., Hoefakker, P., Xia, J. A., Rupich, M. W., 
Zhang, W., Li, X., Kodenkandath, T. and Huang, Y. (2008), Nanoparticle additions 
for enhanced flux pinning in YBCO HTS films, Current Applied Physics 8, 372–375. 

Suzuki, N., Makino, T., Yamada, Y. and Yoshida, T. (2001), Monodispersed, 
nonagglomerated silicon nanocrystallites, Applied Physics Letters, Vol.78, No.14 , 
2043-2045. 

Takiya, T., Umezu, I., Yaga, M. and Han, M. (2007), Nanoparticle Formation in the 
Expansion Process of a Laser Ablated Plume, J. Phys. Conf. Ser. 59, 445. 

Takiya, T., Fukuda, N., Inoue, N., Han, M., Yaga, M. and Iwata, Y. (2010), Dynamics of the 
Shock Wave Accompanied by Nanoparticle Formation in the PLA Processes, Adv. 
Studies Theor. Phys., Vol. 4, no.7, 305 – 316. 

Touloukian, Y. S., editor. (1967), Thermophysical Properties of High Temperature Solid 
Materials, The Macmillan Co., New York. 

Volmer, M. (1939), Kinetik der Phasenbildung, T. Steinkopff, Dresden, Leipzig. 
Weast, R. C., editor. (1965), Handbook of Chemistry and Physics 46th edition, The Chemical 

Rubber Co., Ohio. 
Wegner, K., Piseri, P., Tafreshi H. V. and Milani, P. (2006), Cluster beam deposition: a tool 

for nanoscale science and technology, J. Phys. D: Appl. Phys. 39, R439–R459. 
Wu, H. P., Okano, A. and Takayanagi, K. (2000), Photoluminescence properties of size-

selected Si nanocluster films prepared by laser ablation, Appl. Phys. A 71, 643–646. 
Yaga, M.  Takiya T.  and Iwata, Y. (2005), Numerical study of unsteady compressible flow 

driven by supersonic jet injected into ellipsoidal cell with small exit hole, Shock 
waves, 14-5/6, 403-411. 

Yaga, M., Fukuoka, H., Iwata, Y. and Takiya, T. (2008), Behavior of Shock Waves Formed by 
Unsteady Supersonic Jet Injected into Cell, Journal of Thermal Science, 17-1, pp.50-
55. 

6 

Thermodynamics of the Oceanic General 
Circulation – Is the Abyssal Circulation 
 a Heat Engine or a Mechanical Pump? 

Shinya Shimokawa1 and Hisashi Ozawa2 
1National Research Institute for Earth 

 Science and Disaster Prevention 
2Hiroshima University 

Japan 

1. Introduction 

The oceanic general circulation has been investigated mainly from a dynamic perspective. 
Nevertheless, some important contributions to the field have been made also from a 
thermodynamic viewpoint. This chapter presents description of the thermodynamics of 
the oceanic general circulation. Particularly, we examine entropy production of the 
oceanic general circulation and discuss its relation to a thermodynamic postulate of a 
steady closed circulation such as the oceanic general circulation: Sandström’s theorem. 
Also in this section, we refer to another important thermodynamic postulate of an open 
non-equilibrium system such as the oceanic general circulation: the principle of Maximum 
Entropy Production. 

1.1 Outline of oceanic general circulation 
Oceanic general circulation is the largest current in the world ocean, making a circuit from 
the surface to the bottom over a few thousand years. The present oceanic general circulation, 
briefly speaking, is a series of flows, in which seawater sinks from restricted surface regions 
in high latitudes of the Atlantic Ocean to the deep bottom ocean. It later comes to broad 
surface regions of the Pacific Ocean, and returns to the Atlantic Ocean through the surface of 
the Indian Ocean (see Fig. 1). The atmosphere affects the daily weather, whereas the ocean 
affects the long-term climate because of its larger heat capacity. Therefore, it is important for 
our life to elucidate the oceanic general circulation. 
The causes generating the oceanic general circulation are momentum flux by wind stress at 
the sea surface and density flux by heating, cooling, precipitation, and evaporation through 
the sea surface, except for tides. In general, the oceanic general circulation is explained as 
consisting of surface (wind-driven) circulation attributable to the momentum flux and 
abyssal (thermohaline) circulation caused by the density flux. However, the distinction 
between them is not simple because diapycnal mixing, which is important for abyssal 
circulation, depends largely on wind, as described in the next sub-section. Moreover, 
diapycnal mixing depends also on tides. 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

146 

Patrone, L., Nelson, D., Safarov, V.I., Giorgio, S., Sentis, M. and Marine, W. (1999), Synthesis 
and properties of Si and Ge nanoclusters produced by pulsed laser ablation, Appl. 
Phys. A 69 [Suppl.], S217–S221. 

Patrone, L., Nelson, D., Safarov, V. I., Sentis, M. and Marine, W. (2000), Photoluminescence 
of silicon nanoclusters with reduced size dispersion produced by laser ablation, 
Journal of Applied Physics Vol.87, No.8, 3829-3837. 

Ragone，D. V. (1996), Chemical physics of materials Ⅱ, Maruzen, (Translated into 
Japanese). 

Roco, M. C. (1998), Reviews of national research programs in nanoparticle and 
nanotechnology research in the U.S.A., J. Aerosol Sci. Vol. 29, No. 5/6, pp. 749-760.  

Seto, T., Koga, K., Takano, F., Akinaga, H., Orii, T., Hirasawa, M. and Murayama, M. (2006), 
Synthesis of magnetic CoPt/SiO2 nano-composite by pulsed laser ablation, Journal 
of Photochemistry and Photobiology A: Chemistry 182, 342–345. 

Shapiro, A. H. (1953)  The Dynamics and Thermodynamics of COMPRESSIBLE FLUID 
FLOW, Ronald Press, New York. 

Strickland, N. M., Long, N. J., Talantsev, E. F., Hoefakker, P., Xia, J. A., Rupich, M. W., 
Zhang, W., Li, X., Kodenkandath, T. and Huang, Y. (2008), Nanoparticle additions 
for enhanced flux pinning in YBCO HTS films, Current Applied Physics 8, 372–375. 

Suzuki, N., Makino, T., Yamada, Y. and Yoshida, T. (2001), Monodispersed, 
nonagglomerated silicon nanocrystallites, Applied Physics Letters, Vol.78, No.14 , 
2043-2045. 

Takiya, T., Umezu, I., Yaga, M. and Han, M. (2007), Nanoparticle Formation in the 
Expansion Process of a Laser Ablated Plume, J. Phys. Conf. Ser. 59, 445. 

Takiya, T., Fukuda, N., Inoue, N., Han, M., Yaga, M. and Iwata, Y. (2010), Dynamics of the 
Shock Wave Accompanied by Nanoparticle Formation in the PLA Processes, Adv. 
Studies Theor. Phys., Vol. 4, no.7, 305 – 316. 

Touloukian, Y. S., editor. (1967), Thermophysical Properties of High Temperature Solid 
Materials, The Macmillan Co., New York. 

Volmer, M. (1939), Kinetik der Phasenbildung, T. Steinkopff, Dresden, Leipzig. 
Weast, R. C., editor. (1965), Handbook of Chemistry and Physics 46th edition, The Chemical 

Rubber Co., Ohio. 
Wegner, K., Piseri, P., Tafreshi H. V. and Milani, P. (2006), Cluster beam deposition: a tool 

for nanoscale science and technology, J. Phys. D: Appl. Phys. 39, R439–R459. 
Wu, H. P., Okano, A. and Takayanagi, K. (2000), Photoluminescence properties of size-

selected Si nanocluster films prepared by laser ablation, Appl. Phys. A 71, 643–646. 
Yaga, M.  Takiya T.  and Iwata, Y. (2005), Numerical study of unsteady compressible flow 

driven by supersonic jet injected into ellipsoidal cell with small exit hole, Shock 
waves, 14-5/6, 403-411. 

Yaga, M., Fukuoka, H., Iwata, Y. and Takiya, T. (2008), Behavior of Shock Waves Formed by 
Unsteady Supersonic Jet Injected into Cell, Journal of Thermal Science, 17-1, pp.50-
55. 

6 

Thermodynamics of the Oceanic General 
Circulation – Is the Abyssal Circulation 
 a Heat Engine or a Mechanical Pump? 

Shinya Shimokawa1 and Hisashi Ozawa2 
1National Research Institute for Earth 

 Science and Disaster Prevention 
2Hiroshima University 

Japan 

1. Introduction 

The oceanic general circulation has been investigated mainly from a dynamic perspective. 
Nevertheless, some important contributions to the field have been made also from a 
thermodynamic viewpoint. This chapter presents description of the thermodynamics of 
the oceanic general circulation. Particularly, we examine entropy production of the 
oceanic general circulation and discuss its relation to a thermodynamic postulate of a 
steady closed circulation such as the oceanic general circulation: Sandström’s theorem. 
Also in this section, we refer to another important thermodynamic postulate of an open 
non-equilibrium system such as the oceanic general circulation: the principle of Maximum 
Entropy Production. 

1.1 Outline of oceanic general circulation 
Oceanic general circulation is the largest current in the world ocean, making a circuit from 
the surface to the bottom over a few thousand years. The present oceanic general circulation, 
briefly speaking, is a series of flows, in which seawater sinks from restricted surface regions 
in high latitudes of the Atlantic Ocean to the deep bottom ocean. It later comes to broad 
surface regions of the Pacific Ocean, and returns to the Atlantic Ocean through the surface of 
the Indian Ocean (see Fig. 1). The atmosphere affects the daily weather, whereas the ocean 
affects the long-term climate because of its larger heat capacity. Therefore, it is important for 
our life to elucidate the oceanic general circulation. 
The causes generating the oceanic general circulation are momentum flux by wind stress at 
the sea surface and density flux by heating, cooling, precipitation, and evaporation through 
the sea surface, except for tides. In general, the oceanic general circulation is explained as 
consisting of surface (wind-driven) circulation attributable to the momentum flux and 
abyssal (thermohaline) circulation caused by the density flux. However, the distinction 
between them is not simple because diapycnal mixing, which is important for abyssal 
circulation, depends largely on wind, as described in the next sub-section. Moreover, 
diapycnal mixing depends also on tides. 
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Fig. 1. Illustration of oceanic general circulation (Broecker, 1987). 

1.2 Energy sources of abyssal circulation 
Sustained abyssal circulation is a manifestation of conversion of potential energy to kinetic 
energy within the system. Production of potential energy is mainly the result of diapycnal 
mixing in the ocean interior, geothermal heating through the ocean floor, and the meridional 
distribution of precipitation, evaporation, and runoff (e.g., Gade & Gustafsson, 2004). 
Diapycnal mixing results from turbulent diffusion by wind and tides. The most reasonable 
mechanism to transfer energy from the surface to the deeper layer is regarded as breaking 
and wave–wave interaction of internal waves generated by wind and tides (e.g., Muller & 
Briscoe, 2000). The wind and tidal dissipation quantities have been estimated respectively as 
about 1 TW (Wunsch, 1998) and 1 TW (Egbert & Ray, 2000). Using these estimates and Rf = 
0.15 (Osborn, 1980) as the flux Richardson number, γ= Rf/(1-Rf)=0.18 as the ratio of potential 
energy to available energy, and S=3.6 × 1014 m2 as the total surface area of the ocean, the 
production of potential energy caused by diapycnal mixing has been estimated as about 1.0 
× 10-3 W m-2 (=2TW/(3.6 × 1014 m2) × 0.18). 
Geothermal heating through the ocean floor causes a temperature increase and a thermal 
expansion in seawater, and generates potential energy. Production of potential energy 
caused by geothermal heating has been estimated as about 0.11 (Gade & Gustafsson, 2004) -
0.14 (Huang, 1999) × 10-3 W m-2. 
Precipitation (evaporation) is a flux of mass to (from) the sea surface and consequently a 
flux of potential energy. On average, the warm (cold) tropics with high (low) sea level are 
regions of evaporation (precipitation). These therefore tend to reduce the potential energy. 
The value integrated for the entire ocean shows a net loss of potential energy. Loss of 
potential energy attributable to precipitation, evaporation, and runoff has been estimated as 
less than 0.02 (Gade & Gustafsson, 2004) – 0.03 (Huang, 1998) × 10-3 W m-2. These 
contributions can be negligible. 
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In addition, there can be work done on the ocean by surface heating and cooling. Heating 
(cooling) causes an expansion (contraction) with a net rise (fall) in the centre of mass and an 
increase (decrease) in potential energy. The exact estimate of the effect is difficult, but it will 
be small compared to the effect of the wind forcing. The best recent estimate of work done 
on the ocean by surface heating and cooling is zero (Wunsch & Ferrari, 2004). 

1.3 "Missing mixing" problem 
Munk (1966) estimated that the magnitude of diapycnal mixing to drive and maintain 
abyssal circulation is about K≈10-4 m2 s-1. He reached that figure by fitting of vertical profiles 
of tracers with one-dimensional vertical balance equation of advection and diffusion as 
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where K is a diapycnal mixing coefficient, T denotes a tracer variable such as temperature, 
salinity and radioactive tracers, z signifies a vertical coordinate, and w represents the 
upwelling velocity. The estimated value has been regarded as reasonable because the total 
upwelling of deep water estimated using the above K is consistent with the total sinking of 
deep water estimated by observations in the sinking area. 
However, some direct observations of turbulence (Gregg, 1989) and dye diffusion (Ledwell 
et al., 1993) in the deep ocean indicate a diapycnal mixing of only K≈10-5 m2 s-1. Moreover, 
this is consistent with mixing estimated from the energy cascade in an internal wave 
spectrum (called “background”) (McComas & Mullar, 1981). This difference of K is 
designated as the “missing mixing” problem. 
On the other hand, recent observations of turbulence show larger diapycnal mixing of K≥10-4 
m2 s-1 (Ledwell et al., 2000; Polizin et al., 1997), although such observations are limited to 
areas near places with large topographic changes such as seamounts (called “hot spots”), 
where internal waves are strongly generated as sources of diapycnal mixing. Munk & 
Wunsch (1998) reported that the value averaged over the entire ocean including 
“background” and “hot spots” can be about K≈10-4 m2 s-1, which remains controversial. 

1.4 Abyssal circulation as a heat engine or a mechanical pump 
Traditionally, the abyssal circulation has been treated as a heat engine (or a buoyancy 
process) driven by an equatorial hot source and polar cold sources. Broecker & Denton 
(1990) reported that abrupt changes in the ocean’s overturning causes the ocean’s heat 
loss, which might engender large swings in high-latitude climate, such as that occurring 
during the ice age. They also suggested a descriptive image of abyssal circulation: a 
conveyor-belt (see Fig. 1). Peixoto & Oort (1992) investigated the atmosphere–ocean 
system as a heat engine using the concept of available potential energy developed by 
Lorenz (1955). 
Toggweiler (1994 ) reported that the abyssal formation in the North Atlantic is induced by 
upwelling because of strong surface wind stress in the Antarctic circumpolar current (a 
mechanical pump or a mechanical process). This mechanism is inferred from the “missing 
mixing” problem, as stated in section 1.3. If “background” diapycnal mixing for maintaining 
abyssal circulation is weaker than Munk’s estimate, then another new mechanism to pump 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

148 

 
Fig. 1. Illustration of oceanic general circulation (Broecker, 1987). 

1.2 Energy sources of abyssal circulation 
Sustained abyssal circulation is a manifestation of conversion of potential energy to kinetic 
energy within the system. Production of potential energy is mainly the result of diapycnal 
mixing in the ocean interior, geothermal heating through the ocean floor, and the meridional 
distribution of precipitation, evaporation, and runoff (e.g., Gade & Gustafsson, 2004). 
Diapycnal mixing results from turbulent diffusion by wind and tides. The most reasonable 
mechanism to transfer energy from the surface to the deeper layer is regarded as breaking 
and wave–wave interaction of internal waves generated by wind and tides (e.g., Muller & 
Briscoe, 2000). The wind and tidal dissipation quantities have been estimated respectively as 
about 1 TW (Wunsch, 1998) and 1 TW (Egbert & Ray, 2000). Using these estimates and Rf = 
0.15 (Osborn, 1980) as the flux Richardson number, γ= Rf/(1-Rf)=0.18 as the ratio of potential 
energy to available energy, and S=3.6 × 1014 m2 as the total surface area of the ocean, the 
production of potential energy caused by diapycnal mixing has been estimated as about 1.0 
× 10-3 W m-2 (=2TW/(3.6 × 1014 m2) × 0.18). 
Geothermal heating through the ocean floor causes a temperature increase and a thermal 
expansion in seawater, and generates potential energy. Production of potential energy 
caused by geothermal heating has been estimated as about 0.11 (Gade & Gustafsson, 2004) -
0.14 (Huang, 1999) × 10-3 W m-2. 
Precipitation (evaporation) is a flux of mass to (from) the sea surface and consequently a 
flux of potential energy. On average, the warm (cold) tropics with high (low) sea level are 
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The value integrated for the entire ocean shows a net loss of potential energy. Loss of 
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increase (decrease) in potential energy. The exact estimate of the effect is difficult, but it will 
be small compared to the effect of the wind forcing. The best recent estimate of work done 
on the ocean by surface heating and cooling is zero (Wunsch & Ferrari, 2004). 
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system as a heat engine using the concept of available potential energy developed by 
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upwelling because of strong surface wind stress in the Antarctic circumpolar current (a 
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up water from the deep layer to the surface is needed, provided that sinking can occur in the 
cold saline (i.e. dense) region of the North Atlantic. Drake Passage is located in the region of 
westerly wind band where water upwells from below to feed the diverging surface flow. 
Because net poleward flow above the ridges is prohibited (there is no east–west side wall to 
sustain an east–west pressure gradient in the Antarctic circumpolar current region), the 
upwelled water must come from below the ridges, i.e., from depths below 1500–2000 m. In 
addition, very little mixing energy is necessary to upwell water because of weak 
stratification near Antarctica. 

1.5 Sandström theorem 
Related to a closed steady circulation such as abyssal circulation, there is an important 
thermodynamic postulate: Sandström’s theorem (Sandström, 1908, 1916)1. 
Sandström considered the system moving as a cycle of the heat engine with the following 
four stages (see Fig. 2). 
1. Expansion by diabatic heating under constant pressure 
2. Adiabatic change (expansion or contraction) from the heating source to the cooling 

source 
3. Contraction by diabatic cooling under constant pressure 
4. Adiabatic change (contraction or expansion) from the cooling source to the heating 

source 
When the system moves anti-clockwise (expansion in stage 2 and contraction in stage 4), i.e., 
the heating source (d>0; α is a specific volume that is equal to the volume divided by the 
mass) is located at the high-pressure side and the cooling source (d<0) is located at the 
low-pressure side (Fig. 2a; Pheating > Pcooling), the work done by the system is positive: 

 d 0.P α   (2) 

In contrast, when the system moves clockwise (contraction in stage 2 and expansion in stage 
4), i.e., the cooling source is located at the high-pressure side and the heating source is 
located at the low-pressure side (Fig. 2b; Pheating < Pcooling). Therefore, the work done by the 
system is negative: 

 d 0.P α   (3) 

Consequently, Sandström suggested that a closed steady circulation can only be maintained 
in the ocean if the heating source is located at a higher pressure (i.e. a lower level) than the 
cooling source. 
Regarding the atmosphere, the heating source is located at the ground surface and the 
cooling source is located at the upper levels because the atmosphere is almost transparent to 
shortwave radiation of the sun, which heats the ground surface directly. Then heat is 
transferred from the heated surface by vertical convection. Therefore, the atmosphere can be 
regarded as a heat engine. 
                                                 
1 An English translation of Sandström (1906) is available as an appendix in Kuhlbrodt (2008), but the 
Sandström papers are written in German, and are not easy to obtain. Other explanations of Sandström’s 
theorem can be found in some textbooks of oceanic and atmospheric sciences: Defunt (1961), Hougthon 
(2002), and Huang (2010). 
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Fig. 2. Heat engines of two types discussed by Sandström (1916): (a) anti-clockwise and (b) 
clockwise. 

1.6 Principle of maximum entropy production and oceanic general circulation 
In this sub-section, we briefly explain another important thermodynamic postulate of 
stability of a nonlinear non-equilibrium system such as the oceanic general circulation, the 
principle of the maximum Entropy Production and consider the stability of oceanic general 
circulation from a global perspective because local processes of generation and dissipation 
of kinetic energy in a turbulent medium remain unknown. 
The ocean system can be regarded as an open non-equilibrium system connected with 
surrounding systems mainly via heat and salt fluxes. The surrounding systems consist of the 
atmosphere, the Sun and space. Because of the curvature of the Earth’s surface and the 
inclination of its rotation axis relative to the Sun, net gains of heat and salt are found in the 
equatorial region; net losses of heat and salt are apparent in polar regions. The heat and salt 
fluxes bring about an inhomogeneous distribution of temperature and salinity in the ocean 
system. This inhomogeneity produces the circulation, which in turn reduces the 
inhomogeneity. In this respect, the formation of the circulation can be regarded as a process 
leading to final equilibrium of the whole system: the ocean system and its surroundings. In 
this process, the rate of approach to equilibrium, i.e., the rate of entropy production by the 
oceanic circulation, is an important factor. 
Related to the rate of entropy production in an open non-equilibrium system, Sawada (1981) 
reported that such a system tends to follow a path of evolution with a maximum rate of 
entropy production among manifold dynamically possible paths. This postulate has been 
called the principle of Maximum Entropy Production (MEP), which has been confirmed as 
valid for mean states of various nonlinear fluid systems, e.g., the global climate system of 
the Earth (Ozawa & Ohmura, 1997; Paltridge, 1975, 1978), those of other planets (Lorenz et 
al., 2001), the oceanic general circulation including both surface and abyssal circulations 
(Shimokawa, 2002; Shimokawa & Ozawa, 2001, 2002, 2007), and thermal convection and 
shear turbulence (Ozawa et al., 2001). Therefore, it would seem that MEP can stand for a 
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reported that such a system tends to follow a path of evolution with a maximum rate of 
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called the principle of Maximum Entropy Production (MEP), which has been confirmed as 
valid for mean states of various nonlinear fluid systems, e.g., the global climate system of 
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universal principle for time evolution of non-equilibrium systems (see reviews of Kleidon 
and Lorenz, 2005; Lorenz, 2003; Martyushev & Seleznev, 2006; Ozawa et al., 2003; Whitfield, 
2005). However, although some attempts have been made to seek a theoretical framework of 
MEP (e.g., Dewar, 2003, 2005), we remain uncertain about its physical meaning. 

1.7 Main contents of this chapter 
As described above, the problem of whether the abyssal circulation is a heat engine or 
mechanical pump and how it is related to the Sandström theorem are important for better 
understanding of the oceanic general circulation. In the following sections, we discuss the 
problem referring to the results of numerical simulations of the oceanic general circulation. 
In section 2, a numerical model and method are described. In section 3, a calculation method 
of entropy production rate in the model is explained. In section 4, details of entropy 
production in the model are described. In section 5, by referring to the results, the problem 
of whether the abyssal circulation is a heat engine or mechanical pump and how it is related 
to the Sandström theorem is discussed. 

2. Numerical model and method 
The numerical model used for this study is the Geophysical Fluid Dynamics Laboratory’s 
Modular Ocean Model (Pacanowski, 1996). The model equations consist of Navier–Stokes 
equations subject to the Boussinesq, hydrostatic, and rigid-lid approximations along with a 
nonlinear equation of state that couples two active variables, temperature and salinity, to the 
fluid velocity. A convective adjustment scheme is used to represent the vertical mixing 
process. Horizontal and vertical diffusivity coefficients are, respectively, 103 m2 s-1 and 10-4 
m2 s-1. The time-step of the integration is 5400 s. 
The model domain is a rectangular basin of 72° longitude by 140 latitude with a cyclic path, 
representing an idealized Atlantic Ocean (Fig. 3(a)). The southern hemisphere includes an 
Antarctic Circumpolar Current passage from 48°S to 68°S. The horizontal grid spacing is 4 
degrees. The ocean depth is 4500 m with 12 vertical levels (Shimokawa & Ozawa, 2001). All 
boundary conditions for wind stress, temperature and salinity are arranged as symmetric 
about the equator (Figs. 3(b), 3(c), and 3(d)). The wind stress is assumed to be zonal 
(eastward or westward direction, Fig. 3(b)). A restoring boundary condition is applied: The 
surface temperature and salinity are relaxed to their prescribed values (Figs. 3(c) and 3(d)), 
with a relaxation time scale of 20 days over a mixed layer depth of 25 m. The corresponding 
fluxes of heat and salt are used to calculate Fh and Fs at the surface. The initial temperature 
distribution is described as a function of depth and latitude. The initial salinity is assumed 
to be constant (34.9‰). The initial velocity field is set to zero. Numerical simulation is 
conducted for a spin-up period of 5000 years. 
Figure 4 shows a zonally integrated meridional stream function at years 100, 1000, 2000, 
3000, 4000, and 5000, after starting the calculations. At year 100, the circulation pattern is 
almost symmetric about the equator. The sinking cell in the southern hemisphere does not 
develop further because of the existence of the Antarctic Circumpolar Current. In contrast, 
the sinking cell in the northern hemisphere develops into deeper layers, and the circulation 
pattern becomes asymmetric about the equator. The oceanic circulation becomes statistically 
steady after year 4000. Temperature variations are shown to be less than 0.1 K after year 
4000. In the steady state, the northern deep-water sinking cell is accompanied by an 
Antarctic bottom-water sinking cell and by a northern intrusion cell from the south. The 
flow pattern is apparently a basic one in the idealised Atlantic Ocean. 
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Fig. 3. (a) Model domain, and forcing fields of the model as functions of latitude, (b) forced 
zonal wind stress (N m-2) defined as positive eastward, (c) prescribed sea surface 
temperature (oC), and (d) prescribed sea surface salinity (‰). 

 

 
Fig. 4. The zonally integrated meridional stream function at years (a) 100, (b) 1000, (d) 2000, 
(e) 3000, (d) 4000, and (e) 5000 after starting the numerical calculations. The contour line 
interval is 2 SV (106 m3 s-1). The circulation pattern reached a statistically steady-state after 
year 4000. 
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3. Entropy production rate calculation 
According to Shimokawa & Ozawa (2001) and Shimokawa (2002), the entropy increase rate 
for the ocean system is calculable as 
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where ρ stands for the density, c denotes the specific heat at constant volume, T signifies the 
temperature, α = 2 is van’t Hoff’s factor representing the dissociation effect of salt into 
separate ions (Na+ and Cl–), k is the Boltzmann’s constant, C is the number concentration of 
salt per unit volume of seawater, Fh and Fs are the heat and salt fluxes per unit surface area 
respectively, defined as positive outward, and dV and dA are the small volume and surface 
elements, respectively. 
If we can assume that the seawater is incompressible (div v = 0) and that the volumetric heat 
capacity is constant (ρc = const.), then the divergence terms in (4) disappear. In this case, we 
obtain 

 
d d d ln d ln d
d

h
S

ρc FS T CV A αk C V αk F C A
t T t T t

 
      

 
.  (5) 

The first two terms in the right-hand side represent the entropy production rate attributable 
to heat transport in the ocean. The next two terms represent that attributable to the salt 
transport. The first and third terms vanish when the system is in a steady state because the 
temperature and the salinity are virtually constant (T/t = C/t = 0). In the steady state, 
entropy produced by the irreversible transports of heat and salt is discharged completely 
into the surrounding system through the boundary fluxes of heat and salt, as expressed by 
the second and fourth terms in equation (5). 
The general expression (4) can be rewritten in a different form. A mathematical 
transformation (Shimokawa and Ozawa, 2001) can show that 
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where Fh and Fs respectively represent the flux densities of heat and salt (vector in three-
dimensional space) and Ф is the dissipation function, representing the rate of dissipation of 
kinetic energy into heat by viscosity per unit volume of the fluid. The first term on the right-
hand side is the entropy production rate by thermal dissipation (heat conduction). The 
second term is that by viscous dissipation; the third term is that by molecular diffusion of 
salt ions. Empirically, heat is known to flow from hot to cold via thermal conduction, and 
the dissipation function is always non-negative (Ф ≥ 0) because the kinetic energy is always 
dissipated into heat by viscosity. Molecular diffusion is also known to take place from high 
to low concentration (salinity). Therefore, the sum should also be positive. This is a 
consequence of the Second Law of Thermodynamics. 
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4. Results – details of entropy production in the model 
We describe here the details of entropy production in the model from the final state of the 
spin-up experiment (Fig. 4(f)). Because entropy production due to the salt transport is 
negligible (Shimokawa and Ozawa, 2001), local entropy production can be estimated from 
the first term in equation (6) as 
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where Dh denotes horizontal diffusivity of 103 m2 s–1, Dv stands for vertical diffusivity of 10–4 
m2 s–1 (see section 2), and other notation is the same as that used earlier in the text. It is 
assumed here that Fh = –k grad(T) = –ρcDE grad(T), where k = ρcDE signifies thermal 
conductivity and where DE represents the eddy diffusivity (Dh or Dv). Figure 5 shows zonal, 
depth and zonal-depth averages of each term in equation (7). The quantities not multiplied 
by dV represent the values at the site, and the quantities multiplied by dV represent the 
values including the effect of layer thickness. 
It is apparent from the zonal average of A (Fig. 5(a)) that entropy production is large in 
shallow–intermediate layers at low latitudes. This is apparent also in the zonal-depth 
average of A×dV (Fig. 5(c)). However, it is apparent from the depth average of A×dV (Fig. 
5(b)) that entropy production is large at the western boundaries at mid-latitudes and at 
low latitudes. Consequently, entropy production is greatest at the western boundaries at 
mid-latitudes as the depth average, but it is highest at low latitudes as the depth-zonal 
average. It is apparent as the figures show of Ax, Ay and Az (Figs. 5(d), (g) and (j)) that Ax 
is large in shallow layers at mid-latitudes, Ay is large in shallow-intermediate layers at 
high latitudes, and that Az is large in shallow-intermediate layers at low latitudes. It is 
also apparent that as the figures show of Ax×dV, Ay×dV and Az×dV (Figs. 5(e), 5(f), 5(h), 
5(i), 5(k) and 5(l)) that Ax×dV is large at the western boundaries at mid-latitudes, Ay×dV is 
large at high latitudes, and Az×dV is large at low latitudes. Additionally, it is apparent 
that the values of Az (Az×dV) is the largest, and those of Ax (Ax×dV) are smaller than those 
of Ay (Ay×dV) and Az (Az×dV).  
Consequently, there are three regions with large entropy production: shallow-intermediate 
layers at low latitudes, shallow layers at the western boundaries at mid-latitudes, and 
shallow-intermediate layers at high latitudes. It can be assumed that the contribution of 
shallow-intermediate layers at low latitudes results from the equatorial current system. That 
of western boundaries at mid-latitudes results from the western boundary currents such as 
Kuroshio, and that of intermediate layers at high latitudes results from the meridional 
circulation of the global ocean. It is apparent that high dissipation regions at low latitudes 
expand into the intermediate layer in the zonal averages of A×dV and Az×dV. These features 
appear to indicate that equatorial undercurrents and intermediate currents in the equatorial 
current system are very deep and strong currents which can not be seen at other latitudes 
(Colling, 2001). It is also apparent that high dissipation regions at high latitudes in the 
northern hemisphere intrude into the intermediate layer in the zonal averages of A×dV and 
Ay×dV, and the peak of northern hemisphere is larger than that of southern hemisphere in 
the zonal-depth averages of A and Ay. These features appear to represent the characteristics 
of the circulation with northern sinking (Fig. 4(f)). 
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Strictly speaking, we should consider dissipation in a mixed layer and dissipation by 
convective adjustment for entropy production in the model. Dissipation in a mixed layer can 
be estimated from the first term in (6) as 

 ( r s
2

r

ρC T - TB
ΔtT

 ),  (8) 

where Tr signifies restoring temperature (Fig. 3(c)), Ts is the sea surface temperature in the 
model, and Δtr stands for the relaxation time of 20 days (see section 2). It is assumed here 
that Fh = –k grad(T) = – ρcDM grad(T), where k = ρcDM is thermal conductivity, DM = Δzr2 /Δtr 
represents diffusivity in the mixed layer, and Δzr is the mixed layer thickness of 25 m (see 
section 2). The estimated value of B is lower than that of A by three or four orders: it is 
negligible. Dissipation by convective adjustment can be estimated from the first term in (5) 
such that 
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where Tb is the temperature before convective adjustment, Ta is the temperature after 
convective adjustment, and Δt is the time step of 5400 s (see section 2). In fact, Tb is identical 
to Ta at the site where convective adjustment has not occurred. The value of C is negligible 
because the effect of convective adjustment is small in the steady state. 
 

 
Fig. 5. Entropy production in the model. 
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Fig. 5. (continued) 

(a) zonal average of A, (b) depth average of A×dV, (c) zonal-depth average of A×dV, 
(d) zonal average of Ax, (e) depth average of Ax×dV, (f) zonal-depth average of Ax×dV, 
(g) zonal average of Ay, (h) depth average of Ay×dV, (i) zonal-depth average of Ay×dV, 
(j) zonal average of Az, (k) depth average of Az×dV, (l) zonal-depth average of Az×dV 
The unit for A is W K-1 m-3. The unit for A×dV is W K-1. The unit for Ax, Ay, and Az is K2 s-1. 
The unit for Ax×dV, Ay×dV, and Az×dV is K2 s-1m3. The contour interval is indicated at the 
right side of each figure. 

5. Discussion – Sandström theorem and abyssal circulation 
As stated in section 1.5, Sandström suggested that a closed steady circulation can only be 
maintained in the ocean if the heating source is located at a higher pressure (i.e. a lower 
level) than that of the cooling source. Therefore, he suggested that the oceanic circulation is 
not a heat engine. 
Huang (1999) showed using an idealized tube model and scaling analysis that when the 
heating source is at a level that is higher than the cooling source such as the real ocean, the 
circulation is mixing controlled, and in the contrary case, the circulation is friction-
controlled. He also suggested that, within realistic parameter regimes, the circulation 
requires external sources of mechanical energy to support mixing to maintain basic 
stratification. Consequently, oceanic circulation is only a heat conveyer, not a heat engine. 
Yamagata (1996) reported that the oceanic circulation can be driven steadily as a heat engine 
only with great difficulty, considering the fact that the efficiency as a heat engine of the 
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oceanic circulation calculated heating and cooling sources at the sea surface is very low, in 
addition to a view of Sandström’s theorem. He therefore concluded that the oceanic 
circulation might not be driven steadily as a heat engine, but that it shows closed circulation 
by transferral to mechanically driven (e.g. wind-driven) flow on the way: the oceanic 
circulation might be sustained with a mixture of the buoyancy process and mechanical 
process. 
However, these arguments are based on the assumption that the heating source is located 
only at the sea surface. If a diabatic heating because of turbulent diffusion takes place in the 
ocean interior (and the cooling source is placed at the sea surface), then Sandström’s 
theorem is not violated. The important quantity in this respect is diapycnal diffusion, as 
stated in section 1, which corresponds to Az in our model. As stated in section 4, Az in our 
model showed high entropy production attributable to turbulent diapycnal diffusion down 
to 1000 m in the whole equatorial region (<30 deg). By contrast, the diapycnal diffusion at 
high latitude is very small and is confined to the surface in Fig. 5(j). Although there also 
exists dissipation caused by convective adjustment in the polar region, it can be negligible as 
the regional average: the region of adiabatic heating at low latitudes extends into the deeper 
layer (i.e. a higher pressure), but the region of adiabatic cooling at high latitudes is confined 
to the surface (i.e. a lower pressure). These results support the inference described above. In 
addition, the real ocean is also affected by dynamic interaction among tides, topography, 
and the resultant diabatic heating, which has not been considered in our model. 
Moreover, the inference is supported by some experimental studies that the circulation is 
possible if external heating and cooling are placed at the same level (Park & Whitehead, 
1999), or even if external heating is placed at a higher level than external cooling (Coman et 
al. 2006). Coman et al. (2006) reported that heat diffusion (whether by molecular conduction 
or turbulent mixing) allows heat to enter and leave the fluid at the boundary and causes the 
heating to be distributed throughout at least the depth of the boundary layer. Warmed 
water ascends towards the surface after having warmed and expanded at higher pressures 
than the surface pressure. Positive work is available from the heating and cooling cycle, 
even when the heating source is above the cooling source. Therefore, they concluded that 
Sandström theorem cannot be used to discount the formation of a deep convective 
overturning in the oceans by the meridional gradient of surface temperature or buoyancy 
forcing suggested by Jeffreys (1925). In addition, the driving force of the circulation in these 
experiments is only internal diabatic heating by molecular conduction or turbulent 
diffusion: the real ocean includes stronger diabatic heating due to external forcing of wind 
and tide, as explained in sections 1.2 and 1.3. In the equatorial region, the flow structure 
consisting of equatorial undercurrents and intermediate currents is organized such that 
forced mixing by wind stress at the surface accelerates turbulent heat transfer into the 
deeper layer. However, in the polar regions, forced mixing by wind stress at the surface 
does not reach the deeper layer, and adiabatic cooling is confined to the surface. For that 
reason, seawater expands at the high-pressure intermediate layer in the equatorial region 
because of heating and contracts at the low-pressure surface in the polar regions because of 
cooling. Consequently, mechanical work outside (i.e. kinetic energy) is generated and the 
circulation is maintained. The above inference will be strengthened in consideration of the 
real ocean. 
Using numerical simulations, Hughes & Griffiths (2006) showed that by including effects of 
turbulent entrainment into sinking regions, the model convective flow requires much less 
energy than Munk‘s prediction. Results obtained using their model indicate that the ocean 
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overturning is feasibly a convective one. Therefore, they suggested that there might be no 
need to search for “missing mixing.” As stated in section 1.4, the idea of the ocean as 
“mechanical pump” was the idea derived to solve the “missing mixing” problem: the 
“mechanical pump” was introduced as another new mechanism of diapycnal mixing to 
maintain abyssal circulation. If their conclusion is correct in the real ocean, then the 
assumption of a “mechanical pump” (i.e. “missing mixing”) is not necessary. Small 
“background” diapycnal mixing might be sufficient to maintain abyssal circulation. 
It is possible that the idea of the ocean as a “heat engine” is not fully contradicted by the 
idea of the ocean as a “mechanical pump”: it can be considered that a circulation driven as a 
“heat engine” is strengthened by a pump-up flow driven as a “mechanical pump”. In a 
sense, the idea of a mixture of buoyancy processes and mechanical processes by Yamagata 
(1996) might be right on target. 
As stated in section 1.3, although recent observations of turbulence show large diapycnal 
mixing, such observations are limited to a few locations. It is not clear how much is the 
value of diapycnal mixing averaged in the entire ocean. Although global mapping of 
diapycnal diffusivity based on expendable current profiler surveys has been tried (Hibiya et 
al., 2006), the observed places remain limited. To verify the thermodynamic structure of the 
oceanic general circulation suggested in this chapter, the entire structure of adiabatic 
heating and cooling should be resolved. Particularly, observations of the following are 
recommended: 1) the structure of turbulent heat transfer into the intermediate layer because 
of forced mixing by wind stress at the surface and the resultant adiabatic heating in the 
equatorial region, 2) the process of adiabatic cooling confined to the surface and the 
subsequent concentrated sinking in the polar regions. In addition, direct observations of 
sinking and upwelling, not inferred from other observations, are important because the 
inferred value might include the effects of assumptions and errors. The observation of 
sinking is difficult because of severe climates in polar winter, with the worst conditions 
occurring when the sinking occurs. Moreover, observation of the upwelling itself is 
extremely difficult because of the low velocity. Future challenges must include technical 
improvements of observational instruments. 

6. Conclusion 
This chapter presented discussion of the problem of whether the abyssal circulation is a heat 
engine or a mechanical pump. We also discussed how it is related to the Sandström 
theorem, referring to results of numerical simulations of the oceanic general circulation. The 
results obtained using our model show high-entropy production due to turbulent diapycnal 
diffusion down to 1000 m in the entire equatorial region (<30 deg). By contrast, diapycnal 
diffusion at high latitude is very small and is confined to the surface: the region of adiabatic 
heating at low latitudes extends into the deeper layer (i.e. a higher pressure), but the region 
of adiabatic cooling at high latitudes is confined to the surface (i.e. lower pressure). In this 
case, Sandström’s theorem is not violated. In the equatorial region, the flow structure 
consisting of equatorial undercurrents and intermediate currents is organized such that 
forced mixing by wind stress at the surface accelerates turbulent heat transfer into the 
deeper layer. However, in polar regions, forced mixing by wind stress at the surface does 
not reach the deeper layer, and adiabatic cooling is confined to the surface. Consequently, 
seawater expands at a high-pressure intermediate layer in the equatorial region because of 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

158 

oceanic circulation calculated heating and cooling sources at the sea surface is very low, in 
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the regional average: the region of adiabatic heating at low latitudes extends into the deeper 
layer (i.e. a higher pressure), but the region of adiabatic cooling at high latitudes is confined 
to the surface (i.e. a lower pressure). These results support the inference described above. In 
addition, the real ocean is also affected by dynamic interaction among tides, topography, 
and the resultant diabatic heating, which has not been considered in our model. 
Moreover, the inference is supported by some experimental studies that the circulation is 
possible if external heating and cooling are placed at the same level (Park & Whitehead, 
1999), or even if external heating is placed at a higher level than external cooling (Coman et 
al. 2006). Coman et al. (2006) reported that heat diffusion (whether by molecular conduction 
or turbulent mixing) allows heat to enter and leave the fluid at the boundary and causes the 
heating to be distributed throughout at least the depth of the boundary layer. Warmed 
water ascends towards the surface after having warmed and expanded at higher pressures 
than the surface pressure. Positive work is available from the heating and cooling cycle, 
even when the heating source is above the cooling source. Therefore, they concluded that 
Sandström theorem cannot be used to discount the formation of a deep convective 
overturning in the oceans by the meridional gradient of surface temperature or buoyancy 
forcing suggested by Jeffreys (1925). In addition, the driving force of the circulation in these 
experiments is only internal diabatic heating by molecular conduction or turbulent 
diffusion: the real ocean includes stronger diabatic heating due to external forcing of wind 
and tide, as explained in sections 1.2 and 1.3. In the equatorial region, the flow structure 
consisting of equatorial undercurrents and intermediate currents is organized such that 
forced mixing by wind stress at the surface accelerates turbulent heat transfer into the 
deeper layer. However, in the polar regions, forced mixing by wind stress at the surface 
does not reach the deeper layer, and adiabatic cooling is confined to the surface. For that 
reason, seawater expands at the high-pressure intermediate layer in the equatorial region 
because of heating and contracts at the low-pressure surface in the polar regions because of 
cooling. Consequently, mechanical work outside (i.e. kinetic energy) is generated and the 
circulation is maintained. The above inference will be strengthened in consideration of the 
real ocean. 
Using numerical simulations, Hughes & Griffiths (2006) showed that by including effects of 
turbulent entrainment into sinking regions, the model convective flow requires much less 
energy than Munk‘s prediction. Results obtained using their model indicate that the ocean 
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overturning is feasibly a convective one. Therefore, they suggested that there might be no 
need to search for “missing mixing.” As stated in section 1.4, the idea of the ocean as 
“mechanical pump” was the idea derived to solve the “missing mixing” problem: the 
“mechanical pump” was introduced as another new mechanism of diapycnal mixing to 
maintain abyssal circulation. If their conclusion is correct in the real ocean, then the 
assumption of a “mechanical pump” (i.e. “missing mixing”) is not necessary. Small 
“background” diapycnal mixing might be sufficient to maintain abyssal circulation. 
It is possible that the idea of the ocean as a “heat engine” is not fully contradicted by the 
idea of the ocean as a “mechanical pump”: it can be considered that a circulation driven as a 
“heat engine” is strengthened by a pump-up flow driven as a “mechanical pump”. In a 
sense, the idea of a mixture of buoyancy processes and mechanical processes by Yamagata 
(1996) might be right on target. 
As stated in section 1.3, although recent observations of turbulence show large diapycnal 
mixing, such observations are limited to a few locations. It is not clear how much is the 
value of diapycnal mixing averaged in the entire ocean. Although global mapping of 
diapycnal diffusivity based on expendable current profiler surveys has been tried (Hibiya et 
al., 2006), the observed places remain limited. To verify the thermodynamic structure of the 
oceanic general circulation suggested in this chapter, the entire structure of adiabatic 
heating and cooling should be resolved. Particularly, observations of the following are 
recommended: 1) the structure of turbulent heat transfer into the intermediate layer because 
of forced mixing by wind stress at the surface and the resultant adiabatic heating in the 
equatorial region, 2) the process of adiabatic cooling confined to the surface and the 
subsequent concentrated sinking in the polar regions. In addition, direct observations of 
sinking and upwelling, not inferred from other observations, are important because the 
inferred value might include the effects of assumptions and errors. The observation of 
sinking is difficult because of severe climates in polar winter, with the worst conditions 
occurring when the sinking occurs. Moreover, observation of the upwelling itself is 
extremely difficult because of the low velocity. Future challenges must include technical 
improvements of observational instruments. 

6. Conclusion 
This chapter presented discussion of the problem of whether the abyssal circulation is a heat 
engine or a mechanical pump. We also discussed how it is related to the Sandström 
theorem, referring to results of numerical simulations of the oceanic general circulation. The 
results obtained using our model show high-entropy production due to turbulent diapycnal 
diffusion down to 1000 m in the entire equatorial region (<30 deg). By contrast, diapycnal 
diffusion at high latitude is very small and is confined to the surface: the region of adiabatic 
heating at low latitudes extends into the deeper layer (i.e. a higher pressure), but the region 
of adiabatic cooling at high latitudes is confined to the surface (i.e. lower pressure). In this 
case, Sandström’s theorem is not violated. In the equatorial region, the flow structure 
consisting of equatorial undercurrents and intermediate currents is organized such that 
forced mixing by wind stress at the surface accelerates turbulent heat transfer into the 
deeper layer. However, in polar regions, forced mixing by wind stress at the surface does 
not reach the deeper layer, and adiabatic cooling is confined to the surface. Consequently, 
seawater expands at a high-pressure intermediate layer in the equatorial region because of 
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heating and contracts at a low-pressure surface in polar regions because of cooling. 
Therefore, mechanical work outside (i.e. kinetic energy) is generated and the circulation is 
maintained. The results suggest that abyssal circulation can be regarded as a heat engine, 
which does not contradict Sandström’s theorem. 
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1. Introduction 
For decades the man has had to face one of the major problems resulting from technological 
development and global population growth, environmental pollution, which has impacted 
on the different systems of life. The impacts of technological progress attained by man, have 
necessitated the establishment of international rules and regulations that set limits and 
establish a balance between development and the effects caused by the same (Rodríguez 
2003, Callister 2007, Rodriguez-Reinoso, 2007). For this reason, we have launched various 
alternative solutions to environmental problems, including the synthesis and use of porous 
materials from organic waste or waste products with high carbon content, has been 
successful mainly in catalysis, adsorption and gas separation. 
Activated carbon is a material that consists of microcrystals elementary hexagonal planes 
which are not well targeted, but displaced relative to each other and overlapping each other, 
so they have a high percentage of highly disordered structure. In fact there are hexagonal 
folding sheets with spaces of varying size (usually less than 2 nm) which make up the 
porosity of the material (Marsh & Rodriguez-Reinoso, 2006). These characteristics confer an 
exceptionally high surface area and good absorbent properties can be exploited in different 
areas. The production of activated carbon is linked to the purification of products and 
environmental protection. To the extent that the demands of purity of products require 
more sophisticated processes and emissions standards become more stringent, the activated 
carbon evolves, the production of the classic styles granular and powder have been joined 
by other like fibers, fabrics, monoliths among others (Blanco et al., 2000). Forms of activated 
carbon that are known and marketed, recent studies have shown that the monoliths exhibit 
characteristics that differentiate them from conventional ways, including the following 
highlights: allow the passage of gases with a very drop small, have a high geometric surface 
per unit weight / volume, the gas flow is very uniform, with easy handling, resistance to 
friction, reduce the constraints generated by phenomena of internal diffusion and mass 
transfer, these properties the have become used as support materials or adsorbents that 
favor direct adsorption process in the gas phase (Nakagawa et al., 2007). 
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In addition to their interesting adsorptive properties, during the process of obtaining 
activated carbons it is possible to modify and / or design their properties through a 
treatment of pre-or post-synthesis in order to obtain materials. These materials can be 
intended for more specific uses taking into consideration that the adsorption capacity of 
activated carbon depends on its textural characteristics and also on its surface chemistry 
(Dias et al. 2007, Petit et al. 2010). The surface chemistry of activated carbon is determined 
by the presence of atoms different from carbon atoms in graphene layers also known as 
heteroatoms, the most common are: oxygen, hydrogen and nitrogen. These  heteroatoms 
produce a wide variety of surface groups, these groups can be acidic such as: carboxylic, 
lactone, anhydride and phenolic, while the basic character is attributed to groups such as 
quinones, pyrones besides of the delocalized π electrons in graphene layers or with a neutral 
character like carbonyl and ether (Montes-Moran et al. 2004,Rivera-Utrilla & Sanchez-Polo. 
2003); surface groups determine parameters such as acidity and total basicity, surface charge 
and hydrophobicity, this will depend mainly on the type and  concentration of groups on 
the surface of activated carbon. 
Surface chemistry of activated carbon can be modified mainly by oxidation treatments and 
controlled thermal treatments that promote the formation and / or selective removal of 
different groups, as reported by Figueiredo and Pereira 2010. The role of surface chemistry 
in adsorption of gases, metal ions and organic molecules, is mainly due to specific 
interactions between surface groups and the different species. 
In general, any organic material with relatively high carbon content is capable of being 
transformed into activated carbon. The activated carbon produced by manufacturing can 
come from wood and forest residues or other biomass (peat, lignite and other coals) as well 
as various polymers and natural or synthetic fibers. The factors that must be taken into 
account when choosing a suitable precursor are good availability and low cost, low mineral 
content and the resulting carbon possesses good mechanical properties and adsorption 
capacity. Wood waste, coconut shells, nuts, seeds and fruits along with some coals and 
petroleum coke are the most commonly used precursors (Giraldo et al. 2008). The 
complexity of the structure of activated carbon, can be characterized textural, chemical and 
energy by using different techniques among which include: physical adsorption of gases or 
vapors, scanning electron microscopy (SEM), electron microscopy transmission (TEM), 
infrared spectroscopy (FT-IR), X-ray diffraction, temperature programmed desorption 
(TPD), mercury porosimetry, immersion calorimetry and adsorption rates of methylene blue 
adsorption, density, size, moisture , ash, abrasion resistance and other parameters applicable 
to the specifications of coal (Marsh & Rodriguez-Reinoso, 2006). 
The most common use is given to activated carbon adsorption processes of pollutants in 
liquid and gas phase. Adsorption is a process by which atoms, ions or molecules are trapped 
or retained on the surface of a material, which is different from absorption, which involves 
volume. This process involves an adsorbent, which in this case is activated carbon and 
adsorbate, which is the contaminant retained 
The adsorption is exothermic, which can be classified as chemical or physical, depending on 
the magnitude of the interactions established between the retained material and the 
adsorbent surface. The amount of material that accumulates depends on the dynamic 
equilibrium is reached between the rate at which the material is adsorbed to the surface and 
the speed at which it evaporates or releases, in turn, they usually depend importantly on 
temperature. 
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Adsorption is a simple and attractive method for removing contaminants in aqueous phase, 
due to its high efficiency and easy handling. Given that the adsorption phenomenon is 
clearly exothermic, it is possible to characterize all the interactions inherent in the process of 
adsorption. For this purpose we describe the phenomenon of adsorption in terms of energy: 
If the interaction is solid-gas, may be the differential molar enthalpy of adsorption from the 
molar internal energy of the adsorbed phase and energy Ua adsorbate molar Ug, then, the 
change in internal energy as a result of adsorption can be represented as: 
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This change in molar internal energy of the system is the integral molar energy of 
adsorption, ΔUa, which depends on interactions adsorbate-adsorbate and adsorbate-
adsorbent. Ua is the average molar internal energy, for all the adsorbed molecules.  
When an infinitesimal amount of moles of adsorbate, dna, is transferred to the solid 
surface from the gas phase at constant volume, the change in internal energy of the 
system will: 
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Similar to what was expressed for energy, 
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Where Ha and Hg are the molar enthalpies of the adsorbate adsorbed state and gas phase. 
Likewise, the differential molar adsorption enthalpy is: 
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With the theoretical basis described above, it is possible to know then the extent of heat 
evolved in the adsorption process, known as heat of adsorption and is defined as a 
thermodynamic function, which can be used to characterize the surface of a solid . 
There are two ways of expressing the heat of adsorption: 
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Integral heat of adsorption, amount of heat, Q, released when one gram of solid adsorbent 
adsorbs x grams. Its units are Joules / gram of adsorbent. 
Differential heat of adsorption, ΔH, amount of heat generated when x moles of adsorbate 
adsorbed. Its units are Joules / mole of adsorbate. 
The differential heat of adsorption is also known as isosteric heat of adsorption and can be 
determined by using calorimetry or by adsorption isotherms, measured at two or more 
temperatures. (Bansal et al. 1988, Moreno-Piraján & Giraldo, 2007). 
On the other hand, it is necessary to know the pore structure of the solid. Thus, for 
microporous solids without external surface (Kraus 1955), ΔHi immersion enthalpy is 
related to the isosteric heat of adsorption qisost by the expression:  
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Where: 

= degree of volume filling W/Wo   

The negative sign is because  qisost convention is positive, while Hi is negative.  
Dubinin (Moreno-Piraján & Giraldo 2007, Dubinin 1975) define of net Heat of adsorption 
(qnet ) as:   
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when ΔHvap is vaporization enthalpy. 
For the general case of n, the above equation becomes: 
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Donde, 
 = Thermal expansion coefficient of adsorbate 
na  = Amount adsorbed at relative pressure P/Po 
na  = Amount adsorbed ar relative pressure P/Po  
Eo= Characteristic energy for vapor adsorption 
 = Micropore filling degree 
For activated carbons with n=2 
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The solution for the integrals of this type, is a function gamma ( (x) )  
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Thus, equation (10) can be written as: 

 
  

  (1 )
2

o
i

E TH  (13) 

Which is valid for the micropores filling, in activated carbons at temperature T (Moreno-
Piraján & Giraldo 2007). 
For a coal with a micropore volume Wo and an adsorbate with a molar volume Vm, Stoeckli 
and colleagues established a relationship between the enthalpy of different types of 
activated carbons in various body fluids and the parameters obtained by adsorption of 
vapors of these liquids on the same solid. In the equation of Stoeckli and Krahenbüehl 
(Moreno-Piraján & Giraldo 2007, Stoekli & Kraehenbuehl 1989): 
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Which corresponds to the immersion enthalpy Hi , en J/g.  
Where β is the adsorbate affinity coefficient, E0 is the characteristic free energy of adsorption 
of vapor of reference, W0 is the total volume of micropores of the solid, is the coefficient of 
thermal expansion at temperature T, and Vm is the volume molar. 
The immersion in a nonpolar solvent, which is known molecular dimensions, and generate a 
thermal effect only by filling the micropores of the solid, relates the thermal effect of the 
adsorbent surface as follows  

    exp. .i i extH H h S  (15) 

where hi is specific enthalpy in J/m2. 
As the external surface is defined as: 
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So, the external surface may be known as: 
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  . .ext TOTAL MICROPOS A A  (17) 

For a solid contribution also presents the mesopores and macropores, the total area is 
expressed as: 

    . . . .TOTAL MICROP MESOP MACROP abiertaA A A A S  (18) 

Where, 
ATOTAL: Total area  
AMICROP: Microporous area 
AMESOP: Mesoporous area 
AMACROP: Macroporous area 
SABIERTA: Open area non-poorus  
When activated carbon presents neither external surface nor development of meso and 
macropores, the experimental enthalpy will: 

  exp iH H  (19) 

determinate by equation (15). 
Until here, have been described the theoretical foundations of solid-gas interactions and 
solid-liquid, which can calculate the magnitude of the thermal effect generated and the type 
of interaction between the adsorbate and the adsorbent, which is proportional to the affinity 
between them, and allows for relationships that give an approximation of the surface area of 
adsorbent. 
Now, referring to such calorimetric techniques, such as immersion calorimetry and 
adsorption for measuring the thermal effect of the interaction of a solid with a liquid or gas, 
which leads to determine the thermodynamic variables in different interfaces: solid-liquid, 
solid-gas and liquid-liquid, which provide valuable information about the behavior of the 
solid. Such is the importance of these techniques, which in recent years, several studies are 
focused on the design, construction and development of immersion calorimeters adsorption. 

Calorimetric technique 
Calorimetry is a technique used to measure a large number of processes that generate heat 
in their development, and which can determine the enthalpy changes DH and combination 
with other techniques to obtain the free energy change ΔG and entropy changes ΔS. 
Furthermore, this technique has been used to study physical and chemical events that occur 
on the surface of a solid. (Moreno 1996). 
However, there is a team that is capable of performing all the above measures at a time, so 
different equipment should be used according to the type of study that you want to perform 
and the amount of heat generated in the system. For this reason, there are combustion 
calorimeters, adsorption and immersion, which basically consist of: 
Calorimetric cell, which should be designed with a capacity that is associated with the type 
of sensors require the calorimeter and additionally must have regard to the material of 
construction depending on the system to be studied. In this cell are often attached a heating 
sample holder. 
Electrical calibration system, which consists of an electrical circuit which provides power to 
the calorimeter to determine the constant of the system under study. Electrical work 
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supplied can be calculated if one knows the potential (Eh) through the heating resistor (Rh), 
the current (I) and heating time (t). 

   electW Eh I t  (20) 

Thermometric system for measuring thermal effect, which consists of different types of 
sensors, which can be proportional to the temperature or property connected with the 
transfer of heat. 
According to the system you want to measure, you must use a specific calorimetric system. 
Below is a brief description of immersion calorimetry and sorption 
Immersion calorimetry, measurement of solid-liquid interactions. 
For many years, immersion microcalorimetry has been a useful technique for the 
characterization of powders and porous solids like activated carbons and oxides 
(Hemminger & Höhne 1984). Technique involves immersing a known quantity of a solid in 
a specific liquid, and measure the heat generated due to wet the solid, liquid immersion. 
In the absence of complex effects such as filling of micropores, is usually taken as a first 
approximation, the energy due to the immersion of a solid degassed ΔimUo, which is 
proportional to the solid surface, A, according to Equation 21: 

    ,.im im
o i oU A u  (21) 

in which the energy of immersion per unit area, Δimui,o is characteristic of the nature of 
solid-liquid system. 
When ΔimU, is known for a given solid-liquid system, the adsorbent surface (A) can be 
evaluated. When the surface of the sample of adsorbent is less than 1 m2, generates heat due 
to immersion, which is easily measured by colorimetric procedures and therefore the 
immersion microcalorimetry can be used to evaluate the specific surface of adsorbent 
(Rouquerol et al. 1999). 
Immersion calorimetry is a useful technique to assess the total area and size distribution of 
micropores of a microporous carbon (Denoyel et al.1993), assuming that the energy of the 
dip is proportional to the area available for liquid immersion to any size and shape of the 
pores. In addition, it is assumed, from the point of view of energy per unit external surface 
area of solid has the same behavior (Rouquerol et al. 1999, Hemminger & Höhne 1984). 
The Figure 1 shows the immersion calorimetric heat conduction unit.  To experimentally 
measure the immersion heat, the adsorbent is immersed in the liquid which is to determine 
the interaction. You can use a microcalorimeter heat conduction, which is expected to be 
reached thermal equilibrium between all components of the calorimetric system: the cell 
containing the immersion liquid, the vial containing the solid under study, a heating pad for 
perform system calibration, temperature sensors should be arranged around the cell 
containing the immersion fluid and the surroundings. To achieve this, the entire system 
must be completely insulated from temperature fluctuations. Once thermal equilibrium is 
reached, it is the breaking of the ampoule to allow liquid to come into contact and the 
adsorbent, it ends with an electrical calibration. Throughout the experiment, recorded the 
potential generated by the sensors, should have the thermal effect sensor thermocouples or 
thermopiles and evaluates the area under the curve of the signal generated in response to 
solid-liquid interaction. 
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  . .ext TOTAL MICROPOS A A  (17) 

For a solid contribution also presents the mesopores and macropores, the total area is 
expressed as: 

    . . . .TOTAL MICROP MESOP MACROP abiertaA A A A S  (18) 

Where, 
ATOTAL: Total area  
AMICROP: Microporous area 
AMESOP: Mesoporous area 
AMACROP: Macroporous area 
SABIERTA: Open area non-poorus  
When activated carbon presents neither external surface nor development of meso and 
macropores, the experimental enthalpy will: 

  exp iH H  (19) 

determinate by equation (15). 
Until here, have been described the theoretical foundations of solid-gas interactions and 
solid-liquid, which can calculate the magnitude of the thermal effect generated and the type 
of interaction between the adsorbate and the adsorbent, which is proportional to the affinity 
between them, and allows for relationships that give an approximation of the surface area of 
adsorbent. 
Now, referring to such calorimetric techniques, such as immersion calorimetry and 
adsorption for measuring the thermal effect of the interaction of a solid with a liquid or gas, 
which leads to determine the thermodynamic variables in different interfaces: solid-liquid, 
solid-gas and liquid-liquid, which provide valuable information about the behavior of the 
solid. Such is the importance of these techniques, which in recent years, several studies are 
focused on the design, construction and development of immersion calorimeters adsorption. 

Calorimetric technique 
Calorimetry is a technique used to measure a large number of processes that generate heat 
in their development, and which can determine the enthalpy changes DH and combination 
with other techniques to obtain the free energy change ΔG and entropy changes ΔS. 
Furthermore, this technique has been used to study physical and chemical events that occur 
on the surface of a solid. (Moreno 1996). 
However, there is a team that is capable of performing all the above measures at a time, so 
different equipment should be used according to the type of study that you want to perform 
and the amount of heat generated in the system. For this reason, there are combustion 
calorimeters, adsorption and immersion, which basically consist of: 
Calorimetric cell, which should be designed with a capacity that is associated with the type 
of sensors require the calorimeter and additionally must have regard to the material of 
construction depending on the system to be studied. In this cell are often attached a heating 
sample holder. 
Electrical calibration system, which consists of an electrical circuit which provides power to 
the calorimeter to determine the constant of the system under study. Electrical work 

Thermodynamic of the Interactions Between  
Gas-Solid and Solid-Liquid on Carbonaceous Materials 

 

169 

supplied can be calculated if one knows the potential (Eh) through the heating resistor (Rh), 
the current (I) and heating time (t). 

   electW Eh I t  (20) 

Thermometric system for measuring thermal effect, which consists of different types of 
sensors, which can be proportional to the temperature or property connected with the 
transfer of heat. 
According to the system you want to measure, you must use a specific calorimetric system. 
Below is a brief description of immersion calorimetry and sorption 
Immersion calorimetry, measurement of solid-liquid interactions. 
For many years, immersion microcalorimetry has been a useful technique for the 
characterization of powders and porous solids like activated carbons and oxides 
(Hemminger & Höhne 1984). Technique involves immersing a known quantity of a solid in 
a specific liquid, and measure the heat generated due to wet the solid, liquid immersion. 
In the absence of complex effects such as filling of micropores, is usually taken as a first 
approximation, the energy due to the immersion of a solid degassed ΔimUo, which is 
proportional to the solid surface, A, according to Equation 21: 

    ,.im im
o i oU A u  (21) 

in which the energy of immersion per unit area, Δimui,o is characteristic of the nature of 
solid-liquid system. 
When ΔimU, is known for a given solid-liquid system, the adsorbent surface (A) can be 
evaluated. When the surface of the sample of adsorbent is less than 1 m2, generates heat due 
to immersion, which is easily measured by colorimetric procedures and therefore the 
immersion microcalorimetry can be used to evaluate the specific surface of adsorbent 
(Rouquerol et al. 1999). 
Immersion calorimetry is a useful technique to assess the total area and size distribution of 
micropores of a microporous carbon (Denoyel et al.1993), assuming that the energy of the 
dip is proportional to the area available for liquid immersion to any size and shape of the 
pores. In addition, it is assumed, from the point of view of energy per unit external surface 
area of solid has the same behavior (Rouquerol et al. 1999, Hemminger & Höhne 1984). 
The Figure 1 shows the immersion calorimetric heat conduction unit.  To experimentally 
measure the immersion heat, the adsorbent is immersed in the liquid which is to determine 
the interaction. You can use a microcalorimeter heat conduction, which is expected to be 
reached thermal equilibrium between all components of the calorimetric system: the cell 
containing the immersion liquid, the vial containing the solid under study, a heating pad for 
perform system calibration, temperature sensors should be arranged around the cell 
containing the immersion fluid and the surroundings. To achieve this, the entire system 
must be completely insulated from temperature fluctuations. Once thermal equilibrium is 
reached, it is the breaking of the ampoule to allow liquid to come into contact and the 
adsorbent, it ends with an electrical calibration. Throughout the experiment, recorded the 
potential generated by the sensors, should have the thermal effect sensor thermocouples or 
thermopiles and evaluates the area under the curve of the signal generated in response to 
solid-liquid interaction. 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

170 

 
Fig. 1. Calorimeter immersion scheme Tian type. (1)Sensors System; (2) Sample cell; (3) 
Sample; (4) Heat Sink; (5) Heat resistance for calibration; (6) Insulation jacket; (7) Output of 
resistance to power supply; (8) Output of sensors system to interface multimeter. 

 

 
Fig. 2. Thermogram obtained for the immersion of an activated carbon pellet ore (CAP), in 
benzene 
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Figure 2 shows a typical thermogram obtained for the immersion of an activated carbon 
pellet ore (CAP), in benzene. It can be seen in the range of 0 to 500 seconds, the baseline 
obtained, which illustrates the heat balance and low noise level in the calorimetric signal. 
Table 1 shows the values of surface properties obtained by immersion calorimetry, for this 
same sample, two samples obtained by the modification of the CAP. 
 

Sample Eo 
kJ/mol 

Wo 
cm3/g 

SBET 
m2/g 

CAP 7.47 0.43 1248 
CAPRED 6.48 0.38 1089 
CAPN65 7.47 0.43 1253 

Table 1. Surface properties obtained for three activated carbons by gas adsorption 

The sample CAPRED is a modification of CAP, obtained by heating the same until 1373 K, 
under nitrogen, for 3h. CAPN65 sample is a sample obtained by modification of CAP 
through the impregnation of CAP with 65% HNO3 and heating it to 473 K, for 2 hours. 
As shown in Table 1, the modification with HNO3 and 65% did not produce a significant 
change in the surface properties of the sample. This behavior is attributed to the low 
temperature at which it made the change, which did not affect the porous structure of the 
solid. The modification to 1373K nitrogen affected the pore structure of the solid, reducing 
the volume of micropores and consequently, the surface area there of  in Figure 3 shows the 
isotherms of nitrogen at 77 K for these three samples. 
 

 
Fig. 3. Nitrogen adsorption isotherms at 77 K, for the three carbons under study 

The isotherm can be observed further that the sample has CAPRED mesoporosity 
development, so it appears the hysteresis loop in it. CAP and CAPN65 isotherms are 
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virtually identical, confirming that the modification with 65% HNO3 shows no effect on the 
texture of activated carbon. 
Table 2 shows the surface properties obtained by immersion calorimetry for these three 
samples 
 
Sample 
 

Sext 
m2/g 

ΔHimm 
J/g 

ΔHexp 
J/g 

AMICROP 
m2/g 

Atotal 
m2/g 

CAP 37 -44 -48 1219 1256 
CAPRED 55 -33 -39 1065 1120 
CAPN65 64 -34 -41 1219 1283 

Table 2. Surface properties obtained for three activated carbons by immersion calorimetry in 
benzene 

The results for ΔHinm, from equation (14). and ΔHexp are the experimental results. The 
external surface area Sext , of micropores AMICROP, and the total area Atotal, were obtained 
from the equations (16), (17) and (18) respectively. 
Table 3 shows the parameters used for calculations of surface properties obtained by 
immersion calorimetry into benzene. 
 

α Β Vm 
1,24E-03 1 88,9 

Table 3. Physical characteristics of benzene. 

Figure 4 shows a relationship between the areas obtained by gas adsorption and that 
obtained by immersion calorimetry. 
 

 
Fig. 4. Relationship between the total area obtained by adsorption calorimetry and nitrogen 
adsorption. 
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From these results we can see good correlation between the results obtained by the two 
methods compared, which shows a correlation coefficient of 0.9836, confirming that 
immersion calorimetry is a characterization parameter for solid-liquid interactions. You 
could make a more exhaustive with probe molecules of different sizes to benzene, since the 
pore size distribution can affect the calorimetric data (Molina-Sabio et al. 2008). 
Adsorption calorimetry, measurement of solid-gas interactions. 
There are several reasons to determine the heat of adsorption to characterize the surface 
energy of materials (Rouquerol et al. 1999), provide basic data for development of new 
theories of equilibrium and kinetics of adsorption (Zimmermann & Keller 2003), design and 
plants improve separation processes by adsorption and desorption, PSA, VSA, TSA and 
their combinations (Ruthven 1984, Yang 1997). 
Adsorption calorimetry in combination with other physical or chemical properties to 
describe the properties of a solid surface (Garcia-Cuello et al. 2009, Llewellyn & Maurin 
2005, Garcia-Cuello et al. 2008, Moreno & Giraldo 2005). 
To experimentally measure the heat of adsorption, calorimetric unit is used as shown in 
Figure 5. 
 

 
Fig. 5. Adsorption calorimeter scheme. (1) Adsorbate, (2) precision valves, (3) needle valve, 
(4) Volume calibration, (5) pressure transducer 1 to 1000mbar, (6) pressure transducer 10-4 
to 1 mbar , (7) measuring cell, (8) reference cell, (9) Calorimeter adsorption (10) thermopile 
sensors in 3D layout type, (11) thermostat, (12) Rotary Vacuum Pump, (13) Pump ultra high 
vacuum 
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The heats of adsorption measured at a temperature of liquefaction of the adsorbate, in the 
case of nitrogen at 77 K and 273 K. CO2 For this, use a thermostat bath at that temperature. 
Make contact with the solid adsorbate successive small doses. This allows measure the 
evolution of the interaction energy compared to coverage. Before start the calorimetric 
measurements. To start the measurements in the microcalorimeter, initially must be empty 
throughout the adsorption system, including the solid sample under study, using a vacuum 
system that achieves at least 10-3 Torr. When the system reaches the expected vacuum level, 
are the respective gas injection, waiting time for a balance between system components and 
are simultaneously recorded volumes of gas adsorbed and the heat evolved at each 
injection. Developed to sense heat, temperature sensors are used thermopile type, with 
appropriate sensitivity to detect heat from 10 to 100 J / g. Pressure readings are made using 
a pressure sensor with adequate sensitivity and precision must be known in the injection 
volume. The differential molar adsorption energy can be obtained by equation (3), and 
evaluating the area under the curve obtained in the experiment, which is the signal 
generated by the thermopile due to solid-gas interaction which is proportional to the 
adsorption energy (Garcia-Cuello et al. 2008, Garcia-Cuello et al. 2009). 
Preparation, characterization, modification and use of carbonaceous Materials   
Preparation, characterization, modification and use of carbonaceous materials like activated 
carbon in different presentation such as: granulate, powder, pelettes, char, monoliths, 
among other, it has been object investigation during many years. Next are presented some 
results of investigations developed in the by the authors about these porous solids and their 
employment in the adsorption of pollutants in liquid and gas phase. 
Bone char in the adsorption of derivates phenolics 
The bovine bone char (BBC) have received attention by industry of treatment waste water; 
due to its advantages in front of others adsorbents between these are found:  low cost and 
adsorbent versatility for wide variety pollutants (Deyder et al., 2005). The BBC was 
prepared in the following way: The bones were cleaned from meat and fat and cut by saw to 
pieces of approximate size 4-10 cm. Subsequently, bones were washed with tap water for 
several times. The bones were then transferred to the oven for drying at 353 K. After 24 h, 
the dried bones were crushed and milled into different particle sizes in the range of 2-3 mm. 
These particles are burned in an inert atmosphere. This process was carried out in a tubular 
fixed bed reactor from room temperature to 1073 K for 2 h at a heating rate of 3 K min–1 and 
a flow of  N2  80 cm3 min–1.  
The adsorption from solution depends on the chemical and physical characteristics of the 
solid as surface area, porosity and surface chemistry, see Table 4. The study about this 
process has shown dependence with the solution characteristics as pH, ionic strength and 
temperature (Moreno-Castilla & López-Ramos M.V., 2007). These factors have influence in 
the adsorption mechanism and in consequence, the magnitude in that the system – (solid-
liquid) - liberates heat. 
 

SBET (m2 /g) 157 
Pore Volume (cm3/g) 0.14
 Pore Size (nm) 3.0 
Acid Sites  (meq/g) 0.23
Basic Sites (meq /g) 0.42
PZC 8.5 

Table 4. Physical and chemical characteristics of the BBC 
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The chemical properties of the adsorbent depends the surface concentration of acid and basic 
sites, but these are in pH function of solution because the charge on the surface depends of this 
property. In this study was used  2,4-Dinitrophenol (DNP) a organic compounds commonly 
used for tincture manufacturing, wood preservatives, explosives, substances for insects control 
and other chemical products (Su-Hsia & Ruey-Shin, 2009, Tae Young et al., 2001)  that in 
aqueous solution can be found as ionic or nonionic species Figure 6. 
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Fig. 6. Species of DNP in aqueous solution.  

The adsorption isotherm represents the thermodynamic equilibrium between the adsorbed 
solute and the solute in solution, the obtained equilibrium data which are used to assess the 
ability of adsorbent to adsorb a particular molecule. 
Figure 7 shows the influence of concentration on the adsorption of DNP on CHB, where the 
mass of solute adsorbed onto the adsorbent continues to increase when raising the 
concentration of solute in equilibrium and is not asymptotic at high concentrations. 
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Fig. 7. Adsorption isotherm of DNP on bone char 
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In the literature on liquid phase adsorption has been reported different mathematical 
models to represent the adsorption isotherms, the most used are the Langmuir and 
Freundlich model. The first assumes: (i) uniform adsorption energies on the surface, (ii) no 
interaction between adsorbed molecules (III) adsorption occurs at specific sites. Meanwhile, 
the second (I) assumes that the adsorbent surface is energetically heterogeneous, (ii) that 
increasing the concentration of adsorbate, increases the amount adsorbed on the surface 
(Oke et al., 2008, Moreno et al., 2010). 
These models are represented mathematically as shown in table 5: 
 

Isotherm Equation Lineal Form Graphic 
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Table 5. Mathematics models of Langmuir and Freundlich.  

where qe is the amount adsorbed at Ce (mg/L), concentration of DNP at equilibrium, b 
(L/mg), and q0 (mg/g) are the Langmuir constants related to the energy of adsorption and 
maximum capacity, respectively; kf (mg1-1/n l1/n g-1) and 1/n are the Freundlich constants 
related to the adsorption capacity and intensity, respectively; and qe (mg/g) is the mass of 
DNP adsorbed per mass of adsorbent. 
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Fig. 9. Adsorption isotherm Freundlich model 
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R2 = 0.8907  

Table 6. Isotherm parameters for Langmuir and Freundlich models. 

Correlating the experimental data of adsorption of DNP on BBC with both models, Figure 8 
and 9 shows the typical behavior of the Freundlich isotherm, which contrasts with the 
parameters and correlation coefficients, see Table 6. This model describes the surface of the 
adsorbent is energetically heterogeneous and includes the lateral interactions between 
adsorbate molecules. In this type of liquid-solid systems, it is important understand that 
when a model fits the experimental data does not support the adsorption mechanism occurs 
under the principles of the model. Although these data are adjusted by mathematical 
methods - statistics to calculate the parameters given, these methods do not consider the 
interactions between adsorbate and surface active sites. 
Depending on the thermodynamic conditions of the system, heat is produced when a solid 
comes into contact with the solution; this intensity is determined by immersion enthalpy. It 
is set for a specific amount of a solid and measured by a technique known as immersion 
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calorimetry (Blanco et al., 2008). When make this type of measure, where contact between a 
solid and a solution is involved, there are different interactions that contribute to the total 
amount of heat produced. Among these are interactions between water and the groups on 
the solid’s surface, the filling of pores and adsorption on the surface. Furthermore, there are 
also adsorption of and interactions with the solute; these depend on the characteristics of the 
solution (Moreno-Piraján et al., 2007). 
The values of the enthalpies of immersion were evaluated from the thermograms, where the 
heat generated by the process of adsorption is proportional to the area under the curve of 
the peak generated by the thermal effect. Figure 10 shows the typical thermograms for the 
immersion of BBC in DNP solutions of 10 and 30 mg/L. 
 

 
Fig. 10. Thermograms of BBC immersion in a solution of DNP at concentrations of 10 and 30 
mg/L at 298 K.  

Figure 11 shows the (a) interactions between bone char and DNP in solutions at different 
concentrations and the (2) interactions with the adsorbate char was obtained subtracting the 
effect of char-water interactions.  
As can be seen in the Figure 11, at low concentrations (10-30 mg/L) there was a greater 
interaction between the BBC and the adsorbate (DNP); however, as the concentration 
increased (50-100 mg/L) there was a decrease in enthalpy, i.e. weaker interactions between 
the adsorbent and the adsorbate. 
When relating the enthalpies as a function of adsorbed amount of DNP can be seen that the 
enthalpy is directly proportional to the percent of retention, this behavior is due to the main 
morphological characteristic of the material is its heterogeneity, therefore the heat generated 
is different because that the adsorbate has occupied the most active sites than the 
immediately occupy. 
The differential free energy of adsorption that occurs in the time interval, in which it is carry 
a calorimetry measure, is determined relating the kinetics of the process to this time interval. 
Where tinicial is the time in that started the immersion solid-liquid and tfinal is the time in 
that ended the calorimetric measurement. The free energy difference as a thermodynamic 
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parameter is the fundamental criterion of spontaneity (Smiciklas et al., 2008), and may be 
calculated considering the initial concentration (Co) and the concentration in the 
equilibrium (Ce) to tfinal, by equation (22). 
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Fig. 11. Enthalpies of immersion of BBC on DNP to different concentration.  
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Where ∆G (kJ/mol) is differential free energy change; R is universal gas constant, and T (K) 
is absolute temperature. Reaction occurs spontaneously if G is a negative quantity. From the 
above equation, the differential change Gibbs free energy for the adsorption process of DNP 
on BBC to tfinal (293 K) is -113.0 kJ/mol, this negative value indicate that the adsorption of 
DNP is thermodynamically feasible. 
In the specific case of the solution 30 mg/L which has a differential ∆Himm = -56.10 
kJ/(g*mol) and substituting the parameters known in equation (23) determine the 
differential entropy of the process is equivalent to 580 J/(mol K) this positive value suggests 
that the organization  of the adsorbate in the solid-liquid interface and coincide with value 
obtained for free energy.  
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Granular activated carbon for adsorption of nickel 

The samples used for nickel removal were obtained from a commercial granular activated 
carbon made from coconut shell GAC, which was oxidized with GACoxN 6M nitric acid, 
two parts of this sample were treated one at 723 K and another 1023 K under nitrogen 
atmosphere, GACoxN723 and GACoxN1023, and a final sample obtained by heating the 
sample at 1173 K GAC, GAC1173, these samples were characterized by N2 physisorption at -
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above equation, the differential change Gibbs free energy for the adsorption process of DNP 
on BBC to tfinal (293 K) is -113.0 kJ/mol, this negative value indicate that the adsorption of 
DNP is thermodynamically feasible. 
In the specific case of the solution 30 mg/L which has a differential ∆Himm = -56.10 
kJ/(g*mol) and substituting the parameters known in equation (23) determine the 
differential entropy of the process is equivalent to 580 J/(mol K) this positive value suggests 
that the organization  of the adsorbate in the solid-liquid interface and coincide with value 
obtained for free energy.  

   
 |tf imm

ti
H GS

T
 (23) 

Granular activated carbon for adsorption of nickel 

The samples used for nickel removal were obtained from a commercial granular activated 
carbon made from coconut shell GAC, which was oxidized with GACoxN 6M nitric acid, 
two parts of this sample were treated one at 723 K and another 1023 K under nitrogen 
atmosphere, GACoxN723 and GACoxN1023, and a final sample obtained by heating the 
sample at 1173 K GAC, GAC1173, these samples were characterized by N2 physisorption at -
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196 ° C and their surface chemistry by Boehm and determining the point of zero charge, in 
addition, an immersion calorimetry was conducted in different liquids, such as benzene, 
carbon tetrachloride and water. 
 

Sample ÁreaBET
m2/g 

Vo 
cm3/g

Carboxilic
μmol/g 

Lactonic
μmol/g

Phenolic
μmol/g

Acidity Total 
μmol/g 

Basicity 
 Total 
μmol/g 

pzc 

GAC 842 0.34 72.2 40.5 85.0 198 90.5 5.4 
GACoxN 816 0.35 267 52.4 73.7 393 48.6 3.4 
GACoxN723 903 0.32 95.3 60.2 112 268 103 7.9 
GACoxN1023 935 0.37 2.36 10.2 47.9 60.5 266 8.2 
GAC1173 876 0.35 0.00 11.5 34.9 46.4 278 8.9 

Table 7. Physical and chemical parameters of samples 

 

 
Fig. 12. N2 adsorption isotherms at  77 K for different samples 

The isotherms of nitrogen obtained for each sample are shown in Figure 1. These are 
classified as type I adsorption isotherms, where a knee at low relative pressures is 
evidenced, characteristic of microporous solids in accordance with data obtained after 
applying the Dubinin-Raduskevich equation. It is important to note that the oxidation 
process caused a decrease in surface area, this is explained by considering that the oxidation 
with nitric acid promotes the formation of surface oxygenated groups at the edges of the 
openings of the pores, these groups are mainly carboxylic and carbonyl (Dias et al. 2007; 
Daud & Houshamnd. 2010; Yin et al. 2007) besides producing the collapse of certain porous 
structures (Radovic et al. 2000; Yin et al. 2007; Silvestre-Alvero et al. 2009), additionally, a 
surface area increase can be observed even in relation to the sample treated with a higher 
temperature. This is a result of selective removal of surface groups formed in the oxidation 
processes, which break down into carbon monoxide and carbon dioxide. In other words, 
with heat treatment more carbon atoms are lost promoting surface area increase in the solid. 

Thermodynamic of the Interactions Between  
Gas-Solid and Solid-Liquid on Carbonaceous Materials 

 

181 

On the other hand, we evaluated the changes in surface chemistry of each sample, taking 
into consideration the important role of surface chemistry on the removal of dissolved 
metals in aqueous solutions. Table 7 shows the results of the amount of surface groups of 
each of the samples obtained through Boehm titration. It is observed that the content of acid 
groups increased by the oxidation treatment, favoring mainly the formation of carboxylic 
groups, such as reported in other studies (Gao et al. 2009). Additionally heat treatment 
changed the number of groups according to their different thermal stabilities, so, in general 
it is considered that at low temperatures (about 700 K) and in an inert atmosphere  
carboxylic groups decompose; in the range of 1000 K lactone groups, carboxylic anhydrides, 
phenol and ether decomposition is favored; and in higher temperatures up to 1200 K 
quinone and pyrone groups decompose. On the other hand the values of zero point of 
charge are consistent with changes in surface chemistry of each sample according to the 
treatment applied. (Chingombe et al. 2005; Szymański et al. 2002; Figueiredo et al. 1999; 
Figueiredo & Pereira. 2010) 
As for the characterization of samples obtained by immersion calorimetry, it is important to 
note that the enthalpies of immersion allow to evaluate the type of interactions that occur 
between the solid and the wetting liquid, considering that: if there are no specific 
interactions between the molecules of the wetting liquid and the solid surface, the 
immersion enthalpy corresponds to the accessible area of the molecule of the liquid, and if 
on the contrary, there are specific interactions as in the case of some samples immersed in 
water, the immersion enthalpy would indicate the hydrophobic or hydrophilic character of 
the surface of the sample.( Stoeckli et al. 2001; Szymański et al. 2002) 
Table 8 shows the results obtained by calculating the enthalpies of immersion in benzene, 
carbon tetrachloride and water. As for the results using molecules with bipolar moments 
equal to zero it was observed that: the enthalpies of immersion changed according to 
changes of surface area as shown in Figure 2 and for the oxidized sample, which has a lower 
surface area, the enthalpy of immersion is less than for the original sample and even for the 
heat-treated ones in according to what it was discussed in the analysis of nitrogen 
adsorption isotherms, the same trend was observed for the enthalpies of immersion in 
carbon tetrachloride, although values were lower in these enthalpies of immersion, this is 
basically due to the difference in the size of the molecules of each liquid, which for benzene 
is 0.37 nm and for carbon tetrachloride is 0.66 nm, in other words, the carbon tetrachloride 
molecule has diffusion restrictions, therefore the interactions involved correspond only  to 
pores in which the molecule does not have this restrictions, this situation does not occur 
with benzene that is smaller. 
 

Sample ΔHImmC6H6 
(J/g) 

ΔHImmH2O 
(J/g) 

ΔHImm CCl4 
(J/g) 

GAC -106.4 -49.65 -75.05 
GACoxN -94.98 -66.59 -85.87 
GACoxN723 -107.9 -53.32 -50.76 
GACoxN1023 -128.8 -37.39 -57.01 
GAC1173 -145.1 -32.39 -94.29 

Table 8. Enthalpies of immersion in Benzene, Carbon Tetrachloride and water. 
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Fig. 13. Enthalpies of immersion in Benzene, Carbon Tetrachloride and water in 
terms of BET area 

On the other hand, the difference in the enthalpies of immersion in water of different 
samples indicates the change in surface chemistry (Giraldo & Moreno-Piraján. 2008; López-
Ramón et al. 2000), as a result of the different treatments that  samples underwent, that is, 
the development or removal of surface groups on the surface of the solid, thus, a greater 
amount of oxygenated surface groups as in GACOx's case which leads to a bigger enthalpy 
of immersion, as a consequence of the interactions established between the polar molecule 
as is the water molecule and oxygen surface groups developed in the sample, which is 
consistent with the chemical characterization, these groups were mostly acid type, 
specifically carboxyl groups. It is also observed that in thermally treated samples decreased 
enthalpies of immersion in water due to the selective decomposition of the groups present 
on the surface and therefore a decrease in specific interactions with the water molecule. 
Additionally, it is possible to conclude that the interactions of water does not occur 
exclusively with surface groups of the different samples because the sample CAG1173  in 
which one would expect to have a minimum amount of oxygenated surface groups, also has 
an calorimetric effect attributed to interactions dispersive type and non- specific type. As for 
the hydrophobic character of the surface is found that this decrease with the oxidation 
process and gradually increases with the heat treatments, being higher in the sample treated 
at 1173 K. Figures 14 and 15 shows the typical thermograms, obtained in the immersion of a 
solid in the different liquids used.  These two figures were chosen because you can see the 
difference in magnitude of the peaks corresponding to each liquid for to the most oxidized 
sample (GACoxN) and  sample treated to highest temperature in an atmosphere inert 
(GAC1173). 
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Fig. 14. Thermogram of Immersion Calorimetry in Benzene, Carbon Tetrachloride and water 
of GAC1173 sample 
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Fig. 15. Thermogram of Immersion Calorimetry in Benzene, Carbon Tetrachloride and water 
of GACoxN1173 sample 

Finally, the samples were used for the removal of nickel from aqueous solution, for this, 
0.500 g of each sample were put in contact with 50ml of the nickel solution of concentrations 
from 100 to 500 mg /L, initial pH of the mixture was adjusted to 6, taking into account that 
in this pH is nickel is found as Ni (II). The experimental data obtained in the adsorption 
process were adjusted to the Redlich-Peterson model and are shown in Figure 16.  
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solid in the different liquids used.  These two figures were chosen because you can see the 
difference in magnitude of the peaks corresponding to each liquid for to the most oxidized 
sample (GACoxN) and  sample treated to highest temperature in an atmosphere inert 
(GAC1173). 
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Fig. 14. Thermogram of Immersion Calorimetry in Benzene, Carbon Tetrachloride and water 
of GAC1173 sample 
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Fig. 15. Thermogram of Immersion Calorimetry in Benzene, Carbon Tetrachloride and water 
of GACoxN1173 sample 

Finally, the samples were used for the removal of nickel from aqueous solution, for this, 
0.500 g of each sample were put in contact with 50ml of the nickel solution of concentrations 
from 100 to 500 mg /L, initial pH of the mixture was adjusted to 6, taking into account that 
in this pH is nickel is found as Ni (II). The experimental data obtained in the adsorption 
process were adjusted to the Redlich-Peterson model and are shown in Figure 16.  
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Fig. 16. Adsorption isotherm of Nickel on different samples fit the Redlich-Peterson model. 

The importance of the role of oxygenated groups on the activated carbon surface in the 
adsorption process of ions from aqueous solution has been highlighted by many authors 
(Puziy et al. 2002). It is generally considered that the removal of an ion is mainly attributed 
to the interaction of surface groups and the ion, through various mechanisms, such as: 
formation of metal complexes like COOH-M and / or donor-acceptor reactions of electrons 
(Petit et al. 2010; Moreno-Castilla et al. 2010), that is, by establishing specific interactions, 
therefore, these  mechanisms are favored when the solid undergoes an oxidation process as 
in the case of the sample GACoxN, which has a higher adsorption capacity with respect to 
other ones, this capacity decreased in heat-treated samples after the process oxidation 
ratifying the importance of the presence of oxygenated surface groups, although it is 
important to note that the adsorption capacity of GAC1173 sample  is lower, it is also 
suggested to contemplate within the mechanisms of adsorption interactions that are not 
only specific but also of the dispersive type, to a lesser extent but to complement the 
adsorption process. 

Activate carbon for the adsorption of phenol 

Among  various industrial waste  to generate contamination  there are tires, this waste is a 
difficult material to degrade and handle due to its physicochemical composition, generating 
a problem of global nature. Therefore alternatives different have been proposed for reuse, 
among these are energy production through incineration, combustion, and pyrolysis 
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processes. (Nadem et al. 2001) Another alternative that being studied at present is the 
production of activated carbon from this waste, there by creating a double benefit for the 
environment. 
A study was conducted about to granular activated carbon adsorbents prepared from tires. 
To this end, the tires were cut into pieces with a size of 10 mm thick, two samples were 
treated with phosphoric acid at 20 and 40% p/p (TCP20 and TCP40) and other samples were 
treated with potassium hydroxide to the same concentrations (TCK20 And TCK40), then 
underwent to a carbonization process in a horizontal furnace at 1123 K for 2 hours. In this 
way is prepare by physical activation with CO2, samples were subjected to a pyrolysis 
process with N2 at 923 K, and then activation with CO2 at two temperatures 1123 K and 
1223 K (TCCO2-1123 and TCCO2-1223) during 2 hours. All samples were characterized by 
N2 adsorption at 77 K and immersion calorimetry in benzene. Some of the results obtain are 
compiled in Table 9. 
 

Samples SBET 
(m2/g) 

Vo DR 
(cm3/g) 

Eo 
(KJ/mol) 

-ΔHimm C6H6 
(J/g) 

TCP20 71.17 0.018 13.59 5.670 

TCP40 52.85 0.013 13.62 3.120 

TCK20 149.2 0.068 19.95 35.55 

TCK40 157.3 0.070 19.63 26.17 

TCCO2-850 25.44 0.009 14.23 11.48 

TCCO2-950 58.12 0.020 14.92 21.36 

Table 9. Characteristics of the samples obtained by gas adsorption and immersion 
calorimetry 

Figure 17 shows the adsorption isotherms for three coals of the series prepared. the TCK40 
sample presents a type I isotherm according to IUPAC classification, feature of microporous 
carbons, the samples and TCCO2-1223 and TCP20 have type II isotherms characteristic of 
mesoporous carbon, where adsorption occurs in open surface with the formation of 
multilayers. (Martín-Martínez 1988) 
Immersion calorimetry as mentioned along this chapter, allow complement the 
characterization of porous materials. Figure 18 shows the thermograms obtained for the 
immersion of the samples in benzene, which is a liquid of wet to assess the area accessible to 
the molecule. It is observed that the highest enthalpies are obtained for samples prepared 
with sodium hydroxide which is consistent with the surface areas of these samples. By 
contrast the samples activated with phosphoric acid have low values compared with those 
activated with CO2, probably due to the presence of phosphorus compounds in activated 
carbon, which prevents the access of the benzene molecule. (Marsh & Rodríguez-Reinoso. 
2007) 
From Dubinin Radushkevich equation was calculated pore volume and the characteristic 
energy for the samples. 
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Fig. 16. Adsorption isotherm of Nickel on different samples fit the Redlich-Peterson model. 
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to the interaction of surface groups and the ion, through various mechanisms, such as: 
formation of metal complexes like COOH-M and / or donor-acceptor reactions of electrons 
(Petit et al. 2010; Moreno-Castilla et al. 2010), that is, by establishing specific interactions, 
therefore, these  mechanisms are favored when the solid undergoes an oxidation process as 
in the case of the sample GACoxN, which has a higher adsorption capacity with respect to 
other ones, this capacity decreased in heat-treated samples after the process oxidation 
ratifying the importance of the presence of oxygenated surface groups, although it is 
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processes. (Nadem et al. 2001) Another alternative that being studied at present is the 
production of activated carbon from this waste, there by creating a double benefit for the 
environment. 
A study was conducted about to granular activated carbon adsorbents prepared from tires. 
To this end, the tires were cut into pieces with a size of 10 mm thick, two samples were 
treated with phosphoric acid at 20 and 40% p/p (TCP20 and TCP40) and other samples were 
treated with potassium hydroxide to the same concentrations (TCK20 And TCK40), then 
underwent to a carbonization process in a horizontal furnace at 1123 K for 2 hours. In this 
way is prepare by physical activation with CO2, samples were subjected to a pyrolysis 
process with N2 at 923 K, and then activation with CO2 at two temperatures 1123 K and 
1223 K (TCCO2-1123 and TCCO2-1223) during 2 hours. All samples were characterized by 
N2 adsorption at 77 K and immersion calorimetry in benzene. Some of the results obtain are 
compiled in Table 9. 
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Table 9. Characteristics of the samples obtained by gas adsorption and immersion 
calorimetry 

Figure 17 shows the adsorption isotherms for three coals of the series prepared. the TCK40 
sample presents a type I isotherm according to IUPAC classification, feature of microporous 
carbons, the samples and TCCO2-1223 and TCP20 have type II isotherms characteristic of 
mesoporous carbon, where adsorption occurs in open surface with the formation of 
multilayers. (Martín-Martínez 1988) 
Immersion calorimetry as mentioned along this chapter, allow complement the 
characterization of porous materials. Figure 18 shows the thermograms obtained for the 
immersion of the samples in benzene, which is a liquid of wet to assess the area accessible to 
the molecule. It is observed that the highest enthalpies are obtained for samples prepared 
with sodium hydroxide which is consistent with the surface areas of these samples. By 
contrast the samples activated with phosphoric acid have low values compared with those 
activated with CO2, probably due to the presence of phosphorus compounds in activated 
carbon, which prevents the access of the benzene molecule. (Marsh & Rodríguez-Reinoso. 
2007) 
From Dubinin Radushkevich equation was calculated pore volume and the characteristic 
energy for the samples. 
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Fig. 17. Isotherms of N2 of the samples TCP20, TCK40 y TCCO2-1223 
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Fig. 18. Thermograms obtained for the samples. 
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Where V is the volume adsorbed at certain pressures, P/Po is the partial pressure, Vo is the 
micropore volume and D is a constant. Bansal et al. 1988 
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Figure 19 shows the graphs of DR for the samples TCK40 and TCK20 where you can see that 
a deviation from linearity near the saturation pressure, explaining that he has a multilayer 
adsorption and capillary condensation in mesopores (Martín-Martínez 1988) consistent 
with the isotherms of N2 obtained which present a mesoporosity of activated carbons. 
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Fig. 19. The graphs of DR for the samples. Organized as follows way TCP40-TCK20-TCCO2-
1123. 

From of the constant D to be the slope of the graph permit to calculate the characteristic 
energy of adsorption given by the following equation: 
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Where R is the gas constant, 80414J/mol, T is the critical temperature of liquide nitrogen, 
77K and β is the affinity coefficient of nitrogen, 0.34. 
Stoeckli and Krahenbüehl were the first to correlate the enthalpy of benzene with  the 
microporous parameters, in this work is realized this correlation but for mesoporous 
carbons. Figure 20 relates the characteristic energy of the nitrogen molecule with the 
enthalpy of immersion of the benzene molecule. In the activated carbons with carbon 
dioxide and potassium hydroxide gives a higher characteristic energy to a higher enthalpy 
of immersion, unlike those activated with phosphoric acid, which has a decrease in enthalpy 
with increasing energy feature, this behavior shows proportionality existing between the 
enthalpy of benzene and energy characteristic of N2, despite being two different methods to 
perform. Samples with higher BET surface area have a higher enthalpy of immersion in 
benzene which is the expected behavior because it has a greater surface arranged to interact 
with benzene (Silvestre-Albero  et al.2004). 
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Fig. 18. Thermograms obtained for the samples. 
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Where R is the gas constant, 80414J/mol, T is the critical temperature of liquide nitrogen, 
77K and β is the affinity coefficient of nitrogen, 0.34. 
Stoeckli and Krahenbüehl were the first to correlate the enthalpy of benzene with  the 
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carbons. Figure 20 relates the characteristic energy of the nitrogen molecule with the 
enthalpy of immersion of the benzene molecule. In the activated carbons with carbon 
dioxide and potassium hydroxide gives a higher characteristic energy to a higher enthalpy 
of immersion, unlike those activated with phosphoric acid, which has a decrease in enthalpy 
with increasing energy feature, this behavior shows proportionality existing between the 
enthalpy of benzene and energy characteristic of N2, despite being two different methods to 
perform. Samples with higher BET surface area have a higher enthalpy of immersion in 
benzene which is the expected behavior because it has a greater surface arranged to interact 
with benzene (Silvestre-Albero  et al.2004). 
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Fig. 20. Relación entre la entalpía de inmersión y la energía característica del nitrógeno. 

Activated Carbon monoliths for CO2 adsorption 

Taking into account the interest they have taken the activated carbon monoliths in recent 
years, and its potential use in gas adsorption, is being developed in the research group work 
which seeks to make a contribution to knowledge of chemistry of solid adsorbents through 
the preparation, characterization and functionalization of carbon materials granular and 
monolithic type contribute to the study of the process of adsorption / gas capture a high 
environmental interest such as carbon dioxide. The CO2 adsorption, has been studied as a 
way to retain the gas and check for interactions and conditions that govern the process to be 
more efficient and better use, the problem with CO2 is not simple reason that alternatives are 
sought treatment with new materials, which will open avenues and possibilities according 
as knowledge of processes such as adsorption is broader. 
As a preliminary approach to the preparation of carbonaceous materials of potential interest 
in the CO2 adsorption, has been carried out the preparation of activated carbon monoliths 
disk type take taking advantage of two materials source lignocellulosic s generated as waste 
in large quantities in Colombia; coconut shell (samples COD) and African palm stone 
(samples CUD), the endocarps of these precursors are impregnated with H3PO4 solutions at 
different concentrations for a period of 2 hours at 358K, then take a uniaxial press, where the 
shaping is done by pressing at 423 K, structures are then carbonized in a horizontal furnace 
at a linear heating rate of 1 Kmin-1 to a temperature of 723K remaining there 2 hours. Finally, 
the monoliths obtained are washed with hot distilled water until neutral pH to remove any 
traces of chemical agent used in the impregnation (Rodriguez-Reinoso et al., 2004, Vargas 
et al., 2010).  
Subsequently, textural, chemical and energy characterization of monoliths is performed to 
establish their behavior. The adsorption isotherms of N2 at 77K and CO2  at 273 K are 
determined,  the experimental data fit the Langmuir model, and further immersion 
calorimetry in benzene are performed (0.37 nm) to establish energy correlations. 

Thermodynamic of the Interactions Between  
Gas-Solid and Solid-Liquid on Carbonaceous Materials 

 

189 

0,0 0,2 0,4 0,6 0,8 1,0
0

5

10

15

20

25

n 
(m

m
ol

/g
)

P/Po

 COD32
 COD48
 CUD28
 CUD36

N2

 

 

 
 

0,00 0,01 0,02 0,03
0

1

2

3

4

n(
m

m
ol

/g
)

P/Po

 COD32
 COD48
 CUD28
 CUD48

CO2

 

 

 
Fig. 21. Nitrogen adsorption isotherms at 77K and CO2 at 273K for the monoliths with high 
and low adsorption capacity, with each precursor. 

Some of nitrogen and carbon dioxide isotherms obtained for disks are shown in Figure 22, is 
evidence the obtaining of microporous solids fact is justified by the form type I isotherms, 
these solids have a surface area between 975 and 1711 m2g-1 and no between 11.49 and 18.02 
mmol, experimental results indicated that the monoliths prepared from African palm stone 
have higher adsorption capacity and therefore a larger surface area, further shows that the 
change in the concentration of H3PO4 produces a greater effect on the textural characteristics 
of samples CUD compared with the COD. 
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Fig. 20. Relación entre la entalpía de inmersión y la energía característica del nitrógeno. 
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the monoliths obtained are washed with hot distilled water until neutral pH to remove any 
traces of chemical agent used in the impregnation (Rodriguez-Reinoso et al., 2004, Vargas 
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Fig. 21. Nitrogen adsorption isotherms at 77K and CO2 at 273K for the monoliths with high 
and low adsorption capacity, with each precursor. 

Some of nitrogen and carbon dioxide isotherms obtained for disks are shown in Figure 22, is 
evidence the obtaining of microporous solids fact is justified by the form type I isotherms, 
these solids have a surface area between 975 and 1711 m2g-1 and no between 11.49 and 18.02 
mmol, experimental results indicated that the monoliths prepared from African palm stone 
have higher adsorption capacity and therefore a larger surface area, further shows that the 
change in the concentration of H3PO4 produces a greater effect on the textural characteristics 
of samples CUD compared with the COD. 
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The obtained carbon monoliths were tested as potential adsorbents for CO2 finding a 
retention capacity between 88-164 mgCO2g-1 at 273K and atmospheric pressure, in Figure 22 
to observe the isotherms of the samples with higher and lower CO2 adsorption capacity in 
each series, the monoliths with a better performance in the retention of this gas were COD32 
and CUD28. 
The table 10 compiles the characteristics of the carbon monoliths prepared, show the data 
obtained for the interaction of three molecules of interest in the characterization of materials. 
Additionally, adsorption data were used for the calculation of three parameters: noDR, nmL, 

KL which are measures of the adsorption capacity.  
 

Sample 
N2 CO2 C6 H6 

SBET 
(m2/g) no no nm K EO 

(KJ/mol)
-ΔHimm 

(J/g)
EO 

(KJ/mol) 

COD28 1270 14.19 4.88 6.95 0.029 16.01 130 20.90 

COD32 1320 13.86 5.10 6.64 0.031 16.87 147 24.03 

COD36 1318 14.15 4.91 6.56 0.035 16.80 132 21.33 

COD48 975 11.49 4.75 4.75 0.055 18.58 112 22.43 

CUD28 1013 12.12 4.93 5.36 0.054 19.12 123 21.47 

CUD32 1397 13.35 4.38 6.87 0.028 16.76 130 21.12 

CUD36 1711 18.02 2.92 4.53 0.027 16.85 120 14.80 

CUD48 1706 18.65 2.36 3.99 0.025 17.63 96 11.48 

Table 10. Characteristics of carbon monoliths. 

Figure 22 shows the relationship between the number of moles of the monolayer determined 
by two different models, nm by the Langmuir model and no calculated from Dubinin 
Raduskevich, shows that the data are a tendency for both precursors although they are 
calculated from models with different considerations. There are two points that fall outside 
the general trend CUD28 and COD32 samples, which despite having the highest value of no 
in each series not have the highest nm 

The Dubinin Raduskevich equation is use to determinate, the characteristic adsorption 
energies of N2 and CO2 (Eo) for each samples, likewise by the Stoeckli y Krahenbüehl 
equation (equation 14) was determined benzene (Eo), in Figure 23 shows the relationship 
between the characteristic energies determined by two different characterization techniques 
and found two trends in the data which shows the heterogeneity of carbonaceous surfaces 
of the prepared samples. The characteristic energy of CO2 adsorption, is lower in almost all 
the monoliths compared to Eo of immersion in benzene, this is consistent considering that 
due to the size of the CO2 molecule 0.33 nm, this can be accessed easily to narrow pores, 
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while benzene has a size of 0.37 nm for slit-shape pores and 0.56 nm for cylindrical restricts 
its accessibility and generates an increase in Eo. In Figure 19a shows that the COD samples 
show a trend, except COD32 which again leaves the general behavior, this can be attributed 
to the monolith has a narrow micropores limits the interaction with the benzene molecule, 
generating a higher Eo. 
In the case of samples CUD48 and CUD36 which present a larger surface area, there is a 
greater more CO2 Eo compared to benzene Eo, in these samples increased the concentration 
of chemical agent degrades carbonaceous matrix producing a widening pore that provides 
access to benzene and leads to a decrease in Eo. 
Figure 24 relates the characteristic adsorption energy in benzene with the immersion 
enthalpy in this molecule, can be observed for most samples an increase of the immersion 
enthalpy with the characteristic energy of the process, which is consistent since the 
characteristic energy is a measure of the magnitude of the interaction between the solid and 
the adsorbate is ratified with the increase of enthalpy value. 
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Fig. 22. Relationship between nm and no samples of each series. 
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by two different models, nm by the Langmuir model and no calculated from Dubinin 
Raduskevich, shows that the data are a tendency for both precursors although they are 
calculated from models with different considerations. There are two points that fall outside 
the general trend CUD28 and COD32 samples, which despite having the highest value of no 
in each series not have the highest nm 

The Dubinin Raduskevich equation is use to determinate, the characteristic adsorption 
energies of N2 and CO2 (Eo) for each samples, likewise by the Stoeckli y Krahenbüehl 
equation (equation 14) was determined benzene (Eo), in Figure 23 shows the relationship 
between the characteristic energies determined by two different characterization techniques 
and found two trends in the data which shows the heterogeneity of carbonaceous surfaces 
of the prepared samples. The characteristic energy of CO2 adsorption, is lower in almost all 
the monoliths compared to Eo of immersion in benzene, this is consistent considering that 
due to the size of the CO2 molecule 0.33 nm, this can be accessed easily to narrow pores, 
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while benzene has a size of 0.37 nm for slit-shape pores and 0.56 nm for cylindrical restricts 
its accessibility and generates an increase in Eo. In Figure 19a shows that the COD samples 
show a trend, except COD32 which again leaves the general behavior, this can be attributed 
to the monolith has a narrow micropores limits the interaction with the benzene molecule, 
generating a higher Eo. 
In the case of samples CUD48 and CUD36 which present a larger surface area, there is a 
greater more CO2 Eo compared to benzene Eo, in these samples increased the concentration 
of chemical agent degrades carbonaceous matrix producing a widening pore that provides 
access to benzene and leads to a decrease in Eo. 
Figure 24 relates the characteristic adsorption energy in benzene with the immersion 
enthalpy in this molecule, can be observed for most samples an increase of the immersion 
enthalpy with the characteristic energy of the process, which is consistent since the 
characteristic energy is a measure of the magnitude of the interaction between the solid and 
the adsorbate is ratified with the increase of enthalpy value. 
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Fig. 22. Relationship between nm and no samples of each series. 
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Fig. 23. Relationship between the characteristic immersion energy of benzene and the 
characteristic adsorption energy of CO2. 
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Fig. 24. Relationship between the characteristic adsorption energy in benzene and the 
immersion enthalpy. 

Additionally, establishing correlations between energetic parameters determined by 
different models and textural characteristics, figure 25 a) and b) show the relationship 
between the characteristic energy and BET area of the COD samples, different behaviors can 
be observed for each molecule, in the case characteristic adsorption energy of benzene 
shows a decrease with increasing area of the discs for samples COD28, COD48, but there 
was an increase in the COD36 and COD32 samples with higher values for surface area. To 
CUD, as shown in Figure 25 c) and d) in the case of benzene adsorption, for all samples 
shows a decrease in Eo. The characteristic adsorption energy carbon dioxide molecule 
shows a decrease with increasing the BET area, for COD32, COD36 there is a slight increase 
in Eo attributed to these samples have more narrow micropores that can be seen in the value 
of no CO2. A similar trend shows the CUD discs; the decrease in the characteristic energy 
with increasing surface area of the monoliths is related to the increased amount of 
mesopores in the material, since the adsorption energy decreases with increasing pore size 
(Stoeckli  et al., 1989). 
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immersion enthalpy. 

Additionally, establishing correlations between energetic parameters determined by 
different models and textural characteristics, figure 25 a) and b) show the relationship 
between the characteristic energy and BET area of the COD samples, different behaviors can 
be observed for each molecule, in the case characteristic adsorption energy of benzene 
shows a decrease with increasing area of the discs for samples COD28, COD48, but there 
was an increase in the COD36 and COD32 samples with higher values for surface area. To 
CUD, as shown in Figure 25 c) and d) in the case of benzene adsorption, for all samples 
shows a decrease in Eo. The characteristic adsorption energy carbon dioxide molecule 
shows a decrease with increasing the BET area, for COD32, COD36 there is a slight increase 
in Eo attributed to these samples have more narrow micropores that can be seen in the value 
of no CO2. A similar trend shows the CUD discs; the decrease in the characteristic energy 
with increasing surface area of the monoliths is related to the increased amount of 
mesopores in the material, since the adsorption energy decreases with increasing pore size 
(Stoeckli  et al., 1989). 
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Fig. 25. Relationship between the characteristic energy and BET area of the series. a,b) COD. 
c,d) CUD. 
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Fig. 25. Relationship between the characteristic energy and BET area of the series. a,b) COD. 
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1. Introduction 

Thermodynamics is the branch of science that is concerned with the principles of energy 
transformation in macroscopic systems. Macroscopic properties of matter arise from the 
behavior of a very large number of molecules. Thermodynamics is based upon experiment 
and observation, summarized and generalized in the Laws of Thermodynamics. These laws are 
not derivable from any other principle: they are in fact improvable and therefore can be 
regarded as assumptions only; nevertheless their validity is accepted because exceptions 
have never been reported. These laws do not involve any postulates about atomic and 
molecular structure but are founded upon observation about the universe as it is, in terms of 
instrumental measurements. In order to represent the state of a gas or a liquid or a solid 
system, input data of average quantities such as temperature (T), pressure (P), volume (V), 
and concentration (c) are used. These averages reduce the enormous number of variables 
that one needs to start a discussion on the positions and momentums of billions of 
molecules. We use the thermodynamic variables to describe the state of a system, by 
forming a state function: 

 P=f (V, T, n)                             (1) 

This simply shows that there is a physical relationship between different quantities that one 
can measure in a gas system, so that gas pressure can be expressed as a function of gas 
volume, temperature and number of moles, n. In general, some relationships come from the 
specific properties of a material and some follow from physical laws that are independent of 
the material (such as the laws of thermodynamics). There are two different kinds of 
thermodynamic variables: intensive variables (those that do not depend on the size and 
amount of the system, like temperature, pressure, density, electrostatic potential, electric 
field, magnetic field and molar properties) and extensive variables (those that scale linearly 
with the size and amount of the system, like mass, volume, number of molecules, internal 
energy, enthalpy and entropy). Extensive variables are additive whereas intensive variables 
are not (Adamson, A.W. and Gast, A.P. 1997).  
In thermodynamic terms, the object of a study is called the system, and the remainder of the 
universe, the surroundings. Amounts of the order of a mole of matter are typical in a system 
under consideration, although thermodynamics may remain applicable for considerably 
smaller quantities. The imaginary envelope, which encloses the system and separates it from 
its surroundings, is called the boundary of the system. This boundary may serve either to 
isolate the system from its surroundings, or to provide for interaction in specific ways 
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between the system and surroundings. In practice, if a reactor is used to carry out a chemical 
reaction, the walls of the reactor that are in contact with the thermo stated liquid medium 
around the reactor may be assumed to be the surroundings of the experimental system. For 
particles such as colloids, the medium in which they are immersed may act as the 
surroundings, provided nothing beyond this medium influences the particle. An isolated 
system is defined as a system to or from which there is no transport of matter and energy. 
When a system is isolated, it cannot be affected by its surroundings. The universe is 
assumed to be an isolated system. Nevertheless, changes may occur within the system that 
are detectable using measuring instruments such as thermometers, pressure gauges etc. 
However, such changes cannot continue indefinitely, and the system must eventually reach 
a final static condition of internal equilibrium. If a system is not isolated, its boundaries may 
permit exchange of matter or energy or both with its surroundings. A closed system is one 
for which only energy transfer is permitted, but no transfer of mass takes place across the 
boundaries, and the total mass of the system is constant. As an example, a gas confined in an 
impermeable cylinder under an impermeable piston is a closed system. For a closed system, 
this interacts with its surroundings; a final static condition may be reached such that the 
system is not only internally at equilibrium but also in external equilibrium with its 
surroundings. A system is in equilibrium if no further spontaneous changes take place at 
constant surroundings. Out of equilibrium, a system is under a certain stress, it is not 
relaxed, and it tends to equilibrate. However, in equilibrium, the system is fully relaxed. If a 
system is in equilibrium with its surroundings, its macroscopic properties are fixed, and the 
system can be defined as a given thermodynamic state. It should be noted that a 
thermodynamic state is completely different from a molecular state because only after the 
precise spatial distributions and velocities of all molecules present in a system are known 
can we define a molecular state of this system. An extremely large number of molecular 
states correspond to one thermodynamic state, and the application of statistical 
thermodynamics can form the link between them (Lyklema, J. 2005),  (Dabrowski A., 2001). 

2. Energy, work and heat 
2.1 The first law of thermodynamics  
Generally, when a system passes through a process it exchanges energy U with its 
environment. The energy change in the system ΔU may result from performing work w on 
the system or letting the system perform work, and from exchanging heat q between the 
system and the environment  

 U q w    (2) 

The heat and the work supplied to a system are withdrawn from the environment, such 
that, according to the first law of thermodynamics 

 0system environmentU U     (3) 

The First Law of thermodynamics states that the energy content of the universe (or any 
other isolated system) is constant. In other words, energy can neither be created nor 
annihilated. It implies the impossibility of designing a perpetuum mobile, a machine that 
performs work without the input of energy from the environment. The First Law also 
implies that for a system passing from initial state 1 to final state 2 the energy change 
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1 2U does not depend on the path taken to go from 1 to 2. A direct consequence of that 
conclusion is that U is a function of state: when the macroscopic state of a system is fully 
specified with respect to composition, temperature, pressure, and so on (the so-called state 
variables), its energy is fixed. This is not the case for the exchanged heat and work. These 
quantities do depend on the path of the process. For an infinitesimal small change of the 
energy of the system 

 U q w      (4) 

For w and, hence, w , various types of work may be considered, such as mechanical work 
resulting from compression or expansion 
of the system, electrical work, interfacial work associated with expanding or reducing the 
interfacial area between two phases, and chemical work due to the exchange of matter 
between system and environment. All types of work are expressed as XdY , where X and Y 
are state variables. X is an intensive property (independent of the extension of the system) 
and Y the corresponding extensive property (it scales with the extension of the system). 
Examples of such combinations of intensive and extensive properties are pressure p and 
volume V, interfacial tension γ and interfacial area A, electric potential Ψ and electric charge 
Q, the chemical potential µi of component i, and the number of moles ni of component i. As a 
rule, X varies with Y but for an infinitesimal small change of Y, X is approximately constant. 
Hence, we may write  

 i i
i

dU q pdV dA dQ dn         (5) 

The terms of type XdY in Eq. above represent mechanical (volume), interfacial, electric, and 
chemical works, respectively. 

i
  implies summation over all components in the system. It 

is obvious that for homogeneous systems the γdA term is not relevant. 

2.2 The second law of thermodynamics: entropy 
According to the First Law of thermodynamics the energy content of the universe is 
constant. It follows that any change in the energy of a system is accompanied by an equal, 
but opposite, change in the energy of the environment. At first sight, this law of energy 
conservation seems to present good news: if the total amount of energy is kept constant why 
then should we be frugal in using it? The bad news is that all processes always go in a 
certain direction, a direction in which the energy that is available for performing work 
continuously decreases.  
Entropy, S, is the central notion in the Second Law. The entropy of a system is a measure of 
the number of ways the energy can be stored in that system. In view of the foregoing, any 
spontaneous process goes along with an entropy increase in the universe that is, ΔS > 0. If as 
a result of a process the entropy of a system decreases, the entropy of the environment must 
increase in order to satisfy the requirement ΔS > 0 (Levine, I.N., 1990). 
Based on statistical mechanics, the entropy of a system, at constant U and V can be 
expressed by Boltzmann’s law  

 , lnu v BS k w  (6) 
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 , lnu v BS k w  (6) 
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where w is the number of states accessible to the system and kB is Boltzmann’s constant. For 
a given state w is fixed and, hence, so is S. It follows that S is a function of state. It 
furthermore follows that S is an extensive property: for a system comprising two 
subsystems (a and b) w= wa + wb and therefore, because of, S = Sa+ Sb. The entropy change 
in a system undergoing a process 1 2 is thermodynamically formulated in terms of the 
heat q taken up by that system and the temperature T at which the heat uptake 
occurs(sraelachvili, J. 1991): 
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qS
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    (7) 

Because the temperature may change during the heat transfer is written in differential form 
(Pitzer, K.S. and Brewer L. 1961). 

2.3 Reversible processes  
In contrast to the entropy, heat is not a function of state. For the heat change it matters 
whether a process 1 2 is carried out reversibly or irreversibly. For a reversible process, 
that is, a process in which the system is always fully relaxed 
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Infinitesimal small changes imply infinitesimal small deviations from equilibrium and, 
therefore, reversibility. The term q  in (5) may then be replaced by TdS, which gives 

 i i
i

dU Tds pdV dA dQ dn        (9) 

where all terms of the right-hand side are now of the form XdY. Equation (9) allows the 
intensive variables X to be expressed as differential quotients, such as, for instance, 

 , , , ,( )S V Q ni s
U
A

 



 (10) 

where the subscripts indicate the properties that are kept constant. In other words, the 
interfacial tension equals the energy increment of the system resulting from the reversible 
extension of the interface by one unit area under the conditions of constant entropy, volume, 
electric charge, and composition. The required conditions make this definition very 
impractical, if not in operational. If the interface is extended it is very difficult to keep 
variables such as entropy and volume constant. 
The other intensive variables may be expressed similarly as the change in energy per unit 
extensive property, under the appropriate conditions (Tempkin M. I. and Pyzhev V., 1940). 

2.4 Maxwell relations 
At equilibrium, implying that the intensive variables are constant throughout the system, (9) 
may be integrated, which yields  

 i i iU TdS pV A Q n         (11) 
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To avoid impractical conditions when expressing intensive variables as differential 
quotients as, for example auxiliary functions are introduced. These are the enthalpy H, 
defined as 

 H U pV   (12) 

the Helmholtz energy 

 A U TS   (13) 

and the Gibbs energy 

 G U pV TS H TS A pV        (14) 

Since U is a function of state, and p, V, T, and S are state variables, H, A, and G are also 
functions of state. The corresponding differentials are 

 i i idH TdS Vdp dA dQ dn         (15) 

 i i idA SdT pdV dA dQ dn          (16) 

 i i idG SdT Vdp dA dQ dn          (17) 

Expressing γ, Ψ, or µi as a differential quotient requires constancy of S and V, S and p, T and V, 
and T and p, when using the differentials dU, dH, dA, and dG, respectively. In most cases the 
conditions of constant T and V or constant T and p are most practical. It is noted that for 
heating or cooling a system at constant p, the heat exchange between the system and its 
environment is equal to the enthalpy exchange. Hence, for the heat capacity, at constant p, 

 ( ) ( )p pp
q dHC

dT dT


   (18) 

In general, for a function of state f that is completely determined by variables x and y, df = 
Adx  + Bdy. Cross-differentiation in df gives ( / ) ( / )x yA y B x     , known as a Maxwell 
relation. Similarly, cross-differentiation in dU, dH, dA, and dG yields a wide variety of 
Maxwell relations between differential quotients. For instance, by cross-differentiation in dG 
we find, (Lyklema, L. 1991), (Pitzer, K.S. and Brewer L. 1961). 

 , , , , , ,, ,( ) ( )p A Q n T p Q ni s i s
S

T A
 

 
 

 (19) 

2.5 Molar properties and partial molar properties 
Molar properties, indicated by a lowercase symbol, are defined as an extensive property Y 
per mole of material: y = Y/n. Since they are expressed per mole, molar quantities are 
intensive. 
For a single component system Y is a function of T; p; . . . ; n. Many extensive quantities vary 
linearly with n, but for some (e.g., the entropy) the variation with n is not proportional. In 
the latter case y is still a function of n. In a two-, three- or multi-component system (i.e., a 
mixture), the contribution of each component to the functions of state, say, the energy of the 
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system cannot be assigned unambiguously. This is because the energy of the system is not 
simply the sum of the energies of the constituting components but includes the interaction 
energies between the components as well. It is impossible to specify which part of the total 
interaction energy belongs to component i. For that reason partial molar quantities yi are 
introduced. They are defined as the change in the extensive quantity Y pertaining to the 
whole system due to the addition of one mole of ni under otherwise constant conditions. 
Because by adding component i the composition of the mixture and, hence, the interactions 
between the components are affected, yi is defined as the differential quotient (Prausnitz, 
J.M., and et al. 1999). 

 , ,...., 1( )i T p n
i

j
Yy
n 





 (20) 

The partial molar quantities are operational; that is, they can be measured. Now , ,... ,T p ni sY can 
be obtained as i i in y  A partial molar quantity often encountered is the partial molar Gibbs 
energy (Aveyard, R. and Haydon, D.A., 1973), 
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According to (17) 
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that is, at constant , ,...,T p nj i ,the chemical potential of component i in a mixture equals its 

partial molar Gibbs energy. 
By cross-differentiation in (17) the temperature- and pressure-dependence of µi can be 
derived as 

 
,..., , ,...,,

i
i

p n i T p ni s j i

S s
T n




             
 (23) 

With 

 i i i ig H Ts     (24) 

it can be deduced that 
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The pressure-dependence of mi is also obtained from (17): 
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For an ideal gas 

 i
i

RTv
p

  (27) 

in which R is the universal gas constant. Combining (26) and (27) gives, after integration, an 
expression for µi(pi) in an ideal gas 

 0 lni i iRT p    (28) 

where 0
i  is an integration constant that is independent of pi; 0 ( 1)i i ip   , its value 

depending on the units in which pi is expressed. Similarly, without giving the derivation 
here, it is mentioned that for the chemical potential of component i in an ideal solution 

 0 lni i iRT c    (29) 

where ci is the concentration of i in the solution. In more general terms, for an ideal mixture 

 0 lni i iRT X    (30) 

where Xi is the mole fraction of i in the mixture, defined as /i i i iX n n  . Note that the 
value of 0

i  is the one obtained for mi by extrapolating to Xi=1 assuming ideality of the 
mixture. This value deviates from the real value of µi for pure i, because in the case of pure i 
the ‘‘mixture’’ is as far as possible from ideal. As said µi and 0

i  are defined per unit Xi, ci, 
and pi, respectively, and their values are therefore independent of the configurations of i in 
the mixture. They do depend on the interactions between i and the other components and 
therefore on the types of substances in the mixture. Because Xi, ci, and pi are expressed in 
different units, the values for µi and 0

i  differ (Keller J.U., 2005) 
The RTln Xi term in Eq. (30) or, for that matter, the RTlnci and RTlnpi terms in (28) and (29) 
do not contain any variable pertaining to the types of substances in the mixture. Hence, 
these terms are generic. Interpretation of the 
RTlnXi term follows from 

 
0

,... ,

lni i
i

p ni s

R X
T T
        

 (31) 

 

which, because of (23), gives 

 0 lni i is s R X   (32) 
 

The partial molar entropy of i is composed of a part 0
is  ,which is independent of the 

configurations of i in the mixture but dependent on the interactions of i with the other 
components, and a part Rln Xi, which takes into account the possible configurations of i. It 
follows that the RTlnXi (or RTlnci or RTlnpi) term in the expressions for µi stems from the 
configurationally possibilities as well. 
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3. Basic thermodynamics of interfaces 
For an open system of variable surface area, the Gibbs free energy must depend on 
composition, temperature, T, pressure, p, and the total surface area, A: 

 1 2( , , , , ,... )kG G T p A n n n  (33) 

From this function it follows that: 
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The first two partial differentials refer to constant composition, so we my use the general 
definitions: 

 G H TS U PV TS      (35) 

To obtain 
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Insertion of these relations into (35) gives us the fundamental result 
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where the chemical potential µi is defined as: 
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and the surface energy γ as: 
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The chemical potential is defined as the increase in free energy of a system on adding an 
infinitesimal amount of a component (per unit number of molecules of that component 
added) when T, p and the composition of all other components are held constant. Clearly, 
from this definition, if a component ‘i’ in phase A has a higher chemical potential than in 
phase B (that is, A B

i i  ) then the total free energy will be lowered if molecules are 
transferred from phase A to B and this will occur in a spontaneous process until the 
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chemical potentials equalize, at equilibrium. It is easy to see from this why the chemical 
potential is so useful in mixtures and solutions in matter transfer (open) processes (Norde, 
W., 2003). This is especially clear when it is understood that mi is a simple function of 
concentration, that is:  

 0 lni i ikT C    (41) 

for dilute mixtures, where mi o is the standard chemical potential of component ‘i’, usually 1 
M for solutes and 1 atm for gas mixtures. This equation is based on the entropy associated 
with a component in a mixture and is at the heart of why we generally plot measurable 
changes in any particular solution property against the log of the solute concentration, 
rather than using a linear scale. Generally, only substantial changes in concentration or 
pressure produce significant changes in the properties of the mixture. (For example, 
consider the use of the pH scale.) (Koopal L.K., and et al. 1994). 

3.1 Thermodynamics for closed systems 
The First Law of Thermodynamics is the law of conservation of energy; it simply requires 
that the total quantity of energy be the same both before and after the conversion. In other 
words, the total energy of any system and its surroundings is conserved. It does not place 
any restriction on the conversion of energy from one form to another. The interchange of 
heat and work is also considered in this first law. In principle, the internal energy of any 
system can be changed, by heating or doing work on the system. The First Law of 
Thermodynamics requires that for a closed (but not isolated) system, the energy changes of 
the system be exactly compensated by energy changes in the surroundings. Energy can be 
exchanged between such a system and its surroundings in two forms: heat and work. Heat 
and work have the same units (joule, J) and they are ways of transferring energy from one 
entity to another. A quantity of heat, Q, represents an amount of energy in transit between a 
system and its surroundings, and is not a property of the system. Heat flows from higher to 
lower temperature systems. Work, W, is the energy in transit between a system and its 
surroundings, resulting from the displacement of external force acting on the system. Like 
heat, a quantity of work represents an amount of energy and is not a property of the system. 
Temperature is a property of a system while heat and work refer to a process. It is important 
to realize the difference between temperature, heat capacity and heat: temperature, T, is a 
property which is equal when heat is no longer conducted between bodies in thermal 
contact and can be determined with suitable instruments (thermometers) having a reference 
system depending on a material property (for example, mercury thermometers show the 
density differences of liquid mercury metal with temperature in a capillary column in order 
to visualize and measure the change of temperature). Suppose any closed system (thus 
having a constant mass) undergoes a process by which it passes from an initial state to a 
final state. If the only interaction with its surroundings is in the form of transfers of heat, Q, 
and work, W, then only the internal energy, U, can be changed, and the First Law of 
Thermodynamics is expressed mathematically as (Lyklema, J. ;2005 & Keller J.U.;2005) 

 initial finalU U U Q W      (42) 

where Q and W are quantities inclusive of sign so that when the heat transfers from the 
system or work is done by the system, we use negative values in Equation (11). Processes 
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where heat should be given to the system (or absorbed by the system) (Q > 0) are called 
endothermic and processes where heat is taken from the system (or released from the 
system) (Q < 0) are called exothermic. The total work performed on the system is W. There 
are many different ways that energy can be stored in a body by doing work on it: 
volumetrically by compressing it; elastically by straining it; electrostatically by charging it; 
by polarizing it in an electric field E; by magnetizing it in a magnetic field H; and 
chemically, by changing its composition to increase its chemical potential. In interface 
science, the formation of a new surface area is also another form of doing work. Each 
example is a different type of work – they all have the form that the (differential) work 
performed is the change in some extensive variable of the system multiplied by an intensive 
variable. In thermodynamics, the most studied work type is pressure–volume work, WPV, on 
gases performed by compressing or expanding the gas confined in a cylinder under a piston. 
All other work types can be categorized by a single term, non-pressure–volume work, Wnon-PV. 
Then, W is expressed as the sum of the pressure–volume work, WPV, and the non pressure–
volume work, Wnon-PV, when many types of work are operative in a process (Miladinovic N., 
Weatherley L.R. 2008). 
Equation (11) states that the internal energy, ΔU depends only on the initial and final states 
and in no way on the path followed between them. In this form, heat can be defined as the 
work-free transfer of internal energy from one system to another. Equation (11) applies both to 
reversible and irreversible processes. A reversible process is an infinitely slow process during 
which departure from equilibrium is always infinitesimally small. In addition, such 
processes can be reversed at any moment by infinitesimal changes in the surroundings (in 
external conditions) causing it to retrace the initial path in the opposite direction. A 
reversible process proceeds so that the system is never displaced more than differentially 
from an equilibrium state. An irreversible process is a process where the departure from 
equilibrium cannot be reversed by changes in the surroundings. For a differential change, 
Equation (11) is often used in the differential form (Scatchard, G. 1976), (Zeldowitsch J., 
1934):  

 dU W Q     (43) 

for reversible processes involving infinitesimal changes only. The internal energy, U is a 
function of the measurable quantities of the system such as temperature, volume, and 
pressure, which are all state functions like internal energy itself. The differential dU is an 
exact differential similar to dT, dV, and dP; so we can always integrate 

2

1

( )f U dU 
 
 
 expression. 

3.2 Derivation of the gibbs adsorption isotherm 
Let us consider the interface between two phases, say between a liquid and a vapor, where a 
solute (i) is dissolved in the liquid phase. The real concentration gradient of solute near the 
interface may look like Figure 10.1. When the solute increases in concentration near the 
surface (e.g. a surfactant) there must be a surface excess of solute in , compared with the 
bulk value continued right up to the interface. We can define a surface excess concentration 
(in units of moles per unit area) as: 
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Fig. 1. Diagram of the variation in solute concentration at an interface between two phases. 

 

 
Fig. 2. Diagrammatic illustration of the change in surface energy caused by the addition of a 
solute. 

where A is the interfacial area (note that Γi may be either positive or negative). Let us now 
examine the effect of adsorption on the interfacial energy (γ). If a solute ‘i’ is positively 
adsorbed with a surface density of Γi, we would expect the surface energy to decrease on 
increasing the bulk concentration of this component (and vice versa). This situation is 
illustrated in Figure 10.2, where the total free energy of the system GT and mi are both 
increased by addition of component i but because this component is favourably adsorbed at 
the surface (only relative to the solvent, since both have a higher energy state at the surface), 
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the work required to create new surface (i.e. γ) is reduced. Thus, although the total free 
energy of the system increases with the creation of new surface, this process is made easier 
as the chemical potential of the selectively adsorbed component increases (i.e. with 
concentration). This reduction in surface energy must be directly related to the change in 
chemical potential of the solute and to the amount adsorbed and is therefore given by the 
simple relationship (Zeldowitsch J., 1934): 

 i id d    (45) 

or, for the case of several components, 

 i i id d     (46) 

The change in mi is caused by the change in bulk solute concentration. This is the Gibbs 
surface tension equation. Basically, these equations describe the fact that increasing the 
chemical potential of the adsorbing species reduces the energy required to produce new 
surface (i.e. γ). This, of course, is the principal action of surfactants, which will be discussed 
in more detail in a later section. Using this result let us now consider a solution of two 
components 

 1 1 2 2d d d       (47) 

and hence the adsorption excess for one of the components is given by 

 1
1 , 2T 




 
    

 (48) 

Thus, in principle, we could determine the adsorption excess of one of the components from 
surface tension measurements, if we could vary m1 independently of µ2. But the latter 
appears not to be possible, because the chemical potentials are dependent on the 
concentration of each component. However, for dilute solutions the change in µ for the 
solvent is negligible compared with that of the solute. Hence, the change for the solvent can 
be ignored and we obtain the simple result that 

 1 1d d    (49) 

Now, since µ1 = µ2+RTlnc1, differentiation with respect to c1 gives 
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Then substitution in (49) leads to the result: 
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This is the important Gibbs adsorption isotherm. (Note that for concentrated solutions the 
activity should be used in this equation.) An experimental measurement of γ over a range of 
concentrations allows us to plot γ against lnc1 and hence obtain Γ1, the adsorption density at 
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the surface. The validity of this fundamental equation of adsorption has been proven by 
comparison with direct adsorption measurements. The method is best applied to 
liquid/vapor and liquid/liquid interfaces, where surface energies can easily be measured. 
However, care must be taken to allow equilibrium adsorption of the solute (which may be 
slow) during measurement. 
Finally, it should be noted that (51) was derived for the case of a single adsorbing solute (e.g. 
a non-ionic surfactant). However, for ionic surfactants such as CTAB, two species (CTA+ and 
Br-) adsorb at the interface. In this case the equation becomes(Murrell, J.N. and Jenkins, A.D. 
1994), (Ng J.C.Y., and et al. 2002):  
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1
2 ln

TT
RT c

 
     

 (52) 

because the bulk chemical potentials of both ions change with concentration of the 
surfactant.  

4. Fundamentals of pure component adsorption equilibrium 
Adsorption equilibria information is the most important piece of information in 
understanding an adsorption process. No matter how many components are present in the 
system, the adsorption equilibria of pure components are the essential ingredient for the 
understanding of how many those components can be accommodated by a solid adsorbent. 
With this information, it can be used in the study of adsorption kinetics of a single 
component, adsorption equilibria of multicomponent systems, and then adsorption kinetics 
of multicomponent systems. In this section, we present the fundamentals of pure 
component equilibria. Various fundamental equations are shown, and to start with the 
proceeding we will present the most basic theory in adsorption: the Langmuir theory (1918). 
This theory allows us to understand the monolayer surface adsorption on an ideal surface. 
By an ideal surface here, we mean that the energy fluctuation on this surface is periodic and 
the magnitude of this fluctuation is larger than the thermal energy of a molecule (kT), and 
hence the troughs of the energy fluctuation are acting as the adsorption sites. If the distance 
between the two neighboring troughs is much larger than the diameter of the adsorbate 
molecule, the adsorption process is called localised and each adsorbate molecule will occupy 
one site. Also, the depth of all troughs of the ideal surface are the same, that is the 
adsorption heat released upon adsorption on each site is the same no matter what the 
loading is. After the Langmuir theory, we will present the Gibbs thermodynamics approach. 
This approach treats the adsorbed phase as a single entity, and Gibbs adapted the classical 
thermodynamics of the bulk phase and applied it to the adsorbed phase. In doing this the 
concept of volume in the bulk phase is replaced by the area, and the pressure is replaced by 
the so-called spreading pressure. By assuming some forms of thermal equation of state 
relating the number of mole of adsorbate, the area and the spreading pressure (analogue of 
equations of state in the gas phase) and using them in the Gibbs equation, a number of 
fundamental equations can be derived, such as the linear isotherm, etc (Mohan D., Pittman Jr 
C.U. 2006).  
Following the Gibbs approach, we will show the vacancy solution theory developed by 
Suwanayuen and Danner in 1980. Basically in this approach the system is assumed to 
consist of two solutions. One is the gas phase and the other is the adsorbed phase. The 
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difference between these two phases is the density. One is denser than the other. In the 
context of this theory, the vacancy solution is composed of adsorbate and vacancies. The 
latter is an imaginary entity defined as a vacuum space which can be regarded as the solvent 
of the system. Next, we will discuss one of the recent equations introduced by Nitta and his 
co-workers. This theory based on statistical thermodynamics has some features similar to 
the Langmuir theory, and it encompasses the Langmuir equation as a special case. Basically 
it assumes a localized monolayer adsorption with the allowance that one adsorbate 
molecule can occupy more than one adsorption site. Interaction among adsorbed molecules 
is also allowed for in their theory. As a special case, when the number of adsorption sites 
occupied by one adsorbate molecule is one, their theory is reduced to the Fowler-
Guggenheim equation, and further if there is no adsorbate-adsorbate interaction this will 
reduce to the Langmuir equation. Another model of Nitta and co-workers allowing for the 
mobility of adsorbed molecules is also presented in this section. 
 

 
Fig. 3. Surface energy fluctuations 

4.1 Langmuir equation 
Langmuir (1918) was the first to propose a coherent theory of adsorption onto a flat surface 
based on a kinetic viewpoint, that is there is a continual process of bombardment of 
molecules onto the surface and a corresponding evaporation (desorption) of molecules from 
the surface to maintain zero rate of accumulation at the surface at equilibrium. The 
assumptions of the Langmuir model are: 

4.1.1 Surface is homogeneous, that is adsorption energy is constant over all sites 
4.1.2 Adsorption on surface is localized, that is adsorbed atoms or molecules are 
adsorbed at definite, localized sites 
4.1.3 Each site can accommodate only one molecule or atom 
The Langmuir theory is based on a kinetic principle, that is the rate of adsorption (which is 
the striking rate at the surface multiplied by a sticking coefficient, sometimes called the 
accommodation coefficient) is equal to the rate of desorption from the surface. The rate of 
striking the surface, in mole per unit time and unit area, obtained from the kinetic theory of 
gas is: 
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To give the reader a feel about the magnitude of this bombardment rate of molecule, we 
tabulate below this rate at three pressures 
 

 
Table 1. Magnitude of bombardment rate of molecule 

This shows a massive amount of collision between gaseous molecules and the surface even 
at a pressure of 10-3 Torr. A fraction of gas molecules striking the surface will condense and 
is held by the surface force until these adsorbed molecules evaporate again (see Figure 
10.4.). Langmuir (1918) quoted that there is good experimental evidence that this fraction is 
unity, but for a real surface which is usually far from ideal this fraction could be much less 
than unity. Allowing for the sticking coefficient a (which accounts for non perfect sticking), 
the rate of adsorption in mole adsorbed per unit bare surface area per unit time is: 
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Fig. 4. Schematic diagram of Langmuir adsorption mechanism on a flat surface 

This is the rate of adsorption on a bare surface. On an occupied surface, when a molecule 
strikes the portion already occupied with adsorbed species, it will evaporate very quickly, 
just like a reflection from a mirror. Therefore, the rate of adsorption on an occupied surface 
is equal to the rate given by eq. (54) multiplied by the fraction of empty sites, that is: 
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where Ɵ is the fractional coverage. Here Ra is the number of moles adsorbed per unit area 
(including covered and uncovered areas) per unit time. The rate of desorption from the 
surface is equal to the rate, which corresponds to fully covered surface (kd), multiplied by 
the fractional coverage, that is: 

 exp d
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where Ed is the activation energy for desorption, which is equal to the heat of adsorption for 
physically adsorbed species since there is no energy barrier for physical adsorption. The 
parameter dk   is the rate constant for desorption at infinite temperature. The inverse of this 
parameter is denoted as 
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The average residence time of adsorption is defined as: 

 /E RT
a d

de    (58) 

This means that the deeper is the potential energy well higher Ed the longer is the average 
residence time for adsorption. For physical adsorption, this surface residence time is 
typically ranging between 10-13 to 10-9 sec, while for chemisorption this residence time has a 
very wide range, ranging from 10-6 (for weak chemisorption) to about 109 for systems such 
as CO chemisorbed on Ni. Due to the Arrhenius dependence on temperature this average 
surface residence time changes rapidly with temperature, for example a residence time of 
109 at 300K is reduced to only 2 sec at 500K for a system having a desorption energy of 120 
kJ/mole. Equating the rates of adsorption and desorption (Equations. 55 and 56), we obtain 
the following famous Langmuir isotherm written in terms of fractional loading: 
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Here Q is the heat of adsorption and is equal to the activation energy for desorption, Ed. The 
parameter b is called the affinity constant or Langmuir constant. It is a measure of how 
strong an adsorbate molecule is attracted onto a surface. The pre exponential factor b  of the 
affinity constant is: 
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which is inversely proportional to the square root of the molecular weight. When P is in 
Torr, the magnitude of b  for nitrogen is given by Hobson (1965) as: 
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    (62) 

The isotherm equation (59) reduces to the Henry law isotherm when the pressure is very 
low (bP << 1), that is the amount adsorbed increases linearly with pressure, a constraint 
demanded by statistical thermodynamics. When pressure is sufficiently high, the amount 
adsorbed reaches the saturation capacity, corresponding to a complete coverage of all 
adsorption sites with adsorbate molecules, this is called monolayer coverage, 1  . The 
behavior of the Langmuir isotherm (Ө versus P) is shown in Fig. 5. 
 

 
Fig. 5. Behavior of the Langmuir equation 

When the affinity constant b is larger, the surface is covered more with adsorbate molecule 
as a result of the stronger affinity of adsorbate molecule towards the surface. Similarly, 
when the heat of adsorption Q increases, the adsorbed amount increases due to the higher 
energy barrier that adsorbed molecules have to overcome to evaporate back to the gas 
phase. Increase in the temperature will decrease the amount adsorbed at a given pressure. 
This is due to the greater energy acquired by the adsorbed molecule to evaporate. The 
isotherm equation (59) written in the form of fractional loading is not useful for the data 
correlation as isotherm data are usually collated in the form of amount adsorbed versus 
pressure. We now let Cµ be the amount adsorbed in mole per unit mass or volume1, and Cµs 
be the maximum adsorbed concentration corresponding to complete monolayer coverage, 
then the Langmuir equation written in terms of the amount adsorbed useful for data 
correlation is:  
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where 

 ( ) exp( / )gb T b Q R T  (64) 

Here we use the subscript µ to denote the adsorbed phase, and this will be applied 
throughout this text. For example, Cµ is the concentration of the adsorbed phase, and Dµ is 
                                                 
1 This volume is taken as the particle volume minus the void volume where molecules are present in 
free form. 
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where Ɵ is the fractional coverage. Here Ra is the number of moles adsorbed per unit area 
(including covered and uncovered areas) per unit time. The rate of desorption from the 
surface is equal to the rate, which corresponds to fully covered surface (kd), multiplied by 
the fractional coverage, that is: 
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where Ed is the activation energy for desorption, which is equal to the heat of adsorption for 
physically adsorbed species since there is no energy barrier for physical adsorption. The 
parameter dk   is the rate constant for desorption at infinite temperature. The inverse of this 
parameter is denoted as 
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The average residence time of adsorption is defined as: 

 /E RT
a d
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This means that the deeper is the potential energy well higher Ed the longer is the average 
residence time for adsorption. For physical adsorption, this surface residence time is 
typically ranging between 10-13 to 10-9 sec, while for chemisorption this residence time has a 
very wide range, ranging from 10-6 (for weak chemisorption) to about 109 for systems such 
as CO chemisorbed on Ni. Due to the Arrhenius dependence on temperature this average 
surface residence time changes rapidly with temperature, for example a residence time of 
109 at 300K is reduced to only 2 sec at 500K for a system having a desorption energy of 120 
kJ/mole. Equating the rates of adsorption and desorption (Equations. 55 and 56), we obtain 
the following famous Langmuir isotherm written in terms of fractional loading: 
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Here Q is the heat of adsorption and is equal to the activation energy for desorption, Ed. The 
parameter b is called the affinity constant or Langmuir constant. It is a measure of how 
strong an adsorbate molecule is attracted onto a surface. The pre exponential factor b  of the 
affinity constant is: 
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which is inversely proportional to the square root of the molecular weight. When P is in 
Torr, the magnitude of b  for nitrogen is given by Hobson (1965) as: 
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 5 1/2 15.682 10 ( )b MT Torr  
    (62) 

The isotherm equation (59) reduces to the Henry law isotherm when the pressure is very 
low (bP << 1), that is the amount adsorbed increases linearly with pressure, a constraint 
demanded by statistical thermodynamics. When pressure is sufficiently high, the amount 
adsorbed reaches the saturation capacity, corresponding to a complete coverage of all 
adsorption sites with adsorbate molecules, this is called monolayer coverage, 1  . The 
behavior of the Langmuir isotherm (Ө versus P) is shown in Fig. 5. 
 

 
Fig. 5. Behavior of the Langmuir equation 

When the affinity constant b is larger, the surface is covered more with adsorbate molecule 
as a result of the stronger affinity of adsorbate molecule towards the surface. Similarly, 
when the heat of adsorption Q increases, the adsorbed amount increases due to the higher 
energy barrier that adsorbed molecules have to overcome to evaporate back to the gas 
phase. Increase in the temperature will decrease the amount adsorbed at a given pressure. 
This is due to the greater energy acquired by the adsorbed molecule to evaporate. The 
isotherm equation (59) written in the form of fractional loading is not useful for the data 
correlation as isotherm data are usually collated in the form of amount adsorbed versus 
pressure. We now let Cµ be the amount adsorbed in mole per unit mass or volume1, and Cµs 
be the maximum adsorbed concentration corresponding to complete monolayer coverage, 
then the Langmuir equation written in terms of the amount adsorbed useful for data 
correlation is:  
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where 

 ( ) exp( / )gb T b Q R T  (64) 

Here we use the subscript µ to denote the adsorbed phase, and this will be applied 
throughout this text. For example, Cµ is the concentration of the adsorbed phase, and Dµ is 
                                                 
1 This volume is taken as the particle volume minus the void volume where molecules are present in 
free form. 
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the diffusion coefficient of the adsorbed phase, Vµ is the volume of the adsorbed phase, etc. 
The temperature dependence of the affinity constant (e.g. 60) is T-1/2 exp(Q/Rg T). This 
affinity constant decreases with temperature because the heat of adsorption is positive, that 
is adsorption is an exothermic process. Since the free energy must decrease for the 
adsorption to occur and the entropy change is negative because of the decrease in the degree 
of freedom, therefore 

 0H G T S       (65) 

The negativity of the enthalpy change means that heat is released from the adsorption 
process. The Langmuir equation can also be derived from the statistical thermodynamics, 
based on the lattice statistics.  

4.2 Isosteric heat of adsorption 
One of the basic quantities in adsorption studies is the isosteric heat, which is the ratio of the 
infinitesimal change in the adsorbate enthalpy to the infinitesimal change in the amount 
adsorbed. The information of heat released is important in the kinetic studies because when 
heat is released due to adsorption the released energy is partly absorbed by the solid 
adsorbent and partly dissipated to the surrounding. The portion absorbed by the solid 
increases the particle temperature and it is this rise in temperature that slows down the 
adsorption kinetics because the mass uptake is controlled by the rate of cooling of the 
particle in the later course of adsorption. Hence the knowledge of this isosteric heat is 
essential in the study of adsorption kinetics. The isosteric heat may or may not vary with 
loading. It is calculated from the following thermodynamic van't Hoff equation: 
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For Langmuir isotherm of the form given in eq. (63), we take the total differentiation of that 
equation and substitute the result into the above van't Hoff equation to get:  
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in which we have allowed for the maximum adsorbed concentration (Cµs) to vary with 
temperature and that dependence is assumed to take the form: 
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Since (1+bP) = 1/(1-Ɵ), eq. (66) will become: 
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The negativity of the enthalpy change indicates that the adsorption process is an exothermic 
process. If the maximum adsorbed concentration, C^s, is a function of temperature and it 
decreases with temperature, the isosteric heat will increase with the loading due to the 
second term in the RHS of eq. (68). For the isosteric heat to take a finite value at high 
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coverage (that is Ɵ —> 1) the parameter   (thermal expansion coefficient of the saturation 
concentration) must be zero. This is to say that the saturation capacity is independent of 
temperature, and as a result the heat of adsorption is a constant, independent of loading. 

4.3 Isotherms based on the gibbs approach 
The last section dealt with the basic Langmuir theory, one of the earliest theories in the 
literature to describe adsorption equilibria. One should note that the Langmuir approach is 
kinetic by nature. Adsorption equilibria can be described quite readily by the 
thermodynamic approach. What to follow in this section is the approach due to Gibbs. More 
details can be found in Yang (1987) and Rudzinski and Everett (1992).  
In the bulk α-phase containing N components (Fig. 6), the following variables are specified: 
the temperature Tα, the volume Vα and the numbers of moles of all species niα (for i = 1, 2, ..., 
N). The upper script is used to denote the phase. With these variables, the total differential 
Helmholtz free energy is: 
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dA S dT P dV dn     


     (69) 

where Sα is the entropy of the a phase, Pα is the pressure of that phase, nα is the number of 
molecule of the species i, and ( i

  is its chemical potential. 
 

 
Fig. 6. Equilibrium between the phases α and β separated by a plane interface a   

Similarly, for the β -phase, we can write a similar equation for the differential Helmholtz 
free energy: 
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     (70) 

If equilibrium exists between the two phases with a plane interface (Fig. 6), we have: 

 ; ; i iT T P P          (71) 
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that is equality in temperature, pressure and chemical potential is necessary and sufficient 
for equilibrium for a plane interface. 
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Differentiating eq. (72) and subtracting the result from eq. (69) will give the following Gibbs-
Duhem equation: 

 
1

0
N

i i
i

V dP S dT n   


     (73) 

for the bulk α phase. As a special case of constant temperature and pressure, the Gibbs-
Duhem's relation is reduced to: 
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Similarly, the Gibbs-Duhem equation for the (β-phase at constant temperature and pressure 
is: 
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5. Thermodynamics of the surface phase 
We now can develop a similar thermodynamic treatment for the surface phase , which is 
the interface between the phases α and β, and is in equilibrium with these two phases. When 
the adsorbed phase is treated as a two dimensional surface, fundamental equations in 
classical thermodynamics can still be applied. Applying the same procedure to surface free 
energy, we will obtain the Gibbs adsorption equation. This is done as follows. The total 
differentiation of the surface free energy takes the form similar to eq. (69) with PαdVβ being 
replaced by πdA : 
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where the surface chemical potentials µi have the same values as those of the two joining 
phases, π is the spreading pressure, playing the same role as pressure in the bulk phase. 
Integrating eq. (76) with constant T, π and µi yields: 
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which is an analogue of eq. (72). Differentiation of this equation yields: 
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Subtracting eq. (72) from eq. (70), we have the Gibbs equation for a planar surface: 
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Adsorption equilibria experiments are usually carried out at constant temperature, therefore 
the Gibbs adsorption isotherm equation is: 
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For pure component systems (N = 1), we have: 

 0Ad nd     (81) 

where we have dropped the superscript a for clarity. At equilibrium, the chemical 
potential of the adsorbed phase is equal to that of the gas phase, which is assumed to be 
ideal, i.e. 

 0 lng g gR T P      (82) 

Substituting eq.(82) into eq.(81), the following Gibbs isotherm equation is derived: 
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This equation is the fundamental equation relating gas pressure, spreading pressure and 
amount adsorbed. It is very useful in that if the equation of state relating the spreading 
pressure and the number of mole on the adsorbed phase is provided, the isotherm 
expressed as the number of mole adsorbed in terms of pressure can be obtained (Atkins, 
P.W., 1998).  

5.1 Linear isotherm 
For an ideal surface at infinite dilution, the equation of state relating the spreading pressure 
and the number of mole on the surface has the following form: 

 gA nR T   (84) 

an analogue of the ideal gas law (i.e. diluted systems), that is the spreading pressure is linear 
with the number of molecules on a surface of area A. Substituting this equation of state into 
the Gibbs equation , we get: 
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Integrating this equation at constant T, we obtain n = C(T)P, where C(T) is some function of 
temperature. This equation means that at equilibrium the spreading pressure in the 
adsorbed phase is linearly proportional to the pressure in the gas phase. The spreading 
pressure is not, however, useful in the correlation of adsorption equilibrium data. To relate 
the amount adsorbed in the adsorbed phase in terms of the gas phase pressure, we use the 
equation of state to finally get: 
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Integrating this equation at constant T, we obtain n = C(T)P, where C(T) is some function of 
temperature. This equation means that at equilibrium the spreading pressure in the 
adsorbed phase is linearly proportional to the pressure in the gas phase. The spreading 
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where 
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The parameter K(T) is called the Henry constant. The isotherm obtained for the diluted 
system is a linear isotherm, as one would anticipate from such condition of infinite dilution. 

5.2 Volmer isotherm 
We have seen in the last section that when the system is dilute (that is the equation of 
state follows eq. 84), the isotherm is linear because each adsorbed molecule acts 
independently from other adsorbed molecules. Now let us consider the case where we 
allow for the finite size of adsorbed molecules. The equation of state for a surface takes 
the following form: 

 0( ) gA A nR T    (88) 

where A0 is the minimum area occupied by n molecules. The Gibbs equation (83) can be 
written in terms of the area per unit molecule as follows: 
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where the variable   is the area per unit molecule of adsorbate  

 A
n

   (90) 

Integrating equation (89) at constant temperature, we have: 
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We rewrite the equation of state in terms of the new variable   and get: 

 0( ) gR T     (92) 

 

Substituting the spreading pressure from the equation of state into the integral form of the 
Gibbs equation (91), we get: 

 
2

0

ln
( )

dP  
 

 
  (93) 

 

But the fractional loading is simply the minimum area occupied by n molecules divided by 
the area occupied by the same number of molecules, that is 
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Written in terms of the fractional loading, Ɵ, eq. (93) becomes:  
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Carrying out the integration, we finally get the following equation:  
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where the affinity constant b(T) is a function of temperature, which can take the following 
form: 

 ( ) exp( )
g

Qb T b
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Eq. (97) is known as the Volmer equation, a fundamental equation to describe the 
adsorption on surfaces where the mobility of adsorbed molecules is allowed, but no 
interaction is allowed among the adsorbed molecules. The factor exp(Ɵ/(l- Ɵ)) in eq. (96) 
accounts for the mobility of the adsorbate molecules. If we arrange eq. (96) as follows: 
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the Volmer equation is similar to the Langmuir isotherm equation with the apparent affinity 
as 

 .exp( )
1appb b 


 


 (99) 

The difference between the Volmer equation and the Langmuir equation is that while the 
affinity constant remains constant in the case of Langmuir mechanism, the "apparent" 
affinity constant in the case of Volmer mechanism decreases with loading. This means that 
the rate of increase in loading with pressure is much lower in the case of Volmer compared 
to that in the case of Langmuir. 

5.3 Hill-deboer isotherm 
It is now seen that the Gibbs isotherm equation (83) is very general, and with any proper 
choice of the equation of state describing the surface phase an isotherm equation relating the 
amount on the surface and the gas phase pressure can be obtained as we have shown in the 
last two examples. The next logical choice for the equation of state of the adsorbate is an 
equation which allows for the co-volume term and the attractive force term. In this theme 
the following van der Waals equation can be used: 
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With this equation of state, the isotherm equation obtained is: 

 exp( )exp( )
1 1

bP c  
 

 
 

 (101) 

where 
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where z is the coordination number (usually taken as 4 or 6 depending on the packing of 
molecules), and w is the interaction energy between adsorbed molecules. A positive w 
means attraction between adsorbed species and a negative value means repulsion that is the 
apparent affinity is increased with loading when there is attraction between adsorbed 
species, and it is decreased with loading when there is repulsion among the adsorbed 
species. The equation as given in eq. (101) is known as the Hill-de Boer equation, which 
describes the case where we have mobile adsorption and lateral interaction among adsorbed 
molecules. When there is no interaction between adsorbed molecules (that is w = 0), this 
Hill-de Boer equation will reduce to the Volmer equation obtained. The first exponential 
term in the RHS of eq. (101) describes the mobility of adsorbed molecules, and when this 
term is removed we will have the case of localized adsorption with lateral interaction among 
adsorbed molecules, that is: 
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This equation is known in the literature as the Fowler-Guggenheim equation, or the quasi 
approximation isotherm. This equation can also be derived from the statistical 
thermodynamics. Due to the lateral interaction term exp(-cƟ), the Fowler-Guggenheim 
equation and the Hill-de Boer equation exhibit a very interesting behavior. This behavior is 
the two dimensional condensation when the lateral interaction between adsorbed molecules 
is sufficiently strong (Adam, N.K., 1968). 

5.4 Harkins-jura isotherm 
We have addressed the various adsorption isotherm equations derived from the Gibbs 
fundamental equation. Those equations (Volmer, Fowler-Guggenheim and Hill de Boer) are 
for monolayer coverage situation. The Gibbs equation, however, can be used to derive 
equations which are applicable in multilayer adsorption as well. Here we show such 
application to derive the Harkins-Jura equation for multilayer adsorption. Analogous to 
monolayer films on liquids, Harkins and Jura (1943) proposed the following equation of 
state: 
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where a and b are constants. Substituting this equation of state into the Gibbs equation (67) 
yields the following adsorption equation: 
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which involves only measurable quantities. Here P0 is the vapor pressure. This equation can 
describe isotherm of type II shown in Figure 10.7. The classification of types of isotherm will 
be discussed in detail in next section. But for the purpose of discussion of the Harkins-Jura 
equation, we explain type II briefly here. Type II isotherm is the type which exhibits a 
similar behavior to Langmuir isotherm when the pressure is low, and when the pressure is 
further increased the amount adsorbed will increase in an exponential fashion. Rearranging 
the Harkins-Jura equation (105) into the form of adsorbed amount versus the reduced 
pressure, we have: 
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where x is the reduced pressure (x=P/P0), We see that when the pressure approaches the 
vapor pressure, the adsorbed amount reaches a maximum concentration given below:  

 maxlim /V V C B   (107) 

Thus, the Harkins-Jura isotherm equation can be written as 
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from which we can see that the only parameter which controls the degree of curvature of the 
isotherm is the parameter B. 

5.5 Characteristics of isotherm 
To investigate the degree of curvature of the Harkins-Jura equation (108), we study its 
second derivative: 
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To find the inflexion point, we set the second derivative to zero and obtain the reduced 
pressure at which the isotherm curve has an inflexion point 

 inf,
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For the Harkins-Jura equation to describe the Type II isotherm, it must have an inflexion 
point occurring at the reduced pressure between 0 and 1, that is the restriction on the 
parameter B between 3/2>B>0. The restriction of positive B is due to the fact that if B is 
negative, eq. (105) does not always give a real solution. With the restriction on B as shown in 
eq. (109), the minimum reduced pressure at which the inflexion point occurs is (by putting B 
to zero in eq. 110): 
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With this equation of state, the isotherm equation obtained is: 
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where z is the coordination number (usually taken as 4 or 6 depending on the packing of 
molecules), and w is the interaction energy between adsorbed molecules. A positive w 
means attraction between adsorbed species and a negative value means repulsion that is the 
apparent affinity is increased with loading when there is attraction between adsorbed 
species, and it is decreased with loading when there is repulsion among the adsorbed 
species. The equation as given in eq. (101) is known as the Hill-de Boer equation, which 
describes the case where we have mobile adsorption and lateral interaction among adsorbed 
molecules. When there is no interaction between adsorbed molecules (that is w = 0), this 
Hill-de Boer equation will reduce to the Volmer equation obtained. The first exponential 
term in the RHS of eq. (101) describes the mobility of adsorbed molecules, and when this 
term is removed we will have the case of localized adsorption with lateral interaction among 
adsorbed molecules, that is: 
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Fig. 7 shows typical plots of the Harkins-Jura equation. 
 

 
Fig. 7. Plots of the Harkins-Jura equation versus the reduced pressure with B = 0.01 

Jura and Harkins claimed that this is the simplest equation found so far for describing 
adsorption from sub-monolayer to multilayer regions, and it is valid over more than twice 
the pressure range of any two-constant adsorption isotherms. They showed that for TiO2 in 
the form of anatase, their isotherm agrees with the data at both lower and higher values of 
pressure than the commonly used BET equation. Harkins and Jura (1943) have shown that a 
plot of ln(P/P0) versus 1/v2 would yield a straight line with a slope of C. The square root of 
this constant is proportional to the surface area of the solid. They gave the following 
formula: 

 4.06gS C  (112) 

where v is the gas volume at STP adsorbed per unit g, and S has the unit of m2/g. They also 
suggested that if the plot of ln(P/P0) versus 1/v2 exhibits two straight lines, the one at lower 
pressure range should be chosen for the area calculation as this is the one in which there 
exists a transition from a monolayer to a polylayer. 

5.6 Other isotherms from gibbs equation 
We see that many isotherm equations (linear, Volmer, Hill-deBoer, Harkins-Jura) can be 
derived from the generic Gibbs equation. Other equations of state relating the spreading 
pressure to the surface concentration can also be used, and thence isotherm equations can be 
obtained. The following table (Table 2) lists some of the fundamental isotherm equations 
from a number of equations of state (Ross and Olivier, 1964; Adamson, 1984). 
Since there are many fundamental equations which can be derived from various equations 
of state, we will limit ourselves to a few basic equations such as the Henry law equation, the 
Volmer, the Fowler-Guggenheim, and the Hill-de Boer equation. Usage of more complex 
fundamental equations other than those just mentioned needs justification for doing so. 
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Table 2. Isotherm Equations derived from the Gibbs Equation 

5.7 Equation 2D of state adsorption isotherm 
Numbers of fundamental approaches have been taken to derive the necessary adsorption 
isotherm. If the adsorbed fluid is assumed to behave like a two dimensional non-ideal fluid, 
then the Equation of State developed for three dimensional fluids can be applied to two 
dimensional fluids with a proper change of variables. The 2D- equation of state (2D.EOS) 
adsorption isotherm equations are not popularly used in the description of data, but they 
have an advantage of easily extending to multicomponent mixtures by using a proper 
mixing rule for the adsorption parameters. For 3D fluids, the following 3 parameter EOS 
equation is popularly used (Dubinin M. M., Radushkevich L.V. 1947) 
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where p is the pressure, v is the volume per unit mole, a and b are parameters of the fluid 
and α and β represent numerical values. Different values obtained of α and β, give different 
forms of equation of state. For example, when α = β = 0, we recover the famous van der 
Waals equation. Written in terms of molar density d (mole/volume), the 3D-EOS will 
become: 
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Adopting the above form, we can write the following equation for the 2D-EOS as follows: 
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where n is the spreading pressure, a is the surface density (mole/area) and the parameters 
as and bs are the 2D analogs of a and b of the 3D-EOS. Written in terms of the surface 
concentration (mole/mass), the above equation becomes: 
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where A is the specific area (m2/g). To provide an EOS to properly fit the experimental data, 
Zhou et al. (1994) suggested the following form containing one additional parameter 
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This general equation reduces to special equations when the parameters α, β and m take 
some specific values. The following table shows various special cases deduced from the 
above equation. 
 

 
Table 3. The various special cases deduced from equations 

To fit many experimental data, Zhou et al. (1994) have found that m has to be less than 1/2. 
They suggested a value of 1/3 for m to reduce the number of parameters in the 2D-EOS 
equation (117). At equilibrium, the chemical potential of the adsorbed phase is the same as 
that of the gas phase that is 
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The chemical potential of the adsorbed phase is related to the spreading pressure according 
to the Gibbs thermodynamics equation rewritten here for clarity: 
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But the spreading pressure is a function of a as governed by the equation of state (115). We 
write 
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Integrating the above equation, we get 
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Eq. (121) is the adsorption isotherm equation relating the surface density a (mole/m2) in 
terms of the gas phase pressure. The applicability of this isotherm equation rests on the 
ability of the 2D-EOS (eq. 121) to describe the state of the adsorbed molecule. Discussions 
on the usage of the above equation in the fitting of experimental data are discussed in 
Zhou et al. (1994). 

6. Empirical isotherm equations 
In this section, we present a number of popularly used isotherm equations. We start first 
with the earliest empirical equation proposed by Freundlich, and then Sips equation which 
is an extension of the Freundlich equation, modified such that the amount adsorbed in the 
Sips equation has a finite limit at sufficiently high pressure (or fluid concentration). We then 
present the two equations which are commonly used to describe well many data of 
hydrocarbons, carbon oxides on activated carbon and zeolite: Toth and Unilan equations. A 
recent proposed equation by Keller et al. (1996), which has a form similar to that of Toth, is 
also discussed. Next, we describe the Dubinin equation for describing micropore filling, 
which is popular in fitting data of many microporous solids. Finally we present the 
relatively less used equations in physical adsorption, Jovanovich and Tempkin, the latter of 
which is more popular in the description of chemisorption systems (Erbil, H.Y.,1997). 

6.1 Freundlich equation 
The Freundlich equation is one of the earliest empirical equations used to describe equilibria 
data. The name of this isotherm is due to the fact that it was used extensively by Freundlich 
(1932) although it was used by many other researchers. This equation takes the following form: 

 1/nC KP   (122) 

where Cµ is the concentration of the adsorbed species, and K and n are generally 
temperature dependent. The parameter n is usually greater than unity. The larger is this 
value; the adsorption isotherm becomes more nonlinear as its behavior deviates further 
away from the linear isotherm. To show the behavior of the amount adsorbed versus 
pressure (or concentration) we plot (Cµ/Cµ0) versus (P/P0) as shown in Figure 10.8, that is 
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where Po is some reference pressure and Cµ0 is the adsorbed concentration at that reference 
pressure, 1/

0 0
nC KP   

We see from Figure 10.8 that the larger is the value of n, the more nonlinear is the 
adsorption isotherm, and as n is getting larger than about 10 the adsorption isotherm is 
approaching a so-called rectangular isotherm (or irreversible isotherm). The term 
"irreversible isotherm" is normally used because the pressure (or concentration) needs to go 
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Integrating the above equation, we get 
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down to an extremely low value before adsorbate molecules would desorb from the surface. 
The Freundlich equation is very popularly used in the description of adsorption of organics 
from aqueous streams onto activated carbon. It is also applicable in gas phase systems 
having heterogeneous surfaces, provided the range of pressure is not too wide as this 
isotherm equation does not have a proper Henry law behavior at low pressure, and it does 
not have a finite limit when pressure is sufficiently high. Therefore, it is generally valid in 
the narrow range of the adsorption data. Parameters of the Freundlich equation can be 
found by plotting log10 (CM) versus log10 (P) 
 

 
Fig. 8. Plots of the Freundlich isotherm versus P/Po 
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1log ( ) log logC K P
n    (124) 

which yields a straight line with a slope of (1/n) and an intercept of log10(K). 

6.1.1 Temperature dependence of K and n 
The parameters K and n of the Freundlich equation (122) are dependent on temperature. 
Their dependence on temperature is complex, and one should not extrapolate them outside 
their range of validity. The system of CO adsorption on charcoal has temperature-
dependent n such that its inverse is proportional to temperature. This exponent was found 
to approach unity as the temperature increases. This, however, is taken as a specific trend 
rather than a general rule. To derive the temperature dependence of K and n, we resort to an 
approach developed by Urano et al. (1981). They assumed that a solid surface is composed 
of sites having a distribution in surface adsorption potential, which is defined as: 
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The adsorption potential A' is the work (energy) required to bring molecules in the gas 
phase of pressure P to a condensed state of vapor pressure Po. This means that sites 
associated with this potential A will have a potential to condense molecules from the gas 
phase of pressure P If the adsorption potential of the gas   
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is less than the adsorption potential A' of a site, then that site will be occupied by an 
adsorbate molecule. On the other hand, if the gas phase adsorption potential is greater, then 
the site will be unoccupied (Fig. 9). Therefore, if the surface has a distribution of surface 
adsorption potential F(A') with F(A')dA' being the amount adsorbed having adsorption 
potential between A' and A'+dA', the adsorption isotherm equation is simply: 

 ( ') '
A

C F A dA



   (127) 

 
Fig. 9. Distribution of surface adsorption potential 

If the density function F(A') takes the form of decaying exponential function 

 0( ) .exp( / )F A A A   (128) 

where Ao is the characteristic adsorption potential, the above integral can be integrated to 
give the form of the Freundlich equation: 

 1/nC KP   (129) 

where the parameter K and the exponent (l/n) are related to the distribution parameters  , 
Ao, and the vapor pressure and temperature as follows: 
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The parameter n for most practical systems is greater than unity; thus eq. (131) suggests that 
the characteristic adsorption energy of surface is greater than the molar thermal energy RgT. 
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having heterogeneous surfaces, provided the range of pressure is not too wide as this 
isotherm equation does not have a proper Henry law behavior at low pressure, and it does 
not have a finite limit when pressure is sufficiently high. Therefore, it is generally valid in 
the narrow range of the adsorption data. Parameters of the Freundlich equation can be 
found by plotting log10 (CM) versus log10 (P) 
 

 
Fig. 8. Plots of the Freundlich isotherm versus P/Po 
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which yields a straight line with a slope of (1/n) and an intercept of log10(K). 

6.1.1 Temperature dependence of K and n 
The parameters K and n of the Freundlich equation (122) are dependent on temperature. 
Their dependence on temperature is complex, and one should not extrapolate them outside 
their range of validity. The system of CO adsorption on charcoal has temperature-
dependent n such that its inverse is proportional to temperature. This exponent was found 
to approach unity as the temperature increases. This, however, is taken as a specific trend 
rather than a general rule. To derive the temperature dependence of K and n, we resort to an 
approach developed by Urano et al. (1981). They assumed that a solid surface is composed 
of sites having a distribution in surface adsorption potential, which is defined as: 
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The adsorption potential A' is the work (energy) required to bring molecules in the gas 
phase of pressure P to a condensed state of vapor pressure Po. This means that sites 
associated with this potential A will have a potential to condense molecules from the gas 
phase of pressure P If the adsorption potential of the gas   
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is less than the adsorption potential A' of a site, then that site will be occupied by an 
adsorbate molecule. On the other hand, if the gas phase adsorption potential is greater, then 
the site will be unoccupied (Fig. 9). Therefore, if the surface has a distribution of surface 
adsorption potential F(A') with F(A')dA' being the amount adsorbed having adsorption 
potential between A' and A'+dA', the adsorption isotherm equation is simply: 
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Fig. 9. Distribution of surface adsorption potential 

If the density function F(A') takes the form of decaying exponential function 

 0( ) .exp( / )F A A A   (128) 

where Ao is the characteristic adsorption potential, the above integral can be integrated to 
give the form of the Freundlich equation: 
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where the parameter K and the exponent (l/n) are related to the distribution parameters  , 
Ao, and the vapor pressure and temperature as follows: 
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The parameter n for most practical systems is greater than unity; thus eq. (131) suggests that 
the characteristic adsorption energy of surface is greater than the molar thermal energy RgT. 
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Provided that the parameters 5 and Ao of the distribution function are constant, the 
parameter l/n is a linear function of temperature, that is nRT is a constant, as experimentally 
observed for adsorption of CO in charcoal for the high temperature range (Rudzinski and 
Everett, 1992). To find the temperature dependence of the parameter K, we need to know 
the temperature dependence of the vapor pressure, which is assumed to follow the 
Clapeyron equation: 

 0ln P
T
   (132) 

Taking the logarithm of K in eq. (131) and using the Clapeyron equation (132), we get the 
following equation for the temperature dependence of lnK: 
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This equation states that the logarithm of K is a linear function of temperature, and it 
decreases with temperature. Thus the functional form to describe the temperature 
dependence of K is 
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and hence the explicit temperature dependence form of the Freundlich equation is: 
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Since lnCµ and 1/n are linear in terms of temperature, we can eliminate the temperature and 
obtain the following relationship between lnK and n:  
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Fig. 10. Plot of ln(K) versus 1/n for propane adsorption on activated carbon 
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suggesting that the two parameters K and n in the Freundlich equation are not independent. 
Huang and Cho (1989) have collated a number of experimental data and have observed the 
linear dependence of ln(K) and (1/n) on temperature. We should, however, be careful about 
using this as a general rule for extrapolation as the temperature is sufficiently high, the 
isotherm will become linear, that is n = 1, meaning that 1/n no longer follows the linear 
temperature dependence as suggested by eq. (131). Thus, eq. (136) has its narrow range of 
validity, and must be used with extreme care. Using the propane data on activated carbon, 
we show in Figure 10 that lnK and 1/n are linearly related to each other, as suggested by 
eq.(136). 

6.2 Heat of adsorption 
Knowing K and n as a function of temperature, we can use the van't Hoff equation 

 2 ln
g
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to determine the isosteric heat of adsorption. The result is (Huang and Cho, 1989) 
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Thus, the isosteric heat is a linear function of the logarithm of the adsorbed amount. 

6.3 Sips equation (langmuir-freundlich) 
Recognizing the problem of the continuing increase in the adsorbed amount with an 
increase in pressure (concentration) in the Freundlich equation, Sips (1948) proposed an 
equation similar in form to the Freundlich equation, but it has a finite limit when the 
pressure is sufficiently high. 
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Fig. 11. Plots of the Sips equation versus bP 
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In form this equation resembles that of Langmuir equation. The difference between this 
equation and the Langmuir equation is the additional parameter "n" in the Sips equation. If 
this parameter n is unity, we recover the Langmuir equation applicable for ideal surfaces. 
Hence the parameter n could be regarded as the parameter characterizing the system 
heterogeneity. The system heterogeneity could stem from the solid or the adsorbate or a 
combination of both. The parameter n is usually greater than unity, and therefore the larger 
is this parameter the more heterogeneous is the system. Figure 11 shows the behavior of the 
Sips equation with n being the varying parameter. Its behavior is the same as that of the 
Freundlich equation except that the Sips equation possesses a finite saturation limit when 
the pressure is sufficiently high. However, it still shares the same disadvantage with the 
Freundlich isotherm in that neither of them have the right behavior at low pressure, that is 
they don't give the correct Henry law limit. The isotherm equation (139) is sometimes called 
the Langmuir-Freundlich equation in the literature because it has the combined form of 
Langmuir and Freundlich equations. 
To show the good utility of this empirical equation in fitting data, we take the same 
adsorption data of propane onto activated carbon used earlier in the testing of the 
Freundlich equation. The following Figure (Figure 10.12) shows the degree of good fit 
between the Sips equation and the data. The fit is excellent and it is fairly widely used to 
describe data of many hydrocarbons on activated carbon with good success. For each 
temperature, the fitting between the Sips equation and experimental data is carried out with 
MatLab nonlinear optimization outline, and the optimal parameters from the fit are 
tabulated in the following table. A code ISOFIT1 provided with this book is used for this 
optimization, and students are encouraged to use this code to exercise on their own 
adsorption data. 
 

 
Fig. 12. Fitting of the propane/activated carbon data with the Sips equation (symbol -data; 
line:fitted equation) 

The optimal parameters from the fitting of the Sips equation with the experimental data are 
tabulated in Table 4. 
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Table 4. Optimal parameters for the Sips equation in fitting propane data on activated 
carbon 

The parameter n is greater than unity, suggesting some degree of heterogeneity of this 
propane/ activated carbon system. The larger is this parameter, the higher is the degree of 
heterogeneity. However, this information does not point to what is the source of the 
heterogeneity, whether it be the solid structural property, the solid energetically property or 
the sorbet property. We note from the above table that the parameter n decreases with 
temperature, suggesting that the system is "apparently" less heterogeneous as temperature 
increases. 

6.3.1 The temperature dependence of the sips equation 
For useful description of adsorption equilibrium data at various temperatures, it is 
important to have the temperature dependence form of an isotherm equation. The 
temperature dependence of the Sips equation 
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for the affinity constant b and the exponent n may take the following form: 
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Here b  is the adsorption affinity constant at infinite temperature, b0 is that at some 
reference temperature To is the parameter n at the same reference temperature and a is a 
constant parameter. The temperature dependence of the affinity constant b is taken from the 
of the Langmuir equation. Unlike Q in the Langmuir equation, where it is the isosteric heat, 
invariant with the surface loading, the parameter Q in the Sips equation is only the measure 
of the adsorption heat. The temperature-dependent form of the exponent n is empirical and 
such form in eq. (142) is chosen because of its simplicity. The saturation capacity can be 
either taken as constant or it can take the following temperature dependence: 
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Here ,0SC  is the saturation capacity at the reference temperature To, and x is a constant 
parameter. This choice of this temperature-dependent form is arbitrary. This temperature 
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dependence form of the Sips equation (142) can be used to fit adsorption equilibrium data of 
various temperatures simultaneously to yield the parameter b0, ,0SC , Q/RT0, ratio and α. 

6.4 Toth equation 
The previous two equations have their limitations. The Freundlich equation is not valid at 
low and high end of the pressure range, and the Sips equation is not valid at the low end as 
they both do not possess the correct Henry law type behavior. One of the empirical 
equations that is popularly used and satisfies the two end limits is the Toth equation. This 
equation describes well many systems with sub-monolayer coverage, and it has the 
following form: 
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Here t is a parameter which is usually less than unity. The parameters b and t are specific for 
adsorbate-adsorbent pairs. When t = 1, the Toth isotherm reduces to the famous Langmuir 
equation; hence like the Sips equation the parameter t is said to characterize the system 
heterogeneity. If it is deviated further away from unity, the system is said to be more 
heterogeneous. The effect of the Toth parameter t is shown in Figure10-13, where we plot 
the fractional loading (Cµ/Cµs) versus bP with t as the varying parameter. Again we note 
that the more the parameter t deviates from unity, the more heterogeneous is the system. 
The Toth equation has correct limits when P approaches either zero or infinity. 
 

 
Fig. 13. Plot of the fractional loading versus bP for the Toth equation 

Being the three-parameter model, the Toth equation can describe well many adsorption 
data. We apply this isotherm equation to fit the isotherm data of propane on activated 
carbon. The extracted optimal parameters are: Cµs=33.56 mmole/g , b=0.069 (kPa)-1, t=0.233 
The parameter t takes a value of 0.233 (well deviated from unity) indicates a strong degree 
of heterogeneity of the system. Several hundred sets of data for hydrocarbons on Nuxit-al 
charcoal obtained by Szepesy and Illes (Valenzuela and Myers, 1989) can be described well 
by this equation. Because of its simplicity in form and its correct behavior at low and high 
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pressures, the Toth equation is recommended as the first choice of isotherm equation for 
fitting data of many adsorbates such as hydrocarbons, carbon oxides, hydrogen sulfide, and 
alcohols on activated carbon as well as zeolites. Sips equation presented in the last section is 
also recommended but when the behavior in the Henry law region is needed, the Toth 
equation is the better choice. 

6.4.1 Temperature dependence of the toth equation 
Like the other equations described so far, the temperature dependence of equilibrium 
parameters in the Toth equation is required for the purpose of extrapolation or interpolation 
of equilibrium at other temperatures as well as the purpose of calculating isosteric heat. The 
parameters b and t are temperature dependent, with the parameter b taking the usual form 
of the adsorption affinity that is 
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where b  is the affinity at infinite temperature, b0 is that at some reference temperature To 
and Q is a measure of the heat of adsorption. The parameter t and the maximum adsorption 
capacity can take the following empirical functional form of temperature dependence 
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The temperature dependence of the parameter t does not have any sound theoretical 
footing; however, we would expect that as the temperature increases this parameter will 
approach unity. 

6.5 Keller, staudt and toth's equation 
Keller and his co-workers (1996) proposed a new isotherm equation, which is very similar in 
form to the original Toth equation. The differences between their equation and that of Toth 
are that:  
a. the exponent a is a function of pressure instead of constant as in the case of Toth 
b. the saturation capacities of different species are different 
The form of Keller et al.'s equation is: 
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where the parameter αm takes the following equation: 
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where the parameter αm takes the following equation: 
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Here r is the molecular radius, and D is the fractal dimension of sorbent surface. The 
saturation parameter SC , the affinity constant b, and the parameter (3 have the following 
temperature dependence): 
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Here the subscript 0 denotes for properties at some reference temperature T0. The Keller et 
al.'s equation contains more parameters than the empirical equations discussed so far. 
Fitting the Keller et equation with the isotherm data of propane on activated carbon at three 
temperatures 283, 303 and 333 K, we found the fit is reasonably good, comparable to the 
good fit observed with Sips and Toth equations. The optimally fitted parameters are: 
 

 
Table 5. The parameters for Keller, Staudt and Toth's Equation 

6.6 Dubinin-radushkevich equation 
The empirical equations dealt with so far, Freundlich, Sips, Toth, Unilan and Keller et al., are 
applicable to supercritical as well as subcritical vapors. In this section we present briefly a 
semi-empirical equation which was developed originally by Dubinin and his co-workers for 
sub critical vapors in microporous solids, where the adsorption process follows a pore filling 
mechanism. Hobson and co-workers and Earnshaw and Hobson (1968) analysed the data of 
argon on Corning glass in terms of the Polanyi potential theory. They proposed an equation 
relating the amount adsorbed in equivalent liquid volume (V) to the adsorption potential  
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where Po is the vapor pressure. The premise of their derivation is the functional form V(A) 
which is independent of temperature. They chose the following functional form: 

 2
0ln lnV V BA  (155) 

where the logarithm of the amount adsorbed is linearly proportional to the square of the 
adsorption potential. Eq. (155) is known as the Dubinin-Radushkevich (DR) equation. 
Writing this equation explicitly in terms of pressure, we have: 
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where Eo is called the solid characteristic energy towards a reference adsorbate. Benzene has 
been used widely as the reference adsorbate. The parameter β is a constant which is a 
function of the adsorptive only. It has been found by Dubinin and Timofeev (1946) that this 
parameter is proportional to the liquid molar volume. Fig. 14 shows plots of the DR 
equation versus the reduced pressure with E/RT as the varying parameter (Foo K.Y., 
Hameed B.H., 2009). 
 

 
Fig. 14. Plots of the DR equation versus the reduced pressure 

We see that as the characteristic energy increases the adsorption is stronger as the solid has 
stronger energy of interaction with adsorbate. One observation in that equation is that the 
slope of the adsorption isotherm at zero loading is not finite, a violation of the 
thermodynamic requirement Eq. (156) when written in terms of amount adsorbed (mole/g) 
is: 
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Where the maximum adsorption capacity is: 
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Here r is the molecular radius, and D is the fractal dimension of sorbent surface. The 
saturation parameter SC , the affinity constant b, and the parameter (3 have the following 
temperature dependence): 
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Here the subscript 0 denotes for properties at some reference temperature T0. The Keller et 
al.'s equation contains more parameters than the empirical equations discussed so far. 
Fitting the Keller et equation with the isotherm data of propane on activated carbon at three 
temperatures 283, 303 and 333 K, we found the fit is reasonably good, comparable to the 
good fit observed with Sips and Toth equations. The optimally fitted parameters are: 
 

 
Table 5. The parameters for Keller, Staudt and Toth's Equation 
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The empirical equations dealt with so far, Freundlich, Sips, Toth, Unilan and Keller et al., are 
applicable to supercritical as well as subcritical vapors. In this section we present briefly a 
semi-empirical equation which was developed originally by Dubinin and his co-workers for 
sub critical vapors in microporous solids, where the adsorption process follows a pore filling 
mechanism. Hobson and co-workers and Earnshaw and Hobson (1968) analysed the data of 
argon on Corning glass in terms of the Polanyi potential theory. They proposed an equation 
relating the amount adsorbed in equivalent liquid volume (V) to the adsorption potential  
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where Po is the vapor pressure. The premise of their derivation is the functional form V(A) 
which is independent of temperature. They chose the following functional form: 

 2
0ln lnV V BA  (155) 

where the logarithm of the amount adsorbed is linearly proportional to the square of the 
adsorption potential. Eq. (155) is known as the Dubinin-Radushkevich (DR) equation. 
Writing this equation explicitly in terms of pressure, we have: 
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where Eo is called the solid characteristic energy towards a reference adsorbate. Benzene has 
been used widely as the reference adsorbate. The parameter β is a constant which is a 
function of the adsorptive only. It has been found by Dubinin and Timofeev (1946) that this 
parameter is proportional to the liquid molar volume. Fig. 14 shows plots of the DR 
equation versus the reduced pressure with E/RT as the varying parameter (Foo K.Y., 
Hameed B.H., 2009). 
 

 
Fig. 14. Plots of the DR equation versus the reduced pressure 

We see that as the characteristic energy increases the adsorption is stronger as the solid has 
stronger energy of interaction with adsorbate. One observation in that equation is that the 
slope of the adsorption isotherm at zero loading is not finite, a violation of the 
thermodynamic requirement Eq. (156) when written in terms of amount adsorbed (mole/g) 
is: 
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Where the maximum adsorption capacity is: 
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The parameter W0 is the micropore volume and VM is the liquid molar volume. Here we 
have assumed that the state of adsorbed molecule in micropores behaves like liquid. 
Dubinin-Radushkevich equation (157) is very widely used to describe adsorption isotherm 
of sub-critical vapors in microporous solids such as activated carbon and zeolite. One 
debatable point in such equation is the assumption of liquid-like adsorbed phase as one 
could argue that due to the small confinement of micropore adsorbed molecules experience 
stronger interaction forces with the micropore walls, the state of adsorbed molecule could be 
between liquid and solid. The best utility of the Dubinin-Radushkevich equation lies in the 
fact that the temperature dependence of such equation is manifested in the adsorption 
potential A, defined as in eq. (154), that is if one plots adsorption data of different 
temperatures as the logarithm of the amount adsorbed versus the square of adsorption 
potential, all the data should lie on the same curve, which is known as the characteristic 
curve. The slope of such curve is the inverse of the square of the characteristic energy E = 
βE0. To show the utility of the DR equation, we fit eq. (157) to the adsorption data of 
benzene on activated carbon at three different temperatures, 283, 303 and 333 K. The data 
are tabulated in Table 10.6 and presented graphically in Figure 10.15. 
 

 
Table 6. Adsorption data of benzene on activated carbon 

The vapor pressure and the liquid molar volume of benzene are given in the following table.  
 

 
Table 7. Vapor pressure and liquid molar volume of benzene 
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Fig. 15. Fitting the benzene/ activated carbon data with the DR equation 

By fitting the equilibria data of all three temperatures simultaneously using the ISOFIT1 
program, we obtain the following optimally fitted parameters: W0 = 0.45 cc/g, E = 20,000 
Joule/mole Even though only one value of the characteristic energy was used in the fitting 
of the three temperature data, the fit is very good as shown in Fig. 15, demonstrating the 
good utility of this equation in describing data of sub-critical vapors in microporous solids. 

6.7 Jovanovich equation 
Of lesser use in physical adsorption is the Jovanovich equation. It is applicable to mobile 
and localized adsorption (Hazlitt et al, 1979). Although it is not as popular as the other 
empirical equations proposed so far, it is nevertheless a useful empirical equation: 
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or written in terms of the amount adsorbed: 

 1 bP
SC C e 
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where 

 exp( / )gb b Q R T  (161) 

At low loading, the above equation will become ( )SC C b P HP   . Thus, this equation 
reduces to the Henry's law at low pressure. At high pressure, it reaches the saturation limit. 
The Jovanovich equation has a slower approach toward the saturation than that of the 
Langmuir equation.  

6.8 Temkin equation 
Another empirical equation is the Temkin equation proposed originally by Slygin and 
Frumkin (1935) to describe adsorption of hydrogen on platinum electrodes in acidic 
solutions (chemisorption systems). The equation is (Rudzinski and Everett, 1992):  

 ( ) ln( . )v P C c P  (162) 
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where C and c are constants specific to the adsorbate-adsorbent pairs. Under some 
conditions, the Temkin isotherm can be shown to be a special case of the Unilan equation 
(162). 

6.9 BET2 isotherm 
All the empirical equations dealt with are for adsorption with "monolayer" coverage, with 
the exception of the Freundlich isotherm, which does not have a finite saturation capacity 
and the DR equation, which is applicable for micropore volume filling. In the adsorption of 
sub-critical adsorbate, molecules first adsorb onto the solid surface as a layering process, 
and when the pressure is sufficiently high (about 0.1 of the relative pressure) multiple layers 
are formed. Brunauer, Emmett and Teller are the first to develop a theory to account for this 
multilayer adsorption, and the range of validity of this theory is approximately between 0.05 
and 0.35 times the vapor pressure. In this section we will discuss this important theory and 
its various versions modified by a number of workers since the publication of the BET 
theory in 1938. Despite the many versions, the BET equation still remains the most 
important equation for the characterization of mesoporous solids, mainly due to its 
simplicity. The BET theory was first developed by Brunauer et al. (1938) for a flat surface (no 
curvature) and there is no limit in the number of layers which can be accommodated on the 
surface. This theory made use of the same assumptions as those used in the Langmuir 
theory, that is the surface is energetically homogeneous (adsorption energy does not change 
with the progress of adsorption in the same layer) and there is no interaction among 
adsorbed molecules. Let S0, S1, S2 and Sn be the surface areas covered by no layer, one layer, 
two layers and n layers of adsorbate molecules, respectively (Fig. 16). 
 

 
Fig. 16. Multiple layering in BET theory 

The concept of kinetics of adsorption and desorption proposed by Langmuir is applied to 
this multiple layering process, that is the rate of adsorption on any layer is equal to the rate 
of desorption from that layer. For the first layer, the rates of adsorption onto the free surface 
and desorption from the first layer are equal to each other: 
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where a1, b1 and E1 are constant, independent of the amount adsorbed. Here E1 is the 
interaction energy between the solid and molecule of the first layer, which is expected to be 
higher than the heat of vaporization. Similarly, the rate of adsorption onto the first layer 
must be the same as the rate of evaporation from the second layer, that is: 
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The same form of equation then can be applied to the next layer, and in general for the i-th 
layer, we can write 
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The total area of the solid is the sum of all individual areas, that is 
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Therefore, the volume of gas adsorbed on surface covering by one layer of molecules is the 
fraction occupied by one layer of molecules multiplied by the monolayer coverage Vm: 
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The volume of gas adsorbed on the section of the surface which has two layers of molecules 
is: 

 2
2

2
m

sV V
S

   
 

 (167) 

The factor of 2 in the above equation is because there are two layers of molecules occupying 
a surface area of s2 (Fig. 16). Similarly, the volume of gas adsorbed on the section of the 
surface having "i" layers is: 
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Hence, the total volume of gas adsorbed at a given pressure is the sum of all these volumes: 
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To explicitly obtain the amount of gas adsorbed as a function of pressure, we have to 
express Si in terms of the gas pressure. To proceed with this, we need to make a further 
assumption beside the assumptions made so far about the ideality of layers (so that 
Langmuir kinetics could be applied). One of the assumptions is that the heat of adsorption 
of the second and subsequent layers is the same and equal to the heat of liquefaction, EL  
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The other assumption is that the ratio of the rate constants of the second and higher layers is 
equal to each other, that is: 
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where the ratio g is assumed constant. This ratio is related to the vapor pressure of the 
adsorbate. With these two additional assumptions, one can solve the surface coverage that 
contains one layer of molecule (s,) in terms of s0 and pressure as follows: 
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where ε, is the reduced energy of adsorption of the first layer, defined as 
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Similarly the surface coverage of the section containing i layers of molecules is: 
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for i = 2, 3, ..., where EL is the reduced heat of liquefaction 
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Substituting these surface coverage into the total amount of gas adsorbed (eq. 169), we 
obtain: 
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where the parameter C and the variable x are defined as follows: 
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By using the following formulas (Abramowitz and Stegun, 1962) 
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eq. (174) can be simplified to yield the following form written in terms of C and x: 
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Eq. (179) can only be used if we can relate x in terms of pressure and other known 
quantities. This is done as follows. Since this model allows for infinite layers on top of a flat 
surface, the amount adsorbed must be infinity when the gas phase pressure is equal to the 
vapor pressure, that is P = Po occurs when x = 1; thus the variable x is the ratio of the 
pressure to the vapor pressure at the adsorption temperature:  
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With this definition, eq. (179) will become what is now known as the famous BET equation 
containing two fitting parameters, C and Vm: 
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Fig. 17 shows plots of the BET equation (181) versus the reduced pressure with C being the 
varying parameter. The larger is the value of C, the sooner will the multilayer form and the 
convexity of the isotherm increases toward the low pressure range. 
 

 
Fig. 17. Plots of the BET equation versus the reduced pressure (C = 10,50, 100) 

Equating eqs.(180) and (176), we obtain the following relationship between the vapor 
pressure, the constant g and the heat of liquefaction: 
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Within a narrow range of temperature, the vapor pressure follows the Clausius-Clapeyron 
equation, that is 
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Comparing this equation with eq.(182), we see that the parameter g is simply the pre-
exponential factor in the Clausius-Clapeyron vapor pressure equation. It is reminded that 
the parameter g is the ratio of the rate constant for desorption to that for adsorption of the 
second and subsequent layers, suggesting that these layers condense and evaporate similar 
to the bulk liquid phase. The pre-exponential factor of the constant C (eq.177) 
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can be either greater or smaller than unity (Brunauer et al., 1967), and it is often assumed as 
unity without any theoretical justification. In setting this factor to be unity, we have 
assumed that the ratio of the rate constants for adsorption to desorption of the first layer is 
the same as that for the subsequent layers at infinite temperature. Also by assuming this 
factor to be unity, we can calculate the interaction energy between the first layer and the 
solid from the knowledge of C (obtained by fitting of the isotherm equation 3.3-18 with 
experimental data) The interaction energy between solid and adsorbate molecule in the first 
layer is always greater than the heat of adsorption; thus the constant C is a large number 
(usually greater than 100). 

7. BDDT (Brunauer, Deming, Denting, Teller) classification 
The theory of BET was developed to describe the multilayer adsorption. Adsorption in real 
solids has given rise to isotherms exhibiting many different shapes. However, five isotherm 
shapes were identified (Brunauer et al., 1940) and are shown in Fig.19. The following five 
systems typify the five classes of isotherm. 

Type 1: Adsorption of oxygen on charcoal at -183 °C 
Type 2: Adsorption of nitrogen on iron catalysts at -195°C (many solids fall into this 
type). 
Type 3: Adsorption of bromine on silica gel at 79°C, water on glass 
Type 4: Adsorption of benzene on ferric oxide gel at 50°C 
Type 5: Adsorption of water on charcoal at 100°C 

Type I isotherm is the Langmuir isotherm type (monolayer coverage), typical of adsorption 
in microporous solids, such as adsorption of oxygen in charcoal. Type II typifies the BET 
adsorption mechanism. Type III is the type typical of water adsorption on charcoal where 
the adsorption is not favorable at low pressure because of the nonpolar (hydrophobic) 
nature of the charcoal surface. At sufficiently high pressures, the adsorption is due to the 
capillary condensation in mesopores. Type IV and type V are the same as types II and III 
with the exception that they have finite limit as 0P P  due to the finite pore volume of 
porous solids.  
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Fig. 19. BDDT classification of five isotherm shapes 

 
 
 
 

 
 
 

Fig. 20. Plots of the BET equation when C < 1 
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Fig. 19. BDDT classification of five isotherm shapes 

 
 
 
 

 
 
 

Fig. 20. Plots of the BET equation when C < 1 
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The BET equation developed originally by Brunauer et al. (1938) is able to describe type I to 
type III. The type III isotherm can be produced from the BET equation when the forces 
between adsorbate and adsorbent are smaller than that between adsorbate molecules in the 
liquid state (i.e. E, < EL). Fig. 20 shows such plots for the cases of C = 0.1 and 0.9 to illustrate 
type III isotherm. 

The BET equation does not cover the last two types (IV and V) because one of the 
assumptions of the BET theory is the allowance for infinite layers of molecules to build up 
on top of the surface. To consider the last two types, we have to limit the number of layers 
which can be formed above a solid surface. (Foo K.Y., Hameed B.H., 2009), (Moradi O. , et 
al. 2003).  (Hirschfelder, and et al. 1954). 

8. Conclusion 
In following chapter thermodynamics of interface is frequently applied to derive relations 
between macroscopic parameters. Nevertheless, this chapter is included as a reminder. It 
presents a consist summary of thermodynamics principles that are relevant to interfaces in 
view of the topics discussed such as thermodynamics for open and close systems, 
Equilibrium between phases, Physical description of a real liquid interface, Surface free 
energy and surface tension of liquids, Surface equation of state, Relation of van der Waals 
constants with molecular pair potentials and etc in forthcoming and special attention is paid 
to heterogeneous systems that contain phase boundaries.  

9. References 
Adamson, A.W. and Gast, A.P. (1997) Physical Chemistry of Surfaces (6th edn).Wiley, New 

York, USA. 
Abdullah M.A., Chiang L., Nadeem M., Comparative evaluation of adsorption kinetics and 

isotherms of a natural product removal by Amberlite polymeric adsorbents, Chem. 
Eng. J. 146 (3) (2009) 370–376.  

Ahmaruzzaman M. d., Adsorption of phenolic compounds on low-cost adsorbents: a 
review, Adv. Colloid Interface Sci. 143 (1–2) (2008) 48–67. 

Adam, N.K. (1968) The Physics and Chemistry of Surfaces. Dover, New York. 
Atkins, P.W. (1998) Physical Chemistry (6th edn). Oxford University Press, Oxford. 
Aveyard, R. and Haydon, D.A. (1973) An Introduction to the Principles of Surface Chemistry. 

Cambridge University Press, Cambridge.  
Dabrowski A., Adsorption—from theory to practice, Adv. Colloid Interface Sci. 93 (2001) 

135–224.  
Dubinin M. M., Radushkevich L.V., The equation of the characteristic curve of the activated 

charcoal, Proc. Acad. Sci. USSR Phys. Chem. Sect. 55 (1947) 331–337.  
Erbil, H.Y. (1997) Interfacial Interactions of Liquids. In Birdi, K.S. (ed.). Handbook of Surface 

and Colloid Chemistry. CRC Press, Boca Raton.   
Foo K.Y., Hameed B.H., Recent developments in the preparation and regeneration of 

activated carbons by microwaves, Adv. Colloid Interface Sci. 149 (2009) 19–27. 

 
Thermodynamics of Interfaces 

 

249 

Foo K.Y., Hameed B.H., A short review of activated carbon assisted electrosorption process: 
An overview, current stage and future prospects, J. Hazard. Mater. 171 (2009) 54–
60.  

Hirschfelder, J.O.,Curtiss, C.F. and Bird, R.B. (1954) Molecular Theory of Gases and Liquids. 
Wiley, New York. 

Israelachvili, J. (1991) Intermolecular & Surface Forces (2nd edn). Academic Press, London.  
Levine, I.N. (1990) Physical Chemistry (3rd edn). McGraw-Hill, New York.  
Lyklema, J. (2005) Fundamentals of interface and colloid science, Elsevier Ltd.  
Lyklema, L. (1991) Fundamentals of Interface and Colloid Science (vols. I and II). Academic 

Press, London.  
Keller J.U., (2005) Gas adsorption equilibria, Experimental Methods and Adsorptive Isotherms, 

Springer Science, USA.  
Koopal L.K., Van Riemsdijk W. H., Wit J.C.M., Benedetti M.F., Analytical isotherm equation 

for multicomponent adsorption to heterogeneous surfaces, J. Colloid Interface Sci. 
166 (1994) 51–60.  

Miladinovic N., Weatherley L.R., Intensification of ammonia removal in a combined ion-
exchange and nitrification column, Chem. Eng. J. 135 (2008) 15–24.  

Moradi, O, Modarress, H.; Norouzi, M.; Effect of Lysozyme Concentration, pH and Ionic 
Strength and It Adsorption on HEMA and AA Contact Lenses, “Iranian Polymer 
Journal”, Vol.12, No.6, 477-484, 2003. 

Moradi, O, Modarress, H.; Norouzi, M.;Experimental Study of Albumin and Lysozyme 
Adsorption onto Acrylic Acid (AA) and 2-hydroxyethyl methacrylate (HEMA) 
surfaces, Journal of colloid and interface science, Vol. 261, No. 1, 16-19, 2004.  

Moradi, O. Heavy metal [Cr(VI), Cd(II) and Pb(II)] ions removal by modified jute: 
Characterization and Modeling,  J. Theoretical and Physical Chemistry, Vol. 4, No. 
3, 163-168, 2007.  

Moradi O., Aghaie M., Zare K., Monajjemi M., Aghaie, H., The Study of Adsorption 
Characteristics Cu2+ and Pb2+ Ions onto PHEMA and P(MMA-HEMA) Surfaces 
from Aqueous Single Solution, journal of Hazardous Materials, 673-679, 170,  2009.  

Moradi O., Aghaie M., Zare K., Monajjemi M., Aghaie, H., The Studies of Equilibrium and 
Thermodynamic Adsorption of Pb(II), Cd(II) and Cu(II) Ions From Aqueous 
Solution onto SWCNTs and SWCNT –COOH Surfaces, Fullerenes, Nanotubes and 
Carbon Nanostructures,18,285-302,  2010.  

Mohan D., Pittman Jr C.U., Activated carbons and low cost adsorbents for remediation of 
tri- and hexavalent chromium from water, J. Hazard. Mater. 137 (2006) 762–811. 

Murrell, J.N. and Jenkins, A.D. (1994) Properties of Liquids and Solutions (2nd edn). Wiley. 
Ng J.C.Y., Cheung W.H., McKay G., Equilibrium studies of the sorption of Cu(II) ions onto 

chitosan, J. Colloid Interface Sci. 255 (2002) 64–74. 
Norde, W., (2003) colloids and interfaces in life science, Marcel Dekker, Inc., New York, USA.  
Pitzer, K.S. and Brewer L. (1961) Thermodynamics (2nd edn). McGraw-Hill, New York.  
Prausnitz, J.M., Lichtenthaler, R.N. and Azevedo E.G. (1999) Molecular Thermodynamics of 

Fluid-Phase Equilibria (3rd edn). Prentice Hall, Englewood Cliffs.  
Tempkin M. I., Pyzhev V., Kinetics of ammonia synthesis on promoted iron catalyst, Acta 

Phys. Chim. USSR 12 (1940) 327–356.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

248 

The BET equation developed originally by Brunauer et al. (1938) is able to describe type I to 
type III. The type III isotherm can be produced from the BET equation when the forces 
between adsorbate and adsorbent are smaller than that between adsorbate molecules in the 
liquid state (i.e. E, < EL). Fig. 20 shows such plots for the cases of C = 0.1 and 0.9 to illustrate 
type III isotherm. 

The BET equation does not cover the last two types (IV and V) because one of the 
assumptions of the BET theory is the allowance for infinite layers of molecules to build up 
on top of the surface. To consider the last two types, we have to limit the number of layers 
which can be formed above a solid surface. (Foo K.Y., Hameed B.H., 2009), (Moradi O. , et 
al. 2003).  (Hirschfelder, and et al. 1954). 

8. Conclusion 
In following chapter thermodynamics of interface is frequently applied to derive relations 
between macroscopic parameters. Nevertheless, this chapter is included as a reminder. It 
presents a consist summary of thermodynamics principles that are relevant to interfaces in 
view of the topics discussed such as thermodynamics for open and close systems, 
Equilibrium between phases, Physical description of a real liquid interface, Surface free 
energy and surface tension of liquids, Surface equation of state, Relation of van der Waals 
constants with molecular pair potentials and etc in forthcoming and special attention is paid 
to heterogeneous systems that contain phase boundaries.  

9. References 
Adamson, A.W. and Gast, A.P. (1997) Physical Chemistry of Surfaces (6th edn).Wiley, New 

York, USA. 
Abdullah M.A., Chiang L., Nadeem M., Comparative evaluation of adsorption kinetics and 

isotherms of a natural product removal by Amberlite polymeric adsorbents, Chem. 
Eng. J. 146 (3) (2009) 370–376.  

Ahmaruzzaman M. d., Adsorption of phenolic compounds on low-cost adsorbents: a 
review, Adv. Colloid Interface Sci. 143 (1–2) (2008) 48–67. 

Adam, N.K. (1968) The Physics and Chemistry of Surfaces. Dover, New York. 
Atkins, P.W. (1998) Physical Chemistry (6th edn). Oxford University Press, Oxford. 
Aveyard, R. and Haydon, D.A. (1973) An Introduction to the Principles of Surface Chemistry. 

Cambridge University Press, Cambridge.  
Dabrowski A., Adsorption—from theory to practice, Adv. Colloid Interface Sci. 93 (2001) 

135–224.  
Dubinin M. M., Radushkevich L.V., The equation of the characteristic curve of the activated 

charcoal, Proc. Acad. Sci. USSR Phys. Chem. Sect. 55 (1947) 331–337.  
Erbil, H.Y. (1997) Interfacial Interactions of Liquids. In Birdi, K.S. (ed.). Handbook of Surface 

and Colloid Chemistry. CRC Press, Boca Raton.   
Foo K.Y., Hameed B.H., Recent developments in the preparation and regeneration of 

activated carbons by microwaves, Adv. Colloid Interface Sci. 149 (2009) 19–27. 

 
Thermodynamics of Interfaces 

 

249 

Foo K.Y., Hameed B.H., A short review of activated carbon assisted electrosorption process: 
An overview, current stage and future prospects, J. Hazard. Mater. 171 (2009) 54–
60.  

Hirschfelder, J.O.,Curtiss, C.F. and Bird, R.B. (1954) Molecular Theory of Gases and Liquids. 
Wiley, New York. 

Israelachvili, J. (1991) Intermolecular & Surface Forces (2nd edn). Academic Press, London.  
Levine, I.N. (1990) Physical Chemistry (3rd edn). McGraw-Hill, New York.  
Lyklema, J. (2005) Fundamentals of interface and colloid science, Elsevier Ltd.  
Lyklema, L. (1991) Fundamentals of Interface and Colloid Science (vols. I and II). Academic 

Press, London.  
Keller J.U., (2005) Gas adsorption equilibria, Experimental Methods and Adsorptive Isotherms, 

Springer Science, USA.  
Koopal L.K., Van Riemsdijk W. H., Wit J.C.M., Benedetti M.F., Analytical isotherm equation 

for multicomponent adsorption to heterogeneous surfaces, J. Colloid Interface Sci. 
166 (1994) 51–60.  

Miladinovic N., Weatherley L.R., Intensification of ammonia removal in a combined ion-
exchange and nitrification column, Chem. Eng. J. 135 (2008) 15–24.  

Moradi, O, Modarress, H.; Norouzi, M.; Effect of Lysozyme Concentration, pH and Ionic 
Strength and It Adsorption on HEMA and AA Contact Lenses, “Iranian Polymer 
Journal”, Vol.12, No.6, 477-484, 2003. 

Moradi, O, Modarress, H.; Norouzi, M.;Experimental Study of Albumin and Lysozyme 
Adsorption onto Acrylic Acid (AA) and 2-hydroxyethyl methacrylate (HEMA) 
surfaces, Journal of colloid and interface science, Vol. 261, No. 1, 16-19, 2004.  

Moradi, O. Heavy metal [Cr(VI), Cd(II) and Pb(II)] ions removal by modified jute: 
Characterization and Modeling,  J. Theoretical and Physical Chemistry, Vol. 4, No. 
3, 163-168, 2007.  

Moradi O., Aghaie M., Zare K., Monajjemi M., Aghaie, H., The Study of Adsorption 
Characteristics Cu2+ and Pb2+ Ions onto PHEMA and P(MMA-HEMA) Surfaces 
from Aqueous Single Solution, journal of Hazardous Materials, 673-679, 170,  2009.  

Moradi O., Aghaie M., Zare K., Monajjemi M., Aghaie, H., The Studies of Equilibrium and 
Thermodynamic Adsorption of Pb(II), Cd(II) and Cu(II) Ions From Aqueous 
Solution onto SWCNTs and SWCNT –COOH Surfaces, Fullerenes, Nanotubes and 
Carbon Nanostructures,18,285-302,  2010.  

Mohan D., Pittman Jr C.U., Activated carbons and low cost adsorbents for remediation of 
tri- and hexavalent chromium from water, J. Hazard. Mater. 137 (2006) 762–811. 

Murrell, J.N. and Jenkins, A.D. (1994) Properties of Liquids and Solutions (2nd edn). Wiley. 
Ng J.C.Y., Cheung W.H., McKay G., Equilibrium studies of the sorption of Cu(II) ions onto 

chitosan, J. Colloid Interface Sci. 255 (2002) 64–74. 
Norde, W., (2003) colloids and interfaces in life science, Marcel Dekker, Inc., New York, USA.  
Pitzer, K.S. and Brewer L. (1961) Thermodynamics (2nd edn). McGraw-Hill, New York.  
Prausnitz, J.M., Lichtenthaler, R.N. and Azevedo E.G. (1999) Molecular Thermodynamics of 

Fluid-Phase Equilibria (3rd edn). Prentice Hall, Englewood Cliffs.  
Tempkin M. I., Pyzhev V., Kinetics of ammonia synthesis on promoted iron catalyst, Acta 

Phys. Chim. USSR 12 (1940) 327–356.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

250 

Scatchard, G. (1976) Equilibrium in Solutions & Surface and Colloid Chemistry. Harvard 
University Press, Cambridge.  

Zeldowitsch J., Adsorption site energy distribution, Acta Phys. Chim. URSS 1 (1934) 961–
973. 

9 

Exergy, the Potential Work 
Mofid Gorji-Bandpy 

Noshirvani University of Technology 
Iran 

1. Introduction 
The exergy method is an alternative, relatively new technique based on the concept of exergy, 
loosely defined as a universal measure of the work potential or quality of different forms of 
energy in relation to a given environment. An exergy balance applied to a process or a whole 
plant tells us how much of the usable work potential, or exergy, supplied as the input to the 
system under consideration has been consumed (irretrievably lost) by the process. The loss of 
exergy, or irreversibility, provides a generally applicable quantitative measure of process 
inefficiency. Analyzing a multi component plant indicates the total plant irreversibility 
distribution among the plant components, pinpointing those contributing most to overall plant 
inefficiency (Gorji-Bandpy&Ebrahimian, 2007; Gorji-Bandpy et al., 2011) 
Unlike the traditional criteria of performance, the concept of irreversibility is firmly based 
on the two main laws of thermodynamics. The exergy balance for a control region, from 
which the irreversibility rate of a steady flow process can be calculated, can be derived by 
combining the steady flow energy equation (First Law) with the expression for the entropy 
production rate (Second Law).  
Exergy analysis of the systems, which analyses the processes and functioning of systems, is 
based on the second law of thermodynamics. In this analysis, the efficiency of the second 
law which states the exact functionality of a system and depicts the irreversible factors 
which result in exergy loss and efficiency decrease, is mentioned. Therefore, solutions to 
reduce exergy loss will be identified for optimization of engineering installations 
(Ebadi&Gorji-Bandpy, 2005). Considering exergy as the amount of useful work which is 
brought about, as the system and the environment reach a balance due to irreversible 
process, we can say that the exergy efficiency is a criterion for the assessment of the systems. 
Because of the irreversibility of the heating processes, the resulting work is usually less than 
the maximum amount and by analyzing the work losses of the system, system problems are 
consequently defined. Grossman diagrams, in which any single flow is defined by its own 
exergy, are used to determine the flow exergy in the system (Bejan, 1988). The other famous 
flow exergy diagrams have been published by Keenan (1932), Reisttad (1972) and 
Thirumaleshwar (1979). The famous diagrams of air exergy were published by Moran (1982) 
and Brodianskii (1973). Brodianskii (1973), Kotas (1995) and Szargut et al. (1988) have used 
the exergy method for thermal, chemical and metallurgical analysis of plants. Analysis of 
the technical chains of processes and the life-cycle of a product were respectively done by 
Szargut et al. (1988) and Comelissen and Hirs (1999). The thermoeconomy field, or in other 
words, interference of economical affairs in analyzing exergy, has been studied by Bejan 
(1982).  
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In this paper, the cycle of a power plant and its details, with two kind fuels, natural gas and 
diesel, have been analysed at its maximum load and the two factors, losses and exergy 
efficiency which are the basic factors of systems under study have been analysed.  

2. Methodology  
When a system is thermodynamically studied, based on the first principle of 
thermodynamics, the amount of energy is constant during the transfer or exchange and also, 
based on the second principle of thermodynamics, the degree of energy is reduced and the 
potential for producing work is lessened. But none of the mentioned principles are able to 
determine the exact magnitude of work potential reduction, or in other words, to analyse 
the energy quality. For an open system which deals with some heat resources, the first and 
second principles are written as follows (Bejan, 1988): 
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In the above equations, enthalpy, h , is 2
0( / 2) ,h V gz T   is the surrounding temperature, 

E , internal energy, S ,entropy, and W  and Q  are the rates of work and heat transfer.  
For increasing the work transfer rate ( )W , consider the possibility of changes in design of 
system. Assumed that all the other interactions that are specified around the system 

1 2( , ,..., ,nQ Q Q   inflows and outflows of enthalpy and entropy) are fixed by design and only 
0Q  floats in order to balance the changes in W . If we eliminate 0Q  from equations (1) and 

(2), we will have (Bejan, 1988): 
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When the process is reversible ( 0)genS  , the rate of work transfer will be maximum and 
therefore we will have:  

 0rev genW W T S     (4) 

Combination of the two principles results in the conclusion that whenever a system 
functions irreversibly, the work will be eliminated at a rate relative to the one of the entropy. 
The eliminated work caused by thermodynamic irreversibility, ( )revW W   is called “the 
exergy lost”. The ratio of the exergy lost to the entropy production, or the ratio of their rates 
results in the principle of lost work: 

 0lost genW T S   (5) 

Since exergy is the useful work which derived from a material or energy flow, the exergy of 
work transfer, wE , would be given as (Bejan, 1988): 
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In most of the systems with incoming and outgoing flows which are considered of great 
importance, there is no atmospheric work, 0( ( / ))P dV dt  and W  is equal to wE  (Bejan, 
1988): 
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The exergy lost, which was previously defined as the difference between the maximum rate 
of work transfer and rate of the real work transfer, can also be mentioned in another way, 
namely, the difference between the corresponding parameters and the available work 
(Figure 1): 
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Fig. 1. Exergy transfer via heat transfer 

In equation (6), the exergy transfer caused by heat transfer or simply speaking, the heat 
transfer exergy will be: 
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Using equation (1), the flow availability will be introduces as: 
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In installation analysis which functions uniformly, the properties do not changes with time 
and the stagnation exergy term will be zero, in equation (6): 
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In equation (6), the exergy transfer caused by heat transfer or simply speaking, the heat 
transfer exergy will be: 
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Using equation (1), the flow availability will be introduces as: 

 0
0b h T s   (10) 

In installation analysis which functions uniformly, the properties do not changes with time 
and the stagnation exergy term will be zero, in equation (6): 

 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 254 

   0
0

n

w Q geni
i in out

E E mb mb T S


           (11) 

The flow exergy of any fluid is defined as:  

 0 0
0 0 0 0( )xe b b h h T s s       (12) 

Substituting this definition into equation (11), we will have: 
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The flow exergy ( )xe  is the difference between the availabilities of a flow (b), in a specific 
condition and in the restricted dead state (in balance with the environment). Equation (13) is 
used to balance the exergy of uniform flow systems. The mechanisms which lead to the 
production of entropy and the elimination of exergy are listed as follows:  
 heat transfer caused by limited temperature difference (Bejan, 1988): 
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 frictional flow (Reistad, 1972): 
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 combining (Stepanov, 1955): 
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The efficiency of the second law that determines used exergy is divided into two groups: 
Elements efficiency (Pump and Turbine) and Cycle efficiency (Thermal efficiency and 
coefficient of performance). The definition of the efficiency of the second law is (Wark, 
1955): 

 availabilityof useful outgoing
incoming availabilityII   (17) 

The definition of the efficiency of the second law is more practical for the uniform flow 
systems, and is determined as follows (Bejan, 1988): 

 
outgoing exergyrate
incoming exergyrateII   (18) 
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The second law emphasizes the fact that two features of the same concept of energy may 
have completely different exergies. Therefore, any feature of energy is defined by taking 
into account its own exergy. The efficiency of the second law will be used in calculating the 
reduction of ability in performing a certain amount of work. 

3. Case study  
In order to analyse the above theories, the consequences have been analysed on the Shahid 
Rajaii power plant in Qazvin of Iran. This power plant has an installed capacity of 1000 MW 
electrical energy, which consists of four 250 MW steam-cycle units (Rankin cycle with 
reheating and recycling) and has been working since 1994. The major fuel for the plant is the 
natural gas and is augmented with diesel fuel.  
The Shahid Rajaii power plant consists of three turbines: high pressure, medium pressure, 
and low pressure. The 11-stage high pressure turbine has Curtis stage. The number of the 
stages in the medium pressure turbine is 11 reactionary stages and in the lower pressure, 
2×5 reactionary stages. All of the turbines have a common shaft with a speed of 3000 rpm. 
The boiler is a natural circulation type in which there is a drum with no top. Other 
properties of the boiler are that the super-heater is three-staged and that the reheater and the 
economizer are both two-staged. Figure 2 illustrates the plant diagram overlooking the 
boiler furnace, cooling towers, attachment (circulation and discharge pumps, blowers, etc), 
turbine glands condenser and regulator lands, expansion valves and governors and feed 
water tanks.  
In Table 1, properties of water and vapour in the main parts of the cycle have been shown.  
Maximum losses of cycle water in this plant are 5 kg/hr, which is negligible due to the 
minute amount. In analyzing the cycle and drawing diagrams, it is assumed that the 
temperature is 30 C , pressure is 90kPa and relative humidity is 30% as environmental 
conditions. Other assumptions are: 
 kinetic and potential energies are neglected because they are not so important  
 all elements of the cycle are considered to be adiabatic  
 in this part, the combustion process of the boiler has been ignored.  
With Figure 2, the conversion equation and energy balance of boiler will be written as 
(Jordan, 1997): 

 1 2 3 4andm m m m      (19) 
 

Description  2P kg cm abs   T C  

Feed water incoming to boiler 150 247-202 
Vapour incoming to HP turbine 140 838 
Vapour incoming to reheater 17-40 358-287 
Vapour incoming to IP turbine 15.2-37.3 538 
Vapour incoming to LP turbine 8-3.5 320 
Vapour incoming to condenser 0.241-0.960 64-45 
Water outgoing from condenser pump 16-7 63-44 

Table 1. Properties of water and vapour in cycle 
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Fig. 2. The diagram of flow cycle of the plant 
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Energy efficiency is written as (Jordan, 1997): 
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Fig. 3. The diagram of Qazvin power plant efficiency under different loads (natural gas) 
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If we use the lost work law for the closed cycle: 

 net Qin wW E E   
 (22) 

   0w Qin net genlost
E E W T S      (23) 

Exergy efficiency of plant is: 

 w net
II

Qin Qin

E W
E E

  


   (24) 

Exerting energy and exergy balance equations for the plant cycle, and calculating the energy 
and efficiencies, Figure 3 consequently results. 
As can be seen in Figure 3, under the maximum load, the exergy efficiency is 60.78% and the 
energy efficiency is 41.38%, relative to different minimum loads. Therefore, boiler analysis is 
done at maximum load.  

3.1 Analysing the different elements of the cycle  
Using energy balance, which is the basis of exergy balance, and implementing equations (9) 
and (13) and assuming the warm source temperature to be 950 K, the results of exergy lost 
and efficiency of all components of the plant cycle are shown in Table 5.  

3.2 Energy and exergy efficiencies of the plant  
In part one, the power plant efficiency has been calculated, overlooking the boiler 
combustion process and losses under different loads and Figure 3 was therefore mapped 
out. In order to more accurately calculate the efficiencies, it is necessary to consider the 
combustion process. The energy efficiency of the plan is the amount of produced net work 
divided by the fuel energy. In Table 2, percentage of mass for both Natural gas and Diesel 
fuel in this study has been shown. 
 

Element Natural gas Diesel fuel 
C 75.624 85 
H 23.225 12 
O 0 0.4 
N 0.206 0.2 
S 0 2.4 
Ash 0 0 
Moisure 0 0 
Co2 0.945 0 

Table 2. Percentage of mass for both natural gas and diesel fuel 

 net
I

f

W
m LHV

 





 (25) 

where LHV is the fuel low heating value. The exergy efficiency of the plant is the amount of 
outgoing exergy (produced net work) divided by the fuel exergy. 
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where LHV is the fuel low heating value. The exergy efficiency of the plant is the amount of 
outgoing exergy (produced net work) divided by the fuel exergy. 
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Where, .ch fe is the specific chemical exergy of the fuel. 
The natural gas and diesel fuel consumption are respectively 50010 kg/hr and 59130 kg/hr 
under the maximum load. The low heating values of the natural gas and diesel fuel are 
41597 kj/kg and 48588 kj/kg. Assuming the natural gas as a perfect gas and using the tables 
of standard chemical exergy, the chemical exergy of the natural gas is calculated as (Szargut 
et al., 1988): 

 0 0
. . 50403ch NG i ch i

kje Y e
kg

   (27) 

And implementing the Szargut method, the chemical exergy of diesel fuel is calculated to be 
45540 kj/kg (Szargut et al., 1988): 

 
 . ,

1.0401 0.1728 0.0432 0.2196 1 2.0628
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H O S H
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 Where LHV is the fuel's low heating value, fgh and ,m fm  are the vaporization temperature 
of the hot water and the mass of the moisture content and S/C, H/C and O/C are the mass 
ratio of sulphur, hydrogen and oxygen, to carbon, respectively. The electric power needed 
for the attachments of the boiler such as fans and pumps is 3.83 MW or 4.28 MW for natural 
gas and diesel fuels. Feed water pumps and the condenser and other helping elements of the 
plant also respectively use 9.926 MW and 70.06 MW of the electrical energy. So the 
produced net work will be: 

 , 263.53 6.926 3.83 252.774net NGW MW     (29a) 

 , 261.95 7.06 4.28 250.61net oilW MW     (29b) 

The heating and exergy efficiencies of the plant using the two fuels will be: 

 
   ,

252.774 37.45%
50010 / 3600 11605 4.1868I NG  


 (30a) 

 
 ,

250.610 36.68%
59130 / 3600 41597I oil  


 (30b) 

 
 ,

252.774 36.10%
50010 /3600 50403II NG  


 (31a) 

 
 ,

250.610 33.50%
59130 / 3600 45540II oil  


 (31b) 
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As is obviously seen, the heating efficiency of the power plant changes from 36.68% to 
37.45% and the exergy efficiency from 33.5% to 36.1%, when natural gas is replaced by diesel 
fuel. Therefore the exergy efficiency change is greater than that of energy efficiency.  

3.3 Analysing the boiler  
The boiler of this plant is designed based on the natural circulation, and high pressure cold 
water flow furnace and the water pipes have been appointed vertically. The design pressure 
of the boiler is 172 kg/cm2, the design pressure of the reheating system is 46 kg/cm2 and the 
capacity is 840 ton/hrs. Two centrifugal fans (forced draught fan (FDF)) provide the needed 
air for the combustion. 
The boiler is modeled for thermodynamic analysis. The air and gas fans, discharge pumps, 
and generally, the utilities which are work consuming are not considered in the model. 
Their effect is the total work which enters the control volume ,( )m BW . Also the heaters and 
the de-super-heaters within the control volume have been ignored. The heat losses to the 
surrounding environment are introduced as .out BQ . The energy and exergy balance of the 
boiler referring to the equations (1) and (13) are written as:  

 , , 0f f m B a a g g w w w w out
in out

m h W m h m h m h m h Q        B
       (32) 

 , , , , , , 0 , 0f ch f m B a x g g x g w x w w x w gen B
in out

m e W m e m e m e m e T S       
       (33) 

Indices a, g and respectively used for air, gas (combustion products) and water (vapour). 
The energy and exergy efficiencies of the boiler are defined as: 
In Table 3, thermodynamic properties of water and vapour for both Natural gas and Diesel 
fuel have been summarized. 
 

fuel property Feed water Super heated 
vapour 

Hot reheated 
vapour 

Cold reheated 
vapour 

 

( )T C  247.7 538 358.1 538 
( )P kPa  15640 13730 3820 3660 

( / )h kj kg  1075.6 3430.2 3116.2 3534.9 
( / )xe kj kg  241.9 1439.3 1109.8 1345.9 
( / )m kg h  840000 840000 751210 751210 

( )T C  247.4 538 357.1 538 
( )P kPa  15640 13730 3800 3640 

( / )h kj kg  1074.7 3430.2 3115.5 3535.0 
( / )xe kj kg  241.8 1439.0 1109.1 1346.0 
( / )m kg h  840000 840000 747010 747010 

Table 3. Thermodynamic properties of incoming water and outgoing vapour for the boiler at 
maximum load 
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As is obviously seen, the heating efficiency of the power plant changes from 36.68% to 
37.45% and the exergy efficiency from 33.5% to 36.1%, when natural gas is replaced by diesel 
fuel. Therefore the exergy efficiency change is greater than that of energy efficiency.  
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Fig. 4. The diagram of boiler exergy losses and efficiency  
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In Table 4, the calculations of the enthalpy and exergy of the dry combustion gases, vapour 
and wet combustion gases have been summarized. Combustion gases do not have CO. Since 
the chemical exergy of CO is high, the exergy of the combustion products is negligible. 
 

Fuel 
Natural gas ( 29.77)dry gasM    

Diesel fuel
( 30.36)dry gasM   

Enthalpy Exergy  Enthalpy Exergy 
Dry combustion gases 384.8 10.15  409.0 17.42 
Vapour 740.4 314.30  801.6 417.19 
Wet combustion gases 474.3 48.15  472.3 50.34 

Table 4. Thermodynamic properties of dry and wet combustion gases and vapour outgoing 
from pre-heater  

The result of calculating the last four equations is briefly shown in Figure 4. 

3.4 The boiler processes  
Two important processes happen in the boiler: Combustion and heat transfer. Therefore the 
internal exergy losses of the boiler 0 ,( )gen BT S  are the losses of both exergy and heat transfer.  
Of course, there is a small exergy losses caused by friction which is calculated in the exergy 
caused by heat transfer. In the boiler, the exergy losses caused by friction have two different 
reasons; one is the pressure losses of the combusting gases (at most 4.4 kPa) which is to be 
neglected and the other is the pressure losses of the actuating fluid. These kinds of exergy 
losses, as was previously mentioned in the first part, are negligible compared to the losses 
due to heat transfer. Thus, there will be no specific analysis of friction; these two kinds of 
exergy losses together called the exergy losses due to heat transfer.  
 

 
Fig. 5. The model of the boiler furnace  
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3.4.1 Combustion  
To study the furnace, we assume that the combustion is in an isolated control volume. 
According to Figure 5, using the energy balance, we will get the enthalpy of the combustion 
gases:  

 , , 0out comb f f a a r r p p adQ m h m h m h m h          (36) 

By determining the temperature of the combustion products, using the iteration method, we 
can write the exergy balance equation of the furnace in order to determine the chemical 
exergy losses of the furnace. 

 0 , , , , , ,gen comb f ch f a x a r x r p x p adT S m e m e m e m e         (37) 

Therefore the combustion exergy efficiency will be: 
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 (38) 

3.4.2 Heat transfer  
In the boilers, heat transfer to the actuating fluid is classified into four categories: 
 heat transfer in the pipes of the first and secondary economizers 
 heat transfer in the pipes of the furnace walls  
 heat transfer in the first, secondary and final super-heaters 
 heat transfer in the first and secondary reheaters 
Exergy losses caused by heat transfer occur in five main parts of the boiler; the evaporator, 
the economizer, the super-heater, the reheaer and the air preheater. Exergy losses of the 
main five elements together with the furnace losses are the total losses of the boiler which 
were mentioned in Section 3.3. 
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3.5 The boiler elements  
Each element of the boiler is, in fact, a heat exchanger. Therefore, when there is more one 
inlet or outlet to the heat exchanger, exergy balance is written as follows:  
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Therefore the heat transfer exergy efficiency will be: 
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The results of exergy losses and efficiency of each element of the boiler are shown in 
Figure 6. 
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3.6 The correction factor of the boiler efficiency  
All the measured data such as temperature, pressure, flow, etc and also the calculated 
magnitude of the exergy efficiency and losses were assumed under some specific 
environmental conditions. But the plant is not always under these specific conditions, and in 
fact there are some conditions under which the efficiency changes. These are divided into 
two parts: internal conditions such as excess air and moisture content and the external 
(environmental) conditions such as temperature and humidity. 
An increase in the amount of air in the combustion process can easily decrease the adiabatic 
temperature of the flame so that the adiabatic exergy of the products is reduced and the 
exergy losses of the combustion increase. On the other hand, the combustion products have 
a lower temperature and greater mass flow as they flow inside the boiler, which leads to 
lower exergy losses in the heart transfer process. 
The correction factor for the boiler exergy efficiency caused by the internal and external 
conditions is done using the equation (35). For instance, this factor due to the excess air is: 
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3.4.1 Combustion  
To study the furnace, we assume that the combustion is in an isolated control volume. 
According to Figure 5, using the energy balance, we will get the enthalpy of the combustion 
gases:  

 , , 0out comb f f a a r r p p adQ m h m h m h m h          (36) 

By determining the temperature of the combustion products, using the iteration method, we 
can write the exergy balance equation of the furnace in order to determine the chemical 
exergy losses of the furnace. 
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Where EAR (Excess Air Ratio) is the ratio of the excess air to the time of the boiler test. 

4. Results and discussions  
As is shown in Table 5, the lowest efficiency belongs to the gland condenser which is 28.9%. 
Its exergy loss at 46 kW is among the least. The highest exergy efficiency belongs to the high 
pressure and medium pressure turbines, and is 94.95%. In these turbines, 8617 kW of the 
616505 kW of incoming exergy disappears and the rest is changed to work. The low pressure 
turbine has more exergy losses at 15303 kW and its efficiency is 87.47%, which is less than 
the high pressure turbine. The plant boiler, which is one of the most important elements of 
the cycle, has one of the lowest exergy efficiencies, 46.94%, which should be optimized. 
 

Cycle elements   ( )w lost
E kW (%)II  

Boiler 371522 46.94 
Low Pressure Turbine 15303 87.47 
Condenser 12867 60.05 
High Pressure Turbine 8617 94.95 
Generator 5222 98.06 
Feed water pump 2147 60.00 
Heater 5 2026 86.04 
Heater 6 1563 91.42 
Heater 4 1555 85.38 
Heater 3 456 88.71 
Heater 2 730 81.72 
Heater 1 449 81.29 
Feed water motor pump 313 94.50 
Main drain 120 31.94 
Condenser pump 62 64.57 
Gland condenser 46 28.90 
Condenser motor pump 15 92.00 
Total 423013 - 

Table 5. Exergy losses and exergy efficiency of the cycle elements of the plant  

In Figure 4, exergy analysis shows that the major part of the exergy losses are because of the 
internal irreversibility of the boiler, while the chimney losses are less than one thirtieth of 
the boiler losses. Conversely, energy analysis shows that chimney losses are four times 
greater than boiler losses (heat transfer of the boiler to the surrounding area) and this is the 
major cause of efficiency reduction. Therefore, in order to reduce the energy losses, chimney 
losses are to be decreased, whereas the reduction of the internal exergy losses is more 
effective in the increase of exergy efficiency.  
Figure 4 proves that energy efficiency is not dependent on the fuel type. The difference 
between the efficiencies of the two different fuels is 0.22% which is very minute. But the 
exergy efficiencies with two fuels are 3.02% different, based on Figure 4.  
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Fig. 7. The diagram of the exergy losses and exergetic efficiency of the different processes 

Figure 7 demonstrates the comparison of the exergy losses and efficiencies of the different 
processes of the boiler.  
The important result is that the exergy losses in the heat transfer process are greater than 
that in the combustion process. In other words, the heat transfer process is more irreversible. 
Exergy efficiency, as an evaluating standard for exergy losses, shows that the heat transfer 
process is more inconvenient than the combustion process. This result is generally true for 
all the plant boilers. In order to optimize the boilers, engineers should focus on heat transfer 
processes, optimization of the heat exchangers and increasing their exergy efficiencies. One 
of the methods to achieve this aim is Pinch which helps us in the exergy analysis and in 
determining the arrangement of the pipes in order to reduce the irreversibility of the heat 
transfer. When using diesel fuel, exergy losses in the combustion process are greater than 
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Fig. 8. The diagram of the internal exergy loss relative to the excess air percentage  

In Figure 9, as the excess air percentage increases, the exergy efficiency of the boiler is 
reduced. 
 

 
Fig. 9. The diagram of boiler efficiency based on the excess air percentage  

when we use natural gas. But his is not the case for heat transfer. It is because the flow of 
combustion products is more when we use diesel fuel than when we use natural gas. On the 
other hand, the increase in the flow of combustion products is because of the great amount 
of incoming air to the furnace which leads to reduced exergy efficiency.In Figure 6, when we 
use natural gas, the exergy losses are greater in all elements than when we use diesel fuel, 
except the evaporator. The exergy efficiency, using diesel fuel, is less than when we use 
natural gas. The main reason behind the difference between the evaporator function and the 
other elements is that the combustion and heat transfer processes happen simultaneously in 
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the evaporator. The secondary and the final super-heaters have the highest exergy efficiency 
(71.67%) when using diesel fuel, with the exergy losses of 27657 kW. The second one is the 
evaporator using the natural gas, with exergy efficiency of 67.1% and exergy losses of 58800 
kW. The reheater has the lowest efficiency using the natural gas (40.99%), with exergy losses 
of 70933 kW. The evaporator using diesel fuel has the highest exergy loss of 114071 kW and 
the economizer using diesel fuel has the lowest exergy losses of 7486 kW. 
In Figure 8, as the excess air percentage becomes higher, the exergy losses of the natural 
gas increase at a lower rate. This reduction in the exergy losses of heat transfer based on 
the excess air percentage has a higher rate with natural gas than with diesel fuel. 
Generally, the gradients of exergy losses in the diagrams on combustion are more than in 
heat transfer. 
In Figure 10, as the mass percentage of fuel humidity increases, the exergy efficiency of the 
boiler is reduced. 
 
 
 
 
 
 

 
 
 
 
 

Fig. 10. The diagram of boiler efficiency changes based on the moisture content percentage  

In Figure 10, humidity in diesel fuel causes more reduction in the boiler efficiency than in 
the natural gas. According to this Figure, it can be said that moisture content does not have a 
considerable effect upon the efficiency.  
According to the Figure 11, we can say that as the relative air humidity percentage becomes 
higher, the boiler efficiency is reduced and the exergy efficiency reduction rate is more with 
diesel fuel than the natural gas.  
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Figure 12 shows that an increase in the air temperature from the assumed temperature of 
the environment decreases the exergy efficiency, and under the other conditions, 
decrease or increase of the exergy efficiency is greater with the natural gas. 
 
 
 

 
 

Fig. 11. The diagram of boiler efficiency changes based on the air relative humidity 
percentage  

 
 

 
Fig. 12. The diagram of boiler efficiency changes based on the air temperature  

(30 )C
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5. Conclusions  
The exergy analysis of the power plant cycle has shown that  
 The total exergy efficiency of the plant is 36.1% for natural gas and 35.5% for diesel 

fuel.  
 Among the main elements of the plant cycle, the greatest irreversibility (exergy losses or 

the least exergy efficiency) belongs to the boiler.  
 The internal losses of the boiler which includes the heat transfer losses, the combustion 

losses and the friction losses, are 362899 kW for natural gas and  411127 MW for diesel 
fuel, and the exergy losses of the chimney, which are caused because of the combustion 
hot gases exiting it, are 12453 kW for the natural gas and 12668 kW for diesel fuel. The 
natural gas and diesel fuel, respectively, have chemical exergies of 700182 kW and 
747995 kW.  

 The comparison of the internal losses and the chimney losses shows that the outgoing 
exergy from the chimney is not considerable. Also, the exergy losses of the boiler are 
46.68% for the natural gas and 43.66% for diesel fuel, under the assumed conditions 

0( 30T C   and 0 90 ).P kPa  
 Analysing the boiler processes shows that the exergy losses caused by heat transfer 

(255999 kW for the natural gas and 239302 kW for diesel fuel) are greater than the 
exergy losses of the combustion (106900 kW for the natural gas and 171835 kW for 
diesel fuel) and those against the heat transfer process in the combustion process of the 
natural gas are less irreversible than in the diesel fuel combustion.  

 After proving that the main cause of the exergy losses are the heat transfer has the 
boiler, the exergy analysis of the boiler elements shows that the reheater has the lowest 
exergy efficiency (40.99% for the natural gas and 46.6% for diesel fuel) and that the 
evaporator has the highest exergy losses (85800 kW for the natural gas and 114071 kW 
for diesel fuel). All these reports show that natural gas is better than diesel fuel in 
producing super heater vapour in the boiler. 
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1. Introduction 
The decreasing crude oil sources, the increasing concern about greenhouse gas pollution, 
and the strict emission standards force researchers into never-ending effort to design less 
polluting and more fuel efficient vehicles. Free-piston linear alternator (FPLA) which is a 
free-piston engine coupled to a linear alternator, converting piston’s kinetic energy into 
electricity directly, has attracted considerable research interests recently by a number of 
research groups worldwide due to its potential advantages listed bellow: 
1. High efficiency. 1) Direct conversion of piston motion into electric energy with shorter 

energy transferring path. 2) Reduction of friction between piston ring and cylinder wall 
due to the elimination of the dynamic piston side forces. 

2. High power capacity. With a free-piston engine, heavy mechanical components as 
crankshaft, flywheel and camshaft are eliminated and the generator is integrated into 
the engine directly. Therefore, the power-train will have fewer components, lower 
weight and also occupies less space. 

3. Controllable compression ratio. The stroke and thus the compression ratio can be 
dynamically controlled through the electrical load.  

4. Multi-fuel feasibility. The variable compression ratio feature provides the opportunity 
for the engine to be operated with wide range of fuels [1]. 

5. Few moving parts. There is only one major moving part: the piston, connecting rod and 
translator assembly. As a consequence, the engine requires less lubrication and has less 
friction wear. 

6. Good transient response. The free-piston engine reaches its operating point almost 
immediately since it does not have any energy accumulators, such as flywheel [2]. 

In the recent two decades, some literatures have already been published about the design 
and numerical simulation of FPLA. Martin Goertz and Lixin Peng evaluated several 
feasible hybrid power-train concepts and the results indicated that free-piston linear 
generator was one of the most promising candidates of the future power-train 
configuration [3]. West Virginia University had already demonstrated stable operation of 
a spark ignited FPLA prototype with bore of 36.5mm, maximum possible stroke of 50mm 
and 316W output power was produced at 79V working at full load [4]. Ehab Shoukry did 
some research about parametric study of a two-stroke direct injection linear engine using 
zero dimensional single zone models [5].The European Union has been doing a subject of 
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1. Introduction 
The decreasing crude oil sources, the increasing concern about greenhouse gas pollution, 
and the strict emission standards force researchers into never-ending effort to design less 
polluting and more fuel efficient vehicles. Free-piston linear alternator (FPLA) which is a 
free-piston engine coupled to a linear alternator, converting piston’s kinetic energy into 
electricity directly, has attracted considerable research interests recently by a number of 
research groups worldwide due to its potential advantages listed bellow: 
1. High efficiency. 1) Direct conversion of piston motion into electric energy with shorter 

energy transferring path. 2) Reduction of friction between piston ring and cylinder wall 
due to the elimination of the dynamic piston side forces. 

2. High power capacity. With a free-piston engine, heavy mechanical components as 
crankshaft, flywheel and camshaft are eliminated and the generator is integrated into 
the engine directly. Therefore, the power-train will have fewer components, lower 
weight and also occupies less space. 

3. Controllable compression ratio. The stroke and thus the compression ratio can be 
dynamically controlled through the electrical load.  

4. Multi-fuel feasibility. The variable compression ratio feature provides the opportunity 
for the engine to be operated with wide range of fuels [1]. 

5. Few moving parts. There is only one major moving part: the piston, connecting rod and 
translator assembly. As a consequence, the engine requires less lubrication and has less 
friction wear. 

6. Good transient response. The free-piston engine reaches its operating point almost 
immediately since it does not have any energy accumulators, such as flywheel [2]. 

In the recent two decades, some literatures have already been published about the design 
and numerical simulation of FPLA. Martin Goertz and Lixin Peng evaluated several 
feasible hybrid power-train concepts and the results indicated that free-piston linear 
generator was one of the most promising candidates of the future power-train 
configuration [3]. West Virginia University had already demonstrated stable operation of 
a spark ignited FPLA prototype with bore of 36.5mm, maximum possible stroke of 50mm 
and 316W output power was produced at 79V working at full load [4]. Ehab Shoukry did 
some research about parametric study of a two-stroke direct injection linear engine using 
zero dimensional single zone models [5].The European Union has been doing a subject of 
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Free-piston Energy Converter (FPEC) since 2002 aimed to develop an efficient new 
technology suitable for vehicle propulsion, auxiliary power unit and distributed power 
generation. The design and optimization of linear alternator and crankless engine, control 
strategy, numerical simulation and power management have been carried out 
systemically [6]. Dr. Peter Van Blarigan at Sandia National Laboratory presented the 
design of a dual piston free-piston engine generator with 40kW electric power output and 
the engine employed homogeneous charge compression ignition (HCCI) operating on a 
variety of hydrogen-containing fuels [7, 8]. Jakob Fredriksson and Ingemar Denbratt at 
Chalmers University of Technology investigated a two-stroke free-piston engine with 
different fuels using BOOST and SENKIN [9]. Czech Technical University had 
successfully developed a direct injection FPLA prototype recently, and steady operation 
had been realized based on precise motion control. When the prototype was running with 
frequency of 27Hz and compression of 9, the average power output was approximately 
350W, but the efficiency had not been reported [10]. Mikalsen and Roskilly proposed a 
design of a single cylinder free-piston engine generator with gas-filled bounce chamber, 
simulated its working process and discussed the effects of parameters in a wide operating 
range to the engine’s performance [11]. A novel approach of modeling the free-piston 
engines through the introduction of solution-dependent mesh motion in an engine CFD 
toolkit OpenFOAM was also presented [12]. 
Dimensionless analysis using Buckingham’s  theory was performed base on the parameters 
of a spark ignited FPLA prototype (as can be seen in Fig.1) in the following contents. The 
objectives of this work are: 
 To decrease the number of variables and still use the equations involved in the 

modeling of FPLA. 
 To generalize the study of FPLA to a wide range of geometrical designs in order to find 

out the best geometric dimensions with most favorable performance. 
 To establish a scale for the similitude concept so the experiments done on the existing 

prototype could be used to predict performances for FPLA with various sizes and 
dimensions. 

 

 
Fig. 1. FPLA configuration 
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2. System modeling 
2.1 Dynamic modeling 
The Modeling of FPLA and numerical simulation of its performance have already been done 
by a lot of researchers. Usually the model consists of a dynamic calculation of the piston 
motion and a thermodynamic calculation of the engine’s thermodynamic events. The piston 
motion is governed by the interaction of forces that act on the piston simultaneously, which 
are in-cylinder pressure force from each cylinder, electromagnetic force, friction force and 
inertia force, as is shown in Fig.2. 
 

 
Fig. 2. Free body diagram for FPLA 

The Newton’s second law is applied: 

  
2

2 L R f e
d xm p p A F F
dt

     (1) 

Since the FPLA doesn’t have a crankshaft, it is free of the dynamic friction caused by the 
crankshaft mechanism and the friction force is caused mainly by the interactions between 
cylinder and piston rings, cylinder and piston skirt, which is small compared with the load 
of the linear alternator. Therefore, the friction force is considered to be constant during the 
whole cycle in the calculation [13]. 

2.2 Modeling of the linear alternator 
The linear alternator consists of two main components, a stator and a translator. The 
permanent magnets are mounted on the stator and the translator is the moving portion of 
the machine which is made up of coils. A schematic of a three-phase, “U” shaped linear 
alternator with permanent magnet (PM) excitation is shown in Fig.3. 
The FPLA operates on the same basic physical principles as conventional rotary alternators. 
The principle that governs the voltage generating operation of the alternator is Faraday’s 
law expressed as [14]: 

 ind coil
d dN
dt dt
       (2) 

The permanent magnets create a magneto motive force (MMF) in the air gap between the 
stator and the winding coils as shown in Fig.4, and it can be described by the following 
mathematic equation: 
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Fig. 3. Schematic of a U shaped three-phrase linear alternator 

 

 
Fig. 4. Model of the linear alternator 
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Where Mp= Hc·hm. 
The mean value of the MMF can be obtained from the single-order truncated Fourier series 
[15]: 
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Where, 
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Both experimental measurements and numerical calculation by finite element method 
showed that the flux in the air gap of the PM exited linear alternator in Fig.4 could be 
assumed to be sinusoidal supporting the above result [16]. 
Therefore, the flux contained in the differential element dx is: 

    d B x dA B x Hdx    (6) 

Then the total flux contained in the coil of one phase at random position x is described by 
the following equation: 
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Thus, the induced electromotive force produced in the coil of one phase is: 
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The induced current from the load circuit can be derived in the following equations: 
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dt
     (9) 
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The magnetic force has the opposite direction to the direction of the translator’s movement. 
According to Ampere’s law, it is described in the following equation: 
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When it comes to three-phase linear alternator, the third phase is derived from another two 
according to the following equation [17]: 
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So the total electromagnetic force produced by a three-phase linear alternator is: 
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Where 
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In order to develop a first approach analysis, it’s assumed that the alternator circuit works in 
resonance condition, which means that the current and voltage have the same phase, so that 
it is possible to consider the circuit as only a resistance [18]. Thus, the electromagnetic force 
is proportional to the speed of the translator: 

 e
dxF M
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2.3 Thermodynamic modeling 
The thermodynamic model is derived based on the first law of thermodynamics and ideal 
gas law. It consists of the calculation of the process of scavenging, compression, combustion, 
expansion and exhaust. The zero-dimensional, single zone model is used to describe the 
thermodynamic process. 
Appling the first law of thermodynamics and ideal gas law on the cylinder as an open 
thermodynamic system, shown in Fig.5, and assuming that the specific heat cV and the gas 
constant R are constant: 

 
. .

i e
dU dV dQp H H
dt dt dt

      (15) 

 

.

eH

.

iH

dU
dtdQ

dt
dVp
dt

 
Fig. 5. Thermodynamic system of FPLA 

For the case of compression and expansion process neglecting the crevice flow and the 
leakage, the first law of thermodynamics applied to the cylinder content becomes: 

  V
in

d c T dV dQm p
dt dt dt

    (16) 

Considering the cylinder content is ideal gas, and then at every instant the ideal gas law is 
satisfied: 

 inpV m RT  (17) 

Substitution and mathematical manipulation yield the following equation which is used to 
calculate the in-cylinder pressure at each time step. 
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 1dp pdQ dV
dt V dt V dt

 
   (18) 

In the combustion model, since the engine is crankless, a time-based Wiebe functions (as 
opposed to a conventional crank angle-based approach) is used to express the mass fraction 
burned in combustion process [4]: 
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and the heat rate released during combustion is: 
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The in-cylinder heat transfer effect is modeled according to Hohenberg [19]:  

  ht
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Since most heat transfer models, like the ones proposed by Woschni and Hohenberg, are 
made for Diesel engines. This means that they take radiative heat transfer effect into 
account, which is hardly present in premixed combustion. Hence, in the numerical 
simulations a factor of 0.5 is introduced to reduce the heat transfer coefficient [9]. 
So the total energy that is used to increase the in-cylinder pressure in equation (18) can be 
expressed in the following equation:  

 c htQ QdQ
dt t t

 
 

 
 (23) 

Exhaust blown down is modeled to be a polytrophic expansion process while the exhaust 
port is opening and the scavenging ports are still covered by the piston [11]. 

 
1dp pn dQ dVn

dt V dt V dt


   (24) 

For two-stroke spark ignition engines with under piston or crankcase scavenging, the 
scavenging efficiency is about 0.7~0.9 [20], , a scavenging efficiency of 0.8 is introduced to 
evaluate the effects of incomplete scavenging effect. The moment the scavenging ports are 
open, the pressure and temperature are assumed to be the same with the scavenging 
conditions and the incoming gases mix entirely with the burned gases. 
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3. Dimensionless analysis 
3.1 Dimensionless modeling of FPLA 
The dimension of a physical quantity is associated with combinations of mass, length, time, 
temperature and heat quantity, represented by symbols [M], [L], [T], [θ] and [H] 
respectively, each raised to rational powers. Since heat quantity is also a kind of energy, its 
dimension is replaced with [ML2T-2]. 
The basic variables that involved were defined based on the dynamic and thermodynamic 
modeling of FPLA. The variables and their dimensions are listed in Tab.1. 
 

Variables Symbol Dimensions 
Bore D [L] 
Piston area A [L2] 
Volume of the cylinder V [L3] 
Effective stroke length Leff [L] 
Total stroke length Ltot [L] 
Translator ignition position xign [L] 
Mass of the translator m [M] 
Load coefficient M [MT-1] 
Friction force Ff [MLT-2] 
Energy Q [ML2T-2] 
Scavenge pressure p0 [ML-1T-2] 
Scavenge temperature T0 [θ] 
Pressure p [ML-1T-2] 
Gas constant R [θL-1T-2] 
Temperature T [θ] 
Wall temperature Tw [θ] 
Combustion duration tc [T] 
Compression ratio ε [1] 
indicated efficiency ηi [1] 
Effective efficiency ηe [1] 
Time t [T] 
Frequency f [T-1] 

Table 1. Basic variables and their dimensions 

The effective stroke length is the distance between the upper edge of the exhaust port and 
the cylinder and the total stroke length is distance that the translator can travel from 
cylinder head to cylinder head [21]. 
Since the FPLA is controlled based on the displacement feedback of displacement sensor, 
the ignition timing is defined by the position of the translator where the controller gives out 
the ignition signals. 
According to Buckingham’s  theory [22], four fundamental reference variables which are 
independent from each other were chosen, and the other variables are described with these 
reference variables in their index form and every redefined variable is dimensionless. The 
four reference variables chosen were bore, mass of the translator, scavenging pressure and 
scavenging temperature. 
Dividing the basic variables by the reference variables results in the dimensionless variables:  
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cylinder head to cylinder head [21]. 
Since the FPLA is controlled based on the displacement feedback of displacement sensor, 
the ignition timing is defined by the position of the translator where the controller gives out 
the ignition signals. 
According to Buckingham’s  theory [22], four fundamental reference variables which are 
independent from each other were chosen, and the other variables are described with these 
reference variables in their index form and every redefined variable is dimensionless. The 
four reference variables chosen were bore, mass of the translator, scavenging pressure and 
scavenging temperature. 
Dividing the basic variables by the reference variables results in the dimensionless variables:  
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Dimensionless bore   D*=D/D=1 
Dimensionless piston area   A*=A/D2 
Dimensionless cylinder volume  V*=V/D3 
Dimensionless total stroke length  Ltot *= Ltot /D 
Dimensionless mass of the translator  m*=m/m=1 
Dimensionless scavenge air pressure  p0*= p0/p0=1 
Dimensionless scavenging temperature T0*=T0/T0=1 
Dimensionless temperature  T*=T/T0 
Dimensionless wall temperature  Tw*=Tw/T0 
Dimensionless load coefficient  M*=M/(p00.5D0.5m0.5) 
Since the dimensionless translator ignition position is changing with different stroke length 
and fixed translator ignition position, in the dimensionless calculation, its actual 
dimensionless value taken is defined by the compression ratio the engine has already 
achieved when the spark plug ignites, as is described in Fig.6. 

 
   

2 *

* *2

/

/ 2/ 2 / 2 /
eff eff eff eff

ign
ign tot igntot ign tot ign

V D L L D L
V L xD L x L x D

    
 

 (25) 

 Then the dimensionless translator ignition position can be deduced: 

 
**

*

2
efftot

ign
ign

LLx


   (26) 

 

 
Fig. 6. Diagram of translator ignition position 

Substituting all the dimensionless variables into equations (1) and (18), the following 
equations can be derived: 
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 and equations (28) (30) are the dimensionless form of the translator’s 
dynamic and thermodynamic equations. 
The dimensionless gas constant was deduced based on the ideal gas law: 
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Since the in-cylinder temperature is strongly transient, the dimensionless in-cylinder 
temperature is acquired using the dimensionless ideal gas law: 
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So the dimensionless variables defined in equations (28) (30) and (31) are:  
Dimensionless time   t*=t/tr 

Dimensionless combustion duration tc*= tc/tr 
Dimensionless frequency   f*=f·tr 
Dimensionless friction force  Ff*=Ff/(p0·D2) 
Dimensionless pressure   p*= p/p0 
Dimensionless energy   Q*=Q/(p0·D3) 
Dimensionless gas constant  R*=R/(p0·D3/m/T0) 
The combustion model and heat transfer equations can also be transferred to their 
dimensionless form using the dimensionless parameters we have already obtained: 
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All the equations were solved with a numerical simulating program in Matlab. The program 
starts calculation using a group of mathematic equations describing the dimensionless 
dynamic and dimensionless thermodynamic processes of FPLA, including the heat transfer 
rate, the in-cylinder pressure, the in-cylinder temperature, the fraction of fuel that burnt, the 
load and the work done, etc. At each time step, the program calls the dynamic subroutine 
and updates the displacement, the velocity, the averaged velocity and the acceleration. After 
the engine stabilizes, the program calculates the engine frequency, the compression ratio, 
the indicated power, the frictional power, the effective power output and the effective 
efficiency. 
The dimensionless form of the output parameters are: 
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Dimensionless effective power output * * *
e eP W f  

Dimensionless frictional power  * * *
f fP W f  

The dimensionless compression ratio and efficiency have just the same value with their 
dimensional forms, which are used to validate the correctness of the dimensionless process. 

3.2 Operating ranges 
The variables of the dimensionless analysis were chosen to cover the normal operating 
ranges of two-stroke free-piston engine. The base case represented the parameters of the 
experimental spark ignited, two-stroke FPLA prototype that was built in Beijing Institute of 
Technology. The basic parameters are listed in Tab.2. 
The effective stroke length to bore ratio, dimensionless load coefficient, dimensionless 
translator ignition position, dimensionless combustion duration and dimensionless input 
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energy (opening proportion of the throttle) were the variable input factors of the parametric 
study. The dimensionless operating matrixes of each parameter are listed in Tab.3. 
 

Basic parameters Value Dimensionless value 
D/mm 34 1 
Leff/mm 20 0.5882 
Ltot/mm 36 1.0588 
Rl/Ω 2.5 × 
Rs/Ω 2 × 
M/N·(m·s-1)-1 55.3 0.7746 
m/kg 1.74 1 
p0/bar 1 1 
T0/K 293 1 
Tw/K 453 1.5461 
tc/ms 5 0.2210 
εign 4 × 
α 30% × 

Table 2. Parameters of the FPLA prototype 

 

Parameters Value 
case1 case2 case3 case4 case5 case6 case7 

Leff* 0.5 0.6 0.7 0.8 0.9 1.0 1.1 
RL/Ω 2 2.5 3 4 × × × 
M/N·(m·s-1)-1 62.2320 55.3174 49.7856 41.4880 × × × 
M* 0.8714 0.7746 0.6971 0.5809 × × × 
εign 3 4 5 6 × × × 
tc/ms 3 4 5 6 × × × 
tc* 0.1326 0.1768 0.2210 0.2652 × × × 
α 25% 30% 35% × × × × 

Table 3. Dimensionless operating matrix of FPLA 

The dimensionless effective stroke length was defined as the first independent variable 
while the dimensionless load coefficient, dimensionless translator ignition position, 
dimensionless combustion duration and dimensionless input energy were taken as second 
independent variables. When analyzing the effects of each second variable, the other second 
variables would be set to equal to the base case which was decided by the FPLA prototype. 

4. CFD calculation of combustion process for validation 
4.1 Combustion modeling of FPLA 
Since the combustion model used in the numerical program is zero dimensional Wiebe 
function and some parameters like combustion duration are of great uncertainty, the 
accuracy of the numerical calculated results is suspectable. Nowadays, multi-dimensional 
CFD computational tools have become an integral part of the engine design process due 
mainly to advances in computing capabilities and improvements in the modeling techniques 
utilized. In this study, in order to validate the results of dimensionless analysis, a multi-
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dimensional commercial CFD software AVL_Fire was used to evaluate the effects of 
translator ignition position with different effective stroke length to bore ratio. 
As the FPLA doesn’t have a crankshaft mechanism, the dynamics of the piston is totally 
different from conventional engine. The dynamics were defined based on the results of a 
zero dimensional FPLA modeling mentioned in the former paragraphs. The dynamics and 
thermodynamics equations of FPLA in section 2 were solved using a numerical simulating 
program in Matlab, and some of the parameters were defined according to the experimental 
data measured. Then the dynamics of the FPLA were incorporated into AVL_Fire to define 
the movement of the piston. The piston motion profile was described with two arrays of 
numbers, one of which represented the ECA (Here ECA is equivalent crank angle which is 
used to note the port timings. However, it is only a time notation since the free-piston 
engine does not have a crankshaft to define the piston’s motion and ECA= t·f·360 [23, 24, 
25]) and the other represented the displacement of the piston, and then the file was 
imported into the CFD code directly. Since there was no coupling between CFD code and 
free piston’s motion, the dynamics was adjusted depending on the desired operating 
frequency and the stroke of the free-piston engine in the zero-dimensional FPLA simulating 
program. The dynamic mesh tool Fame Engine in AVL_Fire was used to create the moving 
mesh according to the numerical simulated free-piston motion profile. The update of the 
volume was handled automatically at each time step based on the new positions of the 
piston. 
Only compression, combustion and expansion processes of the free-piston engine were 
calculated in order to minimize the number of computational cells (intake port, scavenging 
ports, exhaust port and scavenging case were not included in the combustion process). The 
computational model of the cylinder is shown in Fig.7, and the basic geometry is defined 
based on the FPLA prototype. Due to the symmetry of the cylinder ports layout, it is only 
necessary to model half of the geometry in order to minimize the computational cost. 
 

 
Fig. 7. Computational mesh of cylinder 

4.2 Boundary conditions and combustion model 
The boundary conditions were chosen to reflect the physical conditions which exist in the 
validation model and the prototype engine. Constant wall temperatures were also used. The 
standard k- model was employed to capture turbulence. As the engine operates on a two 
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stroke cycle, the simulations run from the point of exhaust port closing to the point of 
exhaust port opening.  
The initial conditions in the cylinder, such as pressure, temperature, EGR ratio and kinetic 
energy were defined based on the results of multi-dimensional scavenging calculation using 
CFD tools. In order to investigate the effects of ignition timings, the initial conditions were 
the same with base case. The input energy in the cylinder had just the same value as it is in 
the numerical simulation program. 
Probability Density Function (PDF) model which takes into account the simultaneous 
effects of both finite rate chemistry and turbulence was chosen to describe the combustion 
process. The benefits of the PDF approach lie in the fact that it provides a complete 
statistical description of the scalar quantities under consideration. Thus, it allows first 
(mean values), second (variance), and even higher (skewness) order moments to be easily 
extracted, and that the term expressing the rate of chemical reaction appears in closed 
form. 

4.3 CFD calculation cases 
Based on the basic geometry of the FPLA, two kinds of effective stroke length to bore ratio 
and four ignition compression ratios were chosen in the CFD calculation. The other 
parameters are the same with the base case mentioned before. 
As the piston dynamics is changing with different operating conditions, the piston motion 
profiles have to be defined first in the numerical simulation program, and then the required 
data in the CFD calculation can be derived, which are listed in Tab.4. The other parameters 
are based on the FPLA prototype. The revolution of the engine doesn’t has real meanings as 
the free piston engine does not have a crankshaft, and it is bring forward just to complete 
the combustion process required by the CFD software. 
Practically, the maximum compression ratio is confined by the geometry of the chamber 
since the roof of cylinder and piston is not flat, as is shown in Fig.7. Thus, we have to make 
sure that the compression ratios of the typical effective stroke length chosen do not exceed 
their maximum value. 
 

Leff/mm D/mm Leff /D εign tign/ECA ε f/Hz EGR Qin/J Revolution/rpm 

23 34 0.6765 3 319.5 21.0 46.7 20% 17.84 2803.7 

23 34 0.6765 4 328.5 22.2 45.0 20% 17.84 2697.8 

23 34 0.6765 5 333.6 21.6 43.4 20% 17.84 2606.4 

23 34 0.6765 6 337.4 20.7 42.2 20% 17.84 2531.6 

35 34 1.0294 3 320.7 11.4 34.1 20% 27.15 2046.4 

35 34 1.0294 4 328.6 13.8 33.7 20% 27.15 2025.0 

35 34 1.0294 5 333.7 14.6 33.0 20% 27.15 1980.2 

35 34 1.0294 6 335.4 14.5 32.1 20% 27.15 1928.0 

Table 4. CFD calculation cases 

The piston motion profiles with different operating conditions listed in Tab.4 are shown in 
Fig.8. 
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Fig. 8. Piston dynamics with different operating conditions 

5. Results and discussion 
5.1 Zero dimensional models validation 
In order to make sure most part of the numerical simulation program is correct, the 
numerical simulated in-cylinder pressure is compared with experimental derived pressure 
in Fig.9. The thermodynamic model used in the numerical analysis is a single zone model. In 
single zone models the cylinder mixture composition, pressure and temperature are 
considered to be uniform and the energy release rate is modeled using experiential model. 
Matching the experimentally and numerically derived pressure profiles was a complicated 
task due to the simplification and unknown variables, such as the actual heat addition, the 
combustion duration and the actual load when the engine was running. Seen in Fig.9, the 
numerical simulation model used to simulate the operation of FPLA proved to be in 
agreement with the experimental data with a certain combination of the variables. 

5.2 Effects of dimensionless parameters 
5.2.1 Effects of dimensionless effective stroke length 
The stroke to bore ratio is one of the core design variables in internal combustion engines, 
relating combustion chamber surface area to its volume and piston area to stroke length 
[11]. In order to predict the performance of FPLA with various sizes and dimensions, seven 
cases of dimensionless effective stroke length were chosen as the basic variable to 
investigate the performance of the FPLA in wide operating ranges. 
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Fig. 9. Comparation of experimental and numerical simulated pressure data 
 

 
Fig. 10. Dimensionless velocity vs. dimensionless displacement with different effective 
stroke length to bore ratio 
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Fig. 8. Piston dynamics with different operating conditions 
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[11]. In order to predict the performance of FPLA with various sizes and dimensions, seven 
cases of dimensionless effective stroke length were chosen as the basic variable to 
investigate the performance of the FPLA in wide operating ranges. 
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Fig.10 illustrates the change of dimensionless velocity versus dimensionless displacement 
for different effective stroke length to bore ratios while the other parameters remain the 
same with the base case. It can be seen that as the dimensionless effective stroke length 
increases, the dimensionless velocity increases. However, the profile of all the curves is 
similar to each other, which means this kind of free-piston engine has its own specific 
characteristics. 
As is shown in Figs.11~13, the dimensionless compression ratio, dimensionless frequency 
and dimensionless in-cylinder peak pressure keep decreasing as the effective stroke length 
to bore ratio increases. These are because as the dimensionless effective stroke length 
increases, the translator has to travel longer strokes and more energy is wasted overcoming 
friction. And as the effective stroke length to bore ratio increases, the cylinder contains more 
charge and the charge would contain more energy during compression stoke; therefore the 
dimensionless compression ratio would decrease. 
The highest dimensionless effective efficiency is achieved while Leff* is 0.8 under the basic 
working conditions, and the peak point is mainly affected by the other four dimensionless 
parameters, which will be discussed in the following sections. 
As the effective stroke length to bore ratio increases, the dimensionless energy input to the 
engine every cycle increases as a result of increasing the volume of the cylinder. Since the 
dimensionless effective power output is also strongly determined by the dimensionless 
frequency and dimensionless effective efficiency, the highest effective power output is 
achieved while Leff* is 0.9 under the basic working conditions. 
 

 
Fig. 11. Effects of effective stroke length to bore ratio to dimensionless compression ratio 
and dimensionless effective efficiency 
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Fig. 12. Effects of effective stroke length to bore ratio to dimensionless frequency and 
dimensionless effective power output 
 

 
Fig. 13. Effects of effective stroke length to bore ratio to dimensionless peak pressure and 
dimensionless frictional power 
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Fig. 12. Effects of effective stroke length to bore ratio to dimensionless frequency and 
dimensionless effective power output 
 

 
Fig. 13. Effects of effective stroke length to bore ratio to dimensionless peak pressure and 
dimensionless frictional power 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

290 

5.2.2 Effects of dimensionless load coefficient 
Increasing the dimensionless load coefficient means the load demand of the linear alternator 
is increasing and the electromagnetic force produced by the linear alternator is increasing. 
Four different dimensionless load coefficients (M*1>M*2>M*3>M*4) were chosen to 
investigate the effects of changing the load of the linear alternator. The load coefficient was 
varied by changing the value of the load resistance. According to the results calculated, the 
dimensionless load coefficient has  large impact on different parameters studied and can 
affect the operating condition of FPLA. 
According to Figs.14~15, as the dimensionless load coefficient increases, the dimensionless 
compression ratio and dimensionless frequency decrease since bigger electromagnetic force 
is acting on the translator. The highest dimensionless effective efficiency is changing with 
different dimensionless load coefficient and effective stroke length to bore ratio. As is shown 
in Fig.14, when the effective stroke length to bore ratio is less than 0.67, smaller 
dimensionless load coefficient would lead to a higher dimensionless effective efficiency and 
when the effective stroke length to bore ratio is more than 1.0, the larger the load coefficient 
the higher the dimensionless effective efficiency. The reason behind these is believed to be 
caused by the percentage of heat released before top dead center (TDC), which is strongly 
determined by the frequency of the translator. 
 

 
Fig. 14. Effects of dimensionless load coefficient to dimensionless compression ratio and 
dimensionless effective efficiency 

As is shown in Fig.15, smallest dimensionless load coefficient lead to the highest 
dimensionless power output although the dimensionless effective efficiency is the lowest 
since the dimensionless frequency with smaller load coefficient is higher. It is more obvious 
when the effective stroke length to bore ratio is more than 1.0 since smaller load coefficient 
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lead to higher dimensionless effective efficiency and higher dimensionless frequency. 
Therefore, we can conclude that the main factor that controls the power output of FPLA is 
its frequency.  
 

 
Fig. 15. Effects of dimensionless load coefficient to dimensionless frequency and 
dimensionless effective power output 

5.2.3 Effects of dimensionless translator ignition position 
Ignition timing is one of the major parameters that control the engine's operating conditions, 
such as frequency and compression ratio. Since the dimensionless ignition timing is 
changing with different dimensionless stroke length, the ignition timing is defined by the 
compression ratio the engine has already achieved when the spark plug ignites in the 
calculation, and it means that the lower the ignition compression ratio is the bigger the 
ignition advance is. 
According to some literatures [3][5], it’s held that an earlier combustion in diesel free-piston 
engines would lead to more waste of energy to reverse the translator, thus the efficiency and 
frequency would drop. However, according to the results of spark ignited FPLA obtained in 
this paper, with different effective stroke length to bore ratio the best ignition advance 
differs with each other, since an early ignition is associated with negative work in the 
compression stroke and a late ignition is associated with low peak in-cylinder pressure, as is 
shown in Fig.16. 
As is described in Figs.17~18, with smaller effective stroke length to bore ratio (closer to 0.5), 
a bigger ignition advance would lead to higher dimensionless compression ratio, higher 
dimensionless effective efficiency, higher dimensionless frequency and higher 
dimensionless effective power output. The reason is that with small dimensionless effective 
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Fig. 16. Effects of dimensionless translator ignition position to dimensionless peak pressure 
and dimensionless frictional power 
 

 
Fig. 17. Effects of dimensionless translator ignition position to dimensionless compression 
ratio and dimensionless effective efficiency 
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stroke length, the dimensionless frequency of FPLA is high and most of the energy is 
released after TDC. Thus, the in-cylinder peak pressure is higher with a bigger ignition 
advance, which will help improve the performance of the engine. With a high effective 
stroke length to bore ratio (closer to 1.1), the frequency of the engine decreases a lot since the 
translator has to travel a longer stroke and a bigger proportion of energy will be released 
before TDC, which is associated with negative work in the compression stroke. According to 
the results derived, when the dimensionless effective stroke length is longer than 1.0, the 
ignition compression ratio of 5 would leads to the best engine performance. 
The dimensionless effective power output is determined by dimensionless effective 
efficiency and dimensionless frequency, as has been discussed before. As is shown in Fig.18, 
the biggest dimensionless power output is achieved when effective stroke length to bore 
ratio is 0.9 and ignition compression ratio is 4. Since the dimensionless frequency has little 
deviation with different ignition compression ratios, the dimensionless effective power 
output has similar trends with the dimensionless effective efficiency. 
In order to analysis the effects of different ignition timings, the combustion duration was 
assumed to be invariant. However, the combustion duration is strongly depend on the 
working conditions of the engine, thus CFD tools were taken to analysis the effects of 
different ignition timings to verify the dimensionless results later. 
 

 
Fig. 18. Effects of dimensionless translator ignition position to dimensionless frequency and 
dimensionless effective power output 

5.2.4 Effect of dimensionless combustion duration 
The modeling of the heat release in free-piston engine is one of the factors with the highest 
degree of uncertainty in the simulation model [11]. The piston motion of free-piston engines 
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Fig. 16. Effects of dimensionless translator ignition position to dimensionless peak pressure 
and dimensionless frictional power 
 

 
Fig. 17. Effects of dimensionless translator ignition position to dimensionless compression 
ratio and dimensionless effective efficiency 
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degree of uncertainty in the simulation model [11]. The piston motion of free-piston engines 
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differs significantly from that of conventional engines and very little research exists on how 
this influences the combustion process. In the dimensionless calculation, the heat release 
rate is defined by the combustion duration and shorter combustion duration will lead to a 
faster heat release rate. Based on the base case, four cases of combustion duration were 
chosen to instigate its effects to the engine’s performances. 
 

 
Fig. 19. Effects of dimensionless combustion duration to dimensionless compression ratio 
and dimensionless effective efficiency 

Seen in Fig.19, a shorter combustion duration which means a faster heat release rate would 
lead to a higher compression ratio and higher effective efficiency when the dimensionless 
effective stroke length is less than 0.68 and 0.75. However, as the dimensionless effective 
stroke length increases, the dimensionless frequency will decrease and more energy will be 
released before TDC. For shorter combustion duration a lot more percentage of energy is 
released before TDC, which is associated with more negative work in the compression 
stroke. Thus, shorter combustion duration would lead to a lower dimensionless 
compression ratio and lower dimensionless effective efficiency with a longer dimensionless 
effective stroke length and fixed ignition compression ratio. 
As is shown in Fig.20, shorter combustion duration leads to a higher frequency with smaller 
dimensionless effective stroke length and as dimensionless effective stroke length grows, 
shorter combustion duration leads to faster decreasing of dimensionless frequency as more 
energy is released before TDC to stop the translator. The dimensionless effective power 
output is determined by the dimensionless frequency and dimensionless effective efficiency 
and it has a similar trend with dimensionless efficiency. 
Therefore, with a longer effective stroke length to bore ratio it is recommended to postpone 
the ignition timing to achieve a good performance of the free-piston engine. 
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Fig. 20. Effects of dimensionless combustion duration to dimensionless frequency and 
dimensionless effective power output 

5.2.5 Effects of dimensionless input energy 
The free-piston engine investigated in this paper is a spark-ignited engine and the input 
energy is varied by changing the opening proportion of the throttle. For FPLA, a much 
narrow range of operating speeds is expected to be utilized, which is due to the electrical 
generating scheme employed by the device [23]. Therefore, the opening proportion of the 
throttle is confined to low speed range. According to the load of FPLA, efficient generation 
will be achieved by operation at a fixed oscillating rate. 
The effects of different dimensionless input energy while other parameters remain the same 
with the base case are shown in Figs.21~22. As expected, with more input energy, the 
dimensionless frequency, dimensionless compression ratio and dimensionless effective power 
output of the engine are increasing since more energy is released in the combustion process.  
The amount of energy input to the engine is strictly determined by the load of FPLA. If we 
keep increasing the amount of input energy, the current load coefficient is not suitable for 
the current load coefficient and the speed of the translator will keep increasing since extra 
energy cannot be extracted, and at last the piston will crush with the cylinder head, which is 
strictly forbidden. However, if we decrease the amount of input energy, the translator will 
stop since the amount of energy is not enough to sustain the stable operation of the engine. 
Therefore, the operation range of the engine is confined by the load of the linear alternator, 
and the amount of the input energy has to be adjusted with the load coefficient to obtain a 
higher efficiency or higher power output. 

5.3 CFD calculated results 
In order to verify the results of dimensionless translator ignition position of spark ignited 
free-piston engines, multi-dimensional CFD tools were used to calculate the combustion 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

294 

differs significantly from that of conventional engines and very little research exists on how 
this influences the combustion process. In the dimensionless calculation, the heat release 
rate is defined by the combustion duration and shorter combustion duration will lead to a 
faster heat release rate. Based on the base case, four cases of combustion duration were 
chosen to instigate its effects to the engine’s performances. 
 

 
Fig. 19. Effects of dimensionless combustion duration to dimensionless compression ratio 
and dimensionless effective efficiency 

Seen in Fig.19, a shorter combustion duration which means a faster heat release rate would 
lead to a higher compression ratio and higher effective efficiency when the dimensionless 
effective stroke length is less than 0.68 and 0.75. However, as the dimensionless effective 
stroke length increases, the dimensionless frequency will decrease and more energy will be 
released before TDC. For shorter combustion duration a lot more percentage of energy is 
released before TDC, which is associated with more negative work in the compression 
stroke. Thus, shorter combustion duration would lead to a lower dimensionless 
compression ratio and lower dimensionless effective efficiency with a longer dimensionless 
effective stroke length and fixed ignition compression ratio. 
As is shown in Fig.20, shorter combustion duration leads to a higher frequency with smaller 
dimensionless effective stroke length and as dimensionless effective stroke length grows, 
shorter combustion duration leads to faster decreasing of dimensionless frequency as more 
energy is released before TDC to stop the translator. The dimensionless effective power 
output is determined by the dimensionless frequency and dimensionless effective efficiency 
and it has a similar trend with dimensionless efficiency. 
Therefore, with a longer effective stroke length to bore ratio it is recommended to postpone 
the ignition timing to achieve a good performance of the free-piston engine. 

 
Dimensionless Parametric Analysis of Spark Ignited Free-Piston Linear Alternator 

 

295 

 
Fig. 20. Effects of dimensionless combustion duration to dimensionless frequency and 
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process of the FPLA with four different ignition timings and two kinds of effective stroke 
length to bore ratio.. 

 

 
Fig. 21. Effects of dimensionless input energy to dimensionless compression ratio and 
dimensionless effective efficiency 

 
Fig. 22. Effects of dimensionless input energy to dimensionless frequency and dimensionless 
effective power output 
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Fig. 23. In-cylinder pressure with different translator ignition position while Leff*=0.6765 
 

 
Fig. 24. In-cylinder pressure with different translator ignition position while Leff*=1.0294 
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Fig. 22. Effects of dimensionless input energy to dimensionless frequency and dimensionless 
effective power output 
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Fig. 23. In-cylinder pressure with different translator ignition position while Leff*=0.6765 
 

 
Fig. 24. In-cylinder pressure with different translator ignition position while Leff*=1.0294 
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Nomenclature 
a combustion constant R air gas constant
A top area of the piston RL load resistance
Acyl heat transfer area Rs internal resistance of coils
b combustion form factor t time
B magnetic induction intensity t0 time combustion begins
cV constant volume specific heat tc combustion duration
D cylinder diameter tign ignition timing
f frequency T temperature
Fe electromagnetic force T0 scavenge temperature
Ff friction force Tw wall temperature
g air gap length U internal energy
h heat transfer coefficient U


 mean piston speed 

hm thickness of the permanent magnet V displaced volume of the cylinder 

H length of the coils cutting magnetic 
lines Veff 

effectively compressed volume of the 
cylinder

Hc magnetic field strength Vign volume of the cylinder when ignite 
He enthalpy output W work done
Hi enthalpy input We effective work
iL current in the load circuit Wf frictional work
L induction Wi indicated work
Ltot total stroke length x displacement of the translator 
Leff effective stroke length xign translator ignition position
m translator mass xs half of maximum stroke length 
min mass of the charge α opening proportion of throttle 
M load coefficient γ specific heat ratio
MF mean magneto motive force ε compression ratio
n polytrophic exponent εign ignition compression ratio
Ncoil number of turns in the coil εind induced voltage
p in-cylinder absolute pressure Φ flux passing through the coil
p0 scavenge pressure λ total flux pass through the coil 
pL  pressures in the left cylinder μ0 vacuum permeability
pR pressures in the right cylinder τ pole pitch
Pe effective power output τp width of PM
Pf frictional power ηe effective efficiency
Q energy ηi indicated efficiency

Qc heat released in combustion dx
dt

 velocity 

Qht heat transfer 
2

2
d x
dt

acceleration 

Qin total input energy
(The variable with superscript “*” is its dimensionless form.) 

The in-cylinder pressure curves with different ignition compression ratio while 
Leff*=0.6765 are shown in Fig.23. It is clear that smaller ignition compression ratio or bigger 
ignition advance leads to higher peak pressure which is in agreement with the 
dimensionless results. 
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The in-cylinder pressure curves with different ignition compression ratio while Leff*=1.0294 are 
shown in Fig.24. The sequence of the peak pressure achieved with different ignition 
compression ratio is 4 5 6 3ign ign ign ign

p p p p         , which supports the dimensionless results. 
The combustion duration calculated via CFD is about 4.4~5.6ms with different ignition 
timings and effective stroke length, which has some deviation with the value in numerical 
simulating program which is defined based on the heat release rate of FPLA prototype. The 
deviations can be eliminated by using an iterative procedure between the numerical 
simulating program and CFD calculation when calculating a specific free-piston engine. 

6. Conclusion 
A detailed dimensionless modeling and dimensionless parametric study of spark ignited 
FPLA was presented to build up a guideline for the design of FPLA prototype with desired 
operating performances. The parameters of the numerical simulation program were 
amended by comparing the simulated in-cylinder pressure with experimentally derived 
data. At last CFD calculation of the combustion process was carried out to verify the effects 
of translator ignition position with two kinds of typical effective stroke length to bore ratios. 
According to the dimensionless results, it can be concluded that: 
1. For FPLA, a much narrow range of low operating speeds is expected to be utilized, which 

is due to the electrical generating scheme employed by the device. Therefore, a bigger 
stroke to bore ratio is favorable to decrease the to and fro frequency of the translator.  

2. According to the load of FPLA, efficient power generation will be achieved by operating 
at a fixed oscillating rate. With smaller effective stroke length to bore ratio, bigger load 
coefficient is advantageous to achieve a higher effective efficiency while smaller load 
coefficient would lead to higher effective efficiency with bigger effective stroke length 
to bore ratio. Smaller load coefficient would lead to higher effective power output. 

3. It has been found that an optimum ignition advance is available for the free-piston 
engine to achieve its best performance since earlier ignition is associated with more 
negative work in the compression stroke and a later ignition is associated with low peak 
in-cylinder pressures. 

4. The efficiency of the engine is mainly associated with the proportion of the energy 
released before TDC which is associated with negative work to stop the translator. With 
a longer effective stroke length to bore ratio it is recommended to postpone the ignition 
timing to achieve a good performance of the engine. 

5. According to the CFD calculated results with typical effective stroke length to bore ratio 
and ignition timings, the dimensionless results were reasonable. 
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The in-cylinder pressure curves with different ignition compression ratio while 
Leff*=0.6765 are shown in Fig.23. It is clear that smaller ignition compression ratio or bigger 
ignition advance leads to higher peak pressure which is in agreement with the 
dimensionless results. 
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compression ratio is 4 5 6 3ign ign ign ign

p p p p         , which supports the dimensionless results. 
The combustion duration calculated via CFD is about 4.4~5.6ms with different ignition 
timings and effective stroke length, which has some deviation with the value in numerical 
simulating program which is defined based on the heat release rate of FPLA prototype. The 
deviations can be eliminated by using an iterative procedure between the numerical 
simulating program and CFD calculation when calculating a specific free-piston engine. 

6. Conclusion 
A detailed dimensionless modeling and dimensionless parametric study of spark ignited 
FPLA was presented to build up a guideline for the design of FPLA prototype with desired 
operating performances. The parameters of the numerical simulation program were 
amended by comparing the simulated in-cylinder pressure with experimentally derived 
data. At last CFD calculation of the combustion process was carried out to verify the effects 
of translator ignition position with two kinds of typical effective stroke length to bore ratios. 
According to the dimensionless results, it can be concluded that: 
1. For FPLA, a much narrow range of low operating speeds is expected to be utilized, which 

is due to the electrical generating scheme employed by the device. Therefore, a bigger 
stroke to bore ratio is favorable to decrease the to and fro frequency of the translator.  

2. According to the load of FPLA, efficient power generation will be achieved by operating 
at a fixed oscillating rate. With smaller effective stroke length to bore ratio, bigger load 
coefficient is advantageous to achieve a higher effective efficiency while smaller load 
coefficient would lead to higher effective efficiency with bigger effective stroke length 
to bore ratio. Smaller load coefficient would lead to higher effective power output. 

3. It has been found that an optimum ignition advance is available for the free-piston 
engine to achieve its best performance since earlier ignition is associated with more 
negative work in the compression stroke and a later ignition is associated with low peak 
in-cylinder pressures. 

4. The efficiency of the engine is mainly associated with the proportion of the energy 
released before TDC which is associated with negative work to stop the translator. With 
a longer effective stroke length to bore ratio it is recommended to postpone the ignition 
timing to achieve a good performance of the engine. 

5. According to the CFD calculated results with typical effective stroke length to bore ratio 
and ignition timings, the dimensionless results were reasonable. 
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1. Introduction 
Ligand-induced conformational transitions play an eminent role in the biological activity of 
proteins including recognition, signal transduction, and membrane trafficking. 
Conformational transitions occur over a broad time range starting from picosecond 
transitions that reflect reorientation of amino acid side chains to slower dynamics on the 
millisecond time-scale that correspond to larger domain reorganization (Henzler-Wildman 
et al., 2007). Direct characterization of the dynamics and energetics associated with 
conformational changes over such a broad time range remains challenging due to 
limitations in experimental protocols and often due to the absence of a suitable molecular 
probe through which to detect structural reorganization. Photothermal methods such as 
photoacoustic calorimetry (PAC) and photothermal beam deflection provide a unique 
approach to characterize conformational transitions in terms of time resolved volume and 
enthalpy changes (Gensch&Viappiani, 2003; Miksovska&Larsen, 2003). Unlike traditional 
spectroscopic techniques that are sensitive to structural changes confined to the vicinity of a 
chromophore, photothermal methods monitor overall changes in volume and enthalpy 
allowing for the detection of structural transitions that are spectroscopically silent (i.e. do 
not lead to optical perturbations of either intrinsic or extrinsic chromophores). 
Myoglobin (Mb) and hemoglobin (Hb) play a crucial role in the storage and transport of 
oxygen molecules in vertebrates and have served as model systems for understanding the 
mechanism through which protein dynamics regulate ligand  access to the active site, ligand 
affinity and specificity, and, in the case of hemoglobin,  oxygen binding cooperativity. Mb 
and individual α- and β- subunits of Hb exhibit significant structural similarities, i.e. the 
presence of a five coordinate heme iron with a His residue coordinated to the central iron 
(proximal ligand) and a characteristic “3-on-3” globin fold (Fig. 1)(Park et al., 2006; 
Yang&Phillips Jr, 1996). Both proteins reversibly bind small gaseous ligands such as O2, CO, 
and NO. The photo-cleavable Fe-ligand bond allows for the monitoring of transient deoxy 
intermediates using time-resolved absorption spectroscopy (Carver et al., 1990; Esquerra et 
al., 2010; Gibson et al., 1986) and  time resolved X-ray  crystallography (Milani et al., 2008; 
Šrajer et al., 2001). Based on spectroscopic data and molecular dynamics approaches (Bossa 
et al., 2004; Mouawad et al., 2005), a comprehensive molecular mechanism for ligand 
migration in Mb was proposed including an initial diffusion of the photo-dissociated CO 
molecule into the internal network of hydrophobic cavities, followed by a return 
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oxygen molecules in vertebrates and have served as model systems for understanding the 
mechanism through which protein dynamics regulate ligand  access to the active site, ligand 
affinity and specificity, and, in the case of hemoglobin,  oxygen binding cooperativity. Mb 
and individual α- and β- subunits of Hb exhibit significant structural similarities, i.e. the 
presence of a five coordinate heme iron with a His residue coordinated to the central iron 
(proximal ligand) and a characteristic “3-on-3” globin fold (Fig. 1)(Park et al., 2006; 
Yang&Phillips Jr, 1996). Both proteins reversibly bind small gaseous ligands such as O2, CO, 
and NO. The photo-cleavable Fe-ligand bond allows for the monitoring of transient deoxy 
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al., 2010; Gibson et al., 1986) and  time resolved X-ray  crystallography (Milani et al., 2008; 
Šrajer et al., 2001). Based on spectroscopic data and molecular dynamics approaches (Bossa 
et al., 2004; Mouawad et al., 2005), a comprehensive molecular mechanism for ligand 
migration in Mb was proposed including an initial diffusion of the photo-dissociated CO 
molecule into the internal network of hydrophobic cavities, followed by a return 
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Fig. 1. Left: Ribbon representation of the tetrameric human Hb structure (PBD entry 1FDH). 
Right:  horse heart Mb structure (PDB entry 1WLA). The heme prosthetic groups are shown 
as sticks. In the case of Mb, the distal and proximal histidine are visualized. 

into the distal pocket and subsequent rebinding to heme iron or escape from the protein 
through a distal histidine gate. The ligand migration into internal cavities induces a 
structural deformation, which promotes a transient opening of a gate in the CO migration 
channel. Such transitional reorganization of the internal cavities is ultimately associated 
with a change in volume and/or enthalpy and thus can be probed using photothermal 
techniques. Indeed, CO photo-dissociation from Mb has been intensively  investigated using 
PAC by our group and others (Belogortseva et al., 2007; Peters et al., 1992; Vetromile, et al., 
2011; Westrick&Peters, 1990; Westrick et al., 1990) and these results lead to a 
thermodynamic description of the transient “deoxy intermediate” that is populated upon 
CO photo-dissociation.  
The mechanism of ligand migration in Hb is more complex, since it is determined by the 
tertiary structure of individual subunits as well as by the tetramer quaternary structure. 
Crystallographic data have shown that the structure of the fully unliganded tense (T) state 
of Hb and the fully ligated relaxed (R) states differ at both the tertiary and quaternary 
level (Park et al., 2006). Crystallographic and NMR studies suggest that the fully ligated 
relaxed state corresponds to the ensemble of conformations with distinct structures 
(Mueser et al., 2000; Silva et al., 1992). Moreover, Hb interactions with diatomic ligands is 
modulated by physiological effectors such as protons, chloride, and phosphate ions, and 
non-physiological ligands including inositol hexakisphosphate (IHP) and bezafibrate 
(BZF) (Yonetani et al., 2002). Despite a structural homology between Hb and Mb, the 
network of internal hydrophobic cavities identified in Mb is not conserved in Hb 
suggesting distinct ligand migration pathways in this protein (Mouawad et al., 2005; 
Savino et al., 2009). Here we present thermodynamic profiles of CO photo-dissociation 
from human Hb in the presence of heterotropic allosteric effectors IHP and BZF. In 
addition, we include an acoustic study of oxygen photo-dissociation from Mb that has not 
been investigated previously using photothermal methods, despite the fact that oxygen is 
the physiological ligand for Mb.  
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Scheme 1.  

2. Material and methods 
Mb, Hb, inositol hexakisphosphate (IHP),  and bezafibrate (BZF) were purchased from 
Sigma-Aldrich and used as received. Fe(III) tetrakis(4-sulfonatophenyl)porphine (Fe(III)4SP) 
was obtained from Frontier-Scientific Inc.  Oxymyoglobin (O2-Mb) samples were prepared 
by dissolving the protein in 50 mM HEPES buffer pH 7.0. The sample was then purged with 
Ar for 10 min and reduced by addition of a freshly prepared solution of sodium dithionite. 
The quality of the deoxymyoglobin (deoxyMb) was verified by UV-visible spectroscopy. 
(O2-Mb) was obtained by bubbling air through deoxyMb sample.  The CO bound 
hemoglobin sample was prepared by desolving Hb in 100 mM HEPES buffer pH 7.0 in a 0.5 
x 1cm quartz cuvette. The concentration of allosteric effectors was 5 mM for BZF and 1 mM 
for IHP.  The sample was then sealed with a septum cap and purged with Ar for 10  min,  
reduced with a small amount of sodium dithionite to prepare deoxyhemoglobin (deoxyHb), 
and subsequently bubbled with CO for approximately 1 min. Preparation of O2-Mb and CO-
Hb aducts was checked by UV-vis spectroscopy (Cary50, Varian).  

2.1 Quantum yield determination 
The quantum yield () was determined as described previously (Belogortseva et al., 2007). 
All transient absorption measurements were carried out on 50 µM samples in 50 or 100 mM 
HEPES buffer, pH 7.0, placed in a 2 mm path quartz cell. The cell was placed into a 
temperature controlled holder (Quantum Northwest) and the ligand photo-dissociation was 
triggered using a 532 nm output from a Nd:YAG laser (Minilite II, Continuum). The probe 
beam, an output from the Xe arc lamp  (200 W, Newport) was propagated through the 
center of the cell and then focused on the input of a monochromator (Yvon-Jovin ). The 
intensity of the probe beam was detected using an amplified photodiode (PDA 10A, 
Thornlabs) and subsequently digitized (Wave Surfer 42Xs, 400 MHz). The power of the 
pump beam was kept below 50 µJ to match the laser power used in photoacoustic 
measurements. The quantum yield was determined by comparing the change in the sample 
absorbance at 440 nm with that of  the reference, CO bound myoglobin of known quantum 
yield (ref= 0.96 (Henry et al., 1983)) according to Eq 1:  

 Φ =	��������������
����������   (1) 

where ΔAsam and ΔAref   are the absorbance change of the sample and reference at 440 nm, 
respectively, and Δsam and Δref are the change in the extinction coefficient between the CO 
bound and reduced form of the sample and the reference, respectively.  
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 Φ =	��������������
����������   (1) 

where ΔAsam and ΔAref   are the absorbance change of the sample and reference at 440 nm, 
respectively, and Δsam and Δref are the change in the extinction coefficient between the CO 
bound and reduced form of the sample and the reference, respectively.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 304 

2.2 Photoacoustic calorimetry 
The photo-acoustic set-up used in our lab was described previously (Miksovska&Larsen, 
2003). Briefly, the sample in a quartz cell  was placed in a temperature controlled holder 
(Quantum Northwest).  The 532 nm output from a Nd:YAG laser (7 ns pulse width , < 50 µJ 
power) was shaped using a narrow slit (100 µm) and focused on the center of the quartz cell. 
An acoustic detector (1 MHz, RV103, Panametrix) was coupled to the side of a quartz cell 
using a thin layer of honey and the detector output was amplified using an ultrasonic 
preamplifier (Panametrics 5662). The signal was then stored in a digitizer (Wave Surfer 
42Xs, 400 MHz). The data were analyzed using Sound Analysis software (Quantum 
Northwest). 

2.3 Data analysis 
The excitation of the photocleavable iron-ligand bond in heme proteins  generates at least 
two processes that contribute to the photoacoustic wave: the volume change due to the heat 
released during the reaction (Q), and the volume change (ΔV’) due to the photo-triggered 
structural changes (including bond cleavage / formation, electrostriction, solvation, etc.). 
The amplitude of the sample acoustic wave (Asam) can be expressed as:  

  (2) 

where K is the instrument response constant, Ea is number of Einsteins absorbed, β is the 
expansion coefficient, ρ is the density, and Cp is the heat capacity. For water, the (β/Cpρ) 
term strongly varies with temperature mainly due to the temperature dependence of the β 
term. To evaluate the instrument response constant, the photo-acoustic traces are measured 
for a reference compound under experimental conditions (laser power, temperature, etc.) 
identical to those for the sample measurements. We have used Fe(III)4SP as a reference since 
it  is non-fluorescent and photo-chemically stable. The amplitude of the reference acoustic 
trace can be described as:  

  (3) 

where Ehν is the energy of a photon at 532 nm (Ehν= 53.7 kcal mol-1). The amount of heat 
deposited to the solvent and the non-thermal volume changes can then be determined by 
measuring the acoustic wave for the sample and the reference for several temperatures and 
plotting the ratio of the sample and reference acoustic wave () as a function of (Cpρ/β) 
according to Eq. 4: 

  (4) 

For a multi-step  process that exhibits volume and enthalpy changes on the time-scale 
between ~ 20 ns to 5 µs, the thermodynamic parameters for each individual step and 
corresponding lifetimes can be determined  due to the sensitivity of the  acoustic detector to 
the temporal profile of the pressure change. The time dependent sample acoustic signal 
E(t)obs  can be expressed as a convolution of the time dependent function describing the 
volume change H(t) with the instrument response T(t) function (the reference acoustic 
wave): 
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where 1 and 2 correspond to the (�������� ) term in Eq. 4 and the 1 and 2 are the lifetime for 

the first and subsequent step of the reaction, respectively. To  retrieve thermodynamic and 
kinetic parameters, the reference trace is convoluted with the H(t) function using estimated 
parameters (i and i ) and the calculated E(t)calc is compared with the E(t)obs. The i and i 
values are varied until a satisfactory fit is obtained in terms of 2 and autocorrelation 
function. In practice, the lifetime for the prompt process is fixed to 1 ns, whereas other 
parameters are allowed to be varied. 
For processes that occur with a quantum yield that is temperature dependent in the 
temperature range used in PAC measurements, the thermodynamic parameters for the fast 
phase (<20ns) are determined by plotting [Ehν(1-)]/] versus (Cpρ/β) according to Eq. 7 
and the volume and enthalpy changes for the subsequent steps are obtained by plotting 
(Ehν/) versus (Cpρ/β) according to  Eq. 8 (Peters et al., 1992).  
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where ΔH  and ΔV correspond to the reaction enthalpy and volume change, respectively. 

3. Results 
Ligand migration in heme proteins is often described using  the sequential three-state model 
(Henry et al., 1983) shown in Scheme 2. Upon cleavage of the coordination bond between 
the ligand and heme iron, the ligand is temporarily trapped within the protein matrix and 
then it either directly rebinds back to the heme iron in the so called “geminate rebinding” or 
diffuses from the protein matrix into the surrounding solvent. The subsequent bimolecular 
ligand binding to heme iron occurs on significantly longer time scales, hundreds of 
microseconds to milliseconds. The quantum yield for the geminate rebinding and for 
bimolecular association is strongly dependent on the character of the ligand and the protein. 
For example, CO rebinds to Mb predominantly through a bimolecular reaction with 
quantum yield close to unity (bim = 0.96 )(Henry et al., 1983), whereas the quantum yield 
for bimolecular O2 rebinding to heme proteins is significantly lower (Carver et al., 1990; 
Walda et al., 1994), and NO rebinds predominantly through geminate rebinding (Ye et al., 
2002). To determine the thermodynamic parameters from acoustic data, the quantum yields 
for CO and  O2 bimolecular rebinding to Hb and Mb, respectively, have to be known. The 
quantum yield for O2 binding to Mb was measured  in the temperature range from 5 C to 
35 C (Fig. 2) and the values  show a weak  temperature dependence with the quantum yield 
decreasing with increasing temperature. At 20 C the quantum yield is 0.09 ± 0.01 that is 
within the range of values reported previously ( = 0.057 (Walda et al., 1994) and ( = 0.12 
(Carver et al., 1990)). We have also measured the quantum yield for CO bimolecular 
rebinding to Hb, and to Hb in the presence of effector molecules (Fig. 2). The quantum yield 
increases linearly with temperature and at 20 C,  CO binds to Hb  with quantum yield of 
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2.2 Photoacoustic calorimetry 
The photo-acoustic set-up used in our lab was described previously (Miksovska&Larsen, 
2003). Briefly, the sample in a quartz cell  was placed in a temperature controlled holder 
(Quantum Northwest).  The 532 nm output from a Nd:YAG laser (7 ns pulse width , < 50 µJ 
power) was shaped using a narrow slit (100 µm) and focused on the center of the quartz cell. 
An acoustic detector (1 MHz, RV103, Panametrix) was coupled to the side of a quartz cell 
using a thin layer of honey and the detector output was amplified using an ultrasonic 
preamplifier (Panametrics 5662). The signal was then stored in a digitizer (Wave Surfer 
42Xs, 400 MHz). The data were analyzed using Sound Analysis software (Quantum 
Northwest). 

2.3 Data analysis 
The excitation of the photocleavable iron-ligand bond in heme proteins  generates at least 
two processes that contribute to the photoacoustic wave: the volume change due to the heat 
released during the reaction (Q), and the volume change (ΔV’) due to the photo-triggered 
structural changes (including bond cleavage / formation, electrostriction, solvation, etc.). 
The amplitude of the sample acoustic wave (Asam) can be expressed as:  

  (2) 

where K is the instrument response constant, Ea is number of Einsteins absorbed, β is the 
expansion coefficient, ρ is the density, and Cp is the heat capacity. For water, the (β/Cpρ) 
term strongly varies with temperature mainly due to the temperature dependence of the β 
term. To evaluate the instrument response constant, the photo-acoustic traces are measured 
for a reference compound under experimental conditions (laser power, temperature, etc.) 
identical to those for the sample measurements. We have used Fe(III)4SP as a reference since 
it  is non-fluorescent and photo-chemically stable. The amplitude of the reference acoustic 
trace can be described as:  

  (3) 

where Ehν is the energy of a photon at 532 nm (Ehν= 53.7 kcal mol-1). The amount of heat 
deposited to the solvent and the non-thermal volume changes can then be determined by 
measuring the acoustic wave for the sample and the reference for several temperatures and 
plotting the ratio of the sample and reference acoustic wave () as a function of (Cpρ/β) 
according to Eq. 4: 

  (4) 

For a multi-step  process that exhibits volume and enthalpy changes on the time-scale 
between ~ 20 ns to 5 µs, the thermodynamic parameters for each individual step and 
corresponding lifetimes can be determined  due to the sensitivity of the  acoustic detector to 
the temporal profile of the pressure change. The time dependent sample acoustic signal 
E(t)obs  can be expressed as a convolution of the time dependent function describing the 
volume change H(t) with the instrument response T(t) function (the reference acoustic 
wave): 
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function. In practice, the lifetime for the prompt process is fixed to 1 ns, whereas other 
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For processes that occur with a quantum yield that is temperature dependent in the 
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phase (<20ns) are determined by plotting [Ehν(1-)]/] versus (Cpρ/β) according to Eq. 7 
and the volume and enthalpy changes for the subsequent steps are obtained by plotting 
(Ehν/) versus (Cpρ/β) according to  Eq. 8 (Peters et al., 1992).  
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where ΔH  and ΔV correspond to the reaction enthalpy and volume change, respectively. 

3. Results 
Ligand migration in heme proteins is often described using  the sequential three-state model 
(Henry et al., 1983) shown in Scheme 2. Upon cleavage of the coordination bond between 
the ligand and heme iron, the ligand is temporarily trapped within the protein matrix and 
then it either directly rebinds back to the heme iron in the so called “geminate rebinding” or 
diffuses from the protein matrix into the surrounding solvent. The subsequent bimolecular 
ligand binding to heme iron occurs on significantly longer time scales, hundreds of 
microseconds to milliseconds. The quantum yield for the geminate rebinding and for 
bimolecular association is strongly dependent on the character of the ligand and the protein. 
For example, CO rebinds to Mb predominantly through a bimolecular reaction with 
quantum yield close to unity (bim = 0.96 )(Henry et al., 1983), whereas the quantum yield 
for bimolecular O2 rebinding to heme proteins is significantly lower (Carver et al., 1990; 
Walda et al., 1994), and NO rebinds predominantly through geminate rebinding (Ye et al., 
2002). To determine the thermodynamic parameters from acoustic data, the quantum yields 
for CO and  O2 bimolecular rebinding to Hb and Mb, respectively, have to be known. The 
quantum yield for O2 binding to Mb was measured  in the temperature range from 5 C to 
35 C (Fig. 2) and the values  show a weak  temperature dependence with the quantum yield 
decreasing with increasing temperature. At 20 C the quantum yield is 0.09 ± 0.01 that is 
within the range of values reported previously ( = 0.057 (Walda et al., 1994) and ( = 0.12 
(Carver et al., 1990)). We have also measured the quantum yield for CO bimolecular 
rebinding to Hb, and to Hb in the presence of effector molecules (Fig. 2). The quantum yield 
increases linearly with temperature and at 20 C,  CO binds to Hb  with quantum yield of 
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0.68  and in the presence of IHP and BZF 0.62 and 0.46, respectively. A similar quantum 
yield for CO bimolecular rebinding to Hb was reported previously by Unno et al. (bim =0.7 
at 20 C) (Unno et al., 1990) and by Saffran and Gibson  (=0.7 for CO binding to Hb  and  
= 0.73 for CO association to Hb in the presence of IHP at 40 C) (Saffran&Gibson, 1977).  
 

 
Scheme 2.  

The photo-acoustic traces for O2 dissociation from Fe(II)Mb at pH 7.0 are shown in Fig. 3. At 
low temperatures (6 C to 15 C), the sample photoacoustic traces show a phase shift with 
respect to the reference trace indicating the presence of thermodynamic process(es) that 
occurs between 50 ns and ~ 5 µs. The sample traces were deconvoluted as described in the 
Materials and Methods section and the i values were plotted as a function of the 
temperature dependent factor (Cpρ/β) (Fig. 4). The extrapolated volume and enthalpy 
changes are listed in Table 1.  The photo-cleavage of the Fe-O2 bond is associated with a fast 
structural relaxation (< 20 ns) forming a transient “deoxy-Mb intermediate”. This initial 
transition is endothermic (ΔH = 21 ± 9 kcal mol-1) and leads to a small  volume contraction 
of – 3.0 ± 0.5 mL mol-1. This initial relaxation  is followed by ~ 250 ns kinetics that exhibit a 
volume increase of 5.5 ± 0.4 mL mol-1 and a very small enthalpy change of -8.9 ± 8.0 kcal 
mol-1. We associate the initial process with the photo-cleavage of the Fe-O2 bond. A similar 
volume decrease of approximately -3 mL mol-1 has been observed previously for the photo-
dissociation of Fe-CO bond in Mb (Westrick&Peters, 1990; Westrick et al., 1990). The 
observed volume contraction reflects a fast relaxation of the heme binding pocket including: 
i) cleavage of the hydrogen bond between the distal histidine and oxygen molecule 
(Phillips&Schoenborn, 1981) ii) reorientation of distal residues within the heme binding 
pocket  (Olson et al., 2007), and  iii) fast migration of the photo-released ligand into the 
primary docking site and then into the internal cavities (Xe4 or Xe1) (Hummer et al., 2004). 
Also, the positive enthalpy change is consistent with the photo-cleavage of Fe-O2 bond.  
The subsequent 250 ns kinetics may reflect either the nanosecond geminate rebinding of the 
O2 molecule or the ligand diffusion from the protein matrix into the surrounding solvent. 
The kinetics for the geminate O2 rebinding were studied on femtosecond timescale by 
Petrich et al. (Petrich et al., 1988), and on picosecond and nanosecond timescales (Carver et 
al., 1990; Miller et al., 1996). These  studies identified two distinct sub-states of the 
“deoxyMb” intermediate: a “barrier-less” and a “photolyzable” sub-state.  In the “barrier-
less” sub-state, oxygen rebinds to heme iron on sub-picosecond timescale whereas the 
oxygen association to the “photolyzable” substate occurs on nanosecond and microsecond 
timescales. Carver et al. (Carver et al., 1990) have reported the time constant for O2 
nanosecond geminate rebinding to be 52 ± 14 ns at room temperature. This kinetic step has a 
lifetime that  is comparable to the time resolution of our PAC instrument ( ~ 50 ns) and 
therefore it was not resolved in this study. The 250 ns step thus corresponds to the O2 escape 
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from the transient “deoxy-Mb” intermediate into the surrounding solvent and is 
approximately  3 times faster than the rate  of  the CO escape (Westrick et al., 1990), which 
suggests that O2 diffuses from the protein matrix through a transient channel with a lower 
activation barrier than CO.  This result is consistent with the transient absorption studies 
that estimated the rate for O2 release  to be approximately two times faster than that for CO 
(Carver et al., 1990). Interestingly, a similar time-constant of 200 ns to 300 ns was 
determined for CO escape from Mb at pH 3.5 (Angeloni&Feis, 2003). At acidic pH Mb 
adopts an open conformation with His 64 displaced toward the solvent giving a direct 
access to the distal cavity. These data suggest that the reorientation of His 64 may not be a 
rate limiting step for the O2 escape. 
 

 
Fig. 2. Quantum yield for bimolecular photo-dissociation of O2 from the O2-Mb complex 
(bottom) and CO from the CO- Hb complex (top) as a function of temperature. The error of 
quantum yield is ± 0.05. The solid line demonstrates the trend.  
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yield for CO bimolecular rebinding to Hb was reported previously by Unno et al. (bim =0.7 
at 20 C) (Unno et al., 1990) and by Saffran and Gibson  (=0.7 for CO binding to Hb  and  
= 0.73 for CO association to Hb in the presence of IHP at 40 C) (Saffran&Gibson, 1977).  
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The photo-acoustic traces for O2 dissociation from Fe(II)Mb at pH 7.0 are shown in Fig. 3. At 
low temperatures (6 C to 15 C), the sample photoacoustic traces show a phase shift with 
respect to the reference trace indicating the presence of thermodynamic process(es) that 
occurs between 50 ns and ~ 5 µs. The sample traces were deconvoluted as described in the 
Materials and Methods section and the i values were plotted as a function of the 
temperature dependent factor (Cpρ/β) (Fig. 4). The extrapolated volume and enthalpy 
changes are listed in Table 1.  The photo-cleavage of the Fe-O2 bond is associated with a fast 
structural relaxation (< 20 ns) forming a transient “deoxy-Mb intermediate”. This initial 
transition is endothermic (ΔH = 21 ± 9 kcal mol-1) and leads to a small  volume contraction 
of – 3.0 ± 0.5 mL mol-1. This initial relaxation  is followed by ~ 250 ns kinetics that exhibit a 
volume increase of 5.5 ± 0.4 mL mol-1 and a very small enthalpy change of -8.9 ± 8.0 kcal 
mol-1. We associate the initial process with the photo-cleavage of the Fe-O2 bond. A similar 
volume decrease of approximately -3 mL mol-1 has been observed previously for the photo-
dissociation of Fe-CO bond in Mb (Westrick&Peters, 1990; Westrick et al., 1990). The 
observed volume contraction reflects a fast relaxation of the heme binding pocket including: 
i) cleavage of the hydrogen bond between the distal histidine and oxygen molecule 
(Phillips&Schoenborn, 1981) ii) reorientation of distal residues within the heme binding 
pocket  (Olson et al., 2007), and  iii) fast migration of the photo-released ligand into the 
primary docking site and then into the internal cavities (Xe4 or Xe1) (Hummer et al., 2004). 
Also, the positive enthalpy change is consistent with the photo-cleavage of Fe-O2 bond.  
The subsequent 250 ns kinetics may reflect either the nanosecond geminate rebinding of the 
O2 molecule or the ligand diffusion from the protein matrix into the surrounding solvent. 
The kinetics for the geminate O2 rebinding were studied on femtosecond timescale by 
Petrich et al. (Petrich et al., 1988), and on picosecond and nanosecond timescales (Carver et 
al., 1990; Miller et al., 1996). These  studies identified two distinct sub-states of the 
“deoxyMb” intermediate: a “barrier-less” and a “photolyzable” sub-state.  In the “barrier-
less” sub-state, oxygen rebinds to heme iron on sub-picosecond timescale whereas the 
oxygen association to the “photolyzable” substate occurs on nanosecond and microsecond 
timescales. Carver et al. (Carver et al., 1990) have reported the time constant for O2 
nanosecond geminate rebinding to be 52 ± 14 ns at room temperature. This kinetic step has a 
lifetime that  is comparable to the time resolution of our PAC instrument ( ~ 50 ns) and 
therefore it was not resolved in this study. The 250 ns step thus corresponds to the O2 escape 

 
Time Resolved Thermodynamics Associated with Diatomic Ligand Dissociation from Globins 307 

from the transient “deoxy-Mb” intermediate into the surrounding solvent and is 
approximately  3 times faster than the rate  of  the CO escape (Westrick et al., 1990), which 
suggests that O2 diffuses from the protein matrix through a transient channel with a lower 
activation barrier than CO.  This result is consistent with the transient absorption studies 
that estimated the rate for O2 release  to be approximately two times faster than that for CO 
(Carver et al., 1990). Interestingly, a similar time-constant of 200 ns to 300 ns was 
determined for CO escape from Mb at pH 3.5 (Angeloni&Feis, 2003). At acidic pH Mb 
adopts an open conformation with His 64 displaced toward the solvent giving a direct 
access to the distal cavity. These data suggest that the reorientation of His 64 may not be a 
rate limiting step for the O2 escape. 
 

 
Fig. 2. Quantum yield for bimolecular photo-dissociation of O2 from the O2-Mb complex 
(bottom) and CO from the CO- Hb complex (top) as a function of temperature. The error of 
quantum yield is ± 0.05. The solid line demonstrates the trend.  
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Fig. 3. PAC traces for O2 photo-dissociation from O2-Mb complex  at 6 C. Conditions: 40 µM 
Mb dissolved in 50 mM Hepes buffer pH 7.0. The absorbance of the reference compound, 
Fe(III)4SP, at excitation wavelength of  532 nm  was identical as that of O2-Mb. 
 

 
Fig. 4. Plot of the ratio of the acoustic amplitude for the photo-dissociation of the O2-Mb 
complex and the reference compound as a function of (Cpρ/β) term. 1 values that 
correspond to the prompt phase are shown as solid circles and the 2 values corresponding 
to the slow phase are shown as open squares. The data were fit with a linear curve and the 
corresponding volume and enthalpy changes were determined using Eq. 6 and Eq. 7.  

The reaction volume change observed  for the slow phase includes several factors: i) volume 
change due to the O2 escape into the surrounding solvent, ii) volume change associated with 
the heme hydration in deoxyMb  and iii) volume change due to the structural changes. The 
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reaction volume  can be expressed as the difference between the partial molar volume of 
products and reactants according to: ΔVslow= VO2 + VdeoxyMb- VO2-Mb - VH2O , where VO2 is 
the partial molar volume of oxygen, VH2O is the partial molar volume of water,  VdeoxyMb is 
the partial molar volume of transient “deoxyMb” intermediate and VO2-Mb is the partial 
molar volume of oxy-Mb. Using VO2 = 28 mL mol-1 (Projahn et al., 1990) and VH2O = 15 mL 
mol-1 (the partial molar volume of water scaled to the occupancy of water molecule 
hydrogen bound to distal histidine) (Belogortseva et al., 2007), we estimate that the O2 
release from Mb results in a structural volume change (VdoxyMb- VO2-Mb) of - 7.5 mL mol-1. 
This value is very similar to that reported previously for CO escape from Mb (ΔVstructural= 
VdoxyMb- VCO-Mb = - 6 mL mol-1) (Vetromile, et al., 2011) demonstrating that the overall 
structural changes accompanying the ligand bound to ligand free transition in Mb are very 
similar for both ligands. This is in agreement with the close resemblance of the X-ray 
structure of both the CO-bound and O2-bound Mb (Yang&Phillips Jr, 1996). The small 
enthalpy change measured for the 250 ns relaxation (ΔH =  -8.9 ± 8.0 kcal mol-1) includes the 
enthalpy change for O2 solvation (ΔHsolv = -2.9 kcal mol-1 (Mills et al., 1979)) and  the 
enthalpy change associated with H2O binding to the heme binding pocket (ΔHsolv = -7 kcal 
mol-1 (Vetromile, et al., 2011)  indicating that the structural relaxation coupled to the ligand 
escape from the protein is entropy driven.  
The overall enthalpy change for O2 dissociation from Mb was determined to be 11.6 ± 8.5 
kcal mol-1 and this value is in agreement with the value of 10 kcal mol-1 reported previously 
(Projahn et al., 1990). The overall reaction volume change determined here  (ΔVoverall = +2.5 
mL mol-1) is somewhat larger than the reaction volume change determined from the 
measurement of the equilibrium constant as a function of pressure (ΔV= - 2.9 mL mol-1) 
(Hasinoff, 1974) and significantly smaller than the reaction volume change determined as a 
difference between the activation volume for oxygen binding and dissociation from Mb that 
was reported to be 18 mL mol-1 (Projahn et al., 1990). Unlike photoacoustic studies that 
allow for reaction volume determination at ambient pressure, the high pressure 
measurements of equilibrium constant and/or rate constants (to determine activation 
volumes) may cause a pressure induced protein denaturation and/or structural changes, 
which may influence the magnitude of reaction volume changes in high pressure studies.  
 

 ΔV (mL mol-1) ΔH (kcal mol-1) 

Fast phase -3.0 ± 0.5 20.5 ± 8.5 

Slow phase 5.5 ± 0.4 -8.9 ± 8.0 

Table 1. Volume and enthalpy changes associated with O2 dissociation from Mb in the 
temperature range 6 - 10C. 

We have also probed the thermodynamic parameters associated with the CO photo-
dissociation from Hb and the impact of the binding of BZF and IHP on the thermodynamics 
associated with the ligand migration between the heme binding pocket and surrounding 
solvent. The photo-acoustic traces for CO photo-dissociation from Hb are shown in Fig. 5. 
The sample and the reference acoustic wave  overlay in phase indicating  that the observed 
thermodynamic processes take place within 50 ns upon photo-dissociation, which is 
consistent with the fast CO diffusion from the heme matrix into the surrounding solvent. 
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Fig. 3. PAC traces for O2 photo-dissociation from O2-Mb complex  at 6 C. Conditions: 40 µM 
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reaction volume  can be expressed as the difference between the partial molar volume of 
products and reactants according to: ΔVslow= VO2 + VdeoxyMb- VO2-Mb - VH2O , where VO2 is 
the partial molar volume of oxygen, VH2O is the partial molar volume of water,  VdeoxyMb is 
the partial molar volume of transient “deoxyMb” intermediate and VO2-Mb is the partial 
molar volume of oxy-Mb. Using VO2 = 28 mL mol-1 (Projahn et al., 1990) and VH2O = 15 mL 
mol-1 (the partial molar volume of water scaled to the occupancy of water molecule 
hydrogen bound to distal histidine) (Belogortseva et al., 2007), we estimate that the O2 
release from Mb results in a structural volume change (VdoxyMb- VO2-Mb) of - 7.5 mL mol-1. 
This value is very similar to that reported previously for CO escape from Mb (ΔVstructural= 
VdoxyMb- VCO-Mb = - 6 mL mol-1) (Vetromile, et al., 2011) demonstrating that the overall 
structural changes accompanying the ligand bound to ligand free transition in Mb are very 
similar for both ligands. This is in agreement with the close resemblance of the X-ray 
structure of both the CO-bound and O2-bound Mb (Yang&Phillips Jr, 1996). The small 
enthalpy change measured for the 250 ns relaxation (ΔH =  -8.9 ± 8.0 kcal mol-1) includes the 
enthalpy change for O2 solvation (ΔHsolv = -2.9 kcal mol-1 (Mills et al., 1979)) and  the 
enthalpy change associated with H2O binding to the heme binding pocket (ΔHsolv = -7 kcal 
mol-1 (Vetromile, et al., 2011)  indicating that the structural relaxation coupled to the ligand 
escape from the protein is entropy driven.  
The overall enthalpy change for O2 dissociation from Mb was determined to be 11.6 ± 8.5 
kcal mol-1 and this value is in agreement with the value of 10 kcal mol-1 reported previously 
(Projahn et al., 1990). The overall reaction volume change determined here  (ΔVoverall = +2.5 
mL mol-1) is somewhat larger than the reaction volume change determined from the 
measurement of the equilibrium constant as a function of pressure (ΔV= - 2.9 mL mol-1) 
(Hasinoff, 1974) and significantly smaller than the reaction volume change determined as a 
difference between the activation volume for oxygen binding and dissociation from Mb that 
was reported to be 18 mL mol-1 (Projahn et al., 1990). Unlike photoacoustic studies that 
allow for reaction volume determination at ambient pressure, the high pressure 
measurements of equilibrium constant and/or rate constants (to determine activation 
volumes) may cause a pressure induced protein denaturation and/or structural changes, 
which may influence the magnitude of reaction volume changes in high pressure studies.  
 

 ΔV (mL mol-1) ΔH (kcal mol-1) 

Fast phase -3.0 ± 0.5 20.5 ± 8.5 

Slow phase 5.5 ± 0.4 -8.9 ± 8.0 

Table 1. Volume and enthalpy changes associated with O2 dissociation from Mb in the 
temperature range 6 - 10C. 

We have also probed the thermodynamic parameters associated with the CO photo-
dissociation from Hb and the impact of the binding of BZF and IHP on the thermodynamics 
associated with the ligand migration between the heme binding pocket and surrounding 
solvent. The photo-acoustic traces for CO photo-dissociation from Hb are shown in Fig. 5. 
The sample and the reference acoustic wave  overlay in phase indicating  that the observed 
thermodynamic processes take place within 50 ns upon photo-dissociation, which is 
consistent with the fast CO diffusion from the heme matrix into the surrounding solvent. 
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The fast ligand escape from the heme binding pocket was observed in the presence of 
effectors (data not shown). Previous transient absorption studies showed that the  CO 
photo-release from the fully ligated R-state Hb is followed by three relaxations with 
lifetimes of 50 ns, 1 µs, and 20 µs that were assigned to the unimolecular geminate 
rebinding, the tertiary structural relaxation, and the RT quaternary change, respectively 
(Goldbeck et al., 1996). The geminate rebinding occurs too fast to be resolved by our PAC 
detector, whereas the 20 µs RT transition, which strongly depends on the extent of heme 
ligation, is too slow to be resolved in PAC measurements. The 1 µs relaxation is within the 
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the heme binding pocket, which  does not lead  to measurable volume and enthalpy 
changes.  
The volume and enthalpy changes associated with the diffusion of the photo-dissociated 
ligand to the surrounding solvent can be determined from the plot of the ratio of the 
amplitude of the acoustic trace for CO photo-dissociation from Hb  and the reference  as a 
function of temperature according to Eq. 7 (Fig. 6). The extrapolated thermodynamic  values  
 

 
Fig. 5. PAC traces for the CO photo-dissociation from the CO-Hb complex  and the reference 
compound Fe(III)4SP. Conditions: 40 µM Hb in 100 mM HEPES buffer pH 7.0 and 20 C. 
The absorbance of the reference compound matched the absorbance of the sample at 532 
nm. 

are shown in Table 2. The CO photo-release from Hb is associated with a  positive volume 
change of 21.5 ± 0.9 mL mol-1 and enthalpy change of 19.4 ± 1.2 kcal mol-1. These results 
are in agreement with the thermodynamic parameters reported previously by Peters et al: 
ΔV = 23.4 ± 0.5 mL mol-1  and ΔH = 18.0 ± 2.9 kcal mol-1 (Peters et al., 1992). Since the laser 
power used in this study was kept below 50 µJ, the low level of photo-dissociation was 
achieved that corresponds to 1 CO molecule per hemoglobin photo-released. Thus the 
observed thermodynamic parameters reflect the transition between fully ligated (CO)4Hb 

3.0 3.2 3.4 3.6 3.8 4.0 4.2 4.4 4.6
-0.03

-0.02

-0.01

0.00

0.01

0.02

0.03

0.04

0.05

0.06

 

P
A

C
 a

m
pl

itu
de

 (a
.u

.)

time (s)

 4SP
 CO-Hb

 
Time Resolved Thermodynamics Associated with Diatomic Ligand Dissociation from Globins 311 

and triple ligated  (CO)3Hb. Consequently, the observed reaction enthalpy corresponds to 
the enthalpy change due to the cleavage of the Fe-CO bond (ΔHFe-CO=17.5 kcal mol-1  
(Leung et al., 1987; Miksovska et al., 2005)), the enthalpy change due to the solvation of a 
CO molecule (ΔHsolv = 2.6 kcal mol-1 (Leung et al., 1987)), the enthalpy change of 
structural relaxation associated with the ligand release from the protein matrix, and 
enthalpy of the distal pocket hydration. The occupancy of water molecules in the distal 
pocket of deoxyHb was determined to be significantly  lower than that in Mb (~0.64 for 
the Hb - chain and ~ 0.33 for the Hb β-chain (Esquerra et al., 2010)). Using an average 
occupancy of 0.48, we estimate that  the distal pocket hydration contributes to the overall 
enthalpy change by  ~ - 3 kcal mol-1 (Vetromile,  et al., 2011). Therefore, the structural 
relaxation coupled to the CO dissociation and diffusion into the surrounding solvent is 
accompanied by a small enthalpy change of 2 kcal mol-1. 
 

 
Fig. 6. The plot of the ratio of the acoustic amplitude for the CO photo-dissociation from the 
CO-Hb complex and the reference compound as a function of the temperature dependent 
factor (Cpρ/β) term. The reaction volume and enthalpy changes were extrapolated 
according to Eq. 5 

Analogous to O2 photo-release from Mb, the observed reaction volume change for CO 
photorelease from Hb , ΔV=21.5 mL mol-1, can be expressed as: ΔV = VCO + V(CO)3Hb - 
V(CO)4 Hb - VH2O,  where VCO  is the partial molar volume of CO and V(CO)3Hb and V(CO)4 

Hb are the partial molar volume of (CO)3Hb and (CO)4Hb, respectively. Using VCO = 35 
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The fast ligand escape from the heme binding pocket was observed in the presence of 
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detector, whereas the 20 µs RT transition, which strongly depends on the extent of heme 
ligation, is too slow to be resolved in PAC measurements. The 1 µs relaxation is within the 
time-window accessible by our detection system, however we were unable to resolve this 
step. Since this relaxation was observed as a small perturbation of the deoxy-Soret band 
(Goldbeck et al., 1996), it may reflect  the structural relaxation localized within the vicinity of 
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changes.  
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and triple ligated  (CO)3Hb. Consequently, the observed reaction enthalpy corresponds to 
the enthalpy change due to the cleavage of the Fe-CO bond (ΔHFe-CO=17.5 kcal mol-1  
(Leung et al., 1987; Miksovska et al., 2005)), the enthalpy change due to the solvation of a 
CO molecule (ΔHsolv = 2.6 kcal mol-1 (Leung et al., 1987)), the enthalpy change of 
structural relaxation associated with the ligand release from the protein matrix, and 
enthalpy of the distal pocket hydration. The occupancy of water molecules in the distal 
pocket of deoxyHb was determined to be significantly  lower than that in Mb (~0.64 for 
the Hb - chain and ~ 0.33 for the Hb β-chain (Esquerra et al., 2010)). Using an average 
occupancy of 0.48, we estimate that  the distal pocket hydration contributes to the overall 
enthalpy change by  ~ - 3 kcal mol-1 (Vetromile,  et al., 2011). Therefore, the structural 
relaxation coupled to the CO dissociation and diffusion into the surrounding solvent is 
accompanied by a small enthalpy change of 2 kcal mol-1. 
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localized in the  the -chain and include reposition of the F-helix and shift of the  EF and 
CD corner (Wilson et al., 1996).  
 

 ΔHprompt (kcal mol-1) ΔVprompt (mL mol-1) 

CO-Hb 19.4 ± 1.2 21. 5 ± 0.9 

CO-Hb + BZF 21.7 ± 7.9 22.3 ± 1.7 

CO-Hb + IHP -9.9 ± 6.1 11.4 ± 1.3 

Table 2. Volume and enthalpy changes associated with CO photo-dissociation from Hb.  

 
 

 
 

Fig. 7. The thermodynamic profile for CO photo-dissociation from Hb in the absence of 
effector and in the presence of BZF and IHP.  
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We have also determined volume and enthalpy changes associated with the CO photo-
dissociation from Hb in the presence of heterogenous effectors BZT and IHP (Fig. 6) and the 
thermodynamic profiles for CO photo-dissociation from CO-Hb complex in the presence 
and absence of effectors are presented in Fig.7 . Both effectors bind to Hb in the T-state and 
R-state and modulate the interaction of Hb with diatomic ligands (Coletta et al., 1999b; 
Marden et al., 1990). For example, the binding of BZF or IHP to CO-Hb complex decreases 
the CO association rate approximately four or eight times, respectively  (Marden et al., 
1990), and decreases the affinity of R state deoxy-Hb  for oxygen (Tsuneshige et al., 2002). 
Coletta et al (Coletta et al., 1999a) have reported that simultaneous  binding or IHP and BZF  
effectors to Hb at ambient pressure leads to the Hb  intermediate  with tertiary T-like 
structure in  the quaternary R- conformation. Recently, using NMR spectroscopy Song et al. 
have shown that binding of IHP to the fully ligated Hb increase the conformational 
fluctuation of the R-state in both the - and β-chain (Song et al., 2008).   
The photoacoustic data presented here show that BZF binding to CO-Hb complex does 
not impact the reaction volume  and enthalpy changes associated with CO photo-release. 
The crystal structure of horse CO-Hb in complex with BZF indicates that the structural 
changes due to BZF association to fully ligated Hb are localized in the -subunits 
(Shibayama et al., 2002). BZF binds to the surface of each -chain E-helix and decreases 
the distance between the heme iron and distal His and its binding site is surrounded by 
hydrophobic residues such as  Ala 65, Leu 68, Leu 80 and Leu 83 (Shibayama et al., 2002). 
Such minor structural changes caused by BZF association are unlikely to alter the overall 
structural volume and enthalpy changes associated with the CO photo-release. However, 
due to the lower solubility of BZF, the effector concentration used is this study was 5 mM 
that results in a Hb fractional saturation of 0.25 (using KD of 15 mM (Ascenzi et al., 1993)). 
Such lower fractional saturation may prevent detection of BZF induced changes in Hb 
conformational dynamics.  
On the other hand, the binding of IHP has a significant impact on the observed volume 
and enthalpy changes (Table 2).  The reaction volume decreases by 10 mL mol-1 and the 
enthalpy change is more exothermic by nearly 30 kcal mol-1 compared to the 
thermodynamic parameters determined in the absence of effector molecules. Such 
negative reaction volume and exothermic enthalpy change indicates that electrostriction 
of solvent molecules caused by reorganization of salt bridges or redistribution of charges 
on protein surface contributes to the overall reaction volume and enthalpy change 
associated with the CO photo-release. Indeed, IHP interacts with charged residues along 
the Hb central cavity. At the Hb T-state, the IHP binding site is located at the interface of 
the β-chains involving Val 1, His2, Lys 82 and His 141 from each chain (Riccio et al., 2001); 
whereas at the R-state Hb, the IHP molecule interacts with the charged residues Lys 99 
and Arg 141 from each  -chain (Laberge et al., 2005). In the absence of the X-ray structure 
of  IHP bound fully ligated and partially photolyzed CO-Hb, it is difficult to point out the 
factors that contribute to the observed volume and enthalpy changes on the molecular 
level. Arg 141 forms a salt bridge with Asp 126 in the T-state deoxy Hb that is absent in 
the fully ligated R- state (Park et al., 2006). We speculate that the transition between the 
fully ligated (CO)4Hb and partially ligated (CO)3Hb may be associated with a 
repositioning of the Arg 141 side chain leading to a partial exposure of either the IHP 
molecule and/or the Arg 141 side chain to the surrounding solvent molecules. Also, the 
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We have also determined volume and enthalpy changes associated with the CO photo-
dissociation from Hb in the presence of heterogenous effectors BZT and IHP (Fig. 6) and the 
thermodynamic profiles for CO photo-dissociation from CO-Hb complex in the presence 
and absence of effectors are presented in Fig.7 . Both effectors bind to Hb in the T-state and 
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the CO association rate approximately four or eight times, respectively  (Marden et al., 
1990), and decreases the affinity of R state deoxy-Hb  for oxygen (Tsuneshige et al., 2002). 
Coletta et al (Coletta et al., 1999a) have reported that simultaneous  binding or IHP and BZF  
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structure in  the quaternary R- conformation. Recently, using NMR spectroscopy Song et al. 
have shown that binding of IHP to the fully ligated Hb increase the conformational 
fluctuation of the R-state in both the - and β-chain (Song et al., 2008).   
The photoacoustic data presented here show that BZF binding to CO-Hb complex does 
not impact the reaction volume  and enthalpy changes associated with CO photo-release. 
The crystal structure of horse CO-Hb in complex with BZF indicates that the structural 
changes due to BZF association to fully ligated Hb are localized in the -subunits 
(Shibayama et al., 2002). BZF binds to the surface of each -chain E-helix and decreases 
the distance between the heme iron and distal His and its binding site is surrounded by 
hydrophobic residues such as  Ala 65, Leu 68, Leu 80 and Leu 83 (Shibayama et al., 2002). 
Such minor structural changes caused by BZF association are unlikely to alter the overall 
structural volume and enthalpy changes associated with the CO photo-release. However, 
due to the lower solubility of BZF, the effector concentration used is this study was 5 mM 
that results in a Hb fractional saturation of 0.25 (using KD of 15 mM (Ascenzi et al., 1993)). 
Such lower fractional saturation may prevent detection of BZF induced changes in Hb 
conformational dynamics.  
On the other hand, the binding of IHP has a significant impact on the observed volume 
and enthalpy changes (Table 2).  The reaction volume decreases by 10 mL mol-1 and the 
enthalpy change is more exothermic by nearly 30 kcal mol-1 compared to the 
thermodynamic parameters determined in the absence of effector molecules. Such 
negative reaction volume and exothermic enthalpy change indicates that electrostriction 
of solvent molecules caused by reorganization of salt bridges or redistribution of charges 
on protein surface contributes to the overall reaction volume and enthalpy change 
associated with the CO photo-release. Indeed, IHP interacts with charged residues along 
the Hb central cavity. At the Hb T-state, the IHP binding site is located at the interface of 
the β-chains involving Val 1, His2, Lys 82 and His 141 from each chain (Riccio et al., 2001); 
whereas at the R-state Hb, the IHP molecule interacts with the charged residues Lys 99 
and Arg 141 from each  -chain (Laberge et al., 2005). In the absence of the X-ray structure 
of  IHP bound fully ligated and partially photolyzed CO-Hb, it is difficult to point out the 
factors that contribute to the observed volume and enthalpy changes on the molecular 
level. Arg 141 forms a salt bridge with Asp 126 in the T-state deoxy Hb that is absent in 
the fully ligated R- state (Park et al., 2006). We speculate that the transition between the 
fully ligated (CO)4Hb and partially ligated (CO)3Hb may be associated with a 
repositioning of the Arg 141 side chain leading to a partial exposure of either the IHP 
molecule and/or the Arg 141 side chain to the surrounding solvent molecules. Also, the 
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ligand photo-release may be associated with the repositioning of the IHP molecule within 
the Hb central cavity. Based on a molecular dynamics simulation of IHP binding sides in 
south polar skua deoxyHb, an IHP migration pathway connecting the binding site at the 
interface between the -chains and the second binding site located between the β-chains 
was proposed  suggesting that IHP interactions with Hb are dynamic and involve 
numerous positively charged residues situated along the central cavity (Riccio et al., 
2001). Therefore, CO photo-release  may trigger relocation of IHP within the central cavity 
resulting in  larger exposure of IHP phosphate groups and/or charged amino acid 
residues and concomitant electrostriction of solvent molecules.  

4. Conclusion  
The photoacoustic data for the ligand photo-dissociation from Mb shows that the structural 
volume changes associated with the O2 diffusion from the Mb active site are similar to those 
determined previously for CO in agreement with the crystallographic data. On the other 
hand, the time constant for O2 escape from the distal pocket to the surrounding solvent is 
two to three time faster than that for CO suggesting a distinct migration pathway for 
diatomic ligands in Mb. Our PAC study also indicates that IHP binding to Hb-CO complex 
alters the volume and enthalpy changes associated with the CO photo-dissociation from the 
heme iron indicating that the transition between the fully ligated (CO)4Hb and partially 
ligated (CO)3Hb complex is associated with the reorientation of IHP molecule within the 
central cavity and/ or charged amino acid residues interacting with IHP.  
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south polar skua deoxyHb, an IHP migration pathway connecting the binding site at the 
interface between the -chains and the second binding site located between the β-chains 
was proposed  suggesting that IHP interactions with Hb are dynamic and involve 
numerous positively charged residues situated along the central cavity (Riccio et al., 
2001). Therefore, CO photo-release  may trigger relocation of IHP within the central cavity 
resulting in  larger exposure of IHP phosphate groups and/or charged amino acid 
residues and concomitant electrostriction of solvent molecules.  

4. Conclusion  
The photoacoustic data for the ligand photo-dissociation from Mb shows that the structural 
volume changes associated with the O2 diffusion from the Mb active site are similar to those 
determined previously for CO in agreement with the crystallographic data. On the other 
hand, the time constant for O2 escape from the distal pocket to the surrounding solvent is 
two to three time faster than that for CO suggesting a distinct migration pathway for 
diatomic ligands in Mb. Our PAC study also indicates that IHP binding to Hb-CO complex 
alters the volume and enthalpy changes associated with the CO photo-dissociation from the 
heme iron indicating that the transition between the fully ligated (CO)4Hb and partially 
ligated (CO)3Hb complex is associated with the reorientation of IHP molecule within the 
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1. Introduction 
Now ecologists feel necessary to construct the theoretical building of system ecology, to 
break strong reductionistic tradition of ecology and to include the use of thermodynamics in 
a new holistic approach to study ecosystems, their structure, functioning and natural 
history. We tried to present here the current state of thermodynamic view on ecosystems. 
The first law of thermodynamics proclaims constancy of the total energy of isolated system 
for all changes, taking place in this system: energy cannot be created or destroyed. 
According to the second law of thermodynamics in isolated system entropy is always 
increasing or remaining constant. All processes in the Universe are oriented to the 
equilibrium state. Nevertheless, biological systems, and, consequently, ecological systems 
create order from disorder, they create and support chemical and physical non-equilibrium 
state – the basis they live on.  
In this chapter the general overview of ecosystem as thermodynamic system is given and 
the concept of Eco-Exergy is introduced. The use of this concept in ecology is demonstrated 
to be very fruitful. To make it easy for other researchers to use the Eco-Exergy the procedure 
of exergy evaluation for ecosystems is followed with special attention to dimensions used. 
The main applications of exergy in modern ecology are reviewed with special focus on 
practical use of Eco-Exergy, exergy index, and structural exergy for real ecosystem 
assessment and estimation of their health and disturbance.  
Another application of irreversible thermodynamics (Prigogine’s inventions) is discussed. 
The theory of hypercycles, developed for cycles of autocatalytic reactions and widely 
accepted in biochemistry and molecular biology can also be applied for ecological systems. 
The model of conjugated hypercycles, applied to ecological systems explains many aspects 
of their non-linear dynamics and can be used for analysis of oscillating processes in 
ecological systems. 

2. Ecosystem as thermodynamic system 
Ecosystem is an open system. It supports structure and functioning due to external energy 
input. Usually ecosystem consume solar energy in the form of relatively short-wave 
radiation (visible light), though we know some ecosystems (e.g., at great depth in ocean) 
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which use chemical energy. Nevertheless general rule is the reception of solar energy by 
green plants via photosynthesis. They assimilate approximately 0,01 – 3 % of energy of 
falling radiation and, using this energy, create organic matter (primary production) from 
inorganic compounds (water, carbon dioxide, nitrates, phosphates and a lot of minor 
substances). The by-product of photosynthesis is oxygen. Organisms, creating primary 
production are called producers. Energy, stored in organic matter is used by producers 
themselves and is dissipated during the processes of plants respiration, growth and 
reproduction in the form of heat. The remaining energy, accumulated in plant biomass is 
used by animals to support their structure and functioning. These processes are balanced at 
global level, as well as in healthy mature ecosystems. The rate of total organic matter 
production is called gross primary production. The difference between gross primary production 
and the rate of decomposition of this substance by plants themselves is called net primary 
production. Organisms, consuming plants (consumers) can utilize not more than 10 % of net 
primary production consumed, the rest being dissipated in the form of heat. Predators 
(secondary consumers) can use not more than 10 % of primary consumers production. The 
dead bodies of plants and animals, organic wastes, produced by the last etc. are 
decomposed and reduced to primary inorganic compounds, available for the new cycle of 
production/destruction by decomposers or reducers (bacteria and other microorganisms).  
The rate of total increase of ecosystem biomass (yield) is known as productivity.  In healthy, 
mature, balanced ecosystem it is equal to zero (or relation of production to respiration, P/R, 
is equal to one). So, ecosystem consumes high quality energy of solar radiation, uses part of 
it to support itself and dissipates the rest in the form of heat, increasing the total entropy of 
whole system Sun – ecosystem – environment. We have seen the ecosystem is functioning 
according to both the first and the second laws of thermodynamics. 

2.1 Ten basic laws of ecology 
Previously (Jørgensen & Fath, 2004) eight basic laws of ecology were proposed, but now it 
was decided to split one of them into three laws (Jørgensen, 2006-2007, 2011). These ten laws 
or Ecological Laws (EL) are listed below. 
1. Mass and energy conservations are valid for ecosystems.  
2. All ecosystem processes are irreversible and are accompanied by entropy production 

and exergy destruction.  
3. All ecosystems are open systems embedded in an environment from which they receive 

energy—matter input and discharge energy—matter output.  
4. Ecosystems have many levels of organization and operate hierarchically.  
5. The components in an ecosystem form a complex interactive, self-organizing ecological 

network.  
6. The carbon based life on Earth, has a characteristic basic biochemistry which all 

organisms share.  
7. Thermodynamically, carbon-based life has a viability domain determined between 

about 250-350 K.  
8. After the initial capture of energy across a boundary, ecosystem growth and 

development is possible by 1) an increase of the physical structure (biomass), 2) an 
increase of the network (more cycling) or 3) an increase of information embodied in the 
system. 

9. Biological processes use captured energy (input) to move further from thermodynamic 
equilibrium and maintain a state of low-entropy and high exergy relative to its 
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surrounding and to thermodynamic equilibrium (The First Ecological Law of 
Thermodynamics).  

10. If the ecosystem is offered more pathways or combinations of pathways to move away 
from thermodynamic equilibrium, then the combinations of pathways that move the 
system most away from thermodynamic equilibrium (=yield the highest Eco-Exergy of 
the ecosystem) will win (The Second Ecological Law of Thermodynamics). 

3. Eco-exergy 
The exergy of a system is a measure of its deviation from thermodynamic equilibrium with 
the environment, and represents the maximum capacity of energy to perform useful work as 
the system proceeds to equilibrium, with irreversibility increasing its entropy at the expense 
of exergy (Ludovisi, 2009). Taken by itself, the total exergy of an ecosystem is a measure of 
the change in entropy content from the equilibrium and the actual state (Svirezhev, 2000). 
We may distinguish between technological exergy and Eco-Exergy: technological exergy 
uses the environment as reference state and is useful to find the first class energy (work) that 
a power plant can produce, Eco-Exergy uses as reference state the same ecosystem with the 
same temperature and pressure but at thermodynamic - chemical equilibrium (Fig. 1). Below 
we use the terms exergy and Eco-Exergy as synonymic.  
The development and maintenance of the far-from-equilibrium condition of ecosystems is 
due to the steady storage of free energy into complex organic structures, biosynthesized 
from simple inorganic compounds. Accordingly, the total exergy of an ecosystem actually 
reflects the accumulation of biomass into the system, irrespective of the distribution of 
biogenic matter among ecosystem components. Exergy is a measure of the free energy of a 
system with contributions from all components including the energy of organisms. The 
measure for exergy in ecology also includes a factor to weigh the “complexity” of the 
ecological species. Moving from macroscopic to microscopic information storage, the 
exergetic contribution due to information grows and becomes even three orders of 
magnitude higher than the physical one in the more complex living systems. The capacity of 
packaging information at the molecular level (DNA) that differs from one organism to 
another can be taken into account using Eco-Exergy function. 
 

 
Fig. 1. Exergy is calculated for the system relatively to reference environment, Eco-Exergy 
relatively to the same system at the same temperature and pressure, but as inorganic 
solution without life and even organic molecules. 
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which use chemical energy. Nevertheless general rule is the reception of solar energy by 
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decomposed and reduced to primary inorganic compounds, available for the new cycle of 
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it to support itself and dissipates the rest in the form of heat, increasing the total entropy of 
whole system Sun – ecosystem – environment. We have seen the ecosystem is functioning 
according to both the first and the second laws of thermodynamics. 

2.1 Ten basic laws of ecology 
Previously (Jørgensen & Fath, 2004) eight basic laws of ecology were proposed, but now it 
was decided to split one of them into three laws (Jørgensen, 2006-2007, 2011). These ten laws 
or Ecological Laws (EL) are listed below. 
1. Mass and energy conservations are valid for ecosystems.  
2. All ecosystem processes are irreversible and are accompanied by entropy production 

and exergy destruction.  
3. All ecosystems are open systems embedded in an environment from which they receive 

energy—matter input and discharge energy—matter output.  
4. Ecosystems have many levels of organization and operate hierarchically.  
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6. The carbon based life on Earth, has a characteristic basic biochemistry which all 

organisms share.  
7. Thermodynamically, carbon-based life has a viability domain determined between 

about 250-350 K.  
8. After the initial capture of energy across a boundary, ecosystem growth and 

development is possible by 1) an increase of the physical structure (biomass), 2) an 
increase of the network (more cycling) or 3) an increase of information embodied in the 
system. 

9. Biological processes use captured energy (input) to move further from thermodynamic 
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of exergy (Ludovisi, 2009). Taken by itself, the total exergy of an ecosystem is a measure of 
the change in entropy content from the equilibrium and the actual state (Svirezhev, 2000). 
We may distinguish between technological exergy and Eco-Exergy: technological exergy 
uses the environment as reference state and is useful to find the first class energy (work) that 
a power plant can produce, Eco-Exergy uses as reference state the same ecosystem with the 
same temperature and pressure but at thermodynamic - chemical equilibrium (Fig. 1). Below 
we use the terms exergy and Eco-Exergy as synonymic.  
The development and maintenance of the far-from-equilibrium condition of ecosystems is 
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ecological species. Moving from macroscopic to microscopic information storage, the 
exergetic contribution due to information grows and becomes even three orders of 
magnitude higher than the physical one in the more complex living systems. The capacity of 
packaging information at the molecular level (DNA) that differs from one organism to 
another can be taken into account using Eco-Exergy function. 
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Here, we accept the following definition of exergy (according to Jørgensen, 1992; Svirezhev, 
2000; Jørgensen & Svirezhev, 2004): Exergy is the distance between the present state of the system 
and the state of it in thermodynamic equilibrium with the environment, measured in the units of 
energy. It demonstrates the amount of work performed to create a given system from its 
primary components (in the case of ecological systems — from primary chemical 
compounds). Exergy related to the total biomass (structural, specific or normalized exergy) 
measures the possibility of the ecosystem to accept and utilize external fluxes of energy. It reflects the 
degree of ecosystem development or complexity, and has advantages in comparison with 
the total exergy such as independence from the total biomass of the ecosystem and 
possibility to serve as an indicator, demonstrating the level of evolutionary development of 
organisms in the ecosystem. 

3.1 Eco-exergy calculation 
According to Prigogine’s theoreme, an entropy production in every linear system without 
external influences is decreasing until it reaches minimum at steady state of dynamic 
equilibrium. Every living system is thermodynamic open system (EL 3) continuously 
converting potential chemical energy of organic matter into useful energy of creative 
processes (EL 9) and, in the end of ends, dispose to environment in the form of heat (EL 2). 
As a result of it, there is no thermodynamic equilibrium in living system. At temperatures, 
normal for life (see EL 7), living structures are labile and are destructed constantly. To 
compensate this destruction the permanent internal work in the form of synthesis is 
fulfilled. These working synthetic processes are processes producing negative entropy 
(negentropy), they create order with the use of chemical energy of low-entropy energy-rich 
compounds (consumers and reducers) or low-entropy energy-rich solar radiation 
(producers). Termination of these processes causes the loss of order, death. Dead body is in 
thermodynamic equilibrium with maximal entropy. 
Exergy is the useful part of energy involved in some process, i.e. the maximal work fulfilled 
by the system during transit to thermodynamic equilibrium with environment state. This 
equilibrium means all components to be: 1) inorganic, 2) oxidized to maximum degree, 3) 
distributed homogenously (there is no gradients in the system). So, if we shall transfer the 
system into thermodynamic equilibrium with its environment, temperature and pressure 
will be equal for system and environment, so the only component exergy consists of will be 
chemical energy. Differences in temperature and pressure between system and environment 
are small, so we can ignore them in our calculations. The maximal input to exergetic 
constituent of ecological system will be done due to chemical energy, stored in organic 
matter and biological structures (Jørgensen et al., 2000; Jørgensen, Fath, 2011; Jørgensen, 
2011). Taking into account this concept Eco-Exergy index can be calculated basing on 
chemical energy: Σi(c - c,o)Ni, where i – the number of exergy containing components c; c – 
chemical potential of component c; c,o – chemical potential of component c in inorganic 
state. Eco-Exergy index for the system is calculated by reference of this system to the same 
system in the form of inorganic soup (i.e. – without life, structure, information, organic 
matter). The equation for exergy calculation was proposed by S.E. Jørgensen (Mejer & 
Jørgensen, 1977): 
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where Ех – exergy, J; R – gas constant, J Mol-1·К-1; T – temperature, К; сi – concentration of 
component i, Mol; сi,eq – cncentration of the same component in the state of thermodynamic 
equilibrium with environment. Mol; N – number of components. The problem is to find 
value of сi,eq. From one hand, exergy of compounds can be calculated on the basis of 
elementary composition. The disadvantage of this approach consists in that, firstly, input of 
inorganic components into total exergy of ecosystem is too low, secondly, higher and lower 
organisms have approximately the same stochiometry (EL 6), so their exergy will be equal, 
that is in contradiction with information constituent of exergy. From another hand, the value 
сi,eq can be assessed from the probability Pi,eq of discovering of component i in 
thermodynamic equilibrium state: 
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If we could find this probability, we can find the ratio of сi,eq to current concentration.. As 
inorganic component с0 prevails in thermodynamic equilibrium state, we can rewrite (2) as: 
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Chemical potential of dead organic matter (i =1) can be found from classic thermodynamics 
as: 
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For biological components (i =2, 3, 4, …, N) probability Pi,eq is composed from probability of 
detritus production P1,eq, and probability Pi,а of genetic information collection to determine 
protein structure. Supposing this events independent: 
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Equation (1) we can rewrite taking into account (4) as: 

 [ ln( /( )) ( )]0, 0,, ,0

N
Ex R T c c P c c P ceq eqi i i eq i i eqi

       


.   [J] (9) 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

322 

Here, we accept the following definition of exergy (according to Jørgensen, 1992; Svirezhev, 
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and the state of it in thermodynamic equilibrium with the environment, measured in the units of 
energy. It demonstrates the amount of work performed to create a given system from its 
primary components (in the case of ecological systems — from primary chemical 
compounds). Exergy related to the total biomass (structural, specific or normalized exergy) 
measures the possibility of the ecosystem to accept and utilize external fluxes of energy. It reflects the 
degree of ecosystem development or complexity, and has advantages in comparison with 
the total exergy such as independence from the total biomass of the ecosystem and 
possibility to serve as an indicator, demonstrating the level of evolutionary development of 
organisms in the ecosystem. 

3.1 Eco-exergy calculation 
According to Prigogine’s theoreme, an entropy production in every linear system without 
external influences is decreasing until it reaches minimum at steady state of dynamic 
equilibrium. Every living system is thermodynamic open system (EL 3) continuously 
converting potential chemical energy of organic matter into useful energy of creative 
processes (EL 9) and, in the end of ends, dispose to environment in the form of heat (EL 2). 
As a result of it, there is no thermodynamic equilibrium in living system. At temperatures, 
normal for life (see EL 7), living structures are labile and are destructed constantly. To 
compensate this destruction the permanent internal work in the form of synthesis is 
fulfilled. These working synthetic processes are processes producing negative entropy 
(negentropy), they create order with the use of chemical energy of low-entropy energy-rich 
compounds (consumers and reducers) or low-entropy energy-rich solar radiation 
(producers). Termination of these processes causes the loss of order, death. Dead body is in 
thermodynamic equilibrium with maximal entropy. 
Exergy is the useful part of energy involved in some process, i.e. the maximal work fulfilled 
by the system during transit to thermodynamic equilibrium with environment state. This 
equilibrium means all components to be: 1) inorganic, 2) oxidized to maximum degree, 3) 
distributed homogenously (there is no gradients in the system). So, if we shall transfer the 
system into thermodynamic equilibrium with its environment, temperature and pressure 
will be equal for system and environment, so the only component exergy consists of will be 
chemical energy. Differences in temperature and pressure between system and environment 
are small, so we can ignore them in our calculations. The maximal input to exergetic 
constituent of ecological system will be done due to chemical energy, stored in organic 
matter and biological structures (Jørgensen et al., 2000; Jørgensen, Fath, 2011; Jørgensen, 
2011). Taking into account this concept Eco-Exergy index can be calculated basing on 
chemical energy: Σi(c - c,o)Ni, where i – the number of exergy containing components c; c – 
chemical potential of component c; c,o – chemical potential of component c in inorganic 
state. Eco-Exergy index for the system is calculated by reference of this system to the same 
system in the form of inorganic soup (i.e. – without life, structure, information, organic 
matter). The equation for exergy calculation was proposed by S.E. Jørgensen (Mejer & 
Jørgensen, 1977): 
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where Ех – exergy, J; R – gas constant, J Mol-1·К-1; T – temperature, К; сi – concentration of 
component i, Mol; сi,eq – cncentration of the same component in the state of thermodynamic 
equilibrium with environment. Mol; N – number of components. The problem is to find 
value of сi,eq. From one hand, exergy of compounds can be calculated on the basis of 
elementary composition. The disadvantage of this approach consists in that, firstly, input of 
inorganic components into total exergy of ecosystem is too low, secondly, higher and lower 
organisms have approximately the same stochiometry (EL 6), so their exergy will be equal, 
that is in contradiction with information constituent of exergy. From another hand, the value 
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Then: 
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From (3), as сi >> сi,eq , then 1/ Pi,eq ≈ с0,eq / сi,eq >> с0,eq / сi. Consequently 
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after that, we can ignore the second logarithm in the sum: 
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where summation starts from 1, as P0,eq ≈ 1. Taking to (13) Pi,eq  from (8) and P1,eq from (7), 
we have the following expresseion to calculate exergy: 

 1 1,1ln ( ln( )),1 1 20,

N N Nc eqEx c c c Pi i i i aR T c R Ti i ieq

    
               

  {Mol] (14) 

In (14)  the first sum is insufficient in comparison with the rest two, so: 
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Exergy in (15) sufficiently depends on organism complexity, as it is connected with 
information stored in genetic code. This equation can be used to calculate exergy of 
ecosystem components.  If we take detritus (i =1), we know that free energy released from it 
equals approximately 18,7 kJ·g-1. Taking T=300 К, R=8,31 J·Mol-1·К-1 , and average Mol mass 
of detritus about 105 g·Mol-1, we obtain the following for detritus exergy in m3 of water: 
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So, we can rewrite (15) as 
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Now we are to find Pi,а – the probability of creation of specific genetic information, 
characteristic for the organism given. Originally (Jørgensen, 1992, 2002; Jørgensen et al., 
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2000) Pi,а was determined basing on number of informative (structural) genes (each gene 
codes the sequence of 700 aminoacids in average) for various taxonomic groups: 

 g
аiP 70020,


     (i ≥2),                            [1] (18) 

where g – число генов. Then exergy of typical single cell alga (850 genes approximately) 
can be calculated as: 
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If we relate values of different components of ecosystem exergy to one of detritus (7,34·105), 
we shall get relative recalculation coefficient βi. Corresponding coefficients were calculated 
for many systematic groups and published (Jørgensen, 1992; Bendoricchio & Jørgensen, 
1997; Jørgensen et al., 2000). These coefficients reflect relative complexity of organisms 
(simpler organisms have lower β values). Later, with the use of new genetic data and some 
indirect methods of β values assessment, ratio of non-informative genes to total genes 
number and others, new list of β was composed and published (Jørgensen et al., 2005; 
Jørgensen, 2007). New β values are added every year (table 1). 
Therefore, total exergy of ecosystem, based on chemical energy of organic matter (biomass) 
and information, stored in living organisms (recalculating coefficient β), can be calculated  
as:  
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This exergy now is often called Eco-Exergy (sometimes - exergy index) to distinguish it from 
physical or technological exergy (Marques et al, 2003; Jørgensen, 2006, 2007).  
Another indicator of ecosystem state, based on Eco-Exergy, was proposed – structural or 
specific exergy (structural or specific Eco-Exergy). Structural exergy (Exstr) is the exergy 
related to total biomass (Silow, 1998, 1999, 2006; Xu et al., 1999, 2001, 2004, 2005; Marques et 
al., 2003; Jørgensen, 2006a). Unlike total exergy it does not depends on biomass and it 
reflects the ability of ecosystem to accept and utilize the flow of energy from external 
sources, serving simultaneously as indicator of ecosystem development, its complexity and 
level of evolutionaty development of biological species composed in it. 
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We can measure the following aspects of an ecosystem state with the Eco-Exergy: 1) the 
distance from thermodynamic equilibrium, i.e. general measure of total complexity of 
ecosystem; 2) structure (biomass and network size) and functions (available information) of 
ecosystem; 3) ability of ecosystem to survive (expressed via biomass and information of 
system). 
Structural exergy reflects: 1) efficiency of energy use by organisms; 2) relative information 
content of ecosystem and, 3) consequently, the ability of ecosystem to regulate interactions 
between organisms or groups of organisms. 
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2000) Pi,а was determined basing on number of informative (structural) genes (each gene 
codes the sequence of 700 aminoacids in average) for various taxonomic groups: 

 g
аiP 70020,


     (i ≥2),                            [1] (18) 

where g – число генов. Then exergy of typical single cell alga (850 genes approximately) 
can be calculated as: 

 iсiсiс
TR

aaEx 5102,2585070020ln51034,7
lg




  [g*m-3] (19) 

If we relate values of different components of ecosystem exergy to one of detritus (7,34·105), 
we shall get relative recalculation coefficient βi. Corresponding coefficients were calculated 
for many systematic groups and published (Jørgensen, 1992; Bendoricchio & Jørgensen, 
1997; Jørgensen et al., 2000). These coefficients reflect relative complexity of organisms 
(simpler organisms have lower β values). Later, with the use of new genetic data and some 
indirect methods of β values assessment, ratio of non-informative genes to total genes 
number and others, new list of β was composed and published (Jørgensen et al., 2005; 
Jørgensen, 2007). New β values are added every year (table 1). 
Therefore, total exergy of ecosystem, based on chemical energy of organic matter (biomass) 
and information, stored in living organisms (recalculating coefficient β), can be calculated  
as:  

 i
N

i icRTEx 



1

/ .    [g detritus equivalent m-3]  (20) 

This exergy now is often called Eco-Exergy (sometimes - exergy index) to distinguish it from 
physical or technological exergy (Marques et al, 2003; Jørgensen, 2006, 2007).  
Another indicator of ecosystem state, based on Eco-Exergy, was proposed – structural or 
specific exergy (structural or specific Eco-Exergy). Structural exergy (Exstr) is the exergy 
related to total biomass (Silow, 1998, 1999, 2006; Xu et al., 1999, 2001, 2004, 2005; Marques et 
al., 2003; Jørgensen, 2006a). Unlike total exergy it does not depends on biomass and it 
reflects the ability of ecosystem to accept and utilize the flow of energy from external 
sources, serving simultaneously as indicator of ecosystem development, its complexity and 
level of evolutionaty development of biological species composed in it. 
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We can measure the following aspects of an ecosystem state with the Eco-Exergy: 1) the 
distance from thermodynamic equilibrium, i.e. general measure of total complexity of 
ecosystem; 2) structure (biomass and network size) and functions (available information) of 
ecosystem; 3) ability of ecosystem to survive (expressed via biomass and information of 
system). 
Structural exergy reflects: 1) efficiency of energy use by organisms; 2) relative information 
content of ecosystem and, 3) consequently, the ability of ecosystem to regulate interactions 
between organisms or groups of organisms. 
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Group 
Exergy 

conversion 
factor, β 

Group 
Exergy 

conversion 
factor, β 

Minimal cell 5,8 Brachiopoda 109 
Bacteria 8,5–12 Seedless vascular plants 158 
Archaea 13,8 Rotifera 163 
Yeasts 18 Insecta 167–446 
Alga 15–298 Chironomida 300 

Cyanobacteria 15 Moss 174 
Dynophyta 18 Crustaceans 230–300 
Green 
microalgae 20 Cladocera 232 

Diatoms 66 Copepoda 240 
Macrophyta 
(alga) 67–298 Amphipoda 290 

Rhodophyta 92 Mollusca 297–450 
Protozoa 31-97 Bivalves 297 

Amoeba 38 Gastropoda 312–450 
Gastrotricha 97 Gymnosperm 314 

Fungi 61 Macrophytes 
(Phanerogam) 356–520 

Nemertina 76 Flowering plants 393–543 
Worms 91–133 Fish 499–800 

Cnidaria 91 Amphibia 688 
Plathelminthes 120 Reptilia 833 
Oligochaeta 130 Aves 980 
Nematoda 133 Mammalia 2127 

Sponges 98 Homo sapiens 2173 

Table 1. Exergy/Biomass Conversion factors for different groups of organisms, after Silow & 
Mokry, 2010 

3.2 Eco-exergy and structural exergy applications in ecology and environmental 
science 
3.2.1 Eco-exergy in theoretical ecology and in aquatic ecology 
We have seen above exergy approach was demonstrated to be very fruitful during the 
analysis of the application of thermodynamic principles and laws to the main fundamental 
concepts of ecology at the end of the XX century. The analysis of three thermodynamic laws 
expressions in ecological rules together with exergy analysis led to formulation of the 10 
Ecological Laws, in particular the Fourth (Ecological) Law of Thermodynamics, EL9 (Patten 
et al., 1997; Jørgensen et al., 1999; Straškraba et al., 1999; Jørgensen, 2006b).  
Non-equilibrium thermodynamics models based on the concept of exergy provided a 
common basis for representing many aspects of ecosystem development and response to 
environmental impacts as a single measure (Pykh et al., 2000). The use of exergy made 
possible the investigation of the flows of an ecosystem in terms of exergy and to arrange the 
system as a hierarchically ordered sequence of systems, thermodynamically embedded in 
each other (Nielsen, 2000). Experiments with mathematical models supported the 
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hypothesis that an ecosystem can coordinate the most complex behaviour in the case of high 
level of exergy of the systems at the edge of oscillation before entering into the chaotic 
situation (Mandal et al., 2007). The thermodynamic notion of exergy was shown to give 
better insight both to the patterns of nonlinear ecosystem behaviour and to comparison of 
the patterns in ecological modelling (Svirezhev & Steinbom, 2001).  

3.2.2 Eco-exergy and aquatic ecology 
There are very few researches devoted to analysis of plankton communities with the aid 
of exergy.  The implications of body sizes of phytoplankton and zooplankton for total 
system dynamics by optimizing exergy as a goal function for system performance 
indicator with mathematical models have been analyzed (Ray et al., 2001). A structurally 
dynamic model based on phosphorus nutrient limitation has been developed for Lake 
Mogan located nearby Ankara, Turkey. Exergy was applied as a goal function to consider 
the dynamic adaptation and the seasonality of plankton species (e.g., size shifts) (Zhang et 
al, 2003a, b). 
The ecosystem of the North Sea integrity was approved to be reflected in exergy capture, 
storage capacity, cycling, matter losses, and heterogeneity (the diatom/non-diatom ratio of 
planktonic algae was used) with ecosystem model. Its feasibility was assessed as an 
ecosystem model of the North Sea, for the Elbe plume, after prior satisfactory calibration. 
The modeling effort suggested that drastic nutrient load reduction from the Elbe alone 
would have a limited effect on the larger German Bight: even a 60% reduction scenario 
would only lead to moderate changes in all five indicators (Windhorst et al., 2005). 
More representative and multiple are applications of exergy to benthos communities. 
Exergy was used in optimization models of phytobenthos (Nielsen, 1997). Exergy concept 
allowed the finding of the best adapted water plants species in a given environmental 
condition and to explain in a satisfactory way the observed distributions of them in the 
Lagoon of Venice, Italy (Coffaro et al., 1997). 
Exergy storage was estimated for benthic communities of sandy and muddy bottoms of the 
North Adriatic Sea subjected to experimental disturbance, induced by means of a controlled 
trawl fishing haul. The results showed a decrease of local exergy content in the disturbed 
area, with the minimum, both in sandy and muddy bottom, one month after the 
experimental disturbance. The exergy of the benthic community increased to the reference 
level, i.e., the surrounding control area, in accordance with the proposed hypothesis on the 
dynamics of exergy storage during a systems’ development (Libralato et al., 2006). 
The changes of exergy and specific exergy were studied with data of benthic macrofauna in 
the Mondego estuary (Western Portugal). Estimates for the exergy indices provided useful 
indications for the evaluation of environmental impact due to the eutrophication process 
(Fonseka et al., 2002).  
Export of exergy was estimated for benthic communities on the South-Western Atlantic 
Coast of France. This export was mainly composed of the migration of grazing fish during 
the warm season, and of cultivated bivalves during the cold season (Leguerrier et al., 
2007). 
In the following study a self-organizing map for patterning exergy of benthic 
macroinvertebrate communities of 650 sampling sites in the Netherlands, including 855 
species was implemented. Using these datasets, authors have calculated exergy of five 
trophic functional groups for each sampling site on the basis of the biomass data. Exergy of 
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hypothesis that an ecosystem can coordinate the most complex behaviour in the case of high 
level of exergy of the systems at the edge of oscillation before entering into the chaotic 
situation (Mandal et al., 2007). The thermodynamic notion of exergy was shown to give 
better insight both to the patterns of nonlinear ecosystem behaviour and to comparison of 
the patterns in ecological modelling (Svirezhev & Steinbom, 2001).  

3.2.2 Eco-exergy and aquatic ecology 
There are very few researches devoted to analysis of plankton communities with the aid 
of exergy.  The implications of body sizes of phytoplankton and zooplankton for total 
system dynamics by optimizing exergy as a goal function for system performance 
indicator with mathematical models have been analyzed (Ray et al., 2001). A structurally 
dynamic model based on phosphorus nutrient limitation has been developed for Lake 
Mogan located nearby Ankara, Turkey. Exergy was applied as a goal function to consider 
the dynamic adaptation and the seasonality of plankton species (e.g., size shifts) (Zhang et 
al, 2003a, b). 
The ecosystem of the North Sea integrity was approved to be reflected in exergy capture, 
storage capacity, cycling, matter losses, and heterogeneity (the diatom/non-diatom ratio of 
planktonic algae was used) with ecosystem model. Its feasibility was assessed as an 
ecosystem model of the North Sea, for the Elbe plume, after prior satisfactory calibration. 
The modeling effort suggested that drastic nutrient load reduction from the Elbe alone 
would have a limited effect on the larger German Bight: even a 60% reduction scenario 
would only lead to moderate changes in all five indicators (Windhorst et al., 2005). 
More representative and multiple are applications of exergy to benthos communities. 
Exergy was used in optimization models of phytobenthos (Nielsen, 1997). Exergy concept 
allowed the finding of the best adapted water plants species in a given environmental 
condition and to explain in a satisfactory way the observed distributions of them in the 
Lagoon of Venice, Italy (Coffaro et al., 1997). 
Exergy storage was estimated for benthic communities of sandy and muddy bottoms of the 
North Adriatic Sea subjected to experimental disturbance, induced by means of a controlled 
trawl fishing haul. The results showed a decrease of local exergy content in the disturbed 
area, with the minimum, both in sandy and muddy bottom, one month after the 
experimental disturbance. The exergy of the benthic community increased to the reference 
level, i.e., the surrounding control area, in accordance with the proposed hypothesis on the 
dynamics of exergy storage during a systems’ development (Libralato et al., 2006). 
The changes of exergy and specific exergy were studied with data of benthic macrofauna in 
the Mondego estuary (Western Portugal). Estimates for the exergy indices provided useful 
indications for the evaluation of environmental impact due to the eutrophication process 
(Fonseka et al., 2002).  
Export of exergy was estimated for benthic communities on the South-Western Atlantic 
Coast of France. This export was mainly composed of the migration of grazing fish during 
the warm season, and of cultivated bivalves during the cold season (Leguerrier et al., 
2007). 
In the following study a self-organizing map for patterning exergy of benthic 
macroinvertebrate communities of 650 sampling sites in the Netherlands, including 855 
species was implemented. Using these datasets, authors have calculated exergy of five 
trophic functional groups for each sampling site on the basis of the biomass data. Exergy of 
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different trophic groups responded differently to different water types reflecting 
characteristics of target ecosystems (Park et al., 2006).  
Eco-Exergy and Specific Eco-Exergy were used to characterize the state of the community 
during the recovery process after damage to the benthic communities caused by ecological 
engineering Yangtze River, China (Zhang et al., 2009). Changes of the macro-benthic 
community structure (Venice lagoon, Italy) over almost 70 years were pictured, showing a 
sharp decrease in its diversity and system efficiency, estimated with the use of exergy 
(Pranovi et al., 2008). 

3.2.3 Eco-exergy as an ecosystem health indicator 
The idea to use exergy as an indicator of ecosystem health was proposed by S.E. Jørgensen 
(1992, 1999, 2002, 2006a,b), but the first applications of exergy as an ecosystem health 
indicator were fulfilled with mathematical models.  Mathematical modelling with the use of 
exergy was shown to be applicable to explain ecosystem reactions (Jørgensen & Padisak, 
1996), and to facilitate the estimation of parameters of models. The first pioneer papers 
describing the application of exergy indicators for natural aquatic ecosystems were 
published in 1997 (Xu et al., 1997; Marques et al., 1997). In 1998 the first application of 
exergy analysis to the results of field and laboratory experiments with real aquatic 
ecosystem was published (Silow, 1998).  This work was continued by few more publications 
(Xu et al., 1999a, 1999b; Silow & Oh, 2004). The possibility to use such parameters as 
structural exergy and exergy for estimation of ecosystem state and its changes under various 
external influences was demonstrated for real natural and experimental ecosystems. These 
parameters were shown to reflect the state of ecosystem and they can indicate the degree of 
ecosystem adaptation, decreasing when important for ecosystem functioning components 
were depressed or eliminated. S.E. Jørgensen (2006a) proposed to use Eco-Exergy, specific 
Eco-Exergy and ecological buffer capacities as Ecological indicators for ecosystem 
development and health assessment. 
Exergy is now often used for eutrophication assessment (Xu et al., 1999, 2001, 2011a; Fonseca 
et al., 2002; Marques et al., 2003; Ye et al., 2007), for ecological engineering purposes 
(Nunneri et al., 2008), for ecosystem health assessment (Vassallo et al., 2006; Libralato et al., 
2006; Xu et al., 2011b).  Exergy and specific exergy indices as Ecological indicators of the 
trophic state of lake ecosystems were tested on a set of lakes (Ludovisi & Poletti, 2003). The 
ecosystem maturity was estimated for Lake Trasimeno (Ludovisi et al., 2005).  

3.3 Case study; eco-exergy analysis of lake Baikal state 
The first works were fulfilled with the use of mathematic models. Different sensitivity of 
under-ice and open water plankton communities to contaminant additions was 
demonstrated. This can be related to different structural exergy content in plankton 
community. Exergy buffer capacity seems to be a more realistic measure for pliability of 
ecosystem reaction to external factors than biomass buffer capacity (Silow, 1998, 1999). In 
field researches the structural exergy of benthic communities at control (pristine) site, and in 
the region of Baikalsk Pulp and Paper Combine wastewaters discharge region at the same 
depths and kind of sediments was shown to differ strongly (structural exergy in polluted 
area was much lower than in pristine one), while biomass and total exergy behaved in not 
such an expressive way (Silow & Oh, 2004; Silow. 2006). The next step was the analysis of 
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exergy and structural exergy of plankton community response to different chemical 
stressors analyzed in mesocosms experiments. Results obtained with mesocosms and 
microcosms demonstrate structural exergy decrease in experiments proportionally to a 
value of the added toxicant concentration, while other parameters (biomasses of 
components, total biomass of community, total exergy) fluctuated (Silow & Oh, 2004; Silow. 
2006). Here we present the results of exergy calculations for natural plankton community of 
the lake Baikal.  
Yearly average values of structural exergy during 1951–1999 fluctuated around their long-
term average within the limits “long-term average ± mean square deviation” (154,9±26,0) 
without any trends. More interesting is the picture for total eco-exergy for the same period.  
It demonstrates well expressed linear trend of increase with r2 = 0.31 (Fig. 2). 
We have also analysed the long-term dynamics of exergetic parameters for four limnological 
seasons at Baikal: inverted stratification (limnological Winter, under-ice season, February – 
April), spring overturn (limnological Spring, ice melting, May – June), direct stratification 
(limnological Summer, July – October), fall overturn (limnological Autumn, November – 
January)1. Analysis of eco-exergy and structural exergy behaviour during different seasons 
cleared that the positive trend of eco-exergy is observed during limnological Summer 
(Fig. 3, 4).   
Dynamics of pelagic plankton biomass in Baikal for 1951-1999 is given in Fig. 2. There is 
neither expressed directional change of total biomass, nor changes of biomasses of different 
components (only slight positive trend of zooplankton biomass). Long-term oscillations of 
individual components are easily observed. Taking into account all discussed above and 
remembering the relative constancy of the total biomass of pelagic plankton, we can try to 
explain the tendency of its exergy to increase according to three listed above strategies (EL8 
– increase of biomass, increase of network, increase of information). According to the first 
strategy it is the primary production increase, based on the mass development of small sized 
alga in summer period. Actually it is observed in the lake (Izmesyeva & Silow, 2010). 
According to the second strategy it might be some recently observed structural changes in 
the plankton community (Hampton et al., 2008; Moore et al., 2009; Silow, 2010), and the 
third startegy is realized through the growth of share of larger zooplankton, like 
Cladocerans (Pislegina & Silow, 2010). Total biomass of plankton community and its 
individual components remains constant, while the total exergy of the community tends to 
increase. This increase can be explained with the principles of S.E. Jørgensen (section 2.1) – 
the principles of exergy maximization (EL9 and EL10) via the growth of solar exergy 
consuming capacity, sophistication of ecosystem networking and increase of ecosystem 
information storage (EL8). 
The calculated values of structural exergy for different seasons in the lake Baikal plankton 
for the second half of XX century, on the basis of long-term monitoring data, fluctuate 
within their natural limits (long-term average ± mean square deviation) and do not 
demonstrate any positive or negative trends (Fig. 2, Fig. 4). It points to the lack of expressed 
unfavourable changes in the lake Baikal pelagic. 
                                                 
1 Lake Baikal is dimictic lake, characterized by two periods of stratification – inverted, when upper layer 
(0-50 m) of water has the temperature 0–1 ºC, layer 50-250 m – 1-4 ºC, direct, when temperature of upper 
layer decreases from 12 ºC at surface to 5-6 ºC at 50 m, layer 50-250 m – 4-5 ºC, and two overturns with 
temperature at 0-250 m is about 4 ºC. Below 250 m temperature is constant about 3,3 ºC. 
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unfavourable changes in the lake Baikal pelagic. 
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Fig. 2. Long-term dynamics of year-average biomasses of components (mg·m-3), exergy (g 
detritus eq·m-3) and structural exergy of lake Baikal plankton. Dotted line – long-term 
average. 
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Fig. 3. Long-term dynamics of total exergy (g detritus eq·m-3) of lake Baikal plankton for 
different seasons. 
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Fig. 2. Long-term dynamics of year-average biomasses of components (mg·m-3), exergy (g 
detritus eq·m-3) and structural exergy of lake Baikal plankton. Dotted line – long-term 
average. 
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Fig. 4. Long-term dynamics of structural exergy of lake Baikal plankton for different 
seasons. 

As we know from above (sections 3.1,  3.2.4)  structural exergy reflects ecosystem health and 
ability of it to withstand to external influences, e.g. human impact. It is seen from Fig. 4 
average long-term under-ice structural exergy (157,2) is practically equal to long-term year-
average (154,9), summer structural exergy (175,9) is sufficiently higher than year-average , 
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while overturn seasons exergy is lower – 142,5 and 139,4 for spring and fall overturns. It 
means summer community is much more resistant to external disturbances than under-ice 
one, and during overturns Baikal is especially sensitive to pollution and other kinds of 
human impact. It is in good concordance with previously obtained results of our 
experiments with mathematical models (Silow et al., 1995, 2001; Silow, 1999) and 
mesocosms (Silow et al., 1991; Silow & Oh, 2004). 

4. Hypercycles 
One of the characteristic features of ecosystems behaviour are cyclic changes of component 
biomasses and numbers. They are observed both in natural objects and in artificial 
ecosystems. Application of Lotka - Volterra and energy flow models to systems containing 
more than two components demonstrates reducing of oscillation amplitude and 
stabilization of components parameters at fixed levels (Limburg, 1985; Ruan, 2001; Mougi 
Nishimura, 2007). Some researchers make their systems to oscillate via chaotic (Stone & He, 
2007) or stochastic (Abta et al., 2008) behaviour of its components. 
Another fact hardly simulated with the use of existing approaches is "paradox of plankton" - 
coexisting of two or more species in the same ecological niche (Hutchinson, 1961). To 
explain it researchers are forced to find any, though very small differences in ecological 
characteristics of these species, such as optimal temperatures or oxygen contents, growth 
rates, nutrient thresholds for growth, mortality (Ebenhöh, 1988), time and duration of mass 
development (Nikolaev, 1986), albeit the last can be not the cause but effect of coexistence. 

4.1 Description of models  
Nicolis & Prigozhin (1977) basing on the following suggections: 

 XkXA 2   

 AdX   (22) 
 constNXA    

where A - food, X - component biomass, N - general organic matter content in closed system, 
k, d -  growth and death rate coefficients, obtained  

 dXXNkX
dt

dX
 )( . (23) 

This equation is identical to those used for description of autocatalytic processes, where 
component X serves as catalyst for self-creation from substance A. Such autocatalytic and 
self-reproduction units can be regarded in cycles called hypercycles (Eigen & Schuster, 
1979). 
Ecosystem also can be described as hypercycle, where every next trophic level obtains 
material from previous level to reproduce itself as autocatalyst. Example of such structure is 
given in Fig. 5.  Phytoplankton obtains nutrients from bacteria to create organic matter with 
the use of external energy (solar irradiation). Zooplankton feeding on phytoplankton 
obtains organic matter for growth. Bacteriae in turn get food supply from zooplankton 
corpses and faeces. Of course, this scheme is idealized as bacteriae obtain food from 
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Fig. 4. Long-term dynamics of structural exergy of lake Baikal plankton for different 
seasons. 

As we know from above (sections 3.1,  3.2.4)  structural exergy reflects ecosystem health and 
ability of it to withstand to external influences, e.g. human impact. It is seen from Fig. 4 
average long-term under-ice structural exergy (157,2) is practically equal to long-term year-
average (154,9), summer structural exergy (175,9) is sufficiently higher than year-average , 
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while overturn seasons exergy is lower – 142,5 and 139,4 for spring and fall overturns. It 
means summer community is much more resistant to external disturbances than under-ice 
one, and during overturns Baikal is especially sensitive to pollution and other kinds of 
human impact. It is in good concordance with previously obtained results of our 
experiments with mathematical models (Silow et al., 1995, 2001; Silow, 1999) and 
mesocosms (Silow et al., 1991; Silow & Oh, 2004). 

4. Hypercycles 
One of the characteristic features of ecosystems behaviour are cyclic changes of component 
biomasses and numbers. They are observed both in natural objects and in artificial 
ecosystems. Application of Lotka - Volterra and energy flow models to systems containing 
more than two components demonstrates reducing of oscillation amplitude and 
stabilization of components parameters at fixed levels (Limburg, 1985; Ruan, 2001; Mougi 
Nishimura, 2007). Some researchers make their systems to oscillate via chaotic (Stone & He, 
2007) or stochastic (Abta et al., 2008) behaviour of its components. 
Another fact hardly simulated with the use of existing approaches is "paradox of plankton" - 
coexisting of two or more species in the same ecological niche (Hutchinson, 1961). To 
explain it researchers are forced to find any, though very small differences in ecological 
characteristics of these species, such as optimal temperatures or oxygen contents, growth 
rates, nutrient thresholds for growth, mortality (Ebenhöh, 1988), time and duration of mass 
development (Nikolaev, 1986), albeit the last can be not the cause but effect of coexistence. 

4.1 Description of models  
Nicolis & Prigozhin (1977) basing on the following suggections: 

 XkXA 2   

 AdX   (22) 
 constNXA    

where A - food, X - component biomass, N - general organic matter content in closed system, 
k, d -  growth and death rate coefficients, obtained  

 dXXNkX
dt

dX
 )( . (23) 

This equation is identical to those used for description of autocatalytic processes, where 
component X serves as catalyst for self-creation from substance A. Such autocatalytic and 
self-reproduction units can be regarded in cycles called hypercycles (Eigen & Schuster, 
1979). 
Ecosystem also can be described as hypercycle, where every next trophic level obtains 
material from previous level to reproduce itself as autocatalyst. Example of such structure is 
given in Fig. 5.  Phytoplankton obtains nutrients from bacteria to create organic matter with 
the use of external energy (solar irradiation). Zooplankton feeding on phytoplankton 
obtains organic matter for growth. Bacteriae in turn get food supply from zooplankton 
corpses and faeces. Of course, this scheme is idealized as bacteriae obtain food from 
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phytoplankton extracellular products and dead phytoplankton cells, zooplankton can 
consume not only phytoplankton but also bacteriae etc. Nevertheless this scheme represents 
the most important ways of energy and matter transfer in closed ecosystem including 
producers, consumers and reducers. Dynamics of components is determined by following 
system of equations  
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where xi - biomasses, f - growth functions, m - death functions, g - grazing function,  - 
effectiveness of energy and matter conversion (for phytoplankton - relation between 
bacteriae concentration and nutrients availability) between components, φ - effectiveness of 
grazing,  - maximum growth rate. Indices i mean: 1 - phytoplankton, 2 - zooplankton, 3 - 
bacteriae. Function parameters were calculated at the ecosystem stability condition dxi/dt=0.  
Also we have investigated a system including two species of phytoplankton (x11, x12) 
competing for nutrient supply and two species of zooplankton (x21, x22), and bacteriae (Fig. 
6). Starting biomasses for these newly introduced species at stability state were x12=0,33·x11, 
x22=0,1·x21. System was described by the following equations: 
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where  - competition for nutrients function.  

4.2 Behaviour of models  
Dynamics of model (24) after external influence shows its returning to the stability point. 
Such behaviour is characteristic for stable non-linear systems (Gnauck, 1979).  
There are no oscillations in this system, it always returns to stable state after initial 
biomasses changes. To make the system oscillate it is necessary to imitate input of nutrients 
or toxicants into it (Fig. 7). We can remind similar situation obtained by group of R. Pal et al. 
(2009). Their phytoplankton – zooplankton – nutrients model (with much more 
sophisticated mathematics, than ours) demonstrated oscillations under toxification. In other 
works oscillations of ecosystem components were caused by externally driven forces 
(oscillating environment) (Eladydi & Sacker, 2006; Koszalka et al., 2007). Hypercycles with 
not more than three components are shown to remain stable with equilibrium 
concentrations of components regardless with initial concentrations (Köppers, 1985). 
Model (25) demonstrates oscillation behaviour around stability point but never reaches it 
(Fig. 8).  It is in good accordance, e.g. with the biomass fluctuations and species population 
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fluctuations, cased by increase of community size and complexity (Fowler, 2009). It may be 
connected with the competition for resources (in our case – for nutrients, released by 
bacteria), as in many works similar results were obtained. For example, in system of two 
plant populations, competing for one nutrient (Damgaard, 2004), two predators, competing 
for one prey (Saleem et al., 2003; Yu et al., 2011), three microbial populations, competing for 
resources (Li, 2001).  
 

 

Fig. 5. Idealized scheme of ecosystem as hypercycle. Blue arrows – flows of energy and 
matter between ecosystem components, green – self-reproduction of components, yellow 
arrow – income of low entropy (high exergy) energy from external source (Sun), dotted 
arrows – dissipation of energy in the form of high entropy (low exergy) heat energy. 

5. Conclusion 
It is now becoming clear that the movement away from thermodynamic equilibrium, and 
the subsequent increase in organization during ecosystem growth and development, is a 
result of system components and configurations that maximize the flux of useful energy and 
the amount of stored exergy. Both empirical data, as well as theoretical models, support 
these conclusions. Exergy is widely used in ecology to analyze theoretical problems and to 
solve applied tasks. The most perspective use of exergy parameters in recent ecology is the 
use of them as ecosystem health indicators.  
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Exergy, and, especially structural exergy, is shown to be a good health indicator for 
ecosystems in many model, experimental, field and complex case studies.  
The application of exergy calculations to long-term dynamics of the lake Baikal plankton 
demonstrates the steady state of plankton community structural exergy and well observed 
increase of its total exergy.  
Presented model of two competing hypercycles shows: 1) simultaneous coexistence of two 
ecologically equivalent phytoplankton species obtaining nutrients from the one source; 2) 
auto-oscillations of all the components included in model in constant environmental 
conditions, similar to those observed in real ecosystems. 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 6. Idealized scheme of an ecosystem as system of coupled hypercycles.  
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Fig. 7. Dynamics of system (25) at income of pesticide, causing death of 10 % of phyto-
plankton, together with nutrients (10% of ecosystem strorage). Y-axis – biomass (kJ m-2), X-
axis – years. 
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Fig. 8. Dynamics of system (26) without external perturbations.  
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1. Introduction 
This chapter outlines a theoretical framework for the microscopic approach to material 
transport in liquid mixtures, and applies that framework to binary one-phase systems. The 
material transport in this approach includes no hydrodynamic processes related to the 
macroscopic transfer of momenta. In analyzing the current state of thermodynamic theory, 
we indicate critically important refinements necessary to use non-equilibrium 
thermodynamics and statistical mechanics in the application to material transport in non-
isothermal mixtures.  

2. Thermodynamic theory of material transport in liquid mixtures: Role of the 
Gibbs-Duhem equation 
The aim of this section is to outline the thermodynamic approach to material transport in 
mixtures of different components. The approach is based on the principle of local 
equilibrium, which assumes that thermodynamic principles hold in a small volume within a 
non-equilibrium system. Consequently, a small volume containing a macroscopic number of 
particles within a non-equilibrium system can be treated as an equilibrium system. A 
detailed discussion on this topic and references to earlier work are given by Gyarmati 
(1970). The conditions required for the validity of such a system are that both the 
temperature and molecular velocity of the particles change little over the scale of molecular 
length or mean free path (the latter change being small relative to the speed of sound). For a 
gas, these conditions are met with a temperature gradient below 104 K cm-1; for a liquid, 
where the heat conductivity is greater, the speed of sound higher and the mean free path is 
small, this condition for local equilibrium is more than fulfilled, provided the experimental 
temperature gradient is below 104 K cm-1.  
Thermodynamic expressions for material transport in liquids have been established based 
on equilibrium thermodynamics (Gibbs and Gibbs-Duhem equations), as well as on the 
principles of non-equilibrium thermodynamics (thermodynamic forces and fluxes). For a 
review of these models, see (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 
1999; Haase, 1969).  
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equilibrium, which assumes that thermodynamic principles hold in a small volume within a 
non-equilibrium system. Consequently, a small volume containing a macroscopic number of 
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detailed discussion on this topic and references to earlier work are given by Gyarmati 
(1970). The conditions required for the validity of such a system are that both the 
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gas, these conditions are met with a temperature gradient below 104 K cm-1; for a liquid, 
where the heat conductivity is greater, the speed of sound higher and the mean free path is 
small, this condition for local equilibrium is more than fulfilled, provided the experimental 
temperature gradient is below 104 K cm-1.  
Thermodynamic expressions for material transport in liquids have been established based 
on equilibrium thermodynamics (Gibbs and Gibbs-Duhem equations), as well as on the 
principles of non-equilibrium thermodynamics (thermodynamic forces and fluxes). For a 
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Non-equilibrium thermodynamics is based on the entropy production expression 
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where 


eJ is the energy flux, 


iJ are the component material fluxes, N is the number of the 
components, i  are the chemical potentials of components, and T is the temperature. The 
energy flux and the temperature distribution in the liquid are assumed to be known, 
whereas the material concentrations are determined by the continuity equations 
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Here in is the numerical volume concentration of component i and t  is time. Non-
equilibrium thermodynamics defines the material flux as  
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where Li and LiQ are individual molecular kinetic coefficients. The second term on the right-
hand side of Eq. (3) represents the cross effect between material flux and heat flux. 
The chemical potentials are expressed through component concentrations and other 
physical parameters (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999): 
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Here P  is the internal macroscopic pressure of the system and   k kv P is the partial 
molecular volume, which is nearly equivalent to the specific molecular volume kv . 
Substituting Eq. (4) into Eq. (3), and using parameter i iQ iq L L , termed the molecular heat 
of transport, we obtain the equation for component material flux: 
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Defining the relation between the heat of transport and thermodynamic parameters is a key 
problem because the Soret coefficient, which is the parameter that characterizes the 
distribution of components concentrations in a temperature gradient, is expressed through 
the heat of transport (De Groot, 1952; De Groot, Mazur, 1962). A number of studies that offer 
approaches to calculating the heat of transport are cited in (Pan S et al., 2007).  
Eq. (5) must be augmented by an equation for the macroscopic pressure gradient in the 
system. The simplest possible approach is to consider the pressure to be constant (De Groot, 
1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999; Haase, 1969; Landau , Lifshitz, 
1959), but pressure cannot be constant in a system with a non-uniform temperature and 
concentration. This issue is addressed with a well-known expression referred to as the 
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Gibbs-Duhem equation (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 
1999; Haase, 1969; Landau, Lifshitz, 1959; Ghorayeb, Firoozabadi, 2000; Pan S et al., 2007): 
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The Gibbs-Duhem equation defines the macroscopic pressure gradient in a thermodynamic 
system. In equilibrium thermodynamics the equation defines the potentiality of the 
thermodynamic functions (Kondepudi, Prigogine, 1999). In equilibrium thermodynamics 
the change in the thermodynamic function is determined only by the initial and final states 
of the systems, without consideration of the transition process itself. In non-equilibrium 
thermodynamics, Eq. (5) plays the role of expressing mechanical equilibrium in the system. 
According to the Prigogine theorem (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, 
Prigogine, 1999; Haase, 1969), pressure gradient cancels the volume forces expressed as the 
gradients of the chemical potentials and provides mechanical equilibrium in a 
thermodynamically stable system. However, in a non-isothermal system, the same authors 
considered a constant pressure and the left- and right-hand side of Eq. (6) were assumed to 
be zero simultaneously, which is both physically and mathematically invalid. 
Substituting Eq. (6) into Eq. (5) we obtain the following equation for material flux: 
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In Eq. (7), the numeric volume concentrations of the components are replaced by their 
volume fractions i i in v , which obey the equation 
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Using Eq. (8) and the standard rule of differentiation of a composite function                 
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we can eliminate 1 and obtain Eq. (7) in a more compact form:  
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Here1 is expressed through the other volume fractions using Eq. (8), and the following 
combined chemical potential is introduced: 
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We note that the volume fraction selected for elimination is arbitrary (any other volume 
fraction can be eliminated in the same manner), and that in subsequent mathematical 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

344 

Non-equilibrium thermodynamics is based on the entropy production expression 

 


         
   

  

1

1 N
i

e i
i

J J
T T

 (1) 

where 


eJ is the energy flux, 


iJ are the component material fluxes, N is the number of the 
components, i  are the chemical potentials of components, and T is the temperature. The 
energy flux and the temperature distribution in the liquid are assumed to be known, 
whereas the material concentrations are determined by the continuity equations 

 
 




i

i
n J
t

                   (2) 

Here in is the numerical volume concentration of component i and t  is time. Non-
equilibrium thermodynamics defines the material flux as  

          
  

 1i
i i i i iQJ n L n L

T T
 (3) 

where Li and LiQ are individual molecular kinetic coefficients. The second term on the right-
hand side of Eq. (3) represents the cross effect between material flux and heat flux. 
The chemical potentials are expressed through component concentrations and other 
physical parameters (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999): 

 


 
      

 
 


2

1

k k
l k

ll
n v P T

n T
             (4) 

Here P  is the internal macroscopic pressure of the system and   k kv P is the partial 
molecular volume, which is nearly equivalent to the specific molecular volume kv . 
Substituting Eq. (4) into Eq. (3), and using parameter i iQ iq L L , termed the molecular heat 
of transport, we obtain the equation for component material flux: 

 


               
  

1

N
i ii i i i

i k i
kk

qn LJ n v P T
T n T T

       (5) 

 

Defining the relation between the heat of transport and thermodynamic parameters is a key 
problem because the Soret coefficient, which is the parameter that characterizes the 
distribution of components concentrations in a temperature gradient, is expressed through 
the heat of transport (De Groot, 1952; De Groot, Mazur, 1962). A number of studies that offer 
approaches to calculating the heat of transport are cited in (Pan S et al., 2007).  
Eq. (5) must be augmented by an equation for the macroscopic pressure gradient in the 
system. The simplest possible approach is to consider the pressure to be constant (De Groot, 
1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999; Haase, 1969; Landau , Lifshitz, 
1959), but pressure cannot be constant in a system with a non-uniform temperature and 
concentration. This issue is addressed with a well-known expression referred to as the 

 
Statistical Thermodynamics of Material Transport in Non-Isothermal Mixtures 

 

345 

Gibbs-Duhem equation (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 
1999; Haase, 1969; Landau, Lifshitz, 1959; Ghorayeb, Firoozabadi, 2000; Pan S et al., 2007): 

 
 

  
     

  
   

1 1

N N
i i

i k
ki k

P n n T
n T

        (6) 

The Gibbs-Duhem equation defines the macroscopic pressure gradient in a thermodynamic 
system. In equilibrium thermodynamics the equation defines the potentiality of the 
thermodynamic functions (Kondepudi, Prigogine, 1999). In equilibrium thermodynamics 
the change in the thermodynamic function is determined only by the initial and final states 
of the systems, without consideration of the transition process itself. In non-equilibrium 
thermodynamics, Eq. (5) plays the role of expressing mechanical equilibrium in the system. 
According to the Prigogine theorem (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, 
Prigogine, 1999; Haase, 1969), pressure gradient cancels the volume forces expressed as the 
gradients of the chemical potentials and provides mechanical equilibrium in a 
thermodynamically stable system. However, in a non-isothermal system, the same authors 
considered a constant pressure and the left- and right-hand side of Eq. (6) were assumed to 
be zero simultaneously, which is both physically and mathematically invalid. 
Substituting Eq. (6) into Eq. (5) we obtain the following equation for material flux: 

    
  

       
                    

       
   

 



1 1
1

N N N
i i i i i k k k

i i k l i i
i k k lk k i l

L v TJ T T q
v T T v T T

 (7) 

In Eq. (7), the numeric volume concentrations of the components are replaced by their 
volume fractions i i in v , which obey the equation 

 



1

1
N

i
i

                 (8) 

Using Eq. (8) and the standard rule of differentiation of a composite function                 

 
             

    

         
    

1 1

1

, ..., ,...
2k l l k k k

l l l l
l l l l

             (9) 

we can eliminate 1 and obtain Eq. (7) in a more compact form:  

  
 



    
             

   
  





1
2

N N
i i ik ik

i k l i i
i lk l

L TJ T q
T v T T

     (10) 

Here1 is expressed through the other volume fractions using Eq. (8), and the following 
combined chemical potential is introduced: 

     i
ik i k

k

v
v

            (11) 

We note that the volume fraction selected for elimination is arbitrary (any other volume 
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expressions, we express the volume fraction of the first component through that of the 
others using Eq. (8).  
Equations for the material fluxes are usually augmented by the following equation, which 
relates the material fluxes of components (De Groot, 1952; De Groot, Mazur, 1962; 
Kondepudi, Prigogine, 1999; Haase, 1969; Ghorayeb, Firoozabadi, 2000; Pan S et al., 2007):  
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Eq. (12) expresses the conservation mass in the considered system and the absence of any 
hydrodynamic mass transfer. Also, Eq. (12) is used to eliminate one of the components from 
the series of component fluxes expressed by Eq. (10). That material flux that is replaced in 
this way is arbitrary, and the resulting concentration distribution will depend on which flux 
is selected. The result is not significant in a dilute system, but in non-dilute systems this 
practice renders an ambiguous description of the material transport processes.  
In addition to being mathematically inconsistent with Eq. (12) because there are N+1 
equations [i.e., N Eq. (10) plus Eq. (12)] for N-1 independent component concentrations, Eq. 
(10) predicts a drift in a pure liquid subjected to a temperature gradient. Thus, at  1i  Eq. 
(10) predicts 
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This result contradicts the basic principle of local equilibrium, and the notion of 
thermodiffusion as an effect that takes place in mixtures only. Moreover, Eq. (13) indicates 
that the achievement of a stationary state in a closed system is impossible, since material 
transport will occur even in a pure liquid. 
The contradiction that a system cannot reach a stationary state, as expressed in Eq. (13), can 
be eliminated if we assume   
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With such an assumption Eq. (10) can be cast in the following form: 
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Because the kinetic coefficients are usually calculated independently from thermodynamics, 
the material fluxes expressed by Eq. (15) cannot satisfy Eq. (12) for the general case. But in a 
closed and stationary system, where 


0iJ , Eqs. (12) and (15) become consistent. In this case, 

any component flux can be expressed by Eq. (15) through summation of the other equations.  
The condition of mechanical equilibrium for an isothermal homogeneous system, as well as 
the use of Eqs. (l) – (6) for non-isothermal systems, are closely related to the principle of 
local equilibrium (De Groot, 1952; De Groot, Mazur, 1962; Kondepudi, Prigogine, 1999; 
Haase, 1969). As argued in (Duhr, Braun, 2006; Weinert, Braun; 2008), thermodiffusion 
violates local equilibrium because the change in free energy across a particle is typically 
comparable to the thermal energy of the particle. However, their calculations predict that 
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even for large (micron size) particles, the energy difference is no more than a few percent of 
kT. But the local equilibrium is determined by processes at molecular level, as will be 
discussed below, and this argumentation cannot be accepted. 

3. Dynamic pressure gradient in open and non-stationary systems: 
Thermodynamic equations of material transport with the Soret coefficient as 
a thermodynamic parameter  
Expressing the heats of transport by Eq. (14), we derived a set of consistent equations for 
material transport in a stationary closed system. However, expression for the heat of 
transport itself cannot yield consistent equations for material transport in a non-stationary 
and open system. 
In an open system, the flux of a component may be nonzero because of transport across the 
system boundaries. Also, in a closed system that is non-stationary, the component material 

fluxes 


iJ  can be nonzero even though the total material flux in the system,
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zero. In both these cases, the Gibbs-Duhem equation can no longer be used to determine the 
pressure in the system, and an alternate approach is necessary. 
In previous works (Schimpf, Semenov, 2004; Semenov, Schimpf, 2005), we combined 
hydrodynamic calculations of the kinetic coefficients with the Fokker-Planck equations to 
obtain material transfer equations that contain dynamic parameters such as the cross-
diffusion and thermal diffusion coefficients. In that approach, the macroscopic gradient of 
pressure in a binary system was calculated from equations of continuity of the same type as 
expressed by Eqs. (2) and (8). This same approach may be used for solving the material 
transport equations obtained by non-equilibrium thermodynamics. 
In this approach, the continuity equations [Eq. (2)] are first expressed in the form 
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Summing Eq. (16) for each component and utilizing Eq. (8) we obtain the following equation 
for the dynamic pressure gradient in an open non-stationary system: 
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Substituting Eq. (17) into Eq. (16) we obtain the material transport equations: 
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Comparing Eq. (18) with Eq. (15) for a stationary mixture shows that former contains an 

additional drift term 
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expressions, we express the volume fraction of the first component through that of the 
others using Eq. (8).  
Equations for the material fluxes are usually augmented by the following equation, which 
relates the material fluxes of components (De Groot, 1952; De Groot, Mazur, 1962; 
Kondepudi, Prigogine, 1999; Haase, 1969; Ghorayeb, Firoozabadi, 2000; Pan S et al., 2007):  
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Eq. (12) expresses the conservation mass in the considered system and the absence of any 
hydrodynamic mass transfer. Also, Eq. (12) is used to eliminate one of the components from 
the series of component fluxes expressed by Eq. (10). That material flux that is replaced in 
this way is arbitrary, and the resulting concentration distribution will depend on which flux 
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This result contradicts the basic principle of local equilibrium, and the notion of 
thermodiffusion as an effect that takes place in mixtures only. Moreover, Eq. (13) indicates 
that the achievement of a stationary state in a closed system is impossible, since material 
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the material fluxes expressed by Eq. (15) cannot satisfy Eq. (12) for the general case. But in a 
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violates local equilibrium because the change in free energy across a particle is typically 
comparable to the thermal energy of the particle. However, their calculations predict that 
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even for large (micron size) particles, the energy difference is no more than a few percent of 
kT. But the local equilibrium is determined by processes at molecular level, as will be 
discussed below, and this argumentation cannot be accepted. 

3. Dynamic pressure gradient in open and non-stationary systems: 
Thermodynamic equations of material transport with the Soret coefficient as 
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Expressing the heats of transport by Eq. (14), we derived a set of consistent equations for 
material transport in a stationary closed system. However, expression for the heat of 
transport itself cannot yield consistent equations for material transport in a non-stationary 
and open system. 
In an open system, the flux of a component may be nonzero because of transport across the 
system boundaries. Also, in a closed system that is non-stationary, the component material 
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obtain material transfer equations that contain dynamic parameters such as the cross-
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pressure in a binary system was calculated from equations of continuity of the same type as 
expressed by Eqs. (2) and (8). This same approach may be used for solving the material 
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Summing Eq. (16) for each component and utilizing Eq. (8) we obtain the following equation 
for the dynamic pressure gradient in an open non-stationary system: 
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Substituting Eq. (17) into Eq. (16) we obtain the material transport equations: 
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Comparing Eq. (18) with Eq. (15) for a stationary mixture shows that former contains an 
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system. The term 
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in Eq. (17) describes the contribution of that drift to the pressure 

gradient. This additional component of the total material flux is attributed to barodiffusion, 
which is driven by the dynamic pressure gradient defined by Eq. (17). This dynamic 
pressure gradient is associated with viscous dissipation in the system. Parameter 


J is 

independent of position in the system but is determined by material transfer across the 
system boundaries, which may vary over time.  
If the system is open but stationary, molecules entering it through one of its boundary 
surfaces can leave it through another, thus creating a molecular drift that is independent of 
the existence of a temperature or pressure gradient. This drift is determined by conditions at 
the boundaries and is independent of any force applied to the system. For example, the 
system may have a component source at one boundary and a sink of the same component at 
opposite boundary. As molecules of a given species move between the two boundaries, they 
experience viscous friction, which creates a dynamic pressure gradient that induces 
barodiffusion in all molecular species. The pressure gradient that is induced by viscous 
friction in such a system is not considered in the Gibbs-Duhem equation. 
Equations (6), (7), and (15) describe a system in hydrostatic equilibrium, without viscous 
friction caused by material flux due to material exchange through the system boundaries. 
Unlike the Gibbs-Duhem equation, Eq. (17) accounts for viscous friction forces and the 
resulting dynamic pressure gradient. For a closed stationary system, in which 
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, Eq. (18) is transformed into  
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There are thermal diffusion experiments in which the system experiences periodic 
temperature changes. An example is the method used described by (Wiegand, Kohler, 2002), 
where thermodiffusion in liquids is observed within a dynamic temperature grating 
produced using a pulsed infrared laser. Because this technique involves changing the wall 
temperature, which changes the equilibrium adsorption constant, material fluxes vary with 
time, creating a periodicity in the inflow and outflow of material. A preliminary analysis 
shows that material fluxes to and from the walls have relaxation times on the order of a few 
microseconds until equilibrium is attained, and that such non-stationary material fluxes can 
be observed using dynamic temperature gratings. 
The Soret coefficient is a common parameter used to characterize material transport in 
temperature gradients. For binary systems, Eq. (19) can be used to define the Soret 
coefficient as 
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where subscript P is used to indicate that the derivatives are taken at constant pressure, as is 
the case in Eqs. (4) and (6). We can solve Eqs. (19) to express the “partial” Soret coefficient 

k
TS  for the k’th component through a factor of proportionality between k and T .  

4. Statistical mechanics of material transport: Chemical potentials at 
constant volume and pressure and the Laplace component of pressure in a 
molecular force field 
The chemical potential at constant volume can be calculated using a modification of an 
expression derived in (Kirkwood, Boggs, 1942; Fisher, 1964): 

    



   


   

1

0
10

,
i
out

N
j

iV i ij ij
jj V

d g r r dv
v

         (21) 

Here 

 0 2
23 ln ln ln ln

2 rot

i ii i
i vib

i

m kTkT kT kT Z kT Z
vh

 
                   (22) 

is the chemical potential of an ideal gas of the respective non-interacting molecules (related 
to their kinetic energy), h is Planck’s constant, im is the mass of the molecule, 

rot

iZ and 

vib

iZ are its rotational and vibrational statistical sums, respectively, and i
outV is the volume 

external to a molecule of the i’th component. The molecular vibrations make no significant 
contribution to the thermodynamic parameters except in special situations, which will not 
be discussed here. The rotational statistical sum for polyatomic molecules is written as 
(Landau, Lifshitz, 1980)  

  
 



32
1 2 33 8rotZ kT I I I

h
     (23) 

where  is the symmetry value, which is the number of possible rotations about the 
symmetry axes carrying the molecule into itself. For H2O and C2H5OH,  2 ; for NH3, 
 3 ; for CH4 and C6H6,  12 . 1 2, ,I I  and 3I are the principal values of the tensor of the 

moment of inertia. 
In Eq. (21), parameter   describes the gradual “switching on” of the intermolecular 
interaction. A detailed description of this representation can be found in (Kirkwood, Boggs, 
1942; Fisher, 1964). Parameter r is the distance between the molecule of the surrounding 
liquid and the center of the considered molecule;   ,ijg r is the pair correlative function, 
which expresses the probability of finding a molecule of the surrounding liquid at r ( 

r r ) 
if the considered molecule is placed at  0r ; and ij is the molecular interaction potential, 
known as the London potential (Ross, Morrison, 1988):  
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system. The term 
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which is driven by the dynamic pressure gradient defined by Eq. (17). This dynamic 
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opposite boundary. As molecules of a given species move between the two boundaries, they 
experience viscous friction, which creates a dynamic pressure gradient that induces 
barodiffusion in all molecular species. The pressure gradient that is induced by viscous 
friction in such a system is not considered in the Gibbs-Duhem equation. 
Equations (6), (7), and (15) describe a system in hydrostatic equilibrium, without viscous 
friction caused by material flux due to material exchange through the system boundaries. 
Unlike the Gibbs-Duhem equation, Eq. (17) accounts for viscous friction forces and the 
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where subscript P is used to indicate that the derivatives are taken at constant pressure, as is 
the case in Eqs. (4) and (6). We can solve Eqs. (19) to express the “partial” Soret coefficient 

k
TS  for the k’th component through a factor of proportionality between k and T .  

4. Statistical mechanics of material transport: Chemical potentials at 
constant volume and pressure and the Laplace component of pressure in a 
molecular force field 
The chemical potential at constant volume can be calculated using a modification of an 
expression derived in (Kirkwood, Boggs, 1942; Fisher, 1964): 
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is the chemical potential of an ideal gas of the respective non-interacting molecules (related 
to their kinetic energy), h is Planck’s constant, im is the mass of the molecule, 
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be discussed here. The rotational statistical sum for polyatomic molecules is written as 
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In Eq. (21), parameter   describes the gradual “switching on” of the intermolecular 
interaction. A detailed description of this representation can be found in (Kirkwood, Boggs, 
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Here  ij is the energy of interaction and  ij is the minimal molecular approach distance. In 
the integration over i

outV , the lower limit is  ijr .       
There is no satisfactory simple method for calculating the pair correlation function in 
liquids, although it should approach unity at infinity. We will approximate it as 

 
  , 1ijg r

                                    (25) 

With this approximation we assume that the local distribution of solvent molecules is not 
disturbed by the particle under consideration. The approximation is used widely in the 
theory of liquids and its effectiveness has been shown. For example, in (Bringuier, Bourdon, 
2003, 2007), it was used in a kinetic approach to define the thermodiffusion of colloidal 
particles. In (Schimpf, Semenov, 2004; Semenov, Schimpf, 2000, 2005) the approximation 
was used in a hydrodynamic theory to define thermodiffusion in polymer solutions. The 
approximation of constant local density is also used in the theory of regular solutions 
(Kirkwood, 1939). With this approximation we obtain 
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The terms under the summation sign are a simple modification of the expression obtained in 
(Bringuier, Bourdon, 2003, 2007). 
In our calculations, we will use the fact that there is certain symmetry between the chemical 

potentials contained in Eq. (11). The term i
k

k

v
v

can be written as ik kN , where  i
ik

k

vN
v

is 

the number of the molecules of the k’th component that can be placed within the volume 
iv but are displaced by a molecule of i’th component. Using the known result that free 

energy is the sum of the chemical potentials we can say that ik kN is the free energy or 
chemical potential of a virtual molecular particle consisting of molecules of the k’th 
component displaced by a molecule of the i’th component. For this reason we can extend the 
results obtained in the calculations of molecular chemical potential iV  of the second 
component to calculations of parameter ik kVN  by a simple change in the respective 
designations i k . Regarding the concentration of these virtual particles, there are at least 
two approaches allowed:  
a. we can assume that the volume fraction of the virtual particles is equal to the volume 

fraction of the real particles that displace molecules of the k’th component, i.e., their 

numeric concentration is i

iv
. This approach means that only the actually displaced 

molecules are taken into account, and that they are each distinguishable from molecules 
of the k’th component in the surrounding liquid.  

b. we can take into account the indistinguishability of the virtual particles. In this 
approach any group of the ikN molecules of the k’th component can be considered as a 
virtual particle. In this case, the numeric volume concentration of these virtual 

molecules is k

iv
.  

We have chosen to use the more general assumption b).  
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Using Eqs. (21) and (22), along with the definition of a virtual particle outlined above, we 
can define the combined chemical potential at constant volume  *

ikV  as 
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where 
ikN k ikm m N and ik

rot

NZ are the mass and the rotational statistical sum of the virtual 

particle, respectively. In Eq. (27), the total interaction potential ik kjN of the molecules 

included in the virtual particle is written as ik
j

N . We will use the approximation  
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This approximation corresponds to the virtual particle having the size of a molecule of the 
i’th component and the energetic parameter of the k’th component.  
In further development of the microscopic calculations it is important that the chemical 
potential be defined at constant pressure. Chemical potentials at constant pressure are 
related to those at constant volume iV  by the expression 
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Herei is the local pressure distribution around the molecule. Eq. (29) expresses the relation 
between the forces acting on a molecular particle at constant versus changing local pressure. 
This equation is a simple generalization of a known equation (Haase, 1969) in which the 
pressure gradient is assumed to be constant along a length about the particle size. 
Next we calculate the local pressure distributioni , which is widely used in hydrodynamic 
models of kinetic effects in liquids (Ruckenstein, 1981; Anderson, 1989; Schimpf, Semenov, 
2004; Semenov, Schimpf, 2000, 2005). The local pressure distribution is usually obtained 
from the condition of the local mechanical equilibrium in the liquid around i’th molecular 

particle, a condition that is written as  
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v . In (Semenov, Schimpf, 2009; 

Semenov, 2010) the local pressure distribution is used in a thermodynamic approach, where 
it is obtained by formulating the condition for establishing local equilibrium in a thin layer 
of thickness l and area S when the layer shifts from position r to position r+dr. In this case, 
local equilibrium expresses the local conservation of specific free energy 
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field of the i’th molecule.  
In the layer forming a closed surface, the change in the free energy is written as: 
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Here  ij is the energy of interaction and  ij is the minimal molecular approach distance. In 
the integration over i

outV , the lower limit is  ijr .       
There is no satisfactory simple method for calculating the pair correlation function in 
liquids, although it should approach unity at infinity. We will approximate it as 
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Using Eqs. (21) and (22), along with the definition of a virtual particle outlined above, we 
can define the combined chemical potential at constant volume  *

ikV  as 

    *

1 1

3 ln ln ln
2

kjrot

ik
i iik rot out out

i N N Nj ji i
ikV ij kjN

N k j jj jV V

ZmkT r dv r dv
m v vZ

 




 

 

 
        
 
 

    

 

(27) 

where 
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This approximation corresponds to the virtual particle having the size of a molecule of the 
i’th component and the energetic parameter of the k’th component.  
In further development of the microscopic calculations it is important that the chemical 
potential be defined at constant pressure. Chemical potentials at constant pressure are 
related to those at constant volume iV  by the expression 
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Herei is the local pressure distribution around the molecule. Eq. (29) expresses the relation 
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2004; Semenov, Schimpf, 2000, 2005). The local pressure distribution is usually obtained 
from the condition of the local mechanical equilibrium in the liquid around i’th molecular 

particle, a condition that is written as  
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Semenov, 2010) the local pressure distribution is used in a thermodynamic approach, where 
it is obtained by formulating the condition for establishing local equilibrium in a thin layer 
of thickness l and area S when the layer shifts from position r to position r+dr. In this case, 
local equilibrium expresses the local conservation of specific free energy 
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In the layer forming a closed surface, the change in the free energy is written as: 
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where we consider changes in free energy due to both a change in the parameters of the 
layer volume ( dV Sdr ) and a change dS in the area of the closed layer. For a spherical 
layer, the changes in volume and surface area are related as  2dV rdS , and we obtain the 
following modified equation of equilibrium for a closed spherical surface:     
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where 0r is the unit radial vector. The pressure gradient related to the change in surface area 
has the same nature as the Laplace pressure gradient discussed in (Landau, Lifshitz, 1980). 
Solving Eq. (31), we obtain 
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Substituting the pressure gradient from Eq. (32) into Eq. (29), and using Eqs. (24), (27), and 
(28), we obtain a general expression for the gradient in chemical potential at constant 
pressure in a non-isothermal and non-homogeneous system. We will not write the general 
expression here, rather we will derive the expression for binary systems.   

5. The Soret coefficient in diluted binary molecular mixtures: The kinetic term 
in thermodiffusion is related to the difference in the mass and symmetry of 
molecules 
In this section we present the results obtained in (Semenov, 2010, Semenov, Schimpf, 2011a). 
In diluted systems, the concentration dependence of the chemical potentials for the solute 
and solvent is well-known [e.g., see (Landau, Lifshitz, 1980)]:  2 lnkT   , and 1 is 

practically independent of solute concentration  2 . Thus, Eq. (20) for the Soret coefficient 
takes the form: 
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The equation for combined chemical potential at constant volume [Eq. (28)] using 
assumption b) in Section 3 takes the form   
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where 1 21N N is the number of solvent molecules displaced by molecule of the solute, 
 1

11
N is the potential of interaction between the virtual particle and a molecule of the solvent. 

The relation   1 1 is also used in deriving Eq. (34). Because        ln 1  at  0 , 
we expect the use of assumption a) in Section 3 for the concentration of virtual particles will 
yield a reasonable physical result.  
In a dilute binary mixture, the equation for local pressure [Eq. (32)] takes the form 
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where index i is related to the virtual particle or solute.  
Using Eqs. (29), (34), we obtain the following expression for the temperature-induced 
gradient of the combined chemical potential of the diluted molecular mixture: 
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Here1 is the thermal expansion coefficient for the solvent and T  is the tangential 
component of the bulk temperature gradient. After substituting the expressions for the 
interaction potentials defined by Eqs. (23), (24), and (28) into Eq. (36), we obtain the 
following expression for the Soret coefficient in the diluted binary system: 
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In Eq. (37), the subscripts 2 and 1N  are used again to denote the real and virtual particle, 
respectively. 
The Soret coefficient expressed by Eq. (37) contains two main terms. The first term 
corresponds to the temperature derivative of the part of the chemical potential related to the 
solute kinetic energy. In turn, this kinetic term contains the contributions related to the 
translational and rotational movements of the solute in the solvent. The second term is 
related to the potential interaction of solute with solvent molecules. This potential term has 
the same structure as those obtained by the hydrodynamic approach in (Schimpf, Semenov, 
2004; Semenov, Schimpf, 2005).  
According to Eq. (37), both positive (from hot to cold wall) and negative (from cold to hot 
wall) thermodiffusion is possible. The molecules with larger mass ( 

12 Nm m ) and with a 
stronger interactions between solvent molecules (  11 12 ) should demonstrate positive 
thermodiffusion. Thus, dilute aqueous solutions are expected to demonstrate positive 
thermophoresis. In (Ning, Wiegand, 2006), dilute aqueous solutions of acetone and dimethyl 
sulfoxide were shown to undergo positive thermophoresis. In that paper, a very high value 
of the Hildebrand parameter is given as an indication of the strong intermolecular 
interaction for water. More specifically, the value of the Hildebrand parameter exceeds by 
two-fold the respective parameters for other components.  
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where we consider changes in free energy due to both a change in the parameters of the 
layer volume ( dV Sdr ) and a change dS in the area of the closed layer. For a spherical 
layer, the changes in volume and surface area are related as  2dV rdS , and we obtain the 
following modified equation of equilibrium for a closed spherical surface:     
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where 0r is the unit radial vector. The pressure gradient related to the change in surface area 
has the same nature as the Laplace pressure gradient discussed in (Landau, Lifshitz, 1980). 
Solving Eq. (31), we obtain 
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Substituting the pressure gradient from Eq. (32) into Eq. (29), and using Eqs. (24), (27), and 
(28), we obtain a general expression for the gradient in chemical potential at constant 
pressure in a non-isothermal and non-homogeneous system. We will not write the general 
expression here, rather we will derive the expression for binary systems.   

5. The Soret coefficient in diluted binary molecular mixtures: The kinetic term 
in thermodiffusion is related to the difference in the mass and symmetry of 
molecules 
In this section we present the results obtained in (Semenov, 2010, Semenov, Schimpf, 2011a). 
In diluted systems, the concentration dependence of the chemical potentials for the solute 
and solvent is well-known [e.g., see (Landau, Lifshitz, 1980)]:  2 lnkT   , and 1 is 

practically independent of solute concentration  2 . Thus, Eq. (20) for the Soret coefficient 
takes the form: 
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where 1 21N N is the number of solvent molecules displaced by molecule of the solute, 
 1

11
N is the potential of interaction between the virtual particle and a molecule of the solvent. 

The relation   1 1 is also used in deriving Eq. (34). Because        ln 1  at  0 , 
we expect the use of assumption a) in Section 3 for the concentration of virtual particles will 
yield a reasonable physical result.  
In a dilute binary mixture, the equation for local pressure [Eq. (32)] takes the form 
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where index i is related to the virtual particle or solute.  
Using Eqs. (29), (34), we obtain the following expression for the temperature-induced 
gradient of the combined chemical potential of the diluted molecular mixture: 
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Here1 is the thermal expansion coefficient for the solvent and T  is the tangential 
component of the bulk temperature gradient. After substituting the expressions for the 
interaction potentials defined by Eqs. (23), (24), and (28) into Eq. (36), we obtain the 
following expression for the Soret coefficient in the diluted binary system: 
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In Eq. (37), the subscripts 2 and 1N  are used again to denote the real and virtual particle, 
respectively. 
The Soret coefficient expressed by Eq. (37) contains two main terms. The first term 
corresponds to the temperature derivative of the part of the chemical potential related to the 
solute kinetic energy. In turn, this kinetic term contains the contributions related to the 
translational and rotational movements of the solute in the solvent. The second term is 
related to the potential interaction of solute with solvent molecules. This potential term has 
the same structure as those obtained by the hydrodynamic approach in (Schimpf, Semenov, 
2004; Semenov, Schimpf, 2005).  
According to Eq. (37), both positive (from hot to cold wall) and negative (from cold to hot 
wall) thermodiffusion is possible. The molecules with larger mass ( 

12 Nm m ) and with a 
stronger interactions between solvent molecules (  11 12 ) should demonstrate positive 
thermodiffusion. Thus, dilute aqueous solutions are expected to demonstrate positive 
thermophoresis. In (Ning, Wiegand, 2006), dilute aqueous solutions of acetone and dimethyl 
sulfoxide were shown to undergo positive thermophoresis. In that paper, a very high value 
of the Hildebrand parameter is given as an indication of the strong intermolecular 
interaction for water. More specifically, the value of the Hildebrand parameter exceeds by 
two-fold the respective parameters for other components.  
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Since the kinetic term in the Soret coefficient contains solute and solvent symmetry 
numbers, Eq. (37) predicts thermodiffusion in mixtures where the components are distinct 
only in symmetry, while being identical in respect to all other parameters. In (Wittko, 
Köhler, 2005) it was shown that the Soret coefficient in the binary mixtures containing the 
isotopically substituted cyclohexane can be in general approximated as the linear function  

     T iT m iS S a M b I            (38) 

where iTS is the contribution of the intermolecular interactions, ma and ib are coefficients, 
while M and I are differences in the mass and moment of inertia, respectively, for the 
molecules constituting the binary mixture. According to Eq. (37), the coefficients are defined 
by 
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In (Wittko, Köhler, 2005) the first coefficient was empirically determined for cyclohexane 
isomers to be    3 10.99 10ma K  at room temperature (T=300 K), while Eq. (39) 
yields    3 10.03 10ma K  ( 1 84M ). There are several possible reasons for this discrepancy. 
The first term on the right side of Eq. (38) is not the only term with a mass dependence, as 
the second term also depends on mass. The empirical parameter ma  also has an implicit 
dependence on mass that is not in the theoretical expression given by Eq. (39). The mass 
dependence of the second term in Eq. (37) will be much stronger when a change in mass 
occurs at the periphery of the molecule.  
A sharp change in molecular symmetry upon isotopic substitution could also lead to a 
discrepancy between theory and experiment. Cyclohexane studied in (Wittko, Köhler, 2005) 
has high symmetry, as it can be carried into itself by six rotations about the axis 
perpendicular to the plane of the carbon ring and by two rotations around the axes placed in 
the plane of the ring and perpendicular to each other. Thus, cyclohexane has 

1
24N . The 

partial isotopic substitution breaks this symmetry. We can start from the assumption that for 
the substituted molecules,  2 1 . When the molecular geometry is not changed in the 
substitution and only the momentum of inertia related to the axis perpendicular to the ring 
plane is changed, the relative change in parameter bi can be written as 
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Eq. (41) yields  
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Using the above parameters and Eq. (42), we obtain    3 15.7 10ma K , which is still about 
six-times greater than the empirical value from (Wittko, Köhler, 2005). The remaining 
discrepancy could be due to our overestimation of the degree of symmetry violation upon 
isotopic substitution. The true value of this parameter can be obtained with   2 2 3 . One 
should understand that the value of parameter  2 is to some extent conditional because the 
isotopic substitutions occur at random positions. Thus, it may be more relevant to use Eq. 
(42) to evaluate the characteristic degree of symmetry from an experimental measurement of 

ma  rather than trying to use theoretical values to predict thermodiffusion.  

6. The Soret coefficient in diluted colloidal suspensions: Size dependence of 
the Soret coefficient and the applicability of thermodynamics 

While thermodynamic approaches yield simple and clear expressions for the Soret 
coefficient, such approaches are the subject of rigorous debate. The thermodynamic or 
“energetic” approach has been criticized in the literature. Parola and Piazza (2004) note  that 
the Soret coefficient obtained by thermodynamics should be proportional to a linear 
combination of the surface area and the volume of the particle, since it contains the 
parameter ik given by Eq. (11). They argue that empirical evidence indicates the Soret 
coefficient is directly proportional to particle size for colloidal particles [see numerous 
references in (Parola, Piazza, 2004)], and is practically independent of particle size for 
molecular species. By contrast, Duhr and Braun (2006) show the proportionality between the 
Soret coefficient and particle surface area, and use thermodynamics to explain their 
empirical data. Dhont et al (2007) also reports a Soret coefficient proportional to the square 
of the particle radius, as calculated by a quasi-thermodynamic method.  
Let us consider the situation in which a thermodynamic calculation for a large particle as 
said contradicts the empirical data. For large particles, the total interaction potential is 
assumed to be the sum of the individual potentials for the atoms or molecules which are 
contained in the particle 
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Here i
inV is the internal volume of the real or virtual particle and   


1i ir r is the respective 

intermolecular potential given by Eq. (24) or (28) for the interaction between a molecule of a 
liquid placed at r ( 

r r ) and an internal molecule or atom placed at ir . Such potentials are 
referred to as Hamaker potential, and are used in studies of interactions between colloidal 
particles (Hunter, 1992; Ross, Morrison, 1988). In this and the following sections, iv is the 
specific molecular volume of the atom or molecule in a real or virtual particle, respectively.       
For a colloidal particle with radius R >> ij , the temperature distribution at the particle 
surface can be used instead of the bulk temperature gradient (Giddings et al, 1995), and the 
curvature of the particle surface can be ignored in calculating the respective integrals. This 
corresponds to the assumption that 'r R and   24dv R dr  in Eq. (36). To calculate the 
Hamaker potential, the expression calculated in (Ross, Morrison, 1988), which is based on 
the London potential, can be used: 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

354 

Since the kinetic term in the Soret coefficient contains solute and solvent symmetry 
numbers, Eq. (37) predicts thermodiffusion in mixtures where the components are distinct 
only in symmetry, while being identical in respect to all other parameters. In (Wittko, 
Köhler, 2005) it was shown that the Soret coefficient in the binary mixtures containing the 
isotopically substituted cyclohexane can be in general approximated as the linear function  
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where iTS is the contribution of the intermolecular interactions, ma and ib are coefficients, 
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isomers to be    3 10.99 10ma K  at room temperature (T=300 K), while Eq. (39) 
yields    3 10.03 10ma K  ( 1 84M ). There are several possible reasons for this discrepancy. 
The first term on the right side of Eq. (38) is not the only term with a mass dependence, as 
the second term also depends on mass. The empirical parameter ma  also has an implicit 
dependence on mass that is not in the theoretical expression given by Eq. (39). The mass 
dependence of the second term in Eq. (37) will be much stronger when a change in mass 
occurs at the periphery of the molecule.  
A sharp change in molecular symmetry upon isotopic substitution could also lead to a 
discrepancy between theory and experiment. Cyclohexane studied in (Wittko, Köhler, 2005) 
has high symmetry, as it can be carried into itself by six rotations about the axis 
perpendicular to the plane of the carbon ring and by two rotations around the axes placed in 
the plane of the ring and perpendicular to each other. Thus, cyclohexane has 
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partial isotopic substitution breaks this symmetry. We can start from the assumption that for 
the substituted molecules,  2 1 . When the molecular geometry is not changed in the 
substitution and only the momentum of inertia related to the axis perpendicular to the ring 
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Using the above parameters and Eq. (42), we obtain    3 15.7 10ma K , which is still about 
six-times greater than the empirical value from (Wittko, Köhler, 2005). The remaining 
discrepancy could be due to our overestimation of the degree of symmetry violation upon 
isotopic substitution. The true value of this parameter can be obtained with   2 2 3 . One 
should understand that the value of parameter  2 is to some extent conditional because the 
isotopic substitutions occur at random positions. Thus, it may be more relevant to use Eq. 
(42) to evaluate the characteristic degree of symmetry from an experimental measurement of 

ma  rather than trying to use theoretical values to predict thermodiffusion.  

6. The Soret coefficient in diluted colloidal suspensions: Size dependence of 
the Soret coefficient and the applicability of thermodynamics 

While thermodynamic approaches yield simple and clear expressions for the Soret 
coefficient, such approaches are the subject of rigorous debate. The thermodynamic or 
“energetic” approach has been criticized in the literature. Parola and Piazza (2004) note  that 
the Soret coefficient obtained by thermodynamics should be proportional to a linear 
combination of the surface area and the volume of the particle, since it contains the 
parameter ik given by Eq. (11). They argue that empirical evidence indicates the Soret 
coefficient is directly proportional to particle size for colloidal particles [see numerous 
references in (Parola, Piazza, 2004)], and is practically independent of particle size for 
molecular species. By contrast, Duhr and Braun (2006) show the proportionality between the 
Soret coefficient and particle surface area, and use thermodynamics to explain their 
empirical data. Dhont et al (2007) also reports a Soret coefficient proportional to the square 
of the particle radius, as calculated by a quasi-thermodynamic method.  
Let us consider the situation in which a thermodynamic calculation for a large particle as 
said contradicts the empirical data. For large particles, the total interaction potential is 
assumed to be the sum of the individual potentials for the atoms or molecules which are 
contained in the particle 
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intermolecular potential given by Eq. (24) or (28) for the interaction between a molecule of a 
liquid placed at r ( 

r r ) and an internal molecule or atom placed at ir . Such potentials are 
referred to as Hamaker potential, and are used in studies of interactions between colloidal 
particles (Hunter, 1992; Ross, Morrison, 1988). In this and the following sections, iv is the 
specific molecular volume of the atom or molecule in a real or virtual particle, respectively.       
For a colloidal particle with radius R >> ij , the temperature distribution at the particle 
surface can be used instead of the bulk temperature gradient (Giddings et al, 1995), and the 
curvature of the particle surface can be ignored in calculating the respective integrals. This 
corresponds to the assumption that 'r R and   24dv R dr  in Eq. (36). To calculate the 
Hamaker potential, the expression calculated in (Ross, Morrison, 1988), which is based on 
the London potential, can be used: 
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Here 
 21

xy , and x is the distance from the particle surface to the closest solvent molecule 

surface. Using Eqs. (36) and (44) we can obtain the following expression for the Soret 
coefficient of a colloidal particle: 
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Here n is ratio of particle to solvent thermal conductivity. The Soret coefficient for the 

colloidal particle is proportional to  5
21

1 2

R
v v

. In practice, this means that ST is proportional to 

 21

R  since the ratio  6
21

1 2v v
 is practically independent of molecular size. This proportionality 

is consistent with hydrodynamic theory [e.g., see (Anderson, 1989)], as well as with 
empirical data. The present theory explains also why the contribution of the kinetic term 
and the isotope effect has been observed only in molecular systems. In colloidal systems the 
potential related to intermolecular interactions is the prevailing factor due to the large value 

of  2
21

1

R
v

. Thus, the colloidal Soret coefficient is 
 21

R times larger than its molecular 

counterpart. This result is also consistent with numerous experimental data and with 
hydrodynamic theory.  

7. The Soret coefficient in diluted suspensions of charged particles: 
Contribution of electrostatic and non-electrostatic interactions to 
thermodiffusion 
In this section we present the results obtained in (Semenov, Schimpf, 2011b). The colloidal 
particles discussed in the previous section are usually stabilized in suspensions by 
electrostatic interactions. Salt added to the suspension becomes dissociated into ions of 
opposite electric charge. These ions are adsorbed onto the particle surface and lead to the 
establishment of an electrostatic charge, giving the particle an electric potential. A diffuse 
layer of charge is established around the particle, in which counter-ions are accumulated. 
This diffuse layer is the electric double layer. The electric double layer, where an additional 
pressure is present, can contribute to thermodiffusion. It was shown in experiments that 
particle thermodiffusion is enhanced several times by the addition of salt [see citations in 
(Dhont, 2004)]. 
For a system of charged colloidal particles and molecular ions, the thermodynamic 
equations should be modified to include the respective electrostatic parameters. The basic 
thermodynamic equations, Eqs. (4) and (6), can be written as  
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where 
 


i

ie is the electric charge of the respective ion,  is the macroscopic electrical 

potential, and  

E is the electric field strength. Substituting Eq. (47) into Eq. (46) we 

obtain the following material transport equations for a closed and stationary system: 
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We will consider a quaternary diluted system that contains a background neutral solvent 
with concentration1 , an electrolyte salt dissociated into ions with concentrations    n v , 
and charged particles with concentration2  that is so small that it makes no contribution to 
the physicochemical parameters of the system. In other words, we consider the 
thermophoresis of an isolated charged colloidal particle stabilized by an ionic surfactant. 
With a symmetric electrolyte, the ion concentrations are equal to maintain electric neutrality 
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In this case we can introduce the volume concentration of salt as 
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 and formulate an approximate relationship in place of the exact 

form expressed by Eq. (8): 
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Here the volume contribution of charged particles is ignored since their concentration is 
very low, i.e.    2 1s . Due to electric neutrality, the ion concentrations will be equal at 
any salt concentration and temperature, that is, the chemical potentials of the ions should be 
equal:    (Landau,  Lifshitz,  1980). 
Using Eqs. (48) – (51) we obtain equations for the material fluxes, which are set to zero:  
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empirical data. The present theory explains also why the contribution of the kinetic term 
and the isotope effect has been observed only in molecular systems. In colloidal systems the 
potential related to intermolecular interactions is the prevailing factor due to the large value 

of  2
21
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R
v

. Thus, the colloidal Soret coefficient is 
 21

R times larger than its molecular 

counterpart. This result is also consistent with numerous experimental data and with 
hydrodynamic theory.  

7. The Soret coefficient in diluted suspensions of charged particles: 
Contribution of electrostatic and non-electrostatic interactions to 
thermodiffusion 
In this section we present the results obtained in (Semenov, Schimpf, 2011b). The colloidal 
particles discussed in the previous section are usually stabilized in suspensions by 
electrostatic interactions. Salt added to the suspension becomes dissociated into ions of 
opposite electric charge. These ions are adsorbed onto the particle surface and lead to the 
establishment of an electrostatic charge, giving the particle an electric potential. A diffuse 
layer of charge is established around the particle, in which counter-ions are accumulated. 
This diffuse layer is the electric double layer. The electric double layer, where an additional 
pressure is present, can contribute to thermodiffusion. It was shown in experiments that 
particle thermodiffusion is enhanced several times by the addition of salt [see citations in 
(Dhont, 2004)]. 
For a system of charged colloidal particles and molecular ions, the thermodynamic 
equations should be modified to include the respective electrostatic parameters. The basic 
thermodynamic equations, Eqs. (4) and (6), can be written as  
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where 
 


i

ie is the electric charge of the respective ion,  is the macroscopic electrical 

potential, and  

E is the electric field strength. Substituting Eq. (47) into Eq. (46) we 

obtain the following material transport equations for a closed and stationary system: 
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We will consider a quaternary diluted system that contains a background neutral solvent 
with concentration1 , an electrolyte salt dissociated into ions with concentrations    n v , 
and charged particles with concentration2  that is so small that it makes no contribution to 
the physicochemical parameters of the system. In other words, we consider the 
thermophoresis of an isolated charged colloidal particle stabilized by an ionic surfactant. 
With a symmetric electrolyte, the ion concentrations are equal to maintain electric neutrality 

     v v                                (50) 

In this case we can introduce the volume concentration of salt as 
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 and formulate an approximate relationship in place of the exact 

form expressed by Eq. (8): 
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Here the volume contribution of charged particles is ignored since their concentration is 
very low, i.e.    2 1s . Due to electric neutrality, the ion concentrations will be equal at 
any salt concentration and temperature, that is, the chemical potentials of the ions should be 
equal:    (Landau,  Lifshitz,  1980). 
Using Eqs. (48) – (51) we obtain equations for the material fluxes, which are set to zero:  
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where    e e e  (symmetric electrolyte). We will not write the equation for the flux of 
background solvent


1J  because it yields no new information in comparison with Eqs. (52) -

54), as shown above. Solving Eqs. (52) – (54), we obtain 
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Eq. (55) allows us to numerically evaluate the concentration gradient as 

     s
s s TS T         (57) 

where  310s
TS  is the characteristic Soret coefficient for the salts. Salt concentrations are 

typically around 10-2-10-1 mol/L, that is   410s or lower. A typical maximum temperature 
gradient is  410 /T K cm . These values substituted into Eq. (57) yield 

     4 3 110 10s cm . The same evaluation applied to parameters in Eq. (56) shows that the 
first term on the right side of this equation is negligible, and the equation for thermoelectric 
power can be written as 
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For a non-electrolyte background solvent, parameter  1 T can be evaluated 
as   1 1T kT , where 1 is the thermal expansion coefficient of the solvent (Semenov, 
Schimpf, 2009; Semenov, 2010). Usually, in liquids the thermal expansion coefficient is low 
enough (    3 1

1 10 K ) that the thermoelectric field strength does not exceed 1 V/cm. This 
electric field strength corresponds to the maximum temperature gradient discussed above. 
The electrophoretic velocity in such a field will be about 10-5-10-4 cm/s. The thermophoretic 
velocities in such temperature gradients are usually at least one or two orders of magnitude 
higher. 
These evaluations show that temperature-induced diffusion and electrophoresis of charged 
colloidal particle in a temperature gradient can be ignored, so that the expression for the 
Soret coefficient of a diluted suspension of such particles can be written as 
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Eq. (59) can also be used for microscopic calculations.  
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For an isolated particle placed in a liquid, the chemical potential at constant volume can be 
calculated using a modified procedure mentioned in the preceding section. In these 
calculations, we use both the Hamaker potential and the electrostatic potential of the electric 
double layer to account for the two types of the interactions in these systems. The chemical 
potential of the non-interacting molecules plays no role for colloid particles, as was shown 
above. 
In a salt solution, the suspended particle interacts with both solvent molecules and 
dissolved ions. The two interactions can be described separately, as the salt concentration is 
usually very low and does not significantly change the solvent density. The first type of 
interaction uses Eqs. (25) and the Hamaker potential [Eq. (44)].

  For the electrostatic interactions, the properties of diluted systems may be used, in which 
the pair correlative function has a Boltzmann form (Fisher, 1964; Hunter, 1992). Since there 
are two kinds of ions, Eq. (21) for the “electrostatic” part of the chemical potential at 
constant volume can be written as 
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where 
 



s

sn
v v

is the numeric volume concentration of salt, and   e e is the 

electrostatic interaction energy.     
Eq. (32) expressing the equilibrium condition for electrostatic interactions is written as 
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where 0r is the unit radial vector. In Eq. (61) it is assumed that the particle radius is much 
larger than the characteristic thickness of the electric double layer. Solving Eq. (62) assuming 
a Boltzmann distribution for the ion concentration, as in (Ruckenstein, 1981; Anderson, 
1989), we obtain 
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Substituting the pressure gradient calculated from Eq. (62) into Eq. (29), utilizing Eq. (60), 
and considering the temperature-induced gradients related to the temperature dependence 
of the Boltzmann exponents, we obtain the temperature derivative in the gradient of the 
chemical potential for a charged colloidal particle, which is related to the electrostatic 
interactions in its electric double layer: 
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Here n is again the ratio of particle to solvent thermal conductivity. For low potentials 
( e kT ), where the Debye-Hueckel theory should work, Eq. (63) takes the form 
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where    e e e  (symmetric electrolyte). We will not write the equation for the flux of 
background solvent


1J  because it yields no new information in comparison with Eqs. (52) -

54), as shown above. Solving Eqs. (52) – (54), we obtain 
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Eq. (55) allows us to numerically evaluate the concentration gradient as 
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For a non-electrolyte background solvent, parameter  1 T can be evaluated 
as   1 1T kT , where 1 is the thermal expansion coefficient of the solvent (Semenov, 
Schimpf, 2009; Semenov, 2010). Usually, in liquids the thermal expansion coefficient is low 
enough (    3 1

1 10 K ) that the thermoelectric field strength does not exceed 1 V/cm. This 
electric field strength corresponds to the maximum temperature gradient discussed above. 
The electrophoretic velocity in such a field will be about 10-5-10-4 cm/s. The thermophoretic 
velocities in such temperature gradients are usually at least one or two orders of magnitude 
higher. 
These evaluations show that temperature-induced diffusion and electrophoresis of charged 
colloidal particle in a temperature gradient can be ignored, so that the expression for the 
Soret coefficient of a diluted suspension of such particles can be written as 
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Eq. (59) can also be used for microscopic calculations.  
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For an isolated particle placed in a liquid, the chemical potential at constant volume can be 
calculated using a modified procedure mentioned in the preceding section. In these 
calculations, we use both the Hamaker potential and the electrostatic potential of the electric 
double layer to account for the two types of the interactions in these systems. The chemical 
potential of the non-interacting molecules plays no role for colloid particles, as was shown 
above. 
In a salt solution, the suspended particle interacts with both solvent molecules and 
dissolved ions. The two interactions can be described separately, as the salt concentration is 
usually very low and does not significantly change the solvent density. The first type of 
interaction uses Eqs. (25) and the Hamaker potential [Eq. (44)].

  For the electrostatic interactions, the properties of diluted systems may be used, in which 
the pair correlative function has a Boltzmann form (Fisher, 1964; Hunter, 1992). Since there 
are two kinds of ions, Eq. (21) for the “electrostatic” part of the chemical potential at 
constant volume can be written as 
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electrostatic interaction energy.     
Eq. (32) expressing the equilibrium condition for electrostatic interactions is written as 
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where 0r is the unit radial vector. In Eq. (61) it is assumed that the particle radius is much 
larger than the characteristic thickness of the electric double layer. Solving Eq. (62) assuming 
a Boltzmann distribution for the ion concentration, as in (Ruckenstein, 1981; Anderson, 
1989), we obtain 
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Substituting the pressure gradient calculated from Eq. (62) into Eq. (29), utilizing Eq. (60), 
and considering the temperature-induced gradients related to the temperature dependence 
of the Boltzmann exponents, we obtain the temperature derivative in the gradient of the 
chemical potential for a charged colloidal particle, which is related to the electrostatic 
interactions in its electric double layer: 
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Here n is again the ratio of particle to solvent thermal conductivity. For low potentials 
( e kT ), where the Debye-Hueckel theory should work, Eq. (63) takes the form 
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Using an exponential distribution for the electric double layer potential, which is 
characteristic for low electrokinetic potentials  , we obtain from Eq. (64) 
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where D is the Debye length [for a definition of Debye length, see (Landau, Lifshitz, 1980; 
Hunter, 1992)].  
Calculation of the non-electrostatic (Hamaker) term in the thermodynamic expression for 
the Soret coefficient is carried out in the preceding section [Eq. (45)]. Combining this 
expression with Eq. (65), we obtain the Soret coefficient of an isolated charged colloidal 
particle in an electrolyte solution: 
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This thermodynamic expression for the Soret coefficient contains terms related to the 
electrostatic and Hamaker interactions of the suspended colloidal particle. The electrostatic 
term has the same structure as the respective expressions for the Soret coefficient obtained 
by other methods (Ruckenstein, 1981; Anderson, 1989; Parola, Piazza, 2004; Dhont, 2004). In 
the Hamaker term, the last term in the brackets reflects the effects related to displacing the 
solvent by particle. It is this effect that can cause a change in the direction of thermophoresis 
when the solvent is changed. However, such a reverse in the direction of thermophoresis 
can only occur when the electrostatic interactions are relatively weak. When electrostatic 
interactions prevail, only positive thermophoresis can be observed, as the displaced solvent 
molecules are not charged, therefore, the respective electrostatic term is zero. The numerous 
theoretical results on electrostatic contributions leading to a change in the direction of 
thermophoresis are wrong due to an incorrect use of the principle of local equilibrium in the 
hydrodynamic approach [see discussion in (Semenov, Schimpf, 2005)]. 
The relative role of the electrostatic mechanism can be evaluated by the following ratio: 

  
 


    

22
2 1

2 3
1 11 2121 21

8 s D en v v
T kT

              (67) 

The physicochemical parameters contained in Eq. (67) are separated into several groups and 

are collected in the respective coefficients. Coefficient 
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contains the parameters related 

to concentration and its change with temperature, 
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D is the coefficient reflecting the 

respective lengths of the interaction, 
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v reflects the geometry of the solvent molecules, and 

 
Statistical Thermodynamics of Material Transport in Non-Isothermal Mixtures 

 

361 

 
 


 

2

11 21

e
kT

is the ratio of energetic parameters for the respective interactions. Only the 

first two of these four terms are always significantly distinct from unity. The characteristic 
length of the interaction is much higher for electrostatic interactions. Also, the characteristic 
density of ions or molecules in a liquid, which are involved in their electrostatic interaction 
with the colloidal particle, is much lower than the density of the solvent molecules. The 

values of these respective coefficients are 
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10D and 


 32

1
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for typical ion 

concentrations in water at room temperature. The energetic parameter may be small, (~0.1) 
when the colloidal particles are compatible with the solvent. Characteristic values of the 
energetic coefficient range from 0.1-10. Combining these numeric values, one can see that 
the ratio given by Eq. (67) lies in a range of 0.1-10 and is governed primarily by the value of 
the electrokinetic potential  and the difference in the energetic parameters of the Hamaker 
interaction  11 21 . Thus, calculation of the ratio given by Eq. (67) shows that either the 
electrostatic or the Hamaker contribution to particle thermophoresis may prevail, 
depending on the value of the particle’s energetic parameters. In the region of high Soret 
coefficients, particle thermophoresis is determined by electrostatic interactions and is 
positive. In the region of low Soret coefficients, thermophoresis is related to Hamaker 
interactions and can have different directions in different solvents.  

8. Material transport equation in binary molecular mixtures: Concentration 
dependence of the Soret coefficient 
In this section we present the results obtained in (Semenov, 2011). In a binary system in 
which the component concentrations are comparable, the material transport equations 
defined by Eq. (18) have the form 
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Eq. (68) can be used in the thermodynamical definition of the Soret coefficient [Eq. (59)]. The 
mass and thermodiffusion coefficients can be calculated in the same way as the Soret coefficient.   
The microscopic models used to calculate the Soret Coefficient in (Ghorayeb, Firoozabadi, 
2000; Pan S et al., 2007) ignore the requirement expressed by Eq. (10) and cannot yield a 
description of thermodiffusion that is unambiguous. Although the material transport 
equations based on non-equilibrium thermodynamics were used, the fact that the chemical 
potential at constant pressure must be used was not taken into account. In these articles 
there is also the problem that in the transition to a dilute system the entropy of mixing does 
not become zero, yielding unacceptably large Soret coefficients even for pure components. 
An expression for the Soret coefficient was obtained in (Dhont et al, 2007; Dhont, 2004) by a 
quasi-thermodynamic method. However, the expressions for the thermodiffusion coefficient 
in those works become zero at high dilution, where the standard expression for osmotic 
pressure is used. These results contradict empirical observation. 
Using Eq. (27) with the notion of a virtual particle outlined above, and substituting the 
expression for interaction potential [Eqs. (24, 28)], we can write the combined chemical 
potential at constant volume  *

V
 as 
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Using an exponential distribution for the electric double layer potential, which is 
characteristic for low electrokinetic potentials  , we obtain from Eq. (64) 
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where D is the Debye length [for a definition of Debye length, see (Landau, Lifshitz, 1980; 
Hunter, 1992)].  
Calculation of the non-electrostatic (Hamaker) term in the thermodynamic expression for 
the Soret coefficient is carried out in the preceding section [Eq. (45)]. Combining this 
expression with Eq. (65), we obtain the Soret coefficient of an isolated charged colloidal 
particle in an electrolyte solution: 
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equations based on non-equilibrium thermodynamics were used, the fact that the chemical 
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there is also the problem that in the transition to a dilute system the entropy of mixing does 
not become zero, yielding unacceptably large Soret coefficients even for pure components. 
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quasi-thermodynamic method. However, the expressions for the thermodiffusion coefficient 
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pressure is used. These results contradict empirical observation. 
Using Eq. (27) with the notion of a virtual particle outlined above, and substituting the 
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In order to proceed to the calculation of chemical potentials at constant pressure using Eq. 
(29), we must calculate the local pressure distributioni using Eq. (32). We can 
subsequently use Eqs. (29) and (33) to obtain an expression for the gradient of the combined 
chemical potential at constant pressure in a non-isothermal and non-homogeneous system: 
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    (70) 

Here  i is the thermal expansion coefficient for the respective component, 



3
1 22

3
2 12

v
v

 is the 

parameter characterizing the geometrical relationship between the different component 

molecules, and 
  2 3

12 12

19
a

v
is the energetic parameter similar to the respective parameter in 

the van der Waals equation (Landau, Lifshitz, 1980) but characterizing the interaction 
between the different kinds of molecules. Then, using Eqs. (20), (70), we can write:  
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where  cT T is the ratio of the temperature at the point of measurement to the critical 

temperature 
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, where phase layering in the system begins. 

Assuming that  1 , the condition for parameter cT  to be positive is as    11 22 122 . This 
means that phase layering is possible when interactions between the identical molecules are 
stronger than those between different molecules. When    11 22 122 , the present theory 
predicts absolute miscibility in the system.  
At temperatures lower than some positive cT , when  1  only solutions in a limited 

concentration range can exist. It this temperature range, only mixtures with *
1  ,   *

2 can 
exist, where  *

1,2 1 1 2    , which is equivalent to the equation that defines the 

boundary for phase layering in phase diagrams for regular solutions, as discussed in 
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(Kondepudi, Prigogine, 1999).       12 1 2iT i iiS a kT is the “potential” Soret coefficient 
related to intermolecular interactions in dilute systems. These parameters can be both positive 
and negative depending on the relationship between parameters  ii  and 12 . When the 
intermolecular interaction is stronger between identical solutes, thermodiffusion is positive, 
and vice versa. This corresponds to the experimental data of Ning and Wiegand (2006).  
When simplifications are taken into account, the equations expressed by the non-
equilibrium thermodynamic approach are equivalent to expressions obtained in our 
hydrodynamic approach (Schimpf, Semenov, 2004; Semenov, Schimpf, 2005). Parameter 

kin
TS  in Eq. (71) is the kinetic contribution to the Soret coefficient, and has the same form as 

the term in square brackets in Eq. (37).  In deriving this “kinetic” Soret coefficient, we have 
made different assumptions regarding the properties and concentration of the virtual 
particles for different terms in Eq. (70).  
In deriving the temperature derivative of the combined chemical potential at constant 
pressure in Eq. (70) we used assumption a) in Section 4, which corresponds to zero entropy 
of mixing. Without such an assumption a pure liquid would be predicted to drift when 
subjected to a temperature gradient. Furthermore, the term that corresponds to the entropy 
of mixing       ln 1k will approach infinity at low volume fractions, yielding 
unacceptably high negative values of the Soret coefficient. However, in deriving the 
concentration derivative we must accept assumption b) because without this assumption the 
term related to entropy of mixing in Eq. (70) is lost. Consequently, the concentration 
derivative becomes zero in dilute mixtures and the Soret coefficient approaches infinity.  
Thus, we are required to use different assumptions regarding the properties of the virtual 
particles in the two expressions for diffusion and thermodiffusion flux. This situation 
reflects a general problem with statistical mechanics, which does not allow for the entropy 
of mixing for approaching the proper limit of zero at infinite dilution or as the difference in 
particle properties approaches zero. This situation is known as the Gibbs paradox.  
In a diluted system, at  1 , Eq. (71) is transformed into Eq. (37) at any temperature, 
provided  *

1 . At   1 , when the system is miscible at all concentrations, TS  is a linear 
function of the concentration 
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Eq. (72) yields the main features for thermodiffusion of molecules in a one-phase system. It 
describes the situation where the Soret coefficient changes its sign at some volume fraction. 
Thus a change in sign with concentration is possible when the interaction between 
molecules of one component is strong enough, the interaction between molecules of the 
second component is weak, and the interaction between the different components has an 
intermediate value. Ignoring again the kinetic contribution, the condition for changing the 
sign change can be written as       22 11 12 112  or       22 11 12 112 . A good 
example of such a system is the binary mixture of water with certain alcohols, where a 
change of sign was observed (Ning, Wiegand, 2006).  

9. Conclusion 
Upon refinement, a model for thermodiffusion in liquids based on non-equilibrium 
thermodynamics yields a system of consistent equations for providing an unambiguous 
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In order to proceed to the calculation of chemical potentials at constant pressure using Eq. 
(29), we must calculate the local pressure distributioni using Eq. (32). We can 
subsequently use Eqs. (29) and (33) to obtain an expression for the gradient of the combined 
chemical potential at constant pressure in a non-isothermal and non-homogeneous system: 
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Here  i is the thermal expansion coefficient for the respective component, 
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, where phase layering in the system begins. 

Assuming that  1 , the condition for parameter cT  to be positive is as    11 22 122 . This 
means that phase layering is possible when interactions between the identical molecules are 
stronger than those between different molecules. When    11 22 122 , the present theory 
predicts absolute miscibility in the system.  
At temperatures lower than some positive cT , when  1  only solutions in a limited 

concentration range can exist. It this temperature range, only mixtures with *
1  ,   *

2 can 
exist, where  *

1,2 1 1 2    , which is equivalent to the equation that defines the 

boundary for phase layering in phase diagrams for regular solutions, as discussed in 
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description of material transport in closed stationary systems. The macroscopic pressure 
gradient in such systems is determined by the Gibbs-Duhem equation. The only assumption 
used is that the heat of transport is equivalent to the negative of the chemical potential. In 
open and non-stationary systems, the macroscopic pressure gradient is calculated using 
modified material transport equations obtained by non-equilibrium thermodynamics, where 
the macroscopic pressure gradient is the unknown parameter. In that case, the Soret 
coefficient is expressed through combined chemical potentials at constant pressure. The 
resulting thermodynamic expressions allow for the use of statistical mechanics to relate the 
gradient in chemical potential to macroscopic parameters of the system.  
This refined thermodynamic theory can be supplemented by microscopic calculations to 
explain the characteristic features of thermodiffusion in binary molecular solutions and 
suspensions. The approach yields the correct size dependence in the Soret coefficient and 
the correct relationship between the roles of electrostatic and Hamaker interactions in the 
thermodiffusion of colloidal particles. The theory illuminates the role of translational and 
rotational kinetic energy and the consequent dependence of thermodiffusion on molecular 
symmetry, as well as the isotopic effect. For non-dilute molecular mixtures, the refined 
thermodynamic theory explains the change in the direction of thermophoresis with 
concentration in certain mixtures, and the possibility of phase layering in the system. The 
concept of a Laplace-like pressure established in the force field of the particle under 
consideration plays an important role in microscopic calculations. Finally, the refinements 
make the thermodynamic theory consistent with hydrodynamic theories and with empirical 
data. 

10. List of symbols 
a   Energetic parameter characterizing the interaction between the different 
  kinds of molecules 

ma   Empiric coefficient in Eq. (38) 

ib   Empiric coefficient in Eq. (38) 

E   Electric field strength 

ie   Electric charge of the respective ion 

ijg   Pair correlation function for respective components 

h  Planck constant 
1 2, ,I I 3I  and Principal values of the tensor of the moment of inertia 

J   Total material flux in the system 


eJ   Energy flux 


iJ   Component material fluxes 
k  Boltzmann constant 
Li and LiQ Individual molecular kinetic coefficients 
l   Thickness of a spherical layer around the particle 

im   Molecular mass of the respective component 

1Nm   Mass of the virtual particle 
N  Number of components in the mixture 
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ikN   Number of the molecules of the k’th component that are displaced by a 
  molecule of i’th component 

1 21N N  Number of solvent molecules displaced by the solute in binary systems 
n  Ratio of particle to solvent thermal conductivity 

sn   Numeric volume concentration of salt 

in   Numeric volume concentration of the respective component 
P   Internal macroscopic pressure of the system 

iq   Molecular heat of transport 
r   Coordinate of the correlated molecule when the considered particle is  
  placed at  0r  

0r   Unit radial vector 

ir   Coordinate of internal molecule or atom in the particle 

R  Radius of a colloidal particle  
S   Surface area of a spherical layer around the particle 

TS   Soret coefficient in binary systems 

iTS   Contribution of the intermolecular interactions in Eq. (38)and in the Soret 
  coefficient for diluted systems. 

 310s
TS  Characteristic Soret coefficient for the salts 
kin
TS    Contribution of kinetic energy to the Soret coefficient 

T  Temperature 
cT   Critical temperature, where phase layering in binary systems begins 

t   Time 
i
outV   Volume external to a molecule of the i’th component 
i
inV   Internal volume of a molecule or atom of the i’th component 

kv   Partial molecular volume of respective component 

kv   Its specific molecular volume 
x   Distance from the colloid particle surface to the closest solvent molecule 
  surface 
y   Dimensionless distance from the colloid particle surface to the closest  
  solvent molecule surface 

rotZ   Rotational statistical sum for polyatomic molecules  

rot

iZ   Rotational statistical sum for the respective component 
i
vibZ   Vibrational statistical sum for the respective component 

ik
rot

NZ   Rotational statistical sum for the virtual particle of the molecules k’th  

  component displaced by the molecule of i’th component 
 i   Thermal expansion coefficient for the respective component    
   Parameter characterizing the geometrical relationship between the  
  different component molecules   
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I   Difference in the moment of inertia for the molecules constituting the  
  binary mixture 
M   Difference in the mass for the molecules constituting the binary mixture 
 ij   Energy of interaction between the molecules of the respective components     

 ij r   Interaction potential for the respective molecules 

 ik
j

N   Total interaction potential of the atoms or molecules included in the  
  respective virtual particle 

 *
1i r   Hamaker potential of isolated colloid particle   

   Macroscopic electrical potential     
  e e   Electrostatic interaction energy  
 2   Volume fraction of the second component in binary mixtures 

i   Volume fraction of the respective component  

 *
1,2   Boundary values of stable volume fractions in binary systems below the 

  critical temperature 
 i   Molecular symmetry number for the respective component 


1N   Molecular symmetry number for the virtual particle in binary mixture 
   Parameter which describes the gradual “switching on” of the   
  intermolecular interaction 
D   Debye length 
i   Chemical potential of the respective component 
0i   Chemical potential of the ideal gas of the molecules or atoms of the  
  respective component 

    i
ik i k

k

v
v

 Combined chemical potential for the respective components  

    *
21P P  Combined chemical potential at the constant pressure for the binary  

  systems 
 ,iP iV  Chemical potentials of the respective component at the constant pressure 

  and volume, respectively 
2

e   Electrostatic contribution to the chemical potential at the constant volume 
  for the charged colloid particle     
2

e
P   Electrostatic contribution to the chemical potential at the constant pressure 

  for the charged colloid particle   
i   Local pressure distribution around the respective molecule  or particle 
e   Electrostatic contribution to the local pressure distribution around the  
  charged colloid particle 
 ij   Minimal molecular approach distance 

   Electrokinetic potential  
 cT T   Ratio of the temperature at the point of measurement to the critical 

temperature 
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1. Introduction 
In physics, surface growth classically refers to processes where material reorganize on the 
substrate onto which it is deposited (like epitaxial growth), but principally to phenomena 
associated to phase transition, whereby the evolution of the interface separating the phases 
produces a crystal (Kessler, 1990; Langer, 1980). From a biological perspective, surface growth 
refers to mechanisms tied to accretion and deposition occurring mostly in hard tissues, and 
is active in the formation of teeth, seashells, horns, nails, or bones (Thompson, 1992). A 
landmark in this field is Skalak (Skalak et al., 1982, 1997) who describe the growth or 
atrophy of part of a biological body by the accretion or resorption of biological tissue lying 
on the surface of the body. Surface growth of biological tissues is a widespread situation, 
with may be classified as either fixed growth surface (e.g. nails and horns) or moving 
growing surface (e.g. seashells, antlers). Models for the kinematics of surface growth have 
been developed in (Skalak et al., 1997), with a clear distinction between cases of fixed and 
moving growth surfaces, see (Ganghoffer et al., 2010a,b; Garikipati, 2009) for a recent 
exhaustive literature review.  
Following the pioneering mechanical treatments of elastic material surfaces and surface 
tension by (Gurtin and Murdoch, 1975; Mindlin, 1965), and considering that the boundary of 
a continuum displays a specific behavior (distinct from the bulk behavior), subsequent 
contributions in this direction have been developed in the literature (Gurtin and Struthers, 
1990; Gurtin, 1995, Leo and Sekerka, 1989) for a thermodynamical approach of the surface 
stresses in crystals; configurational forces acting on interfaces have been considered e.g. in 
(Maugin, 1993; Maugin and Trimarco, 1995) – however not considering surface stress -, and 
(Gurtin, 1995; 2000) considering specific balance laws of configurational forces localized at 
interfaces.   
Biological evolution has entered into the realm of continuum mechanics in the 1990’s, with 
attempts to incorporate into a continuum description time-dependent phenomena, basically 
consisting of a variation of material properties, mass and shape of the solid body. One 
outstanding problem in developmental biology is indeed the understanding of the factors 
that may promote the generation of biological form, involving the processes of growth 
(change of mass), remodeling (change of properties), and morphogenesis (shape changes), a 
classification suggested by Taber (Taber, 1995).  
The main focus in this chapter is the setting up of a modeling platform relying on the 
thermodynamics of surfaces (Linford, 1973) and configurational mechanics (Maugin, 1993) 
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In physics, surface growth classically refers to processes where material reorganize on the 
substrate onto which it is deposited (like epitaxial growth), but principally to phenomena 
associated to phase transition, whereby the evolution of the interface separating the phases 
produces a crystal (Kessler, 1990; Langer, 1980). From a biological perspective, surface growth 
refers to mechanisms tied to accretion and deposition occurring mostly in hard tissues, and 
is active in the formation of teeth, seashells, horns, nails, or bones (Thompson, 1992). A 
landmark in this field is Skalak (Skalak et al., 1982, 1997) who describe the growth or 
atrophy of part of a biological body by the accretion or resorption of biological tissue lying 
on the surface of the body. Surface growth of biological tissues is a widespread situation, 
with may be classified as either fixed growth surface (e.g. nails and horns) or moving 
growing surface (e.g. seashells, antlers). Models for the kinematics of surface growth have 
been developed in (Skalak et al., 1997), with a clear distinction between cases of fixed and 
moving growth surfaces, see (Ganghoffer et al., 2010a,b; Garikipati, 2009) for a recent 
exhaustive literature review.  
Following the pioneering mechanical treatments of elastic material surfaces and surface 
tension by (Gurtin and Murdoch, 1975; Mindlin, 1965), and considering that the boundary of 
a continuum displays a specific behavior (distinct from the bulk behavior), subsequent 
contributions in this direction have been developed in the literature (Gurtin and Struthers, 
1990; Gurtin, 1995, Leo and Sekerka, 1989) for a thermodynamical approach of the surface 
stresses in crystals; configurational forces acting on interfaces have been considered e.g. in 
(Maugin, 1993; Maugin and Trimarco, 1995) – however not considering surface stress -, and 
(Gurtin, 1995; 2000) considering specific balance laws of configurational forces localized at 
interfaces.   
Biological evolution has entered into the realm of continuum mechanics in the 1990’s, with 
attempts to incorporate into a continuum description time-dependent phenomena, basically 
consisting of a variation of material properties, mass and shape of the solid body. One 
outstanding problem in developmental biology is indeed the understanding of the factors 
that may promote the generation of biological form, involving the processes of growth 
(change of mass), remodeling (change of properties), and morphogenesis (shape changes), a 
classification suggested by Taber (Taber, 1995).  
The main focus in this chapter is the setting up of a modeling platform relying on the 
thermodynamics of surfaces (Linford, 1973) and configurational mechanics (Maugin, 1993) 
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for the treatment of surface growth phenomena in a biomechanical context. A typical 
situation is the external remodeling in long bones, which is induced by genetic and 
epigenetic factors, such as mechanical and chemical stimulations. The content of the chapter 
is the following: the thermodynamics of coupled irreversible phenomena is briefly 
reviewed, and balance laws accounting for the mass flux and the mass source associated to 
growth are expressed (section 2). Evolution laws for a growth tensor (the kinematic 
multiplicative decomposition of the transformation gradient into a growth tensor and an 
accommodation tensor is adopted) in the context of volumetric growth are formulated, 
considering the interactions between the transport of nutrients and the mechanical forces 
responsible for growth. As growth deals with a modification of the internal structure of the 
body in a changing referential configuration, the language and technique of Eshelbian 
mechanics (Eshelby, 1951) are adopted and the driving forces for growth are identified in 
terms of suitable Eshelby stresses (Ganghoffer and Haussy, 2005; Ganghoffer, 2010a). 
Considering next surface growth, the thermodynamics of surfaces is first exposed as a basis 
for a consistent treatment of phenomena occurring at a growing surface (section 3), 
corresponding to the set of generating cells in a physiological context. Material forces for 
surface growth are identified (section 4), in relation to a surface Eshelby stress and to the 
curvature of the growing surface. Considering with special emphasis bone remodeling 
(Cowin, 2001), a system of coupled field equations is written for the superficial density of 
minerals, their concentration and the surface velocity, which is expressed versus a surface 
material driving force in the referential configuration. The model is able to describe both 
bone growth and resorption, according to the respective magnitude of the chemical and 
mechanical contributions to the surface driving force for growth (Ganghoffer, 2010a). 
Simulations show the shape evolution of the diaphysis of the human femur. Finally, some 
perspectives in the field of growth of biological tissues are mentioned.   
As to notations, vectors and tensors are denoted by boldface symbols. The inner product of 
two second order tensors is denoted  . ik kjij A BA B . The material derivative of any function 
is denoted by a superposed dot.  

2. Thermodynamics of irreversible coupled phenomena: a survey 
We consider multicomponent systems, mutually interacting by chemical reactions. Two 
alternative viewpoints shall be considered: in the first viewpoint, the system is closed, which 
in consideration of growth phenomena means that the nutrients are included into the 
overall system. The second point of view is based on the analysis of a solid body as an open 
system exchanging nutrients with its surrounding; hence growth shall be accounted for by 
additional source terms and convective fluxes.     

2.1 Multiconstituents irreversible thermodynamics 
We adopt the thermodynamic framework of open systems irreversible thermodynamics, 
which shall first be exposed in a general setting, and particularized thereafter for growing 
continuum solid bodies. Recall first that any extensive quantity A  with volumetric density 

( , )a a t x  satisfies a prototype balance law of the form    

 ( , ) . ( , ) ( , )a a
a t t t

t


  

x J x x  (1) 
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with ( , )a tJ x  the flux density of ( , )a tx and ( , )a t x  the local production (or destruction) of 
( , )a tx . The particular form of the flux and source depend on the nature of the considered 

extensive quantity, as shall appear in the forthcoming balance laws. We consider a system 
including n constituents undergoing r chemical reactions; the local variations of the partial 
density of a given constituent k, quantity k , obey the local balance law (Vidal et al., 1994) 
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 u u  the local barycentric velocity, kM  the molar mass, and k  the 

stoechiometric coefficients in the reaction  , such that the variation of the mass kdm  of the 
species k due to chemical reactions expresses as 
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wherein   denotes the degree of advancement of reaction  . The molar masses kM  
satisfy the global conservation law (due to Lavoisier) 
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Observe that the total flux of mass is the sum of a convective flux k u  and a diffusive flux 

kJ  ; the mass production is identified as the contribution 
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This balance law does not involve any source term for the total density. Instead of using the 
partial densities of the system constituents, one can write balance equations for the number 
of moles of constituent k,  /k k kn m M , with km  the mass of the same constituent. The 
molar concentration is defined as /k kc n V , its inverse being called the partial molar 
volume. The partial mole number kn  satisfies the balance equation 

 k i k
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n ndiv
t t
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with kJ  the flux of species k and i kn
t




 its production term, given by De Donder definition 

of the rate of progress of the jth chemical reaction 
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The two previous equalities enter into Gibbs relation as 

 :e i k k k kj j
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             σ ε J     (8) 

with   the temperature and k  the chemical potential of constituent k. The chemical 
affinity in the sense of De Donder is defined as the force conjugated to the rate j  
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Hence, Gibbs relation can be rewritten in order to highlight the variation of entropy 
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The local balance of internal energy traduces the first principle of thermodynamics as 

. qu w   J   

with qJ  the heat flux, and the term w  is relative to all forms of work. One shall isolate the 
flux-like contributions in the entropy variation, which after a few transformations writes 
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This writing allows the identification of the divergential contribution to the exchange 
entropy, hence to the entropy flux 
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and of the internal entropy production 

  1 1 1 1. . :k
i q k j j

k j
s w A

V
  

   
           

   
 J J σ ε    (13) 

which is due to the gradient of intensive variables (temperature, chemical potential), to the 
irreversible mechanical power spent and to chemical reactions.  
An alternative to the previous writing of the internal entropy production bearing the name 
of Clausius-Duhem inequality is frequently used; as a starting point, the first principle is 
written as 

  . : /q k k
k

u V n    J σ ε   (14) 

One has assumed in this alternative that the mechanical power :eqw  σ u  does not 
include a flux contribution, hence only the heat diffusion contributes to the flux of internal 
energy. The contribution  : /k k

k
V nσ ε   is identified to the term w  . Previous 

equality combined with the second principle, equality . q
is s 


 

    
 

J
   (the entropy flux 

resumes to the sole heat flux), delivers after a few manipulations the variation of the internal 
energy as 
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Hence, the internal entropy production is identified as  
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s u Ts V n  



     J σ ε     (16) 

which is conveniently rewritten in terms of Helmholtz free energy density : u Ts    as 

    . : /i q k k
k

s s V n    



     J σ ε     (17) 

This is at variant with the point of view adopted next, which consists in insulating a 
growing solid body from the external nutrients, identified as one the chemical species, but 
accounted for in a global manner as a source term.  

2.2 General balance laws accounting for mass production due to growth 
In the case of mass being created / resorbed within a solid body considered as an open 
system from a general thermodynamic point of view, one has to account for a source term 
  being produced (by a set of generating cells) at each point within the time varying 
volume t ; a convective term is also added, corresponding to the transport of nutrients by 
the velocity field of the underlying continuum. For any quantity a, the convective flux is 
locally defined in terms of its surface density as ( )a aF v ; the overall convective flux of a 
across the closed surface t  expresses then as 
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(the minus accounts for the unit exterior normal n ). This diffusive flux corresponds to a 
macroscopic flux 
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The density of microscopic flux  aJ  is associated to an invisible motion of molecules 
within a continuum description, hence must be described by a specific constitutive law. It 
does not depend on the velocity of the points of t .  
The convective derivative along the vector field w of the field   ,a a t x  writes 
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In the case w coincides with the velocity of the material particles, previous relation delivers 
the definition of the material (or particular) derivative 
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with w  the velocity field of the points on t , which is associated to a variation of the 
domain occupied by the material points of the growing solid body (Figure 1).  
 

 
Fig. 1. Domain variation due to the virtual velocity field w  

A global balance equation can next be written, according to the natural physical rule: the 
balance of any quantity is the sum of the production / destruction term and of the flux; this 
yields 
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The first term on the r.h.s. corresponds to mass production, the second contribution to 
convection of the produced mass through the boundary  t , and the third contribution to 
diffusion through  the boundary of the moving volume  t . One can see that only the 
relative velocity of particles w.r. to the surface velocity matters.  Combining this identity 
with (22) gives 
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The corresponding local balance law is obtained after elimination of the velocity w , hence 
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Mass balance: the mass balance equation is deduced from the identification a  , the 
actual density. Hence, (23) gives 
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The strong form of the balance law of mass writes finally 
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    J v  (27) 

The mass balance in Eulerian format is given in terms of the actual density  by the 
following reasoning: we first write the general form of the balance of mass in physical space as 
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     v  (28) 

with  ,t x  the actual density,   the physical source of mass, and : .m  m n  the scalar 
physical mass flux across the boundary, projection of the flux (vector) m . The previous 
balance law is quite general, as we account for both the variation of the integration volume 
through the term . v , and for the source and flux of mass reflected by the right hand side 
of (28). Localization of previous integral equation gives 

 . .D
Dt
     m v  (29) 

with  ( , ) :
X

t
t

    

xv x  the Eulerian velocity, which proves identical to (27); the same balance 

law has been obtained in (Epstein and Maugin, 2000) starting form its Lagrangian 
counterpart. 
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In the sequel, we shall extensively use the following expression of the material derivative of 
integrals of specific quantities (defined per unit mass)  ,a a t x , obtained using the mass 
balance (28) 

  .
t t

D Daadx a dx
Dt Dt

  
 

    
   m  (30) 

The comparison of (27) with (29) gives the identification of fluxes    J m ; the balance 
law is further consistent with (and equivalent to) the writing  (Ganghoffer and Haussy, 
2005) 

( )div       v  

with .   m  the total flux of conduction and    the volumetric source of mass. 
Observe the difference with the treatment of section 1 considering overall a closed system 
with no internal sources, reflected by equation (1.5): this first point of view considers the 
nutrients responsible for growth as part of the system, whereas they appear as external 
sources in the second viewpoint.  
Expressing the total mass of the domain t  as ( ) ( )

t

tm x dx


   , the mass variation due to 

the transport phenomena is written as the following integral accounting for source terms, 
allowing the identification of the production term 

:
t tsource

dm dx dx
dt

  
 

       
     

The time variation of chemical concentration of nutrients is due to exchange through the 
boundary accounted for by a flux .

t

k ds

 j n , and to a source term due to growth 

 1.
t t

g gdx Tr dx 

 

   F F , hence (see (28)) 

    1 1. . . :
t t t t

g g k k k k g g
D dx Tr dx n dx ds n div
Dt

      

   

          F F j N j F F I    (31)  

The last equality is nothing else than  . /    m  - a consequence of (28) - expressed in 

material format, with the identifications  : gTr  D , ;   i i kn  m j  . The global form 

R R

D Ddx JdX
Dt Dt

 
 

   also fits within the general balance law for an open system, relation 

(30) with 1a  . 
Balance of momentum: the Eulerian version of the balance of momentum writes (Epstein 
and Maugin, 2000) 
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  . .
t t t t t

t t
D dx dx d dx d
Dt

   
    

        v f n σ v n m v  (32) 

with σ  Cauchy stress and f  body forces per unit physical volume. Localizing (32) gives 
using the mass balance (29) 

  .D div
Dt

    
v f σ m v  (33) 

Balance of kinetic and internal energy: the first law of thermodynamics for an open system 
has to account for the contributions to kinetic and internal energies due to the incoming 
material. Denoting u  the specific internal energy density, one may write the energy balance 
in the actual configuration as 
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v f v v
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 (34) 

with r  the volumetric heat supply (generated by growth), and q  the heat flux across t . 
This writing of the energy balance can be simplified using the balance of kinetic energy with 
volumetric density k , obtained by multiplying (33) by the velocity and integrating over t , 
hence 
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The left hand side of previous equality can be expressed versus the material derivative of 

the total kinetic energy of the growing body, using the general equality (30) with  21
2

a  v , 

hence (35) 
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v v vm f v v σ m
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 (35) 

Using again (30) delivers similarly the material derivative of the total energy (left-hand side 
in (34)) as (the total internal energy is denoted U ) 
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n σ v m v q
  

Using the balance of kinetic energy (35) allows isolating the material derivative of the 
internal energy 
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DU r u dx u d x
Dt

 
 

       σ v n m q  

Its strong form is given by localization using the general equality (30) with the identification 
a u  

 : . .Du r u
Dt

       σ v m q   (36) 

The Lagrangian counterpart of previous balance laws has been expressed in (Epstein and 
Maugin, 2000). 
Dissipation and second principle: the dissipation inequality writes in global form as 

       1 1. . .
t t t t t t

D Dssdx s r dx d s dx r dx d
Dt Dt

      
 

 

     

         
      

q qn x m n x  

Hence, the local dissipation inequality localizes as Clausius-Duhem inequality  

 1 .Ds r div s
Dt

 


      
 

q m  (37) 

The previous balance laws are general balance laws in the framework of open systems 
irreversible thermodynamics; we shall in the next section make the fluxes and source terms 
involved in those balance laws more specific, in order to identify an evolution law for the 
volumetric growth of solid bodies.   

3. Volumetric growth  
The kinematics of growth is elaborated from the classical multiplicative decomposition 
(Rodriguez et al., 1994) of the transformation gradient 

 ( , ) : det( )X t J   F x X F  (3.1)  

with ,X x  the Lagrangian end Eulerian positions in the referential and actual configurations 
denoted ,R t   respectively, as the product of the growth deformation gradient gF  and the 
growth accommodation mapping aF  

 .a gF F F  (3.2) 
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The transformation gradients , ,a gF F F  define the mappings of the tangent spaces to the 
various configurations. The Jacobean of the growth mapping informs about the nature of 
growth: 

 : det( )g gJ  F  (3.3) 

Hence 1gJ   describes growth, whereas 1gJ   represents resorption. Growth essentially 

occurs between the referential and the actual configurations.  
Adopting the framework of hyperelasticity, the first Piola-Kirchhoff stress P expresses from 
the strain energy density per unit volume in the reference configuration  ;aW F X  with 
argument the reversible part of the transformation gradient (a possible explicit dependence 
upon the Lagrangian variable is included for heterogeneous media) as 

  : ;aW FP F X  (3.4) 

A more explicit (compared to (38)) expression of the dissipation accounting for heat and 
matter exchanges is obtained by considering the general form of the balance of energy and 
entropy: let denote u and s  the density of internal energy and entropy per unit mass 
respectively; the first and second principles of thermodynamics write (Munster, 1970) 

 . .q i k ku p    J J F  ; . s ss   J    (3.5) 

with qJ  the heat diffusion flux,  1:s q i i


 J J J  the total entropy flux, kJ  the diffusion flux 

of the k-specie,  ,k tF x  an external force acting on the k-specie, and s  the entropy 
production, always positive (it is dissipated). Introducing the free energy density per unit 
mass : u s   , with  s  the entropy density, we then immediately obtain the rate of 
variation of the free energy density 

 . . .q s k k i ss p          J J J F  (3.6) 

The positivity of the entropy production s in previous inequality then expresses as 

  . .i k k q i ip     J F J J  (3.7) 

The principle of virtual power e i
dK P P
dt

  ( K is the kinetic energy, ,e iP P  being the virtual 

power of external and internal forces respectively), leads to the global form of previous 
inequality in Eulerian format: 

 .e m qkk
dK dx P J F
dt




        (3.8) 

with : .q q d


   J n  and : .m i i d 


    J n  respectively the flux of heat and mass through 

the boundary of  . Previous inequality traduces the fact that the flux of mechanical work 
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and mass increases the kinetic and internal free energy of the system, the difference being 
dissipated.  
The second principle may be rewritten after a few manipulations in terms of a dynamical 
Eshelby stress accounting for all sources of energies (mechanical, chemical, thermal): the free 
energy density is taken to depend on the elastic part of the transformation gradient aF , the 
concentration of chemical specie kn and the temperature  , so that Clausius-Duhem 
inequality (3.7) becomes in material format: 
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 (3.9) 

The balance of biochemical energy expresses that the time variation of chemical 
concentration of nutrients is due to exchange through the boundary accounted for by the 
term .

R

dA

 J N  and to a source term due to growth  1.

R R
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The last equality is nothing else than  . /    m  expressed in material format, 
identifying  : gTr  D , i iM J . Accordingly, (3.9) becomes  
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 (3.11) 

Since previous equality must hold true for arbitrary variations ,a knF  , the following 
constitutive equations for the first Piola-Kirchhoff stress and the chemical potential are 
obtained 

 . ;   t
g k

a k
J

n
   

 
 

T F
F

 (3.12) 

Especially, (3.12)1 is an alternative to (3.4) using the specific free energy instead of a strain 
energy potential; observe that   is expressed per unit mass, in contrast to  ;aW F X  in (3.4), 
expressed per unit referential volume.  
The residual dissipation then writes from (3.11) 
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    0 . :t
i i a k g

a
Js Grad J      

 
     

 
J F I L

F
  (3.13) 

The dissipation splits into the sum of the thermal and chemical dissipation and the intrinsic 
(mechanical) dissipation 

 0i iJs Grad   J ;  . : 0t
a k g

a

  
 

   
 

F I L
F

 (3.14) 

From (3.14), and as a generalization of the growth models initially written in a purely 
mechanical context, relations (3.3) and (3.4), one is entitled to write a general growth model 
according to 

  g afL Σ  (3.15)1 

with the Eshelby stress accounting for both mechanical and chemical energy contributions 

  : .t
a a k

a

   
  


Σ F I

F
  (3.15)2 

Thereby, the Eshelby stress accounts for the change of domain induced by growth; this is 
further reflected in the material driving force for growth, including the (material) 
divergence of Eshehlby stress (Ganghoffer, 2010a, b). The exchange of matter is accounted 
for by the number of moles (with corresponding driving forces the chemical potentials), 
which may obey specific kinetic equations, of evolution diffusion type in a general setting 
(Ganghoffer, 2010a, b).   
Simulations of volumetric growth based on this formalism have been done for academic 
situations in (Ganghoffer, 2010b). The objective of the present contribution is rather to unify 
volumetric and surface growth under a common umbrella, basing on the framework of 
Eshelby stress and material forces.   

4. Surface growth: A review of the thermodynamics  
Surface thermodynamics is clearly a pluridisciplinary topic, which has its origins in the study 
of liquids, and touches various disciplines, such as metallurgy (grain boundary energy), 
fracture mechanics (fracture energy, mechanics (surface stress), physics of fluids (surface 
tension) and of solids (surface stress). Surface thermodynamic data are important parameters 
for specialists in each of those fields, with however a different acceptance of the term.  
The thermodynamics of surfaces has a long history, tracing back to Gibbs; an interface exists 
when a thin inhomogeneous element of material forms a transition zone separating two 
phases of different materials (denoted ,   in the sequel), as pictured in figure 2. The 
transition zone between the bulk phases will be denoted by the Greek letter   in the sequel.  
The aim of this section is not to give a detailed account in each of those fields, but rather to 
provide the reader with a broad overview of the basic surface thermodynamics and to 
review the major underlying parameters and their possible source of variation. 
Different viewpoints have been considered in the literature as to the geometry of the surface 
(this coinage used in Linford refers to the surface, as opposed to the bulk phases): the 
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The balance of biochemical energy expresses that the time variation of chemical 
concentration of nutrients is due to exchange through the boundary accounted for by the 
term .
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The last equality is nothing else than  . /    m  expressed in material format, 
identifying  : gTr  D , i iM J . Accordingly, (3.9) becomes  
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Since previous equality must hold true for arbitrary variations ,a knF  , the following 
constitutive equations for the first Piola-Kirchhoff stress and the chemical potential are 
obtained 
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Especially, (3.12)1 is an alternative to (3.4) using the specific free energy instead of a strain 
energy potential; observe that   is expressed per unit mass, in contrast to  ;aW F X  in (3.4), 
expressed per unit referential volume.  
The residual dissipation then writes from (3.11) 
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The dissipation splits into the sum of the thermal and chemical dissipation and the intrinsic 
(mechanical) dissipation 
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From (3.14), and as a generalization of the growth models initially written in a purely 
mechanical context, relations (3.3) and (3.4), one is entitled to write a general growth model 
according to 

  g afL Σ  (3.15)1 

with the Eshelby stress accounting for both mechanical and chemical energy contributions 
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Thereby, the Eshelby stress accounts for the change of domain induced by growth; this is 
further reflected in the material driving force for growth, including the (material) 
divergence of Eshehlby stress (Ganghoffer, 2010a, b). The exchange of matter is accounted 
for by the number of moles (with corresponding driving forces the chemical potentials), 
which may obey specific kinetic equations, of evolution diffusion type in a general setting 
(Ganghoffer, 2010a, b).   
Simulations of volumetric growth based on this formalism have been done for academic 
situations in (Ganghoffer, 2010b). The objective of the present contribution is rather to unify 
volumetric and surface growth under a common umbrella, basing on the framework of 
Eshelby stress and material forces.   

4. Surface growth: A review of the thermodynamics  
Surface thermodynamics is clearly a pluridisciplinary topic, which has its origins in the study 
of liquids, and touches various disciplines, such as metallurgy (grain boundary energy), 
fracture mechanics (fracture energy, mechanics (surface stress), physics of fluids (surface 
tension) and of solids (surface stress). Surface thermodynamic data are important parameters 
for specialists in each of those fields, with however a different acceptance of the term.  
The thermodynamics of surfaces has a long history, tracing back to Gibbs; an interface exists 
when a thin inhomogeneous element of material forms a transition zone separating two 
phases of different materials (denoted ,   in the sequel), as pictured in figure 2. The 
transition zone between the bulk phases will be denoted by the Greek letter   in the sequel.  
The aim of this section is not to give a detailed account in each of those fields, but rather to 
provide the reader with a broad overview of the basic surface thermodynamics and to 
review the major underlying parameters and their possible source of variation. 
Different viewpoints have been considered in the literature as to the geometry of the surface 
(this coinage used in Linford refers to the surface, as opposed to the bulk phases): the 
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surface phase is considered as two-dimensional by Gibbs, and coined the mathematical 
dividing surface, as the neat separation between fluid and solid phases. Gibbs viewpoint 
may be called the surface excess approach (at fixed volume), in which the composite system 
(bulk phases and the interface) is the sum of the reference system without the interface and a 
correction; the difference of any quantity between the actual and the reference system leads 
to an interfacial excess quantity.  
 

 
Fig. 2. Formation of an interface from a fixed number of moles of α and β. 

Important to this viewpoint is the fact that the reference and actual systems have the same 
volume.  
Guggenheim considered the surface phase as a three dimensional body of finite small 
thickness, and is commonly coined the surface phase approach. A third approach has been 
introduced by Goodrich, relying on Guggenheim vision, but with the interfaces between the 
surface phase and the two bulk phases identified to the walls of a confining vessel. A last 
vision at variant with Gibbs treatment advocates that both the actual and reference systems 
have the same mass, but possibly different volumes: it bears the name Surface excess approach 
(at fixed mass), and was hardly considered in the literature, although rapidly mentioned by 
Gibbs in 1878. One drawback of the Guggenheim model is that the volume of the interfacial 
region V  is arbitrary, and has nothing to do with the volume change that occurs during 
the formation of the interface; this difficulty is not apparent in Gibbs approach, for which 
the excess volume V  is always zero.       
For liquids, the situation is simple, as a single scalar parameter, the surface tension, is 
sufficient. Three parameters are required to characterize the thermodynamics of surfaces: 
the reversible work to produce unit area of new surface, sometimes called the specific surface 
work (the counterpart of the surface tension in liquids), the specific surface Helmholtz 
energy, as the change of energy of the surface region (as opposed to the bulk phases), and 
the surface stress tensor, defined as the reversible work required to produced a unit area of 
new surface by deformation. In order to avoid some existing confusion in the early literature 
(this is due to the oversimplified situation that prevails for liquids), those three parameters 
are next introduced in a distinct manner. 
The thermodynamics of surfaces is based on the setting up of excess quantities. The reader is 
referred to (Linford, 1973) and (Couchman and Linford, 1980) for more details on the topic. 
Hence, the excess (Helmholtz) free energy is defined through its differential  
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k kdF S dT gdA dN       

The quantity g  accounts for both the creation of new surface (with a fixed number of 
atoms) and the elastic deformation of the surface (also with a fixed number of atoms). The 
addition of atoms (particles) on the surface is accounted for by the last term. Considering 
two phases ,   with a separating interface   in-between, one can write the differential of 
the total number of particles as  

dN dN dN dN      

The superficial excess or molar superficial concentrations are then defined as : /n N A  , 
with A  the area of the interface. Any extensive quantity Z  can be decomposed as 

Z Z Z Z z V z V z A              

with : /z Z A   the superficial excess quantity. Regarding surface quantities, one makes a 
distinction between: 
 The superficial energy    2/J m  - a scalar - accounting for the creation of a new 

surface (irreversible phenomena), with a constant number of particles. 
 The purely elastic variation of the surface area, expressed by a superficial stress  σ , 

dual to an elastic surface strain ε . 
The excess total internal energy writes 

k kdU dS gdA dN       

For the whole system, using the previous decomposition  

Z Z Z Z      

one has 

k kdU dS pdV gdA dN      

The variation of the free energy is 

k kdF Sd pdV gdA dN       
 

Hence, g  is defined as the partial derivative 
, , iT V N

Fg
A
    

. Combining both relations 

k kdF S d gdA dN       ; k kF A N     

gives  

  0k kS dT N d g dA Ad          

This leads to the differential 
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  /k kd s d n d g dA A          

expressing the variation of the superficial energy. In the case of an isothermal surface stretch 
with a constant chemical potential, one gets the Couchmann-Everett formula 

, iT
g A

A 

      
 

In the case of a purely elastic stretch, previous formula specializes to the relation 

, i

el

T
g A

A 

      
. 

The reversible work needed to form a unit area of new surface is defined at constant 
temperature and pressure as the partial derivative of the Gibbs free energy of the entire 
system (bulk phases and surface), quantity  , , ,iG P T n A , with respect to the formed area 
A , at constant temperature T , pressure P , and number of moles of each component in , 

viz 

i idG VdP SdT dN dA       

whereby the multiplicative factors of the differential elements on the right-hand side of dG  
are the partial derivatives 

;  S ;  ;  i
i

G G G GV
P T N A

    
     

   
 

The partial derivatives are evaluated with all three other variables being held fixed. The 
specific surface work   includes two contributions, the change of Gibbs free energy per unit 
area for the surface region, denoted g , and the change per unit area of surface created 

from the surrounding bulk phases, evaluated as the sum i in  over all components, 

i ig n     

with : /i in N A  , the surface excess of the ith species. In terms of the Helmholtz energy of 
the whole system F , one has the similar relation involving the Helmholtz free energy per 
unit area f  , viz 

i if Pe n      

with e  the thickness of the surface; in most cases, the parameter e  is small, and one may 
neglect the contribution Pe , hence one has the identification f g  . The last two formulas 
are expressions of Gibb’s adsorption equation, with the derivation due to Mullins, which is 
next reproduced. We consider a system with n components consisting of a solid phase   in 
contact with a fluid phase and a solid phase acting as a thermal bath at temperature T  and 
as a chemical reservoir for each component; accordingly, the components concentrations can 
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be adjusted to maintain the chemical potentials at fixed specified values i . Imagine a 
modification of the temperature by dT , and of the ith chemical potential by id , at fixed 
surface area; idn  particles from the bulk will enter the solid phase   from the bulk, and 

ithechange of Helmholtz free energy F  will be 

  , ,i i i i idF S dT d dN S dT dN  
           

with S  the entropy of the phase  . Consider next a new system for which T  and i  are 

returned to their initial values, but with the surface area increased by dA , and modify 
thereafter the temperature by dT , and the ith chemical potential by id ; the variation of free 
energy of this system of larger area is 

,' ' 'i idF S dT dN 
    

Subtracting both variations of Helmholtz free energy by unit surface gives 

   , ,' '' i i
i

S S d N NdF dF dT
dA dA dA

  
 

  
 

    

Introducing therein the definitions of the specific surface Helmholtz energy 

 : ' /f dF dF dA     , the specific surface entropy  : ' /s S S dA     , and the surface 

excess  , ,: ' /i i in d N N dA 
   leads to  

i idf s dT d       

But one can also express the specific surface Helmholtz energy as i if      , hence  

i i i i i idf d d d s dT d              

and thus finally 

i id s dT d      

The same identity was derived by (Goodrich, 1969) for a one-component system using the 
method of Lagrange multipliers. The reversible work needed to generate a unit area of new 
surface by stretching at constant pressure and temperature represents the surface stress 
tensor, denoted ij . It is related to   by  

ij ij
ij

 



 





 

The second order tensor ij  is the strain (a small perturbation scheme is presently adopted) 

induced by the component ij  acting in the jth direction per unit length of the edge normal 
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induced by the component ij  acting in the jth direction per unit length of the edge normal 
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to the ith direction, with both indices i, j lying in the plane of the surface. Previous equation 
is valid for an anisotropic solid, and reduces in the case of an isotropic surface to the 
previously written Couchmann-Everett formula, with  g  half the trace of the surface stress 
tensor. The proof of previous formula follows Mullins derivation: let imagine a unit cube 
with edges parallel to the axes , ,x y z , and perform two distinct operations on it: 
i. Stretch the cube reversibly along the x axis by an amount dx , with the y edge fixed, but 

allowing the edge z to vary its length. The surface in the xz plane may then change by 
an inflow (or outflow) of material from the bulk, increasing (or decreasing), the cube 
height; denote 0W  the work expanded in this transformation. Let next separate the 
stretched cube along the xy plane, requiring the work  2 2 (1 )W d dx    , with d  
the variation of the specific surface work   due to the stretch dx  (factor 2 arises since 
two surfaces are created, and the factor (1 )dx  since the specific surface work applies 
per unit surface area).  

ii. Separate the original unit cube into two parts along an xy plane, requiring the work 
3 2W  , and stretch each half by dx  in the x direction, at fixed y edge, but varying z 

edge. Let 1W  be the work expanded in this operation. The final configuration is the 
same as that obtained in the first process, hence the same total work has been expanded, 
hence 0 2 1 3W W W W   , viz 

 0 12 (1 ) 2W d dx W         

The difference 1 0W W  is the work due to the stretching operations of both processes, and 
can be equalized to the x-component xx of a force in the newly formed surface times the 
distance 2dx through which this force acts, hence 

1 02 xxdx W W    

The strain xx dx   (since the other side has unit length), hence  

2 2 2 2 2 2xx xx xx xx                   

Due to the equalities 

0xx    ; / /xx xxd d       

it finally results 

 xx
xx

d
d
 


   

Similar analogous processes with the stretching replaced by shear lead to the relation 
(Linford, 1973) 

 xy
xy

d
d
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Combining the stretch and shear processes then lead to the expression of the surface stress 
tensor  

ij ij
ij

d
d
 


   

represented by a 2 by 2 symmetrical matrix (3 independent components). For an isotropic 
material or a crystal with a threefold (or greater axis of symmetry), it follows as shown by 
Shuttleworth (using the principle of virtual work) the isotropic surface stress   

 
1 0
0 1ij g
 

  
 

  

Lastly, consider a square section in the xy plane of side  1/2
A  and imagine an extension 

of the x edge by   1/2
xx A ; the required work is    1/2 1/2

1 xx xxW A A    . Extend 

next the y edge by  1/2
yy A , with an expanded work given by 

     1/2 1/2
2 1yy xx yyW A A      

Assuming the deformation is reversible and isothermal, the total work spent is the variation 
of surface energy, which expresses for a high symmetry isotropic crystal as  

   1 2 1xx xx yy xx yyd A W W A A gdA                

due to the equality  xx yyA dA    . Therefore, one has 

dgdA dA A d g
dA

  

        

Note that the last term vanishes for liquids; as a corollary,  liquid films can easily be 
stretched since atoms can more from the bulk to the surface without additional energy costs. 
The opposite situation prevails for solids, as they shear and their structure changes with an 
overall additional energy contribution.   
The Gibbs approach towards interfacial excess quantities is as previously mentioned valid 
only at fixed volume; a parallel approach that is valid at fixed mass instead has been 
developed in (Muller and Kern, 2001), which is next exposed. The bulk phases ,    are 
initially separated and interface-free, and are in a thought experiment imagined to be joined 
along a plane to generate the /   interface. Since mass is conserved, any change in the 
thermodynamic quantities of the whole system are due to the new /   interface, coined 
excess values of the corresponding quantities, denoted with a subscript   to distinguish 
them from Gibbs approach at fixed volume. The differential of the Gibbs energy of the 
system before and after formation of the interface successively writes (for a constant number 
of molecules) 
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   1dG V V dP S S dT        ;     *
2dG V V V dP S S S dT dA              

with *  the reorganization surface energy, although commonly referred to as the interfacial 
tension in the literature; it is a mechanical positive quantity, that may depend upon interface 
curvature. Note that the number of atoms is the same in the reference and final states, in 
contrast with Gibbs approach. Hence, the variation of the excess Gibbs free energy between 
states 1 and 2 for the fixed masses ,m m   is  

*
2 1dG dG dG V dP S dT dA         

which may be interpreted from an energetic point of view as follows: the term V dP  is the 
mechanical work done against the external force field, the contribution S dT  represents the 
heat of formation of the interface, and *dA  is the mechanical work done against the 
internal force field of both phases ,   by motion of the molecules from the bulk to 
generate a new interface. The excess free energy of formation of the interface, potential G , is 
the additional free energy required to form the interface from fixed masses of the pre-
existing bulk phases ,  . The above equations implicitly use the conservation of mass, 
equation 

totaln n n    

and the definition of the excess interfacial volume V  from the contributions to the total 
volume after interface formation (balance law for the volume) 

totalV V V V      

In contrast to this treatment, Gibbs assumes a conservation of the total volume as 

totalV V V   , but with addition of the new mass n  such that 

totaln n n n     

As a compensation for the volume change accompanying the formation of the interface; 
hence, n  is a supply of material from outside the system, with the sense that the Gibbs 
volume is an open thermodynamic volume.  
Due to its status as a state function, the previous differential OF G  allows writing relations 
between partial derivatives as the analogues of the bulk phase Maxwell relations 
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The introduced quantities * ,S V   are respectively the interfacial excess entropy and the specific 

interfacial excess volume; the compact notation ,n   stands for the two quantities  ,n n  .  
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The specific interfacial excess energy is obtained by simply integrating the differential 
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the specific interfacial excess energy * : /G G A  . Last relation implies that the temperature 

and pressure dependence of *  can be determined from those of *G . The specific interfacial 

excess energy is obtained from a Legendre transform to *dG V dP S dT dA       and 
substitution of the previous interfacial Maxwell relations, thus 
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with *H  identified as the surface energy, which is the sum of the interfacial tension and the 
heat supplied by the surrounding for an isothermal creation of new interface. The 
advantages of this last approach in comparison to Gibbs treatment is that it leads to non-nil 
interfacial volumes, analogues of the Maxwell relations for bulk phases can be derived, and 
the temperature and pressure dependence of the interfacial tension can be accessed from a 
comparison between simple formulae and experiments.   

 
Fig. 3. The broken bond model for surface energy 

The reversible work to form new surface area, parameter  , is for a solid generally 
orientation dependent, although not for a liquid. This surface energy parameter has been up 
to now considered under the thermodynamic continuum viewpoint; we next examine two 
other viewpoints, the atomistic approach and Wulff plot. The atomistic approach considers 
the interaction between atoms to calculate the surface energy; arrangement of atoms in 
crystals are such that one can order atoms according to the energy required to remove atoms 
from the bulk: first nearest neighbours requiring more energy compared to second and third 
nearest neighbours. For a crystal lattice presenting dislocations, the number of broken bonds 
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is direction dependent, and is given by the expressions cos / a and sin / a  in the x and y 
directions respectively (figure 3), with a  the distance to nearest neighbour (function of the 
type of atomic packing) and   the inclination of the overall crystal shape resulting from the 
total number of steps being created.   
The surface energy is given by the expression 

   2cos sin / 2surf bE a     

with b  the energy per bond. The broken bond model can be used to determine the shape of 
a small crystal from the minimization of the sum of surface energies i  over all crystal faces, 
a concept introduced in 1878 by J. W. Gibbs, considering constant pressure, volume, 
temperature and molar mass:  

i i
i

Min A   

at constant energy, hence adding the constraint 0 i i
i

dE dA  . The dependence of   on 
orientation of the crystal’s surface and its equilibrium shape are condensed into a Wulff plot; 
in 1901, George Wulff stated that the length of a vector normal to a crystal face is 
proportional to its surface energy in this orientation. This is known as the Gibbs-Wulff 
theorem, which was initially given without proof, and was proven in 1953 by Conyers 
Herring, who at the same time provided a two steps method to determine the equilibrium 
shape of a crystal: in a first step, a polar plot of the surface energy as a function of 
orientation is made, given as the so-called gamma plot denoted as   n , with n  the normal 
to the surface corresponding to a particular crystal face. The second step is Wulff 
construction, in which the gamma plot determines graphically which crystal faces will be 
present: Wulff construction of the equilibrium shape consists in drawing a plane through 
each point on the γ-plot perpendicular to the line connecting that point to the origin. The 
inner envelope of all planes is geometrically similar to the equilibrium shape (figure 4).  
 

 
Fig. 4. Wulff’s construction to calculate the minimizing surface for a fixed volume  
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with anisotropic surface tension   n  

5. Model of surface growth with application to bone remodeling 
The present model aims at describing radial bone remodeling, accounting for chemical and 
mechanical influences from the surrounding. Our approach of bone growth typically 
follows the streamlines of continuum mechanical models of bone adaptation, including the 
time-dependent description of the external geometry of cortical bone surfaces in the spirit of 
free boundary value problems – a process sometimes called net ‘surface remodeling’ - and of 
the bone material properties, sometimes coined net ‘internal remodeling’ (Cowin, 2001). 

5.1 Material driving forces for surface growth 
In the sequel, the framework for surface growth elaborated in (Ganghoffer, 2010) will be 
applied to describe bone modeling and remodeling. As a prerequisite, we recall the 
identification of the driving forces for surface growth. We consider a tissue element under 
grow submitted to a surface force field Sf  (surface density) and to line densities ,p p   
defined as the projections onto the unit vectors ,g gτ ν resp. along the contour of the open 
growing surface gS  (Figure 5); hence, those line densities are respectively tangential and 
normal to the surface gS  (forces acting in the tangent plane).  
 

 
Fig. 5. Tissue element under growth: elements of differential geometry.  

Focusing on the surface behavior, the potential energy of the growing tissue element is set as 
the expression 
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Thereby, the growing solid surface is supposed to be endowed with a volumetric density 
 0W F  depending upon the transformation gradient : X F x , a surface energy with 

density  , ;S
S F N X  per unit reference surface, depending upon the surface gradient F , 

the unit normal vector N  to gS , and possibly explicitly upon the surface position vector 
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Thereby, the growing solid surface is supposed to be endowed with a volumetric density 
 0W F  depending upon the transformation gradient : X F x , a surface energy with 

density  , ;S
S F N X  per unit reference surface, depending upon the surface gradient F , 

the unit normal vector N  to gS , and possibly explicitly upon the surface position vector 
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SX  on gS  (no tilda notation is adopted here since the support of SX  is strictly restricted to 
the surface gS ), and chemical energy k kn , with k  the chemical potential of the surface 
concentration  of species kn . The surface gradient F  maps material lengths (or material 
tangent vectors) onto the deformed surface; it is elaborated as the surface projection of F  
(onto the tangent plane to a ), viz  

: .F F P  

The tissue element under grow is submitted to a surface force field Sf  (surface density) and 
to line densities ,p p   defined as the projections onto the unit vectors ,g gτ ν resp. along the 
contour of the open growing surface gS  (Figure 5);  Hence, those line densities are 
respectively tangential and normal to the surface gS  (forces acting in the tangent plane).  
The variation of the previously built potential energy of the growing tissue elementV is next 
evaluated, assuming applied forces act as dead loads, using the fact that the variation is 
performed over a changing domain (Petryk and Mroz, 1986), here the growing surface gS . 
We refer to the recent work in (Ganghoffer, 2010a) giving the detailed calculation of the 
material forces for surface growth, very similar to present developments.  
The variation of the volumetric term (first term on the right hand side of V ) can be 
developed from the equalities (A2.1) through (A2.3) given in (Ganghoffer, 2010a,  
Appendix 2): 

      0 , . . . . .
g g

g g g gW dx d v t  
 

 
     
 
 
 F X Σ X p x N  (5.2) 

with volumetric terms denoted as ‘v.t.’ that will not be expressed here, as we are mostly 
interested in surface growth. The r.h.s. in previous identity is a pure surface contribution 
involving the volumetric Eshelby stress built from the volumetric strain energy density and 
the so-called canonical momentum 

 0: .tW Σ I F p  0: W
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p  (5.3) 

As we perform material variations over an assumed fixed actual configuration, the 
contribution of the canonical momentum vanishes ( x 0 ). Observe that the volumetric 
Eshelby stress Σ  triggers surface growth in the sense of the boundary values taken by the 
normal Eshelby-like traction .ΣN . The variation of the surface energy contribution S  can 
be expanded using the surface divergence theorem (equality (3.15) in Ganghoffer, 2010a) as  
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The surface energy momentum tensor (of Eshelby type) is then defined as the second order 
tensor 
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basing on the surface stress T . The Lagrangian curvature tensor is defined as : R K N .  
The chemical potential as the partial derivative of the surface energy density with respect to 
the superficial concentration 
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k k k
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 (5.6) 

The contributions arising from the domain variation due to surface growth are considered 
as irreversible.  
The material surface driving force (for surface growth) triggers the motion of the surface of 
the growing solid; it is identified from the material variation of V  as the vector acting on the 
variation of the surface position 

 : . . . .t S
g S N k S k Sn        ΣN Σ P K f  (5.7) 

itself built from the surface stress : S
F T  , and on the curvature tensor : R K N in the 

referential configuration.  

5.2 Bone remodeling 
Bone is considered as a homogeneous single phase continuum material; from a 
microstructural viewpoint, bone consists mainly of hydroxyapatite, a type-I collagen, 
providing the structural rigidity. The collageneous fraction will be discarded, as the mineral 
carries most of the strain energy (Silva and Ulm, 2002). The ultrastructure may be 
considered as a continuum, subjected to a portion of its boundary to the chemical activity 
generated by osteoclasts, generating an overall change of mass of the solid (the mineral 
fraction) given by 

.
g g

g g g S g
S

d dx d
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  V N  

The quantity .g S gd V N therein represents the molar flux of bone material being dissolved, 

hence 

 g N g gV d MJd    (5.8) 

with NV  the normal surface velocity, M  the bone mineral molar mass, and /g NJ V M  
the molar influx of minerals (positive in case of bone apposition, and negative when 
resorption occurs). Clearly, the previous expression shows that the knowledge of the normal 
surface growth velocity determines the molar influx of minerals. Estimates of the order of 
magnitude of the dissolution rate given in (Christoffersen at al., 1997), for a pH of 7.2 
(although much higher compared to the pH for which bone resorption takes place) and at a 
temperature of 310K, are indicative of values of the molar influx in the interval 

9 8 1 210 ,1.8.10 . .J mol s m       . The osteoclasts responsible for bone resorption attach to the 
bone surface, remove the collageneous fraction of the material by transport phenomena, and 
diffuse within the material. This osteoclasts activity occurs at a typical scale of about 50 m , 
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which is much larger compared to the characteristic size of the ultrastructure; the resorption 
phase takes typically 21 days (the complete remodeling cycle lasts 3 months). The 
osteoclasts, generate an acid environment causing simultaneously the dissolution of the 
mineral - hydroxyapatite, a strong basic mineral    3 4 2 23

Ca PO Ca OH   , abbreviated HA in 
the sequel - and the degradation of the collageneous fraction of the material. The metabolic 
processes behind bone remodeling are very complicated, with kinetics of various chemical 
substances, see (Petrtyl and Danesova, 1999).  
The pure chemical driving force represents the difference of the chemical potential 
externally supplied e  (biochemical activity generated by the osteoclasts) with the chemical 
potential of the mineral of the solid phase,  denoted min ; it can be estimated from the 
change of activity of the H  cation (Silva and Ulm, 2002): 
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This chemical driving force is the affinity conjugated to the superficial concentration of 
minerals, denoted ( )n t  in the sequel. The conversion to mechanical units   is done, 
considering a density of HA 33000 /kg m   (5.1), hence  / 20M MPa    , according to 
(Silva and Ulm, 2002); the negative value means that the dissolution of HA is chemically 
more favorable (bone resorption occurs).  
Relying on the biochemical description given thereabove, bone remodeling is considered as 
a pure surface growth process. In order to analyze the influence of mechanical stress on 
bone remodeling, a simple geometrical model of a long bone as a hollow homogeneous 
cylinder is introduced, endowed with a linear elastic isotropic behavior (the interstitial fluid 
phase in the bone is presently neglected). This situation is representative of the diaphysal 
region of long bones (Cowin and Firoozbakhsh, 1981), such as the human femur (figure 6).  
According to experiments performed by (Currey, 1988), the elastic modulus is assumed to 
scale uniformly versus the bone density according to 

  max
p

SE E t   (5.10) 

with  S t  the surface density of mineral, max 15E GPa  (Reilly and Burstein, 1975) the 
maximum value of the tensile modulus, and p  a constant exponent, here taken equal to 3 
(Currey, 1988; Ruinerman et al., 2005).  
Following the representation theorems for isotropic scalar valued functions of tensorial 
arguments, the surface strain energy density  , ;S

mech S F N X of mechanical origin is selected 

as a function of the curvature tensor invariants, viz the mean and Gaussian curvatures, the 
invariants of the surface Cauchy-Green tensor : .tC F F    and of its square. The following 
simple form depending on the second invariant of the linearized part of 2 C I ε   is 
selected, adopting  the small strain framework, viz, hence 
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S
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Fig. 6. Modeling occurring during growth of the proximal end of the femur. Frontal section 
of the original proxima tibia is indicated as the stippled area. The situation after a growth of 
21 days is superimposed. Bone formation (+) and bone resorption zones indicated [Weiss, 
1988]. 

with  . . .S r r   ε P ε I ε ε e e  the surface strain (induced by the existing volumetric strain), 
and ,A B  mechanical properties of the surface, expressing versus the surface density of 
minerals and the maximum value of the traction modulus as (the Poisson ratio is selected as 

0.3  ) 
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 (5.12) 

As the surface of bone undergoes resorption, its mechanical properties are continuously 
changing from the bulk behavior, due to the decrease of mineral density as reflected in 
(5.10). The surface stress results from (5.11), (5.12) as 
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The unknowns of the remodeling problem are the normal velocity of the bone 
surface  NV t , the surface density of minerals  S t  and its superficial concentration. We 
shall herewith simulate the resorption of a hollow bone submitted to a composite applied 
stress, consisting of the superposition of an axial and a radial component, as 

 rr r r zz z z    σ e e e e  (5.14) 

in the cylindrical basis  , ,r ze e e ; this applied stress generates a preexisting homogeneous 
stress state within the bulk material, inducing a surface stress given by 
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which is much larger compared to the characteristic size of the ultrastructure; the resorption 
phase takes typically 21 days (the complete remodeling cycle lasts 3 months). The 
osteoclasts, generate an acid environment causing simultaneously the dissolution of the 
mineral - hydroxyapatite, a strong basic mineral    3 4 2 23

Ca PO Ca OH   , abbreviated HA in 
the sequel - and the degradation of the collageneous fraction of the material. The metabolic 
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This chemical driving force is the affinity conjugated to the superficial concentration of 
minerals, denoted ( )n t  in the sequel. The conversion to mechanical units   is done, 
considering a density of HA 33000 /kg m   (5.1), hence  / 20M MPa    , according to 
(Silva and Ulm, 2002); the negative value means that the dissolution of HA is chemically 
more favorable (bone resorption occurs).  
Relying on the biochemical description given thereabove, bone remodeling is considered as 
a pure surface growth process. In order to analyze the influence of mechanical stress on 
bone remodeling, a simple geometrical model of a long bone as a hollow homogeneous 
cylinder is introduced, endowed with a linear elastic isotropic behavior (the interstitial fluid 
phase in the bone is presently neglected). This situation is representative of the diaphysal 
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According to experiments performed by (Currey, 1988), the elastic modulus is assumed to 
scale uniformly versus the bone density according to 
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with  S t  the surface density of mineral, max 15E GPa  (Reilly and Burstein, 1975) the 
maximum value of the tensile modulus, and p  a constant exponent, here taken equal to 3 
(Currey, 1988; Ruinerman et al., 2005).  
Following the representation theorems for isotropic scalar valued functions of tensorial 
arguments, the surface strain energy density  , ;S

mech S F N X of mechanical origin is selected 

as a function of the curvature tensor invariants, viz the mean and Gaussian curvatures, the 
invariants of the surface Cauchy-Green tensor : .tC F F    and of its square. The following 
simple form depending on the second invariant of the linearized part of 2 C I ε   is 
selected, adopting  the small strain framework, viz, hence 
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Fig. 6. Modeling occurring during growth of the proximal end of the femur. Frontal section 
of the original proxima tibia is indicated as the stippled area. The situation after a growth of 
21 days is superimposed. Bone formation (+) and bone resorption zones indicated [Weiss, 
1988]. 
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. zz z z  σ P σ e e  

The radial component of Eshelby stress rrΣ  is then easily evaluated from the preexisting 
homogeneous stress state. Straightforward calculations deliver then the driving force for 
surface remodeling, as the sum of a chemical and a mechanical contribution due to the 
applied axial stress: 
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with the material coefficients ,A B  given in (5.12), and the axial stress zz  possibly function 
of time. A simple linear relation of the velocity of the growing surface to the driving force is 
selected, viz 

    N ggNV t C t   (5.16) 

with C  a positive parameter; the positive sign is due to the velocity direction being opposite 
to the outer normal (the inner radius is increasing). The chemical contribution leads by itself 
to resorption, hence the normal velocity has to be negative; the mechanical contribution in 
(5.15) brings a positive contribution to the driving force for bone growth, corresponding to 
apposition of new bone when the neat balance of energy is favorable to bone growth. An 
estimate of the amplitude of the normal velocity is given from the expression of the rate of 
dissolution of HA in (5.8) as 

8 1 2 12/ 10 . . / 3.3.10 / 0.286 /g N N gJ V M mol s m V JM m s m day            

selecting a molar mass 1.004 /M kg mol , following (Silva and Ulm, 2002). This value is an 
initial condition for the radius evolution (its rate is prescribed), leading to 

23 2 13.5.10 . .C m kg s  ; it is however much lower compared to typical values of the bulk 
growth velocity, about 10 /m day . 
The mass balance equation for the surface density of minerals S writes 

 . S
S S S S     V  (5.17) 

expressing as the following conservation law 
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The initial surface density of minerals  0
0s S t  , is evaluated from the bulk density of 

HA, viz 33000 /kg m , and the estimated thickness of the attachment region of osteoclasts, 
about 7 m  (Blair, 1998), hence 0 2 22.1.10 /s kg m  . 
The surface growth rate of mass 0

S  is here assumed to be constant (it represents a datum) 
and can be identified to the rate of dissolution of HA, adopting the chemical reaction model 
of (Blair, 1998): 0

S  is estimated by considering that 80% of the superficial minerals have 
been dissolved in a 2 months period, hence 7 1

0 2.2.10S s    . The dissolution of HA is in 
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reality a rather complex chemical reaction (Blair, 1998) that is here simply modeled as a 
single first order kinetic reaction 

    2 2
3 4 4 22 23

8 10 6 2Ca PO Ca OH H Ca HPO H O          

The kinetic equation is chosen as: 
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   (5.19) 

incorporating the density of minerals. The rate coefficient of dissolution of HA, namely the 
parameter  , is taken at room temperature from literature values available for CHA 
(carbonated HA, similar to bone), viz 4 12.2.10 s    (Hankermeyer et al., 2002). 

5.3 Simulation results 
The present model involves a dependency of the triplet of variables       , ,i Sr t t n t  
solution of the set of equations (5.15) through (5.19) on a set of parameters, arising from 
initial conditions satisfied by those variables:  
- The initial concentration of minerals 0n  is taken as unity, viz 3

0 1 mol.mn  .  
- The initial radius  0 : 0ir r  is estimated as 0 1.6 r cm  for the diaphysis of the human 

femur (Huiskes and Sloof, 1981). The evolution versus time of the internal radius 
obtained by time integration of the normal velocity expressed in (5.16).  

The evolution versus time of some variables of interest is next shown, considering a time 
scale conveniently expressed in days. Numerical simulations of bone resorption are to be 
performed for three stress levels in the normal physiological range, 

 1 ,2 ,5MPa MPa MPa  . The surface velocity (Figure 7) shows an acceleration of the 
resorption process with time, which is enhanced by the stress level, as expected from the 
higher magnitude of the driving force.  
The density and concentration vanish over long durations, meaning that the bone has been 
completely dissolved (Figure 8). 
An order of magnitude of the simulated radial surface velocity is about 10 /m day  for a 
stress level of 1MPa (Cowin, 2001). The superficial density of minerals and its concentration 
are both weakly dependent upon stress; the density of minerals decreases by a factor two 
(for low stresses; the resorption is enhanced by the applied stress) over a period of one 
month resorption period.  
Considering an imposed stress function of time, the surface driving force is seen to vanish 
for a critical stress ( )crit

zz t , depending upon the density and concentration, given from (5.18), 
(5.19) as 

    3/2 1/210( ) 9.4.10crit
zz St t n t   (5.16) 

This expression gives an order of magnitude of the stress level above which bone apposition 
(growth) shall take place; when the critical stress is reached, the chemical and mechanical 
driving forces do balance, and the bone microstructure is stable.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

396 

. zz z z  σ P σ e e  

The radial component of Eshelby stress rrΣ  is then easily evaluated from the preexisting 
homogeneous stress state. Straightforward calculations deliver then the driving force for 
surface remodeling, as the sum of a chemical and a mechanical contribution due to the 
applied axial stress: 

 
     

21 1 2
8 8ggN zz

i

A Bn t
r t A B B

 
      

  
  (5.15) 

with the material coefficients ,A B  given in (5.12), and the axial stress zz  possibly function 
of time. A simple linear relation of the velocity of the growing surface to the driving force is 
selected, viz 

    N ggNV t C t   (5.16) 

with C  a positive parameter; the positive sign is due to the velocity direction being opposite 
to the outer normal (the inner radius is increasing). The chemical contribution leads by itself 
to resorption, hence the normal velocity has to be negative; the mechanical contribution in 
(5.15) brings a positive contribution to the driving force for bone growth, corresponding to 
apposition of new bone when the neat balance of energy is favorable to bone growth. An 
estimate of the amplitude of the normal velocity is given from the expression of the rate of 
dissolution of HA in (5.8) as 

8 1 2 12/ 10 . . / 3.3.10 / 0.286 /g N N gJ V M mol s m V JM m s m day            

selecting a molar mass 1.004 /M kg mol , following (Silva and Ulm, 2002). This value is an 
initial condition for the radius evolution (its rate is prescribed), leading to 

23 2 13.5.10 . .C m kg s  ; it is however much lower compared to typical values of the bulk 
growth velocity, about 10 /m day . 
The mass balance equation for the surface density of minerals S writes 

 . S
S S S S     V  (5.17) 

expressing as the following conservation law 

      0 0
0 0exp

( )
S SS N

S s
S i i

V rt t
r t r t

  


     


 (5.18) 

The initial surface density of minerals  0
0s S t  , is evaluated from the bulk density of 

HA, viz 33000 /kg m , and the estimated thickness of the attachment region of osteoclasts, 
about 7 m  (Blair, 1998), hence 0 2 22.1.10 /s kg m  . 
The surface growth rate of mass 0

S  is here assumed to be constant (it represents a datum) 
and can be identified to the rate of dissolution of HA, adopting the chemical reaction model 
of (Blair, 1998): 0

S  is estimated by considering that 80% of the superficial minerals have 
been dissolved in a 2 months period, hence 7 1

0 2.2.10S s    . The dissolution of HA is in 

 
Thermodynamics of Surface Growth with Application to Bone Remodeling 

 

397 

reality a rather complex chemical reaction (Blair, 1998) that is here simply modeled as a 
single first order kinetic reaction 

    2 2
3 4 4 22 23

8 10 6 2Ca PO Ca OH H Ca HPO H O          

The kinetic equation is chosen as: 

            
0

0
0

exp Ss
s i

n t
t n t r t t n t

t r


  


    


   (5.19) 

incorporating the density of minerals. The rate coefficient of dissolution of HA, namely the 
parameter  , is taken at room temperature from literature values available for CHA 
(carbonated HA, similar to bone), viz 4 12.2.10 s    (Hankermeyer et al., 2002). 

5.3 Simulation results 
The present model involves a dependency of the triplet of variables       , ,i Sr t t n t  
solution of the set of equations (5.15) through (5.19) on a set of parameters, arising from 
initial conditions satisfied by those variables:  
- The initial concentration of minerals 0n  is taken as unity, viz 3

0 1 mol.mn  .  
- The initial radius  0 : 0ir r  is estimated as 0 1.6 r cm  for the diaphysis of the human 

femur (Huiskes and Sloof, 1981). The evolution versus time of the internal radius 
obtained by time integration of the normal velocity expressed in (5.16).  

The evolution versus time of some variables of interest is next shown, considering a time 
scale conveniently expressed in days. Numerical simulations of bone resorption are to be 
performed for three stress levels in the normal physiological range, 

 1 ,2 ,5MPa MPa MPa  . The surface velocity (Figure 7) shows an acceleration of the 
resorption process with time, which is enhanced by the stress level, as expected from the 
higher magnitude of the driving force.  
The density and concentration vanish over long durations, meaning that the bone has been 
completely dissolved (Figure 8). 
An order of magnitude of the simulated radial surface velocity is about 10 /m day  for a 
stress level of 1MPa (Cowin, 2001). The superficial density of minerals and its concentration 
are both weakly dependent upon stress; the density of minerals decreases by a factor two 
(for low stresses; the resorption is enhanced by the applied stress) over a period of one 
month resorption period.  
Considering an imposed stress function of time, the surface driving force is seen to vanish 
for a critical stress ( )crit

zz t , depending upon the density and concentration, given from (5.18), 
(5.19) as 

    3/2 1/210( ) 9.4.10crit
zz St t n t   (5.16) 

This expression gives an order of magnitude of the stress level above which bone apposition 
(growth) shall take place; when the critical stress is reached, the chemical and mechanical 
driving forces do balance, and the bone microstructure is stable.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

398 

 

 
Fig. 7. Evolution vs. time of the surface growth velocity for three stress levels: 1zz MPa   
(thick line), 2zz MPa   (dashed line), 5zz MPa   (dash-dotted line).  

 

 

 
Fig. 8. Evolution of the superficial density of HA versus time for three stress levels. 

1zz MPa   (thick line), 2zz MPa   (dashed line), 5zz MPa   (dash-dotted line).  
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For an applied stress 0.2zz MPa   lying slightly above the critical stress expressed in (5.16), 
growth will occur due to mineralization (the chemical driving force in (5.9) favors 
apposition of new bone on the surface), as reflected by the simulated decrease of the internal 
radius over the first week (Figure 9).  
 

 
Fig. 9. Evolution of the internal radius of the diaphysis of the human femur (in microns) 
versus time. Applied stress above the critical stress level: 0.02zz MPa  .  

Apposition of new bone would occur in the absence of mechanical stimulus, under the 
influence of a pure chemical driving force; in that case, the internal radius will decrease very 
rapidly (Figure 9) and tends to an asymptotic value (for long times) after about two weeks 
growth. For a non vanishing axial stress above the critical stress in (5.16), the driving force is 
negative in the first growth period, and becomes thereafter positive due to the decrease of 
the surface density of minerals, indicating that growth takes over from bone resorption.  
Hence, the developed model is able to encompass both situations of growth and resorption, 
according to the level of applied stress (the nature of the stress, compressive or under 
traction, does not play a role according to (5.15)), which determine the mechanical 
contribution of the overall driving force for growth.  

6. Concluding remarks 
Surface growth is by essence a pluridisciplinary field, involving interactions between the 
physics and mechanics of surfaces and transport phenomena. The literature survey shows 
different strategies for treating superficial interactions, hence recognizing that no unitary 
viewpoint yet exists. The present contribution aims at providing a pluridisciplinary 
approach of surface growth focusing on  
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A macroscopic model of bone external remodeling has been developed, basing on the 
thermodynamics of surfaces and with the identified configurational driving forces 
promoting surface evolution. The interactions between the surface diffusion of minerals and 
the mechanical driving factors have been quantified, resulting in a relatively rich model in 
terms of physical and mechanical parameters. Applications of the developed formalism to 
real geometries   
Works accounting for the multiscale aspect of bone remodeling have emerged in the 
literature since the late nineteen’s considering cell-scale (a few microns) up to bone-scale (a 
few centimeters) remodeling, showing adaptation of the 3D trabeculae architecture in 
response to mechanical stimulation, see the recent contributions (Tsubota et al., 2009; Coelho 
et al., 2009) and the references therein. It is likely that one has in the future to combine 
models at both micro and macro scales in a hierarchical approach to get deeper insight into 
the mechanisms of Wolff’s law.       
The present modeling framework shall serve as a convenient platform for the simulation of 
bone remodeling with the consideration of real geometries extracted from CT scans. The 
predictive aspect of those simulations is interesting in a medical context, since it will help 
doctors in adapting the medical treatment according to short and long term predictions of 
the simulations.   

7. References 
Blair, H.C. (1998). How the osteoclast degrades bone. Bioessays, Vol.20, pp.837-46 
Carter, D.R. ; Orr, T.E. & Fyrhie, D.P. (1989). Relationships between loading history and 

femoral cancellous bone architecture. J. Biomech., Vol.22, No.3, pp.231-244 
Couchman, P.R. & Linford, R.G. (1980). Aspects of solid surface thermodynamics: 

relationships of the Shuttleworth type. Jnal of Electroanalytical Chemistry. Vol.115, 
pp.143-148 

Cowin, S.C. (2001). Bone Mechanics Handbook. CRC Press 
Eshelby, J. D. (1951). The force on an elastic singularity. Phil. Trans. R. Soc., Vol.A244, pp.87–

112 
Frost, H.M. (1964). Dynamics of bone remodeling. Bone Biodynam., Vol.2, pp.315-333 
Ganghoffer, J.F. & Haussy, B. (2005). Mechanical modeling of growth considering domain 

variation. Part I: constitutive framework. Int. J. Solids Struct., Vol. 42, No.15, 
pp.4311-4337 

Ganghoffer, J.F. (2010a). Mechanical modeling of growth considering domain variation—
Part II: Volumetric and surface growth involving Eshelby tensors. J. Mech. Phys. 
Solids, Vol.58, No.9, pp.1434-1459 

Ganghoffer, J.F. (2010b). On Eshelby tensors in the context of the thermodynamics of open 
systems: Application to volumetric growth. Int. J. Engng Sci., 
doi:10.1016/j.ijengsci.2010.04.003 

Garikipati., K. (2009). The kinematics of biological growth. Appl. Mech. Rev. 62 (3), 030801, 
doi:10.1115/1.3090829 

Goodrich, F.C. (1969). In Surface and Colloid Science, Vol. 1, Ed. By E. Matijevic, p. 1 
Gurtin, M.E. & Murdoch, A.I. (1975). A continuum theory of elastic material Surfaces. 

Archive for Rational Mechanics and Analysis, Vol.57, No.4, pp.291-323 
Gurtin, M.E. & Struthers, A. (1990). Multiphase thermomechanics with interfacial structure. 

Part 3. Arch. Rat. Mech. Anal., Vol.112, pp.97–160 

 
Thermodynamics of Surface Growth with Application to Bone Remodeling 

 

401 

Gurtin, M.E. (1995). On the nature of configurational forces. Arch. Rat. Mech. Anal., Vol. 131, 
pp.67–100 

Gurtin, M.E. (2000). In: Configurational forces as Basic Concepts of Continuum Physics. Springer, 
New York 

Huiskes, R. & Sloff, T.J. (1981). Geometrical and mechanical properties of the human femur. 
Biomechanics VII-A: 7th international congress on biomechanics, Ed. A. Morecki, 
Vol.3A, pp.57-64 

Huiskes, R.; Weinans, H., Grootenboer, H. J., Dalstra, M., Fudala, B. & Slooff, T.J. (1987). J. 
Biomech., Vol.20, pp.1135-50 

Kessler, D.A. (1990). Coupled-map lattice model for crystal growth. Phys. Rev., Vol.A 42, 
pp.6125–6128 

Kondepudi, D. & Prigogine, I. (1998). Modern Thermodynamics: From Heat Engines to 
Dissipative Structures. Wiley 

Langer, J.S. (1980). Instabilities and pattern formation in crystal growth. Rev. Mod. Phys., 
Vol.52, pp.1–28 

Leo, P.H. & Sekerka, R.F. (1989). The effect of surface stress on crystal–melt and crystal–
crystal equilibrium. Acta Metall., Vol.37, No.12, pp.3119–3138 

Linford, R.G. (1973). Surface thermodynamics of solids. Solid State. Surface Science, Vol.2, pp.1-
152 

Lu, T.W.; O'Connor, J. J., Taylor, S. J. G. & Walker, P. S. (1997). Influence of muscle activity 
on the forces in the femur: an in vivo study. J. Biomech. Vol.30, No.11, pp.1101-1106 

Maugin, G.A. & Trimarco, C. (1995). The dynamics of configurational forces at phase-
transition fronts. Meccanica Vol.30, pp.605–619 

Maugin, G.A. (1993). Material Inhomogeneities in elasticity. Chapman et al., London   
Mindlin, R.D. (1965). Second gradient of strain and surface-tension in linear elasticity. Int. J. 

Solids Struct., Vol.1, pp.417–438 
Muller, P. & Kern, R. (2001). In Stress and Strain in epitaxy: theoretical concept measurements. 

Ed. M. Handbucken, J.P. Deville, Elsevier 
Mullins, W.W. (1963). in Metals surfaces, structures, energetics, and kinetics. Amer. Soc. Metals. 

Metals Park, Ohio, p. 7 
Munster, A. (1970). Classical Thermodynamics, John Wiley and Sons 
Reilly, D.T. & Burstein, A.H., 1975. The elastic and ultimate properties of compact bone 

tissue, J. Biomech., Vol.8, pp.393-405 
Rice, J.C.; Cowin, S.C. & Bowman, J.A. (1988). On the dependence of the elasticity and 

strength of cancellous bone on apparent density. J. Biomech., Vol.21, pp.155-168 
Ruimerman, R.; Hilbers, P., Van Rietbergen, B. & Huiskes, R. (2005). A theoretical 

framework for strain-related trabecular bone maintenance and adaptation. J. 
Biomech., Vol.38, pp.931-941 

Silva, E.C.C.M. & Ulm, F.J. (2002). A bio-chemo-mechanics approach to bone resorption and 
fracture. Proc. 15th ASCE Engineering Mechanics Confererence. 02-05/06/2002, 
Columbia University, New York, USA 

Skalak, R., Dasgupta, G. & Moss, M. (1982). Analytical description of growth. J. Theor. Biol., 
Vol.94, pp.555-577 

Skalak, R., Farrow, D.A. & Hoger, A. (1997). Kinematics of surface growth. J. Math. Biol., 
Vol.35, pp.869-907 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

400 

A macroscopic model of bone external remodeling has been developed, basing on the 
thermodynamics of surfaces and with the identified configurational driving forces 
promoting surface evolution. The interactions between the surface diffusion of minerals and 
the mechanical driving factors have been quantified, resulting in a relatively rich model in 
terms of physical and mechanical parameters. Applications of the developed formalism to 
real geometries   
Works accounting for the multiscale aspect of bone remodeling have emerged in the 
literature since the late nineteen’s considering cell-scale (a few microns) up to bone-scale (a 
few centimeters) remodeling, showing adaptation of the 3D trabeculae architecture in 
response to mechanical stimulation, see the recent contributions (Tsubota et al., 2009; Coelho 
et al., 2009) and the references therein. It is likely that one has in the future to combine 
models at both micro and macro scales in a hierarchical approach to get deeper insight into 
the mechanisms of Wolff’s law.       
The present modeling framework shall serve as a convenient platform for the simulation of 
bone remodeling with the consideration of real geometries extracted from CT scans. The 
predictive aspect of those simulations is interesting in a medical context, since it will help 
doctors in adapting the medical treatment according to short and long term predictions of 
the simulations.   

7. References 
Blair, H.C. (1998). How the osteoclast degrades bone. Bioessays, Vol.20, pp.837-46 
Carter, D.R. ; Orr, T.E. & Fyrhie, D.P. (1989). Relationships between loading history and 

femoral cancellous bone architecture. J. Biomech., Vol.22, No.3, pp.231-244 
Couchman, P.R. & Linford, R.G. (1980). Aspects of solid surface thermodynamics: 

relationships of the Shuttleworth type. Jnal of Electroanalytical Chemistry. Vol.115, 
pp.143-148 

Cowin, S.C. (2001). Bone Mechanics Handbook. CRC Press 
Eshelby, J. D. (1951). The force on an elastic singularity. Phil. Trans. R. Soc., Vol.A244, pp.87–

112 
Frost, H.M. (1964). Dynamics of bone remodeling. Bone Biodynam., Vol.2, pp.315-333 
Ganghoffer, J.F. & Haussy, B. (2005). Mechanical modeling of growth considering domain 

variation. Part I: constitutive framework. Int. J. Solids Struct., Vol. 42, No.15, 
pp.4311-4337 

Ganghoffer, J.F. (2010a). Mechanical modeling of growth considering domain variation—
Part II: Volumetric and surface growth involving Eshelby tensors. J. Mech. Phys. 
Solids, Vol.58, No.9, pp.1434-1459 

Ganghoffer, J.F. (2010b). On Eshelby tensors in the context of the thermodynamics of open 
systems: Application to volumetric growth. Int. J. Engng Sci., 
doi:10.1016/j.ijengsci.2010.04.003 

Garikipati., K. (2009). The kinematics of biological growth. Appl. Mech. Rev. 62 (3), 030801, 
doi:10.1115/1.3090829 

Goodrich, F.C. (1969). In Surface and Colloid Science, Vol. 1, Ed. By E. Matijevic, p. 1 
Gurtin, M.E. & Murdoch, A.I. (1975). A continuum theory of elastic material Surfaces. 

Archive for Rational Mechanics and Analysis, Vol.57, No.4, pp.291-323 
Gurtin, M.E. & Struthers, A. (1990). Multiphase thermomechanics with interfacial structure. 

Part 3. Arch. Rat. Mech. Anal., Vol.112, pp.97–160 

 
Thermodynamics of Surface Growth with Application to Bone Remodeling 

 

401 

Gurtin, M.E. (1995). On the nature of configurational forces. Arch. Rat. Mech. Anal., Vol. 131, 
pp.67–100 

Gurtin, M.E. (2000). In: Configurational forces as Basic Concepts of Continuum Physics. Springer, 
New York 

Huiskes, R. & Sloff, T.J. (1981). Geometrical and mechanical properties of the human femur. 
Biomechanics VII-A: 7th international congress on biomechanics, Ed. A. Morecki, 
Vol.3A, pp.57-64 

Huiskes, R.; Weinans, H., Grootenboer, H. J., Dalstra, M., Fudala, B. & Slooff, T.J. (1987). J. 
Biomech., Vol.20, pp.1135-50 

Kessler, D.A. (1990). Coupled-map lattice model for crystal growth. Phys. Rev., Vol.A 42, 
pp.6125–6128 

Kondepudi, D. & Prigogine, I. (1998). Modern Thermodynamics: From Heat Engines to 
Dissipative Structures. Wiley 

Langer, J.S. (1980). Instabilities and pattern formation in crystal growth. Rev. Mod. Phys., 
Vol.52, pp.1–28 

Leo, P.H. & Sekerka, R.F. (1989). The effect of surface stress on crystal–melt and crystal–
crystal equilibrium. Acta Metall., Vol.37, No.12, pp.3119–3138 

Linford, R.G. (1973). Surface thermodynamics of solids. Solid State. Surface Science, Vol.2, pp.1-
152 

Lu, T.W.; O'Connor, J. J., Taylor, S. J. G. & Walker, P. S. (1997). Influence of muscle activity 
on the forces in the femur: an in vivo study. J. Biomech. Vol.30, No.11, pp.1101-1106 

Maugin, G.A. & Trimarco, C. (1995). The dynamics of configurational forces at phase-
transition fronts. Meccanica Vol.30, pp.605–619 

Maugin, G.A. (1993). Material Inhomogeneities in elasticity. Chapman et al., London   
Mindlin, R.D. (1965). Second gradient of strain and surface-tension in linear elasticity. Int. J. 

Solids Struct., Vol.1, pp.417–438 
Muller, P. & Kern, R. (2001). In Stress and Strain in epitaxy: theoretical concept measurements. 

Ed. M. Handbucken, J.P. Deville, Elsevier 
Mullins, W.W. (1963). in Metals surfaces, structures, energetics, and kinetics. Amer. Soc. Metals. 

Metals Park, Ohio, p. 7 
Munster, A. (1970). Classical Thermodynamics, John Wiley and Sons 
Reilly, D.T. & Burstein, A.H., 1975. The elastic and ultimate properties of compact bone 

tissue, J. Biomech., Vol.8, pp.393-405 
Rice, J.C.; Cowin, S.C. & Bowman, J.A. (1988). On the dependence of the elasticity and 

strength of cancellous bone on apparent density. J. Biomech., Vol.21, pp.155-168 
Ruimerman, R.; Hilbers, P., Van Rietbergen, B. & Huiskes, R. (2005). A theoretical 

framework for strain-related trabecular bone maintenance and adaptation. J. 
Biomech., Vol.38, pp.931-941 

Silva, E.C.C.M. & Ulm, F.J. (2002). A bio-chemo-mechanics approach to bone resorption and 
fracture. Proc. 15th ASCE Engineering Mechanics Confererence. 02-05/06/2002, 
Columbia University, New York, USA 

Skalak, R., Dasgupta, G. & Moss, M. (1982). Analytical description of growth. J. Theor. Biol., 
Vol.94, pp.555-577 

Skalak, R., Farrow, D.A. & Hoger, A. (1997). Kinematics of surface growth. J. Math. Biol., 
Vol.35, pp.869-907 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

402 

Taber, L. (1995). Biomechanics of growth, remodeling and morphogenesis. Appl. Mech. Rev., 
Vol.48, pp.487-545 

Thompson, D.W. (1992). On Growth and Form. Dover reprint of 1942. 2nd edition  
Vidal, C.; Dewel, P. & Borckmans, P.  (1994). Au-delà de l'équilibre. Hermann 
Weinans, H.; Huskes, R. & Grootenboer, H.J. (1992). The behavior of adaptive bone 

remodeling simulation models. J. Biomech., Vol.25, pp.1425-1441 
Yang, G.; Kaber, J., Van Rietbergen, B., Odgaard, A., Huiskes, R. & Cowin, S.C. (1999). The 

anisotropic Hooke’s lax for cancellous bone and wood. J. Elast., Vol.53, pp.125-146 

15 

Thermodynamic Aspects of CVD  
Crystallization of Refractory  

Metals and Their Alloys 
Yu. V. Lakhotkin 

Frumkin Institute of Physical Chemistry and Electrochemistry,  
Russian Academy of Sciences, Moscow, 

Russia 

1. Introduction 
The low-temperature chemical vapor deposition (CVD) of refractory metals by the hydrogen 
reduction of their fluorides is known as one of the perspective technique for the production 
of high quality metallic coatings [1]. The CVD of tungsten has been more extensively 
studied due to unique combination of its features such as low deposition temperature (750-
900 K), high growth rate (up to 5 mm/h), a good purity and high density of tungsten 
deposit [2, 3]. Up to now there is a great interest to CVD tungsten alloys due to their 
physical-mechanical properties [4, 5]. 
The thermodynamic analysis of the CVD processes is useful to define the optimal deposition 
conditions. The understanding of the gas phase phenomena controlling the metals and 
alloys deposition requires the knowledge of the gaseous mixture composition and surface 
reaction kinetics which lead to the deposit growth. This chapter contains the calculated and 
known thermochemical parameters of V, Nb, Ta, Mo, W, Re fluorides, the compositions of 
gas and solid phases as result of the equilibrium of the hydrogen and fluorides for the 
metals VB group (V, Nb, Ta ), VIB group (Mo, W), VII group (Re). A particular attention is 
paid to the theoretical aspects of tungsten alloys crystallization. 

2. Estimation of thermochemical constants 
The accuracy of thermodynamic analysis depends on the completeness and reliability of 
thermochemical data. Unfortunately, a limited number of the transition metal fluorides have 
been characterized thermochemically or have been studied by a spectroscopic technique. 
The experimental data were completed with the evaluated thermochemical constants for 
fluorides in different valent and structural states. The calculated data were obtained by the 
interpolation procedure based on the periodic law. The interpolation was performed on 
properties of a number of the compounds that represent the electron-nuclei analogies [6]. 
The unknown enthalpy of the fluorides formation was calculating via energy of halids 
atomization as following: 

 Ω  (МХn) = Δf  Н (Мat) + n Δf  Н (Хat)  - Δf  Н (МХn ),    (1) 
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The atomization energies of isovalent fluorides, chlorides and oxides of 4, 5, 6 period metals 
were disscused in [7]. It can be emphasised that the chlorides and oxides are studied well by 
experimental way. These curves are calling as “two-hilled”curves. Quantum-mechanical 
interpretation of these dependences can be found in [8, 9].    

 Ω  (МХn) =   φ( Zm ),       (2) 

 ΔZm Ω  (МFn) / ΔZm Ω  (МFs) =  φ( Zm, n),           (3) 

 Δnm Ω  (МFn) / ΔZm Ω  (МCln) =  φ( Zm, n),            (4) 

  Ω  (МFn) /  Ω  (МCln) =  φ( Zm, n),           (5) 

 Ω  (МFn) /  Ω  (МOn/2) =  φ( Zm, n),        (6) 

 Ω [ M (Zm) Fn] / Ω [ M (Zm + 32) Fn]  =  φ( Zm, n), where Zm = 39-48  (7) 

 Ω  (МХn) =   φ( Zx ) = An ψ( Zx ) + Bn,   X = F, Cl, Br, I,          (8) 

 Ω  (МFn) =   φ( n ) =  ψ [ Ω (МCln) ]  :  Ω  (МFn) =  C Ω (МCln) +D             (9) 

 E  (МFn) =   φ( n ) =  ψ [ D (МFn) ]  :  E  (МFn) =  L Ω (МFn) + N,           (10) 

where An, Bn, C, D, L, N –const.    
These sequences are the dependencies of energies of halids atomization (2, 8-10),  one of 
ratio of loss of energies of fluoride and chloride atomization (3, 4) from atom number of 
metal Zm (2-7),  from halid Zx (8) and from valent state n (3-7, 9, 10). 
All  sequences were analyzied in order to determine the probable regions for interpolation 
by linear function. For example, the estimation of unknown atomization energies can be 
performed  by the use of the sequence (2) within following region: 
Ω  (МF) where Zm, corresponds to (III-IV-V) and (VI-VII-VIII-I) groups; 
Ω  (МF2) where Zm, corresponds to (V-VI) and (VI-VII-VIII) groups; 
Ω  (МFn, n≥3) where Zm, corresponds to (V-VI-VII) groups.  
The sublimation heat Δs  Н (МXn)  and enthropy S (МXn) were analyzied: 

 Δs  Н (МXn)  = φ( Zm, Zx, n), ,                                (11) 

 S (МXn)  = φ( Zm, Zx, n).       (12) 

All calculated thermochemical constants together with most reliable literature data are 
collected in tables 1, 2. The accuracy of the estimation data is ± 30 kJ/mol for atomization 
energy and ± 4 J/mol K for atomization enthropy. The accurate thermochemical data of W-
F-H components are collected in the table 3, due to their importance for this analysis.  
The literature review shows that the formation enthalpy is determined for several fluorides 
enough reliable which are taken as milestone  points. Among them  are AlF3, UF4, UF5, ScF3, 
CrF2, MnF2, TiF4, FeF3 and other [28, 29]. Table 1 contains also the thermochemical constants 
for polymer fluorides. Most reliable thermochemical data among the fluoride associations 
were obtained for Al2F6 , Fe2F8 , Cr2F4. The thermochemical data for tungsten fuorides are 
collected in table 2 because of the special importance for this investigation. Of course these 
data will be more full and reliable in the progress of fluoride chemistry. 
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№ Substance Δf  Но298  (g) Δf  Но   (s) Δs Hо298 
1 V 514,1±4,2 [10] 0 514,1±4,2 
2 VF 2,5±63 [11] - - 
3 VF2 ≤-514±28 [7] ≤-899±28 [7] 385±28 
4 VF3 -878,0±48,1 [12] -1263,1±48,1 [7] 385,1 
5 VF4 ≤-1241±8 [7] -1412,1 [10] 169,1±8,0 
6 VF5 ≤-1429,7±5,0 [11] - - 
7 V2F6 -1963,4±48,0 [13] - - 
8 V2F8 -2746,7±20,9 [14] - - 
1 Nb 721,9±4,2 [10] -  721,9±4,2 
2 NbF 228±25 [7] -  - 
3 NbF2 ≤-226±21 [7] -  - 
4 NbF3 ≤-754±16 [7] -  - 
5 NbF4 -1257±22 [7] -1506±21 [7] 249±22 
6 NbF5 -1711,7±6,3 [12] -1813,8±0,6 [10] 102,1±6,9 
7 Nb3F15 -5342,0±4,6 [15] -  - 
1 Ta 785,4±4,2 [10] 0  785,4±4,2 
2 TaF 289,3±12,5 [16] -   
3 TaF2 -287,2±12,5 [16] -   
4 TaF3 -810,9±12,5 [16] -   
5 TaF4 -1275,7±12,5 [16] -   
6 TaF5 -1774,8±12,5 [16] -1901,8±0,8 [10] 127±13,3 
7 Ta3F15 -5611,2±5,4 [15]    
1 Mo 655,8±3,4 [7] 0  655,8±3,4 
2 MoF 271,7±9,2 [17] -  - 
3 MoF2 -168,0±12,1 [17] -  - 
4 MoF3 -591,5±14,6 [17] -909,6±19,7 [18] 318,1±34,3 
5 MoF4 -953,0±16,3 [17] -1149,0±14,6 [18] 196,0±30,9 
6 MoF5 -1240,2±35,9 [17] -1394,4±4,6 [19] 154,2±40,5 
7 MoF6 -1556,2±0,8 [10] -  - 
8 Mo3F15 -4091,0±9,6 [20] -  - 
1 W 856,1±4,2 [10] 0  856,1±4,2 
2 WF ≤385 [21] -   
3 WF2 -86,2±13,4 [21] -   
4 WF3 -507,1±11,7 [21] -   
5 WF4 -928,8±10,5 [21] -1206,2±7,5 [18] 277,4±13 
6 WF5 -1293,3±8,4 [21] -1446,8±8,4 [10] 153,5±16,8 
7 WF6 -1721,5±0,7 [10] -   
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№ Substance Δf  Но298  (g) Δf  Но   (s) Δs Hо298 
8 W3F15 -4244,0±8,4 [15] -   
1 Re 775,0±6,3 [10] 0  775,0±6,3 
2 ReF 343±60 [7] -   
3 ReF2 -116±46 [7] -   
4 ReF3 -354±36 [7] -   
5 ReF4 -733±33 [7] -995±33 [7] 263±26 
6 ReF5 -962±29 [7] -1142±18 [7] 180±29 
7 ReF6 -1353,5±12,6 [10] -   
8 ReF7 -1410±11 [22] -1450,5±10,9 [22]  40,5±21,9 
9 Re2F8 -1854,2±33,4 [23]    

10 Re3F15 -3337,7±17,6 [24]    
1 F 79,43±1,05 [10] -  - 
2 F2 0  -  - 
1 H 217,77±0,02 [10] -  - 
2 H2 0  -  - 
1 HF -270,4±1,2 [10] -  - 

Table 1. Enthalpy of forming Δf  Н (kJ/mol)  and sublimation Δs H (kJ/mol) of system M-F-
H components in gas (g) and solid (s) states. 
 

№ Substance Sо298 (g) Sо298 (s) 
1 V 182,010±0,033 [10] 28,88±0,33 [10] 
2 VF 230±4 [10] -  
3 VF2 254,4 [12] 76,220 [25] 
4 VF3 283,05 [12] 96,99 [10] 
5 VF4 305±4 [7] 126,13 [10] 
6 VF5 331,0±2,9 [10] -  
7 V2F6 397,0±17 [13] -  
8 V2F8 456±17 [14] -  
1 Nb 186,000±0,033 [10] 36,53±0,21 [10] 
2 NbF 241,4 [12] -  
3 NbF2 281,6 [12] -  
4 NbF3 296,2 [12] -  
5 NbF4 325,5 [12] 100±4 [10] 
6 NbF5 323,8 [12] 157,3±2,1 [10] 
7 Nb3F15 683,0±16,7 [15] -  
1 Ta 184,927±0,033 [10] 41,47±0,17 [10] 
2 TaF 240,8 [12] -  
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№ Substance Sо298 (g) Sо298 (s) 
3 TaF2 290,9 [12] -  
4 TaF3 308,1 [12] -  
5 TaF4 336,1 [12] -  
6 TaF5 332,7 [12] 169,7±16,7 [10] 
7 Ta3F15 720,6±14,6 [15] -  
1 Mo 181,663±0,029 [10] 28,59±0,21 [10] 
2 MoF 243,53 [12] -  
3 MoF2 275,9 [12] -  
4 MoF3 301,3 [12] 93±12 [7] 
5 MoF4 319,3 [12] 100±12 [7] 
6 MoF5 327,7±1,7 [10] 125±12 [10] 
7 MoF6 350,3±1,2 [10] -  
8 Mo3F15 580,6±16,7 [20] -  
1 W 173,675±0,029 [10] 32,65±0,33 [10] 
2 WF 250,6±4,2 [10] -  
3 WF2 285,8 [12] -  
4 WF3 314,2 [12] -  
5 WF4 330,1 [12] 103,3±8,4 [10] 
6 WF5 343,1 [12] 146±13 [10] 
7 WF6 353,5±1,3 [10] -  
8 W3F15 631±12 [15] -  
1 Re 188,643±0,029 [10] 36,49±0,33 [10] 
2 ReF 251±4 [7] -  
3 ReF2 285±4 [7] -  
4 ReF3 308,8 [12] -  
5 ReF4 333,9±6,3 [10] 146,4±8,4 [10] 
6 ReF5 337,6±6,3 [10] 175,7±8,4 [10] 
7 ReF6 363,6±2,1 [10] -  
8 ReF7 360 [22] -  
9 Re 2F8 497±17 [23]   

10 Re 3F15 736±17 [24]   
1 F 158,489±0,021 [10] -  
2 F2 202,52±0,25 [10] -  
1 H 114,494±0,021 [10] -  
2 H2 130,395±0,021 [10] -  
1 HF 173,512±0,033 [10] -  

Table 2. Entropy data  Sо298 (J/К mol) of system M-F-H components  in gas (g) and solid (s) 
states. 
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№ Substance Δf  Но298  (g) Δf  Но   (s) Δs Hо298 
8 W3F15 -4244,0±8,4 [15] -   
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2 ReF 343±60 [7] -   
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6 ReF5 -962±29 [7] -1142±18 [7] 180±29 
7 ReF6 -1353,5±12,6 [10] -   
8 ReF7 -1410±11 [22] -1450,5±10,9 [22]  40,5±21,9 
9 Re2F8 -1854,2±33,4 [23]    

10 Re3F15 -3337,7±17,6 [24]    
1 F 79,43±1,05 [10] -  - 
2 F2 0  -  - 
1 H 217,77±0,02 [10] -  - 
2 H2 0  -  - 
1 HF -270,4±1,2 [10] -  - 

Table 1. Enthalpy of forming Δf  Н (kJ/mol)  and sublimation Δs H (kJ/mol) of system M-F-
H components in gas (g) and solid (s) states. 
 

№ Substance Sо298 (g) Sо298 (s) 
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2 VF 230±4 [10] -  
3 VF2 254,4 [12] 76,220 [25] 
4 VF3 283,05 [12] 96,99 [10] 
5 VF4 305±4 [7] 126,13 [10] 
6 VF5 331,0±2,9 [10] -  
7 V2F6 397,0±17 [13] -  
8 V2F8 456±17 [14] -  
1 Nb 186,000±0,033 [10] 36,53±0,21 [10] 
2 NbF 241,4 [12] -  
3 NbF2 281,6 [12] -  
4 NbF3 296,2 [12] -  
5 NbF4 325,5 [12] 100±4 [10] 
6 NbF5 323,8 [12] 157,3±2,1 [10] 
7 Nb3F15 683,0±16,7 [15] -  
1 Ta 184,927±0,033 [10] 41,47±0,17 [10] 
2 TaF 240,8 [12] -  
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Kom-
ponents 

∆Ноf 298,
kJ/mol

So298, 
J/mol·K  

Ср = α + βT + γT2 + δT-2, J/mol·K 
 

References 

α 103 β 105 γ 10-5 δ 

H2 0,0 130,4 32,02 -7,36 0,58 1,34 [10, 26] 
H 217,8 114,5 20,77 0,0 0,0 0,0 [10, 26] 
F2 0,0 202,5 26,42 22,36 -1,25 -0,63 [10, 26] 
F 79,4 158,5 25,08 -7,86 0,42 -0,33 [10, 26] 
HF -270,4 173,5 30,01 -3,47 3,47 -0,25 [10, 26] 
WF6 -1719,9 357,2 117,46 83,60 -5,02 -16,93 [10, 21, 26] 
WF5 -1292,0 342,8 114,95 54,76 -3,26 -14,13 [12, 21] 
WF4 -928,0 329,8 80,67 56,85 -3,43 -7,98 [12, 21] 
WF3 -506,6 313,9 65,63 36,28 -2,21 -7,57 [12, 21] 
WF2 -86,1 285,5 53,92 26,41 -1,59 -3,85 [12, 21] 
WF 384,6 250,4 30,72 13,92 -0,79 -1,55 [12, 14] 
W2F8 -2042,4 414,5 166,36 112,86 -6,81 -22,40 [7, 27] 
W2F10 -2829,4 497,0 202,31 142,12 -8,61 -28,34 [7, 27] 
W3F15 -4244,0 631,2 295,00 247,94 -15,29 -42,39 [7, 15] 
HWF5 -1383,9 352,2 98,65 103,25 -5,60 -15,01 [27] 

Table 3. Standart thermochemical constants of W-F-H components. 

3. Equilibrium states in M-F systems 
Temperature dependencies of equilibrium compositions in the M-F systems (M = V, Nb, Ta, 
Mo, W, Re) are presented at the Fig.1. The data represent the thermodynamic stability of the 
refractory metal fluorides with different valencies both monomer and polymer states 
depending on the place of the metal in the Periodic table. The gas phase composition 
depends on both the heat of the fluoride formation and the vaporation heat of the fluorides. 
The thermodynamic analysis of M-F systems shows that the highest fluorides of the metals 
are stable at temperatures up to 2000 K. The exceptions contain the fluorides VF5, MoF6, 
ReF6 that decompose slightly at the high temperature range and their thermal  stability 
increase according to the following order: VF5 > MoF6 > ReF6 . 
The gas low-valent fluoride concentrations, which depend upon the metal place in the 
periodic system, rise with the increase of atomic number within each group and decrease 
with the increase of atomic number within each period. Thus tantalum fluorides are most 
strongly bonded halids and vanadium fluorides are most unstable among considered 
fluorides. It is nesessary to note that partial pressures of low valent fluorides in Re-F system 
are close to each other but low valent fluorides in Ta-F system have very different 
concentrations.  
Nevertheless the vaporation temperature of fluorides varies depending upon the metal 
place in the periodic system in opposite direction than the gas low-valent fluorides 
concentration. The most refractory fluorides are VF2 and VF3 (above 1500 K), the low-valent 
fluorides of Nb and Mo possess the mean vaporation temperature (900-1100 K). Th low-
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valent fluorides of tantalum, tungsten, rhenium have the lowest vaporation temperature 
(500-550 K).  
The peculiarity of the fluorides is the possibility of their polymerization. It is known that 
dimers or threemers are observed in gas state but tetramer clasters of Nb, Ta, Mo, W 
fluorides and chains of V, Re fluoride polymers are forming in solid state [30]. For example, 
fluorides W2F8, W2F10 and Mo2F6, Mo2F8, Mo2F10 exist in W-F and Mo-F system, 
correspondingly. The main structural state of Nb, Ta, Mo, W, Re fluoride polymers are 
threemers but vanadium pentafluoride does form polymer state. M3F15 polymers are 
forming by the single M-F-M bonds but the fluoride dimers have  double fluorine bridge 
bonds. The exception are dimer molecules   V2F6, V2F8, Re2F8 with the M-M bonds. All 
polymer states are presented in tables 1-3. 

4. Equilibrium states in M-F-H systems 
The equilibrium analysis of the metal-fluorine-hydrogen (M-F-H) systems for the 
temperature range 400-2000 K, total pressure of 1.3×105 Pa and 2 kPa and for fluoride to 
hydrogen ratio from 1:3 to 1:100 have been calculated using a special procedure based on 
the search of entropy extremum for the polycomponent mixture [7, 31]. All experimental 
and calculated thermochemical constants of the fluorides and the characteristics of the 
fluoride phase transitions were involved into the data set. The equilibrium compositions of 
M-F-H systems (M=V, Nb, Ta, Mo, W, Re) for the optimal total pressure and the optimal 
reagent ratio are presented at the Fig.2.  
The comparison of the results presented at the Fig. 1 and Fig.2 shows that the addition of 
hydrogen to VB metal pentafluorides decrease concentrations of the highest fluorides in 
monomer and polymer states (except of V2F6) and rise the concentration of lower-valent 
fluorides. The  large difference is observed for  V-F-H system and small difference - for Ta-F-
H system.  
The hydrogen addition to tungsten, molibdenium and rhenium hexafluorides leads to the 
decrease of MFx concentration, 7 ≤ x  ≥ 3, and to a small increase of di- and monoflouorides 
concentration. 
The source of VB group metals formed from M-F-H systems are highest fluorides and 
polymers. The VI group metals are the product of hexa-, penta- and terafluoride 
decomposition, but all known rhenium fluorides produce the metallic deposit. The 
variation of the external conditions (total pressure and fluoride to hydrogen ratio) 
influence on the gas phase composition according to the law of mass action and Le 
Chatelier principle. 
Fig. 3 presents the equilibrium yield of solid metallic deposit from the mixtures of their 
fluorides with hydrogen as a function of the temperature. It is shown that metallic  Re, 
Mo, W may be deposited from M-F-H system at temperatures above 300 K. Yields of Nb 
and Ta were varied in the temperature range from 800 K to 1300 K. Metallic V may be not 
deposited from M-F-H system until 1700 K due to the high sublimation temperature of 
VF2 and VF3. It was established that the moving force (supersaturation) of the metal 
crystallization in M-F-H system increase in the order for following metals: Re, Mo, W, Nb, 
Ta, V. These thermodynamic results are in agreement with experimental data reviewed in 
[7, 32, 33]. 
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fluorides and chains of V, Re fluoride polymers are forming in solid state [30]. For example, 
fluorides W2F8, W2F10 and Mo2F6, Mo2F8, Mo2F10 exist in W-F and Mo-F system, 
correspondingly. The main structural state of Nb, Ta, Mo, W, Re fluoride polymers are 
threemers but vanadium pentafluoride does form polymer state. M3F15 polymers are 
forming by the single M-F-M bonds but the fluoride dimers have  double fluorine bridge 
bonds. The exception are dimer molecules   V2F6, V2F8, Re2F8 with the M-M bonds. All 
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variation of the external conditions (total pressure and fluoride to hydrogen ratio) 
influence on the gas phase composition according to the law of mass action and Le 
Chatelier principle. 
Fig. 3 presents the equilibrium yield of solid metallic deposit from the mixtures of their 
fluorides with hydrogen as a function of the temperature. It is shown that metallic  Re, 
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Fig. 1. Equilibrium gaseous composition in M-F systems at total pressure of 2 kPa [7].  
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Fig. 2. Equilibrium gaseous composition in M-F-H systems at total pressure of 2 kPa and 
hydrogen to highest fluoride initial ratio of 10 [31].  
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Fig. 2. Equilibrium gaseous composition in M-F-H systems at total pressure of 2 kPa and 
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Fig. 3. Yield of metals (V, Nb, Ta, Mo, W, Re) from the equilibrium mixtures of their 
fluorides with hydrogen (1:10) as a function of the temperature [31]. 

5. Equilibrium composition of solid deposit  in W-M-F-H systems 
A thermodynamics of alloy co-deposition is often considered as a heterogeneous 
equilibrium of gas and solid phases, in which solid components are not bonded chemically 
or form the solid solution. The calculation of the solid solution composition requires the 
knowledge of the entropy and enthalpy of the components mixing. The entropy of mixing is 
easily calculated but the  enthalpy of mixing is usually determined by the experimental 
procedure. For tungsten alloys, these parameters are estimated only theoretically [34]. A 
partial enthalpy of mixing can be approximated as the following: 

Δ Н m = (h1,i + h2,i T + h3,i xi) × (1 - xi ) 2 , 

where h1,i , h2,i , h3,i – polynomial’s coefficients, T – temperature, xi - mole fraction of solution 
component.  
The surface properties of tungsten are sharply different from the bulk properties due to 
strongest chemical interatomic bonds. Therefore, there is an expedience to include the 
crystallization stage in the thermodynamic consideration, because the crystallization stage 
controls the tungsten growth in a large interval of deposition conditions. To determine the 
enthalpy of mixing of surface atoms we use the results of the desorption of transition metals 
on (100) tungsten plane presented at the Fig. 4. [35]. The crystallization energy can be 
determined as the difference between the molar enthalpy of the transition metal sublimation 
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from (100) tungsten surface and sublimation energy of pure metal. These values are 
presented in the table 4 in terms of polynomial’s coefficients, which were estimated in the 
case of the infinite dilute solution. The peculiarity of the detail calculation of polynomial’s 
coefficients is discussed in [7]. The data predict that the co- crystallization of tungsten with 
Nb, V, Mo, Re will be performed more easily than the crystallization of pure tungsten. The 
crystallization of W-Ta alloys has the reverse tendency. Certainly the synergetic effects will 
influence on the composition of gas and solid phases. 
 

№ М ∆H0m   ּ◌  298 К 
xi = 0 

h1, i 
kJ/mol 

h2, i 
kJ/mol 

h3, i 
kJ/mol xi 

1 W 0 0 0 0 1,0000-0,9375 

 Ta 36,4±10,9 36,4 -0,00042 72,7 0,0000-0,0625 

2 W 0 0 0 0 1,0000-0,9375 

 Nb -225,7±50,2 -225,7 -0,00025 -451,4 0,0000-0,0625 

3 W 0 0 0 0 1,0000-0,9375 

 V -434,7±50,2 -434,7 -0,00017 -1304,2 0,0000-0,0625 

4 W 0 0 0 0 1,0000-0,9375 

 Mo -467,7±10,9 -467,7 -0,00117 -935,5 0,0000-0,0625 

5 W 0 0 0 0 1,0000-0,9375 

 Re -220,3±10,9 -220,3 -0,00058 -440,5 0,0000-0,0625 

Table 4. Excess partial “enthalpy of mixing” atoms for crystallization of W-M binary solid 
solution and  hi  polynomial’s coefficients for xi = 0 – 0.0625 and T = 298 – 2500 K [7, 31]. 

Therefore the thermodynamic calculation for gas and solid composition of W-M-F-H 
systems were carried out for following cases: 
1. without the mutual interaction of solid components; 
2. for the formation of ideal solid solution 
3. for the interaction of binary solution components on the surface. 
The temperature influence on the conversion of VB group metal fluorides and their addition 
to the tungsten hexafluoride – hydrogen mixture is presented at the Fig.5 a,b,c. If the metal 
interaction in the solid phase is not taken into account, the vanadium pentafluoride is 
reduced by hydrogen only to lower-valent fluorides. It should be noted that metallic 
vanadium can be deposited at temperatures above 1700 K. Equilibrium fraction of NbF5 
conversion achieves 50% at 1400 K, and of TaF5 – at 1600 K (Fig. 5 a,b,c, curves 1). 
The thermodynamic consideration of ideal solid solution shows that tungsten-vanadium 
alloys may deposit at the high temperature range (T ≥ 1400 K) and metallic vanadium is 
deposited in mixture with lower-valent fluorides of vanadium (Fig. 5 a, curves 2). The 
beginnings of formation of W-Nb and W-Ta ideal solid solutions are shifted to lower 
temperature by about 100 K (Fig. 5 b,c, curves 2) in comparison with the case (1).  
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№ М ∆H0m   ּ◌  298 К 
xi = 0 

h1, i 
kJ/mol 

h2, i 
kJ/mol 

h3, i 
kJ/mol xi 
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Table 4. Excess partial “enthalpy of mixing” atoms for crystallization of W-M binary solid 
solution and  hi  polynomial’s coefficients for xi = 0 – 0.0625 and T = 298 – 2500 K [7, 31]. 

Therefore the thermodynamic calculation for gas and solid composition of W-M-F-H 
systems were carried out for following cases: 
1. without the mutual interaction of solid components; 
2. for the formation of ideal solid solution 
3. for the interaction of binary solution components on the surface. 
The temperature influence on the conversion of VB group metal fluorides and their addition 
to the tungsten hexafluoride – hydrogen mixture is presented at the Fig.5 a,b,c. If the metal 
interaction in the solid phase is not taken into account, the vanadium pentafluoride is 
reduced by hydrogen only to lower-valent fluorides. It should be noted that metallic 
vanadium can be deposited at temperatures above 1700 K. Equilibrium fraction of NbF5 
conversion achieves 50% at 1400 K, and of TaF5 – at 1600 K (Fig. 5 a,b,c, curves 1). 
The thermodynamic consideration of ideal solid solution shows that tungsten-vanadium 
alloys may deposit at the high temperature range (T ≥ 1400 K) and metallic vanadium is 
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beginnings of formation of W-Nb and W-Ta ideal solid solutions are shifted to lower 
temperature by about 100 K (Fig. 5 b,c, curves 2) in comparison with the case (1).  
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Fig. 4. Partial molar enthalpy of 4d  и 5d atoms sublimation ( s H ) from tungsten plane 
(100) and atomization energy (Ω) of transition metals in dependence on their place in 
periodic table [35] 
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a)                           V 
                              k*VF2 
                              k*VF3 

b)                          Nb c)                            Ta 

Fig. 5. Equilibrium yield of VB metals during crystallization with tungsten at initial ratio 

WF6:MF5:H2=10, total pressure of 2 kPa calculated for following cases: 
1. without the mutual interaction of solid components; 
2. for the formation of ideal solid solution 
3. for the interaction of binary solution components on the surface. 
 

 
Fig. 6. Temperature influence on equilibrium yield of tungsten in W-Re-F-H (1) and W-F-H 
(2) systems at total pressure of 2 kPa and gaseous composition of (WF6+6% ReF6) : H2 = 10 

Taking into account the interaction of component of alloys during crystallization, the 
formation of W-V and W-Nb alloys possibly takes place at the temperatures above 300 K 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

414 

 
Fig. 4. Partial molar enthalpy of 4d  и 5d atoms sublimation ( s H ) from tungsten plane 
(100) and atomization energy (Ω) of transition metals in dependence on their place in 
periodic table [35] 

 
Thermodynamic Aspects of CVD Crystallization of Refractory Metals and Their Alloys 

 

415 

 

a)                           V 
                              k*VF2 
                              k*VF3 

b)                          Nb c)                            Ta 

Fig. 5. Equilibrium yield of VB metals during crystallization with tungsten at initial ratio 

WF6:MF5:H2=10, total pressure of 2 kPa calculated for following cases: 
1. without the mutual interaction of solid components; 
2. for the formation of ideal solid solution 
3. for the interaction of binary solution components on the surface. 
 

 
Fig. 6. Temperature influence on equilibrium yield of tungsten in W-Re-F-H (1) and W-F-H 
(2) systems at total pressure of 2 kPa and gaseous composition of (WF6+6% ReF6) : H2 = 10 

Taking into account the interaction of component of alloys during crystallization, the 
formation of W-V and W-Nb alloys possibly takes place at the temperatures above 300 K 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

416 

(Fig. 5 a,b, curves 3). Temperature boundary shown at the Fig. 5 is shifted in reverse 
direction for the W-Ta system (Fig. 5 c, curves 3). It should be noted, that the calculation 
results performed for cases (2) and (3) (for ideal and nonideal solid solution) for the W-Ta 
system are almost identical due to the small  enthalpy of mixing [35]. 
The influence of rhenium and molibdenium on the equilibrium yield of tungsten in the M-
W-F-H systems is observed for W-Re and W-Mo alloys deposition. The ReF6 addition to the 
gas mixture with WF6 increase insignificantly the yield of tungsten in spite of strong atom 
interaction during the crystallization according to thermodynamic calculations (Fig. 6). This 
effect is still smaller for the case of W-Mo co-deposition. However equilibrium yield of 
metals for their co-deposition with tungsten and the energy of the interaction of metallic 
components during the crystallization have the common tendency. The knowledge of 
refined data of process energies will allow us to obtain a more realistic situation. 

6. The application fields of the coatings 
The thermodynamic background presented above is very useful for production of the 
coatings based on tungsten, tungsten alloys with Re, Mo, Nb, Ta, V and tungsten 
compounds (for example tungsten carbides). The tungsten coatings have found wide 
application in thin-film integral circuits when preparing the Ohmic contacts in the 
production of the silicon-, germanium-, and gallium-arsenide-based Schottky-barrier diodes. 
The tungsten selective deposition technology is perspective in the production of conducting 
elements at dielectric substrates [36]. Tungsten films are used for covering hot cathodes, 
improving their emission characteristics, and as protective coatings for anodes in extra-high-
power microwave devices. The CVD-tungsten coatings are used as independent elements in 
electronics. 
The X-ray bremsstrahlung in modern clinical tomographs and other X-ray units is obtained 
by using tungsten or W–Re coatings at rotating anodes made of molybdenium or carbon–
carbon composite materials. In the nuclear power engineering, tungsten was shown to be a 
good material for enveloping nuclear fuel particles because of low diffusion permeability of 
the envelope for the fuel. The tungsten- and W–Re alloy-coatings [2, 3, 5] are extremely 
stable in molten salts and metals used as coolants in high-temperature and nuclear 
machinery, e.g., in heat pipes with lithium coolant and in thermonuclear facilities. Tungsten 
emitters with high emission uniformity, elevated high-temperature grain orientation and 
microstructure stability are of interest for their use in thermionic energy converters.  
High-temperature technical equipment cannot go without tungsten crucibles, capillaries, 
and other works that can be easily prepared by the CVD techniques. Tungsten is used as a 
coating for components of jet engines, fuel cell electrodes, filters and porous components of 
ion engines, etc. [2] The CVD-alloying of tungsten coatings with rhenium allows to improve 
significantly their operating ability, especially under the temperature or load cycling. 
Tungsten compounds have a wide field of application. The tungsten-carbide composites 
deposited by using the fluoride technology occupy a niche among coatings with a thickness 
of 10 to 100 mkm; they are unique in respect of strengthening practically any material, 
starting with carbon, tool, and stainless steels, titanium alloys, and finishing with hard 
alloys. CVD method permits to coat complicated shape components (which cannot be 
coated using PVD-method or plasma sputtering of carbide powders with binder). Below we 
list the most promissing fields of applications [37].  
In the first place we can mention the strengthening of the oil and gas and drilling equipment 
(pumps, friction and erosion assemblies). The problems of hydrogen- sulfide corrosion, 
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wear of movable units, and erosion of immobile parts of drilling bits operating underground 
take special significance because their replacement is very expensive. The carbide coatings 
can be deposited inside cylinders and on the outer surfaces of components of rotary or 
piston oil pumps. Numerous units in the oil and gas equipment, for example, block 
bearings, solution-supplying channels in drilling bits, backings directing the sludge flow, 
etc. require the strengthening of their working surfaces.  
Another application in this field is the coating of metal–metal gaskets in the high- and 
ultrahigh-pressure stop and control valves. In addition to intense corrosion, abrasion and 
erosion wear, the working surfaces of ball cocks and dampers are subject of seizing under 
high pressure; W–C-coatings prevent the seizure. An important advantage of the carbide 
coatings is their accessibility for the quality of surface polishing, due to the initial smooth 
morphology. The examples mentioned above relate not only to oil and gas but also to 
chemical industry. The W–C-coatings are promising for working in contact with hydrogen-
sulfide-rich oil, acids, molten metals, as well as chemically aggressive gases. Due to their 
high wear and corrosion resistance, these coatings can be use instead of hard chromium.  
The abrasion mass extrusion and the metal shape draft require expensive extrusion tools; 
the product price depends on the working surface quality and life time. The extrusion tools 
must often have sophisticated shape inappropriate for coating with PVD or PACVD 
methods. Therefore, W–C-coating prepared by a thermal CVD-method is promising in 
strengthening these tools. Strengthening of spinneret for drawing wires or complicated 
section of steel, copper, matrices for aluminum extrusion, ceramic honeycomb structures for 
the porous substrate of catalytic carriers may give the same effect. Also, very perspective is 
the deposition of strengthening coatings onto components of equipment for the pressing of 
powdered abrasion materials. One may also mention the strengthening of knife blade used 
for cutting paper, cardboard, leather, polyethylene, wood, etc [38].  
In addition to the surface strengthening, the W–C-coatings can function as high-temperature 
glue for mounting diamond particles in a matrix when preparing diamond tools or diamond 
cakes (conglomerates) in drilling bits [39]. The above-given examples demonstrate the 
variety of applications for tungsten, its alloys and carbides in mechanical engineering, 
chemical, gas and oil industry, metallurgy, and microelectronics.  

7. Conclusion  
1. A number of unknown thermochemical constants of refractory metal fluorides were 

calculated and collected in this chapter. 
2. The systematic investigation of equilibrium states in the M-F, M-F-H (M = V, Nb, Ta, 

Mo, W, Re) systems was carried out. It was demostrated that the equiblibrium 
concentrations of highest fluorides in the M-F systems are determined by the place of 
metal in the periodic table. They rise with the increase of atomic number within each 
group and decrease  with the increase of atomic number within each period. The low 
valent fluoride concentrations have the opposite tendency. It was shown that the 
equilibrium yield of Re, Mo, W deposition from the M-F-H systems achieve 100% at 
room temperature, equilibrium yield of Nb, Ta and V deposition -  at  temperatures 
above 1300 K, 1600 K and 1700 K, respectively. 

3. The solid compositions of the W-M-F-H systems were calculated by taking into account 
the formation of ideal, nonideal solid solution, the mechanical mixture of solid 
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components and the atom intraction on the growing surface during the crystallization. 
It was established that only an introduction in the thermodynamic calculation of atom 
interaction on the growing surface, which increase in the following sequence: Ta, W, Re, 
Nb, V, Mo, results in a rise of yield of VB group metals under their co-deposition with 
tungsten, excepting W-Ta system. This may explain the experimentally observed 
tungsten yield rise under its alloying with rhenium and molibdenium. 

4. The thermodynamic analysis, performed by taking into account the formation of solid 
lower-valent fluorides and excess enthalpy of atom interaction during crystallization, 
showed that the moving force of CVD of the alloys from the W-M-F-H systems (the 
supersaturation in these systems) increase in order: Ta, Nb, V, Mo, W, Re. 

5. A lot of applications of tungsten coatings, deposited from tungsten hexafluoride and 
hydrogen mixture at low temperature, as well as tungsten alloys and carbides are 
reviewed in this chapter. 
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9. Appendix 1 
Description of symbols used in the text 

Symbol Description 
Ω Atomization energy 
М Metal 
Х Halid 
n Valency of metal 
Δf  Н Formation enthalpy 
at Atom 
φ Function 
Zm Atomic number of metal 
Zx Atomic number of halid 
ψ Functional 
Δs  Н Sublimation enthalpy 
S Entropy 
Δf  Но298  (g) Standart formation enthalpy at 298 K at gaseous state 
Δf  Но   (s) Standart formation enthalpy at 298 K at solid state 
Δs Hо298 Standart sublimation enthalpy at 298 K 
Sо298 (g) Standart entropy at 298 K at gaseous state 
Sо298 (s) Standart entropy at 298 K at solid state 
Ср Specific heat at constant stress 
Δ Нm Partial enthalpy of mixing 

sΔ H  Partial molar enthalpy 

∆H0m Standart mixing enthalpy 
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1. Introduction 
The obtained results of a supersonic perfect gas flow presented in (Anderson, 1982, 1988 & 
Ryhming, 1984), are valid under some assumptions. One of the assumptions is that the gas is 
regarded as a calorically perfect, i. e., the specific heats CP is constant and does not depend 
on the temperature, which is not valid in the real case when the temperature increases 
(Zebbiche & Youbi, 2005b, 2006, Zebbiche, 2010a, 2010b). The aim of this research is to 
develop a mathematical model of the gas flow by adding the variation effect of CP and γ 
with the temperature. In this case, the gas is named by calorically imperfect gas or gas at high 
temperature. There are tables for air (Peterson & Hill, 1965) for example) that contain the 
values of CP and γ versus the temperature in interval 55 K to 3550 K. We carried out a 
polynomial interpolation of these values in order to find an analytical form for the function 
CP(T).  
The presented mathematical relations are valid in the general case independently of the 
interpolation form and the substance, but the results are illustrated by a polynomial 
interpolation of the 9th degree. The obtained mathematical relations are in the form of 
nonlinear algebraic equations, and so analytical integration was impossible. Thus, our 
interest is directed towards to the determination of numerical solutions. The dichotomy 
method for the solution of the nonlinear algebraic equations is used; the Simpson’s 
algorithm (Démidovitch & Maron, 1987 & Zebbiche & Youbi, 2006, Zebbiche, 2010a, 
2010b) for numerical integration of the found functions is applied. The integrated 
functions have high gradients of the interval extremity, where the Simpson’s algorithm 
requires a very high discretization to have a suitable precision. The solution of this 
problem is made by introduction of a condensation procedure in order to refine the points 
at the place where there is high gradient. The Robert’s condensation formula presented in 
(Fletcher, 1988) was chosen. The application for the air in the supersonic field is limited by 
the threshold of the molecules dissociation. The comparison is made with the calorically 
perfect gas model.  
The problem encounters in the aeronautical experiments where the use of the nozzle 
designed on the basis of the perfect gas assumption, degrades the performances. If during 
the experiment measurements are carried out it will be found that measured parameters are 
differed from the calculated, especially for the high stagnation temperature. Several reasons 
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are responsible for this deviation. Our flow is regarded as perfect, permanent and non-
rotational. The gas is regarded as calorically imperfect and thermally perfect. The theory of 
perfect gas does not take account of this temperature.  
To determine the application limits of the perfect gas model, the error given by this model is 
compared with our results.  

2. Mathematical formulation 

The development is based on the use of the conservation equations in differential form. We 
assume that the state equation of perfect gas (P=ρRT) remains valid, with R=287.102 J/(kg 
K). For the adiabatic flow, the temperature and the density of a perfect gas are related by the 
following differential equation (Moran, 2007 & Oosthuisen & Carscallen, 1997 & Zuker & 
Bilbarz, 2002, Zebbiche, 2010a, 2010b).  

    0PC RTdT dρ
γ ρ

   (1) 

Using relationship between CP and γ [CP=γR/(γ-1)], the equation (1) can be written at the 
following form: 

 
[ ( ) 1]

dρ dT
ρ T  T



 (2) 

The integration of the relation (2) gives the adiabatic equation of a perfect gas at high 
temperature.  
The sound velocity is (Ryhming, 1984), 

 2

tanentropy cons t

dPa
d 

 
  
 

  (3) 

The differentiation of the state equation of a perfect gas gives:  

    dP dTρ R R T
dρ dρ

   (4) 

Substituting the relationship (2) in the equation (4), we obtain after transformation:  

 2( ) ( )  a T γ T R T  (5) 

Equation (5) proves that the relation of speed of sound of perfect gas remains always valid 
for the model at high temperature, but it is necessary to take into account the variation of the 
ratio γ(T).  
The equation of the energy conservation in differential form (Anderson, 1988 & Moran, 
2007) is written as: 

      0PC dT V dV   (6) 

The integration between the stagnation state (V0 ≈ 0, T0) and supersonic state (V, T) gives:  
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 2  2 ( )V H T  (7) 

Where  

  
0

( ) P

T

T
H T  C T dT   (8) 

Dividing the equation (6) by V2 and substituting the relation (7) in the obtained result, we 
obtain: 

 ( )  
2 ( )

PC TdV dT
V H T

   (9) 

Dividing the relation (7) by the sound velocity, we obtain an expression connecting the 
Mach number with the enthalpy and the temperature: 

 
2 ( )

( )
( )
H T

M T  
a T

  (10) 

The relation (10) shows the variation of the Mach number with the temperature for 
calorically imperfect gas.  
The momentum equation in differential form can be written as (Moran, 2007, Peterson & 
Hill1, 1965, & Oosthuisen & Carscallen, 1997): 

    0dPV dV
ρ

   (11) 

Using the expression (3), the relationship (10), can be written as: 

 ( )  ρ
dρ F T dT
ρ
  (12) 

Where 

 2
( )( )
( )

P
ρ

C TF T
a T

  (13) 

 
The density ratio relative to the temperature T0 can be obtained by integration of  
the function (13) between the stagnation state (ρ0,T0) and the concerned supersonic state 
(ρ,T): 

  
0

0
ρ

T

T

ρ  Expρ F T   dT
 
 
 
 

   (14) 

The pressure ratio is obtained by using the relation of the perfect gas state: 
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0 0 0

ρ TP
P ρ T

  
    

  
  (15) 

The mass conservation equation is written as (Anderson, 1988 & Moran, 2007) 

    tanρ V A cons t  (16) 

The taking logarithm and then differentiating of relation (16), and also using of the relations 
(9) and (12), one can receive the following equation: 

 ( )  A
dA F T dT
A

  (17) 

Where 

  
2
1 1( ) ( )    

2 ( )( )A PF T C T
H Ta T

 
 
  

   (18) 

The integration of equation (17) between the critical state (A*, T*) and the supersonic state (A, 
T) gives the cross-section areas ratio: 

   









*T

T
  dTTFA

*
 Exp

A
A  (19) 

To find parameters ρ and A, the integrals of functions Fρ(T) and FA(T) should be found. As 
the analytical procedure is impossible, our interest is directed towards the numerical 
calculation. All parameters M, ρ and A depend on the temperature. 
The critical mass flow rate (Moran, 2007, Zebbiche & Youbi, 2005a, 2005b) can be written in 
non-dimensional form:  

  
  * 0 0 0 0 *.

 cos
A

m a dAMA a a A
 

 
  
    
  

   (20) 

As the mass flow rate through the throat is constant, we can calculate it at the throat. In this 
section, we have ρ=ρ*, a=a*, M=1, θ=0 and A=A*. Therefore, the relation (20) is reduced to: 

 
0 0 0 0  

* *

*

ρ am   A ρ a ρ a
   
   
       

  (21) 

The determination of the velocity sound ratio is done by the relation (5).  Thus, 

 
1 2 1 2

  
0 0 0

( )
( )

/ /γ Ta T
a γ T T

   
   

  
  (22) 

The parameters T, P, ρ and A for the perfect gas are connected explicitly with the Mach 
number, which is the basic variable for that model. For our model, the basic variable is the 
temperature because of the implicit equation (10) connecting M and T, where the reverse 
analytical expression does not exist. 
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3. Calculation procedure 
In the first case, one presents the table of variation of CP and γ versus the temperature for air 
(Peterson & Hill, 1965, Zebbiche 2010a, 2010b). The values are presented in the table 1.  
 

T (K) CP 

(J/(KgK) γ(T) T (K) CP 

 (J/(Kg K) γ(T) T (K) CP  

J/(Kg K) γ(T) 

55.538 1001.104 1.402 833.316 1107.192 1.350 2111.094 1256.813 1.296 
. . . 888.872 1119.078 1.345 2222.205 1263.410 1.294 

222.205 1001.101 1.402 944.427 1131.314 1.340 2333.316 1270.097 1.292 
277.761 1002.885 1.401 999.983 1141.365 1.336 2444.427 1273.476 1.291 
305.538 1004.675 1.400 1055.538 1151.658 1.332 2555.538 1276.877 1.290 
333.316 1006.473 1.399 1111.094 1162.202 1.328 2666.650 1283.751 1.288 
361.094 1008.281 1.398 1166.650 1170.280 1.325 2777.761 1287.224 1.287 
388.872 1011.923 1.396 1222.205 1178.509 1.322 2888.872 1290.721 1.286 
416.650 1015.603 1.394 1277.761 1186.893 1.319 2999.983 1294.242 1.285 
444.427 1019.320 1.392 1333.316 1192.570 1.317 3111.094 1297.789 1.284 
499.983 1028.781 1.387 1444.427 1204.142 1.313 3222.205 1301.360 1.283 
555.538 1054.563 1.374 1555.538 1216.014 1.309 3333.316 1304.957 1.282 
611.094 1054.563 1.370 1666.650 1225.121 1.306 3444.427 1304.957 1.282 
666.650 1067.077 1.368 1777.761 1234.409 1.303 3555.538 1308.580 1.281 
722.205 1080.005 1.362 1888.872 1243.883 1.300    
777.761 1093.370 1.356 1999.983 1250.305 1.298    

Table 1. Variation of CP(T) and γ(T) versus the temperature for air. 

For a perfect gas, the γ and CP values are equal to γ=1.402 and CP=1001.28932 J/(kgK) 
(Oosthuisen & Carscallen, 1997, Moran, 2007 & Zuker & Bilbarz, 2002).. The interpolation of 
the CP values according to the temperature is presented by relation (23) in the form of 
Horner scheme to minimize the mathematical operations number (Zebbiche, 2010a, 2010b):  

 1 2 3 4 5 6 7 8 9 10(( ) ( ( ( ( ( ( ( ( )))))))))PC T a T a T a T a T a T a T a T a T a T a           (23) 

The interpolation (ai i=1, 2, …, 10) of constants are illustrated in table 2. 
 

I ai  I ai 

1 1001.1058  6 3.069773 10-12 
2 0.04066128  7 -1.350935 10-15 
3 -0.000633769  8 3.472262 10-19 
4 2.747475 10-6  9 -4.846753 10-23 
5 -4.033845 10-9  10 2.841187 10-27 

Table 2. Coefficients of the polynomial CP(T). 
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P ρ T
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The mass conservation equation is written as (Anderson, 1988 & Moran, 2007) 
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333.316 1006.473 1.399 1111.094 1162.202 1.328 2666.650 1283.751 1.288 
361.094 1008.281 1.398 1166.650 1170.280 1.325 2777.761 1287.224 1.287 
388.872 1011.923 1.396 1222.205 1178.509 1.322 2888.872 1290.721 1.286 
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499.983 1028.781 1.387 1444.427 1204.142 1.313 3222.205 1301.360 1.283 
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777.761 1093.370 1.356 1999.983 1250.305 1.298    

Table 1. Variation of CP(T) and γ(T) versus the temperature for air. 

For a perfect gas, the γ and CP values are equal to γ=1.402 and CP=1001.28932 J/(kgK) 
(Oosthuisen & Carscallen, 1997, Moran, 2007 & Zuker & Bilbarz, 2002).. The interpolation of 
the CP values according to the temperature is presented by relation (23) in the form of 
Horner scheme to minimize the mathematical operations number (Zebbiche, 2010a, 2010b):  

 1 2 3 4 5 6 7 8 9 10(( ) ( ( ( ( ( ( ( ( )))))))))PC T a T a T a T a T a T a T a T a T a T a           (23) 

The interpolation (ai i=1, 2, …, 10) of constants are illustrated in table 2. 
 

I ai  I ai 

1 1001.1058  6 3.069773 10-12 
2 0.04066128  7 -1.350935 10-15 
3 -0.000633769  8 3.472262 10-19 
4 2.747475 10-6  9 -4.846753 10-23 
5 -4.033845 10-9  10 2.841187 10-27 

Table 2. Coefficients of the polynomial CP(T). 
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A relationship (23) gives undulated dependence for temperature approximately low 
than T 240 K . So for this field, the table value (Peterson & Hill, 1965), was taken 

  1001 15868  J / (kg KP pC C T .  )   

Thus: 
for T  T , we have ( )P PC T C   
for  T T , relation (23) is used. 
The selected interpolation gives an error less than ε=10-3 between the table and interpolated 
values. 
Once the interpolation is made, we determine the function H(T) of the relation (8), by 
integrating the function CP(T) in the interval [T, T0]. Then, H(T) is a function with a parameter 
T0 and it is defined when T≤T0. 
Substituting the relation (23) in (8) and writing the integration results in the form of Horner 
scheme, the following expression for enthalpy is obtained 

 
 0

1 2 3 4 5 6 7 8 9 10

( )  
[ ( ( ( ( ( ( ( ( )))))))))]
H T H -
c T c T c T c T c Tc T c T c T c T c


        

 (24) 

Where 

 0 0 1 0 2 0 3 0 4 0 5 0 6

0 7 0 8 0 9 0 10

( ( ( ( ( (
( ( ( ( ))))))))))

H T c T c T c T c T c T c
T c T c T c T c

      
  

 (25) 

and  

   ( 1,  2,  3,  ...,  10)i
i

ac i
i

   

 

0 100 200 300 400 500
T (K)

0.00

0.01

0.02

0.03

0.04

 
 

Fig. 1. Variation of  function Fρ(T) in the interval [TS,T0] versusT0. 
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Taking into account the correction made to the function CP(T), the function H(T) has the 
following form: 
For     0T T ,  0( ) PH T C  T T   

For     0T T ,we have two cases: 

     if        :    ( )  relation (24)T T H T   

     if        :     ( ) ( ) ( )PT T H T C T T H T     
The determination of the ratios (14) and (19) require the numerical integration of Fρ(T) and 
FA(T) in the intervals [T, T0] and [T, T*] respectively. We carried out preliminary calculation 
of these functions (Figs. 1, 2) to see their variations and to choice the integration method. 
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Fig. 2. Variation of the function FA(T) in the interval [TS,T*] versus T0 

Due to high gradient at the left extremity of the interval, the integration with a constant step 
requires a very small step. The tracing of the functions is selected for T0=500 K (low 
temperature) and MS=6.00 (extreme supersonic) for a good representation in these ends. In 
this case, we obtain T*=418.34 K and TS=61.07 K. the two functions presents a very large 
derivative at temperature TS. 
A Condensation of nodes is then necessary in the vicinity of TS for the two functions. The 
goal of this condensation is to calculate the value of integral with a high precision in a 
reduced time by minimizing the nodes number. The Simpson’s integration method 
(Démidovitch & Maron, 1987 & Zebbiche & Youbi, 2006) was chosen. The chosen 
condensation function has the following form (Zebbiche & Youbi, 2005a):  

 2
1 1
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Obtained si values, enable to find the value of Ti in nodes i:  
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  ( )i i D G GT s T T T    (28) 

The temperature TD is equal to T0 for Fρ(T), and equal to T* for FA(T). The temperature TG is 
equal to T* for the critical parameter, and equal to TS for the supersonic parameter. Taking a 
value b1 near zero (b1=0.1, for example) and b2=2.0, it can condense the nodes towards left 
edge TS of the interval, see figure 3. 
 

b1=0.1  , b2=2.0   

b1=1.0  , b2=2.0  

b1=1.9  , b2=2.0  

Fig. 3. Presentation of the condensation of nodes 

3.1 Critical parameters 
The stagnation state is given by M=0. Then, the critical parameters correspond to M=1.00, 
for example at the throat of a supersonic nozzle, summarize by: 
When M=1.00 we have T=T*. These conditions in the relation (10), we obtain: 

 2
* *2 ( ) ( ) 0 H T a T   (29) 

The resolution of equation (29) is made by the use of the dichotomy algorithm (Démidovitch 
& Maron, 1987 & Zebbiche & Youbi, 2006), with T*<T0. It can choose the interval [T1,T2] 
containing T* by T1=0 K and T2=T0. The value T* can be given with a precision ε if the interval 
of subdivision number K is satisfied by the following condition: 

 0 1 4426   1TK . Log


 
 
 

   (30) 

If ε=10-8 is taken, the number K cannot exceed 39. Consequently, the temperature ratio T*/T0 
can be calculated. 
Taking T=T* and ρ=ρ* in the relation (14) and integrating the function Fρ(T) by using the 
Simpson’s formula with condensation of nodes towards the left end, the critical density ratio 
is obtained.  
The critical ratios of the pressures and the sound velocity can be calculated by using the 
relations (15) and (22) respectively, by replacing T=T*, ρ=ρ*, P=P* and a=a*, 

3.2 Parameters for a supersonic Mach number 
For a given supersonic cross-section, the parameters ρ=ρS, P=PS, A=AS, and T=TS can be 
determined according to the Mach number M=MS.  Replacing T=TS and M=MS in relation 
(10) gives 

 2 22 ( ) ( )  0 S S S H T   M  a T   (31) 

The determination of TS of equation (31) is done always by the dichotomy algorithm, 
excepting TS<T*. We can take the interval [T1,T2] containing TS, by (T1=0 K,  and T2=T*.  
Replacing T=TS and ρ=ρS in relation (14) and integrating the function Fρ(T) by using the 
Simpson’s method with condensation of nodes towards the left end, the density ratio can be 
obtained.  
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The ratios of pressures, speed of sound and the sections corresponding to M=MS can be 
calculated respectively by using the relations (15), (22) and (19) by replacing T=TS, ρ=ρS, 
P=PS, a=aS and A=AS.  
The integration results of the ratios ρ* / ρ0, ρS/ρ0 and AS/A* primarily depend on the values of 
N, b1 and b2. 

3.3 Supersonic nozzle conception 
For supersonic nozzle application, it is necessary to determine the thrust coefficient. For 
nozzles giving a uniform and parallel flow at the exit section, the thrust coefficient is 
(Peterson & Hill, 1965 & Zebbiche, Youbi, 2005b) 

 
0 *

F
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P A
  (32) 

Where 

     E E EF m V m M a   (33) 

The introduction of relations (21), (22) into (32) gives as the following relation: 
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  (34) 

The design of the nozzle is made on the basis of its application. For rockets and missiles 
applications, the design is made to obtain nozzles having largest possible exit Mach number, 
which gives largest thrust coefficient, and smallest possible length, which give smallest 
possible mass of structure.  
For the application of blowers, we make the design on the basis to obtain the smallest 
possible temperature at the exit section, to not to destroy the measuring instruments, and to 
save the ambient conditions. Another condition requested is to have possible largest ray of 
the exit section for the site of instruments. Between the two possibilities of construction, we 
prefer the first one. 

3.4 Error of perfect gas model 
The mathematical perfect gas model is developed on the basis to regarding the specific heat 
CP and ratio γ as constants, which gives acceptable results for low temperature. According to 
this study, we can notice a difference on the given results between the perfect gas model and 
developed here model.The error given by the PG model compared to our HT model can be 
calculated for each parameter. Then, for each value (T0, M), the ε error can be evaluated by 
the following relationship:  

 0
0

0

( )( ) 1 100
( )

PG
y

HT

y T , Mε T , M        
 y T , M

    (35) 

The letter y in the expression (35) can represent all above-mentioned parameters. As a rule 
for the aerodynamic applications, the error should be lower than 5%.  
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for the aerodynamic applications, the error should be lower than 5%.  
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4. Application 

The design of a supersonic propulsion nozzle can be considered as example. The use of the 
obtained dimensioned nozzle shape based on the application of the PG model given a 
supersonic uniform Mach number MS at the exit section of rockets, degrades the desired 
performances (exit Mach number, pressure force), especially if the temperature T0 of the 
combustion chamber is higher. We recall here that the form of the nozzle structure does not 
change, except the thermodynamic behaviour of the air which changes with T0. Two 
situations can be presented. 
The first situation presented is that, if we wants to preserve the same variation of the Mach 
number throughout the nozzle, and consequently, the same exit Mach number ME, is 
necessary to determine by the application of our model, the ray of each section and in 
particular the ray of the exit section, which will give the same variation of the Mach number, 
and consequently another shape of the nozzle will be obtained. 

 ( ) ( )S S M HT    M PG  (36) 
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The relation (36) indicates that the Mach number of the PG model is preserved for each 
section in our calculation. Initially, we determine the temperature at each section; witch 
presents the solution of equation (37). To determine the ratio of the sections, we use the 
relation (38). The ratio of the section obtained by our model will be superior that that 
determined by the PG model as present equation (38). Then the shape of the nozzle obtained 
by PG model is included in the nozzle obtained by our model. The temperature T0 presented 
in equation (38) is that correspond to the temperature T0 for our model. 
The second situation consists to preserving the shape of the nozzle dimensioned on the basis 
of PG model for the aeronautical applications considered the HT model. 

 
* *

( )    ( )S SA AHT PG
A A

  (39) 

 ( ) ( )S S M  HT    M  PG  (40) 

The relation (39) presents this situation. In this case, the nozzle will deliver a Mach 
number lower than desired, as shows the relation (40). The correction of the Mach number 
for HT model is initially made by the determination of the temperature TS as solution of 
equation (38), then determine the exit Mach number as solution of relation (37). The 
resolution of equation (38) is done by combining the dichotomy method with Simpson’s 
algorithm. 
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5. Results and comments 

Figures 4 and 5 respectively represent the variation of specific heat CP(T) and the ratio γ(T) 
of the air versus the temperature up to 3550 K for HT and PG models. The graphs at high 
temperature are presented by using the polynomial interpolation (23). We can say that at 
low temperature until approximately 240 K, the gas can be regarded as calorically perfect, 
because of the invariance of specific heat CP(T) and the ratio γ(T). But if T0 increases, we can 
see the difference between these values and it influences on the thermodynamic parameters 
of the flow. 
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Fig. 4. Variation of the specific heat for constant pressure versus stagnation temperature T0. 
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Fig. 5. Variation of the specific heats ratio versus T0. 
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Fig. 4. Variation of the specific heat for constant pressure versus stagnation temperature T0. 
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5.1 Results for the critical parameters 
Figures 6, 7 and 8 represent the variation of the critical thermodynamic ratios versus T0. It 
can be seen that with enhancement T0, the critical parameters vary, and this variation 
becomes considerable for high values of T0 unlike to the PG model, where they do not 
depend on T0.. For example, the value of the temperature ratio given by the HT model is 
always higher than the value given by the PG model. The ratios are determined by the 
choice of N=300000, b1=0.1 and b2=2.0 to have a precision better than ε=10 -5. The obtained 
numerical values of the critical parameters are presented in the table 3.  
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Fig. 6. Variation of T* /T0 versus T0. 
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Figure 9 shows that mass flow rate through the critical cross section given by the perfect gas 
theory is lower than it is at the HT model, especially for values of T0.  
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5.1 Results for the critical parameters 
Figures 6, 7 and 8 represent the variation of the critical thermodynamic ratios versus T0. It 
can be seen that with enhancement T0, the critical parameters vary, and this variation 
becomes considerable for high values of T0 unlike to the PG model, where they do not 
depend on T0.. For example, the value of the temperature ratio given by the HT model is 
always higher than the value given by the PG model. The ratios are determined by the 
choice of N=300000, b1=0.1 and b2=2.0 to have a precision better than ε=10 -5. The obtained 
numerical values of the critical parameters are presented in the table 3.  
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Figure 10 presents the variation of the critical sound velocity ratio versus T0. The influence 
of the T0 on this parameter can be found. 
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Fig. 10. Effect of T0 on the velocity sound ratio. 
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PG (γ=1.402) 0.8326 0.5279 0.6340 0.9124 0.5785 
T0=298.15 K 0.8328 0.5279 0.6339 0.9131 0.5788 

T0=500 K 0.8366 0.5293 0.6326 0.9171 0.5802 
T0=1000 K 0.8535 0.5369 0.6291 0.9280 0.5838 
T0=2000 K 0.8689 0.5448 0.6270 0.9343 0.5858 
T0=2500 K 0.8722 0.5466 0.6266 0.9355 0.5862 
T0=3000 K 0.8743 0.5475 0.6263 0.9365 0.5865 
T0=3500 K 0.8758 0.5484 0.6262 0.9366 0.5865 

Table 3. Numerical values of the critical parameters at high temperature. 

5.2 Results for the supersonic parameters 
Figures 11, 12 and 13 presents the variation of the supersonic flow parameters in a cross-
section versus Mach number for T0 =1000 K, 2000 K and 3000 K, including the case of perfect 
gas for =1.402. When M=1, we can obtain the values of the critical ratios. If we take into 
account the variation of CP(T), the temperature T0 influences on the value of the 
thermodynamic and geometrical parameters of flow unlike the PG model. 
The curve 4 of figure 11 is under the curves of the HT model, which indicates that the 
perfect gas model cool the flow compared to the real thermodynamic behaviour of the gas, 
and consequently, it influences on the dimensionless parameters of a nozzle. At low 
temperature and Mach number, the theory of perfect gas gives acceptable results. The 
obtained numerical values of the supersonic flow parameters, the cross section area ratio 
and sound velocity ratio are presented respectively if the tables 4, 5, 6, 7 and 8. 
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T/T0 M=2.00 M=3.00 M=4.00 M=5.00 M=6.00 

PG (γ=1.402) 0.5543 0.3560 0.2371 0.1659 0.1214 
T0=298.15 K 0.5544 0.3560 0.2372 0.1659 0.1214 

T0=500 K 0.5577 0.3581 0.2386 0.1669 0.1221 
T0=1000 K 0.5810 0.3731 0.2481 0.1736 0.1269 
T0=1500 K 0.6031 0.3911 0.2594 0.1810 0.1323 
T0=2000 K 0.6163 0.4058 0.2694 0.1873 0.1366 
T0=2500 K 0.6245 0.4162 0.2778 0.1928 0.1403 
T0=3000 K 0.6301 0.4233 0.2848 0.1977 0.1473 
T0=3500 K 0.6340 0.4285 0.2901 0.2018 0.1462 

Table 4. Numerical values of the temperature ratio at high temperature 
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Fig. 11. Variation of T/T0 versus Mach number. 

 
ρ/ρ0 M=2.00 M=3.00 M=4.00 M=5.00 M=6.00 

PG (γ=1.402) 0.2304 0.0765 0.0278 0.0114 0.0052 
T0=298.15 K 0.2304 0.0765 0.0278 0.0114 0.0052 

T0=500 K 0.2283 0.0758 0.0276 0.0113 0.0052 
T0=1000 K 0.2181 0.0696 0.0250 0.0103 0.0047 
T0=1500 K 0.2116 0.0636 0.0220 0.0089 0.0041 
T0=2000 K 0.2087 0.0601 0.0197 0.0077 0.0035 
T0=2500 K 0.2069 0.0581 0.0182 0.0069 0.0030 
T0=3000 K 0.2057 0.0569 0.0173 0.0063 0.0027 
T0=3500 K 0.2049 0.0560 0.0166 0.0058 0.0024 

Table 5. Numerical values of the density ratio at high temperature 
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Figure 10 presents the variation of the critical sound velocity ratio versus T0. The influence 
of the T0 on this parameter can be found. 
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Fig. 11. Variation of T/T0 versus Mach number. 
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Fig. 12. Variation of ρ/ρ0 versus Mach number. 
 

P/P0 M=2.00 M=3.00 M=4.00 M=5.00 M=6.00 

PG (γ=1.402) 0.1277 0.0272 0.0066 0.0019 0.0006 
T0=298.15 K 0.1277 0.0272 0.0066 0.0019 0.0006 

T0=500 K 0.1273 0.0271 0.0065 0.0018 0.0006 
T0=1000 K 0.1267 0.0259 0.0062 0.0017 0.0006 
T0=1500 K 0.1276 0.0248 0.0057 0.0016 0.0005 
T0=2000 K 0.1286 0.0244 0.0053 0.0014 0.0004 
T0=2500 K 0.1292 0.0242 0.0050 0.0013 0.0004 
T0=3000 K 0.1296 0.0240 0.0049 0.0004 0.0003 
T0=3500 K 0.1299 0.0240 0.0048 0.0011 0.0003 

Table 6. Numerical values of the Pressure ratio at high temperature. 
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Fig. 13. Variation of P/P0 versus Mach number. 
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A/A* M=2.00 M=3.00 M=4.00 M=5.00 M=6.00 

PG (γ=1.402) 1.6859 4.2200 10.6470 24.7491 52.4769 
T0=298.15 K 1.6859 4.2195 10.6444 24.7401 52.4516 

T0=500 K 1.6916 4.2373 10.6895 24.8447 52.6735 
T0=1000 K 1.7295 4.4739 11.3996 26.5019 56.1887 
T0=1500 K 1.7582 4.7822 12.6397 29.7769 63.2133 
T0=2000 K 1.7711 4.9930 13.8617 33.5860 72.0795 
T0=2500 K 1.7795 5.1217 14.8227 37.2104 81.2941 
T0=3000 K 1.7851 5.2091 15.5040 40.3844 90.4168 
T0=3500 K 1.7889 5.2727 16.0098 43.0001 98.7953 

Table 7. Numerical Values of the cross section area ratio at high temperature. 

Figure 14 represent the variation of the critical cross-section area section ratio versus Mach 
number at high temperature. For low values of Mach number and T0, the four curves fuses 
and start to be differs when M>2.00. We can see that the curves 3 and 4 are almost 
superposed for any value of T0. This result shows that the PG model can be used for  
T0<1000 K. 
Figure 15 presents the variation of the sound velocity ratio versus Mach number at high 
temperature. T0 value influences on this parameter. 
Figure 16 shows the variation of the thrust coefficient versus exit Mach number for various 
values of T0. It can be seen the effect of T0 on this parameter. We can found that all the four 
curves are almost confounded when ME<2.00 approximately. After this value, the curves 
begin to separates progressively. The numerical values of the thrust coefficient are presented 
in the table 9. 
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Fig. 14. Variation of the critical cross-section area ratio versus Mach number. 
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A/A* M=2.00 M=3.00 M=4.00 M=5.00 M=6.00 

PG (γ=1.402) 1.6859 4.2200 10.6470 24.7491 52.4769 
T0=298.15 K 1.6859 4.2195 10.6444 24.7401 52.4516 
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T0=3500 K 1.7889 5.2727 16.0098 43.0001 98.7953 

Table 7. Numerical Values of the cross section area ratio at high temperature. 

Figure 14 represent the variation of the critical cross-section area section ratio versus Mach 
number at high temperature. For low values of Mach number and T0, the four curves fuses 
and start to be differs when M>2.00. We can see that the curves 3 and 4 are almost 
superposed for any value of T0. This result shows that the PG model can be used for  
T0<1000 K. 
Figure 15 presents the variation of the sound velocity ratio versus Mach number at high 
temperature. T0 value influences on this parameter. 
Figure 16 shows the variation of the thrust coefficient versus exit Mach number for various 
values of T0. It can be seen the effect of T0 on this parameter. We can found that all the four 
curves are almost confounded when ME<2.00 approximately. After this value, the curves 
begin to separates progressively. The numerical values of the thrust coefficient are presented 
in the table 9. 
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Fig. 14. Variation of the critical cross-section area ratio versus Mach number. 
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a/a0 M=2.00 M=3.00 M=4.00 M=5.00 M=6.00 

PG (γ=1.402) 0.7445 0.5966 0.4870 0.4074 0.3484 

T0=298.15 K 0.7450 0.5970 0.4873 0.4076 0.3486 

T0=500 K 0.7510 0.6019 0.4913 0.4110 0.3515 

T0=1000 K 0.7739 0.6245 0.5103 0.4268 0.3651 

T0=1500 K 0.7862 0.6408 0.5254 0.4398 0.3762 

T0=2000 K 0.7923 0.6501 0.5354 0.4489 0.3841 

T0=2500 K 0.7959 0.6556 0.5420 0.4553 0.3898 

T0=3000 K 0.7985 0.6595 0.5465 0.4600 0.3942 

T0=3500 K 0.7998 0.6618 0.5495 0.4632 0.3973 
 

Table 8. Numerical values of the sound velocity ratio at high temperature. 
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Fig. 15. Variation of the ratio of the velocity sound versus Mach number. 
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CF M=2.00 M=3.00 M=4.00 M=5.00 M=6.00 

PG (γ=1.402) 1.2078 1.4519 1.5802 1.6523 1.6959 
T0=298.15 K 1.2078 1.4518 1.5800 1.6521 1.6957 

T0=500 K 1.2076 1.4519 1.5802 1.6523 1.6958 
T0=1000 K 1.2072 1.4613 1.5919 1.6646 1.7085 
T0=1500 K 1.2062 1.4748 1.6123 1.6871 1.7317 
T0=2000 K 1.2048 1.4832 1.6288 1.7069 1.7527 
T0=2500 K 1.2042 1.4879 1.6401 1.7221 1.7694 
T0=3000 K 1.2038 1.4912 1.6479 1.7337 1.7828 
T0=3500 K 1.2033 1.4936 1.6533 1.7422 1.7932 

 

Table 9. Numerical values of the thrust coefficient at high temperature 
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Fig. 16. Variation of CF versus exit Mach number. 

5.3 Results for the error given by the perfect gas model 
Figure 17 presents the relative error of the thermodynamic and geometrical parameters 
between the PG and the HT models for several T0 values.  
It can be seen that the error depends on the values of T0 and M. For example, if T0=2000 K 
and M=3.00, the use of the PG model will give a relative error equal to ε=14.27 % for the 
temperatures ratio, ε=27.30 % for the density ratio, error ε=15.48 % for the critical sections 
ratio and ε=2.11 % for the thrust coefficient. For lower values of M and T0, the error ε is 
weak. The curve 3 in the figure 17 is under the error 5% independently of the Mach number, 
which is interpreted by the use potential of the PG model when T0<1000 K. 
We can deduce for the error given by the thrust coefficient that it is equal to ε=0.0 %, if 
ME=2.00 approximately independently of T0. There is no intersection of the three curves in 
the same time. When ME=2.00. 
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Fig. 16. Variation of CF versus exit Mach number. 

5.3 Results for the error given by the perfect gas model 
Figure 17 presents the relative error of the thermodynamic and geometrical parameters 
between the PG and the HT models for several T0 values.  
It can be seen that the error depends on the values of T0 and M. For example, if T0=2000 K 
and M=3.00, the use of the PG model will give a relative error equal to ε=14.27 % for the 
temperatures ratio, ε=27.30 % for the density ratio, error ε=15.48 % for the critical sections 
ratio and ε=2.11 % for the thrust coefficient. For lower values of M and T0, the error ε is 
weak. The curve 3 in the figure 17 is under the error 5% independently of the Mach number, 
which is interpreted by the use potential of the PG model when T0<1000 K. 
We can deduce for the error given by the thrust coefficient that it is equal to ε=0.0 %, if 
ME=2.00 approximately independently of T0. There is no intersection of the three curves in 
the same time. When ME=2.00. 
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Curve  1 Error compared to HT model for (T0=3000 K) 
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(a): Temperature ratio. (b): Density ratio. (c): Critical sections ratio. (d): Thrust coefficient. 
Fig. 17. Variation of the relative error given by supersonic parameters of PG versus Mach 
number. 

5.4 Results for the supersonic nozzle application 
Figure 18 presents the variation of the Mach number through the nozzle for T0=1000 K, 2000 
K and 3000 K, including the case of perfect gas presented by curve 4. The example is selected 
for MS=3.00 for the PG model. If T0 is taken into account, we will see a fall in Mach number 
of the dimensioned nozzle in comparison with the PG model. The more is the temperature 
T0, the more it is this fall. Consequently, the thermodynamics parameters force to design the 
nozzle with different dimensions than it is predicted by use the PG model. It should be 
noticed that the difference becomes considerable if the value T0 exceeds 1000 K.  
Figure 19 present the correction of the Mach number of nozzle giving exit Mach number MS, 
dimensioned on the basis of the PG model for various values of T0.  
One can see that the curves confound until Mach number MS=2.0 for the whole range of T0. 
From this value, the difference between the three curves 1, 2 and 3, start to increase. The 
curves 3 and 4 are almost confounded whatever the Mach number if the value of T0 is lower 
than 1000 K. For example, if the nozzle delivers a Mach number MS=3.00 at the exit section, 
on the assumption of the PG model, the HT model gives Mach number equal to MS=2.93, 
2.84 and 2.81 for T0=1000 K, 2000 K and 3000 K respectively. The numerical values of the 
correction of the exit Mach number of the nozzle are presented in the table 10. 
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(a): Shape of nozzle, dimensioned on the consideration of the PG model for MS=3.00. 
(b): Variation of the Mach number at high temperature through the nozzle.  

Fig. 18. Effect of stagnation temperature on the variation of the Mach number through the 
nozzle. 

 
MS (PG  γ=1.402) 1.5000 2.0000 3.0000 4.0000 5.0000 6.0000 

MS (T0=298.15 K) 1.4995 1.9995 2.9995 3.9993 4.9989 5.9985 
MS (T0=500 K) 1.4977 1.9959 2.9956 3.9955 4.9951 5.9947 

MS (T0=1000 K) 1.4879 1.9705 2.9398 3.9237 4.9145 5.9040 
MS (T0=1500 K) 1.4830 1.9534 2.8777 3.8147 4.7727 5.7411 
MS (T0=2000 K) 1.4807 1.9463 2.8432 3.7293 4.6372 5.5675 
MS (T0=2500 K) 1.4792 1.9417 2.8245 3.6765 4.5360 5.4209 
MS (T0=3000 K) 1.4785 1.9388 2.8121 3.6454 4.4676 5.3066 
MS (T0=3500 K) 1.4778 1.9368 2.8035 3.6241 4.4216 5.2237 

Table 10. Correction of the exit Mach number of the nozzle. 

Figure 20 presents the supersonic nozzles shapes delivering a same variation of the Mach 
number throughout the nozzle and consequently given the same exit Mach number 
MS=3.00. The variation of the Mach number through these 4 nozzles is illustrated on curve 4 
of figure 18. The three other curves 1, 2, and, 3 of figure 15 are obtained with the HT model 
use for T0=3000 K, 2000 K and 1000 K respectively. The curve 4 of figure 20 is the same as it 
is in the figure 13a, and it is calculated with the PG model use. The nozzle that is calculated 
according to the PG model provides less cross-section area in comparison with the HT 
model. 
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Fig. 19. Correction of the Mach number at High Temperature of a nozzle dimensioned on 
the perfect gas model. 
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Fig. 20. Shapes of nozzles at high temperature corresponding to same Mach number 
variation througout the nozzle and given MS=3.00 at the exit. 

6. Conclusion 

From this study, we can quote the following points: 
If we accept an error lower than 5%, we can study a supersonic flow using a perfect gas 
relations, if the stagnation temperature T0 is lower than 1000 K for any value of Mach 
number, or when the Mach number is lower than 2.0 for any value of T0 up to 
approximately 3000 K. 
The PG model is represented by an explicit and simple relations, and do not request a high 
time to make calculation, unlike the proposed model, which requires the resolution of a 
nonlinear algebraic equations, and integration of two complex analytical functions. It takes 
more time for calculation and for data processing.  
The basic variable for our model is the temperature and for the PG model is the Mach 
number because of a nonlinear implicit equation connecting the parameters T and M.  
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The relations presented in this study are valid for any interpolation chosen for the function 
CP(T). The essential one is that the selected interpolation gives small error. 
We can choose another substance instead of the air. The relations remain valid, except that it 
is necessary to have the table of variation of CP and γ according to the temperature and to 
make a suitable interpolation. 
The cross section area ratio presented by the relation (19) can be used as a source of 
comparison for verification of the dimensions calculation of various supersonic nozzles. It provides a 
uniform and parallel flow at the exit section by the method of characteristics and the Prandtl 
Meyer function (Zebbiche & Youbi, 2005a, 2005b, Zebbiche, 2007, Zebbiche, 2010a & 
Zebbiche, 2010b). The thermodynamic ratios can be used to determine the design 
parameters of the various shapes of nozzles under the basis of the HT model.  
We can obtain the relations of a perfect gas starting from the relations of our model by 
annulling all constants of interpolation except the first. In this case, the PG model becomes a 
particular case of our model. 
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1. Introduction  
The fundamental problem of statistical mechanics is obtaining an ensemble average of 
physical quantities that are described by phase functions (classical physics) or operators 
(quantum physics). In classical statistical mechanics the ensemble density of distribution is 
defined in the phase space of the system. In quantum statistical mechanics the space of 
functions that describe microscopic states of the system play a role similar to the classical 
phase space. The probability density of the system detection in the phase space must be 
normalized. It depends on external parameters that determine the macroscopic state of the 
system. 
An in-depth study of the statistical mechanics foundations was presented in the works of 
A.Y. Khinchin (Khinchin, 1949, 1960). For classical statistical mechanics an invariant set was 
introduced. It would be mapped into itself by transforming with the Hamilton equations. 
The phase point of the isolated system remains during the process of the motion at the 
invariant set at all times. If the system is in the stationary equilibrium state, this invariant set 
has a finite measure. The Ergodic hypothesis asserts that in this case the probability  dP R  
to detect this system at any point R of the phase space is: 
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where   - the measure (phase volume) of the invariant set  ;   R  - the characteristic 
function of the invariant set, which is equal to one if the point R  belongs to this set, and is 
equal to zero in all other points of the phase space; 
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element. The number of distinguishable states in a phase space volume element d  is 
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  . The system that will be under consideration is a collection of N structureless 
particles. The averaged value of a phase function  F R   is    dF F P


  R R . Here the 

integral goes over all phase space  . This is microcanonical distribution.  A characteristic 
function often would be presented as  f z    R , where  f R  is a phase function and z  
is it’s fixed value. 
A hypersurface in a hyperspace is a set with zero measure. Therefore the invariant set is 
determined as a thin layer that nearly envelops the hypersurface in the phase space. The 
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determining equations of this hypersurface are the equalities that fix the values of 
controllable motion integrals. A controllable motion integral is a phase function, the value of 
which does not vary with the motion of the system and can be measured. An isolated 
system universally has the Hamiltonian that does not depend on the time explicitly, and is 
the controllable motion integral. A fixed value of the Hamiltonian is the energy of the 
system. The kinetic energy of majority of systems is a positive definite quadric form of all 
momenta. It determines a closed hypersurface in the subspace of momenta of the phase 
space. If motions of all particles are finite, the hypersurface of the fixed energy is closed and 
the layer that envelops it has the finite measure. Then this hypersurface can determine the 
invariant set of the system. A finiteness of motions of particles as a rule is provided by 
enclosing the system in an envelope that reflects particles without changing their energy, if 
the system is considered as isolated. It is common in statistical mechanics to consider the 
layer enveloping the energy hypersurface as the invariant set. But A.Y. Khinchin (Khinchin, 
1949) shows that other controllable integrals of the system, if they exist, must be taken into 
account. In the general case an isolated system can have another two vector controllable 
integrals. That is the total momentum of the system, and the total angular momentum 
relative to the system’s mass centre. The total momentum is a sum of all momenta of 
particles. If the volume of the system is bounded by an external field or an envelope, the 
total momentum does not conserve. In the absence of external fields the total momentum 
conservation cannot make particle motions finite. Therefore the total momentum cannot be a 
controllable motion integral that determines the invariant set.  
The angular momentum is another case. A vector of angular momentum relative to the mass 
center always is conserved in an isolated system. If this vector is nonzero, a condition 
should exist that provides a limitation of a gas expansion area. For example, nebulas do not 
collapse because they rotate, and do not scatter because of the gravitation. In the system of 
charged particles in a uniform magnetic field the conservation of the angular momentum 
provides a limitation of a gas expansion area (confinement of plasma). If a gas system is 
enclosed into envelope, and total system has nonzero angular momentum, the vector of the 
angular momentum should be conserved. However an envelope can have the non-ideal 
form and surface. That is the cause of the failure to consider the angular momentum of the 
gas as a controllable motion integral (Fowler, & Guggenheim, 1939). But if the cylindrical 
envelope rotates and the gas rotates with the same angular velocity deviations of the 
angular momentum of the gas from the fixed value as the result of reflections of particles 
from the envelope should be small and symmetric with respect to a sign. These fluctuations 
are akin to energy fluctuations for a system that is in equilibrium with a thermostat. 
Therefore the angular momentum conservation in specific cases can determine the invariant 
set and the thermodynamical natures of the system together with the energy conservation. 
Taking into account all controllable motion integrals is the necessary condition of the 
validity of the Ergodic hypothesis (Khinchin, 1949). 
There is a contradiction in physics at the present time. Firstly, it has been proven that in the 
equilibrium state a system spin can exist only if the system is rigid and can rotate as a whole 
(Landau, & Lifshitz,  E.M., 1980a). Therefore a gas, which supposed not be able to rotate as a 
whole, cannot have any angular momentum and spin. Based on this reasoning R.P. 
Feynman proves that an electron gas cannot have diamagnetism (the Bohr – van Leeuwen 
theorem) (Feynman, Leighton, & Sands, 1964). On the other hand, it is well known that 
density of a gas in a rotating centrifuge is non-uniform.  This effect is used for the separation 
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of isotopes (Cohen, 1951).  The experiment by R. Tolman, described in the book (Pohl, 1960), 
is a proof of the existence of the electron gas angular momentum. In this experiment a coil 
was rotated and then sharply stopped. An electrical potential was observed that generated a 
moment of force, which decreased to zero the angular momentum of electron gas.  
The contradiction described above requires creation of statistical mechanics for non-rigid 
systems taking into account the nonzero angular momentum conservation. This statistical 
mechanics differs from common one in many respects.  If the angular momentum relative to 
the axis that passes through the mass centre conserves, the system is spatially 
inhomogeneous. This means that passage to the thermodynamical limit makes no sense, a 
spatial part of the system is not a subsystem that similar to the total system, specific 
quantities such as densities or susceptibilities have no physical meaning.  
The microcanonical distribution is seldom used directly when the computations and the 
justifications of thermodynamics are done.  The more usable Gibbs distribution can be 
deduced from microcanonical one (Krutkov, 1933; Zubarev, 1974). The Gibbs assembly 
describes a system that is in equilibrium with environment. These systems do not have 
motion integrals because they are non-isolated. All elements of the Gibbs assembly must 
have equal values of parameters that are determined by the equilibrium conditions. In usual 
thermodynamics this parameters are the temperature and the chemical potential. The 
physical interpretation of these parameters is getting by statistical mechanics. A rotating 
system can be in equilibrium only with rotating environment. The equilibrium condition in 
this case is apparent. That is equality of the both angular velocities of the system and of the 
environment. The Gibbs assembly density of distribution and thermodynamical functions in 
the case of a rotating classical system will be obtained in the second section of this work. It 
was done (Landau, & Lifshitz E.M., 1980a) but an object, to which this distribution is 
applied, is incomprehensible, because an angular velocity of an equilibrium gas has not 
been determined.  
In quantum statistical mechanics the invariant set is the linear manifold of the microscopic 
states of the system in which the commutative operators that correspond to the controllable 
motion integrals have fixed eigenvalues. The phase volume of system in this case is the 
dimension of the manifold, if this dimension is limited. It directly determines the number of 
distinguishable microstates of the system that are accessible and equiprobable.  The role of 
the angular momentum conservation in quantum statistical mechanics is similar to one in 
classical statistical mechanics. The method of computing this phase volume will be also 
proposed in the second section of this work. The Gibbs assembly density of distribution and 
thermodynamical functions in the case of a rotating quantum system also will be obtained.  
In the third section of this work statistical mechanics of an electron gas in a magnetic field is 
considered. This question was investigated by many during the last century. Many 
hundreds experimental and theoretical works were summarized in the treatises (Lifshits, 
I.M. et al., 1973; Shoenberg, 1984). However, together with successful theoretical 
explanations of many experimental effects some paradoxes and discrepancies with observed 
facts remain unaccounted. 
“Finally, it is shown that the presence of free electrons, contrary to the generally adopted 
opinion, will not give rise to any magnetic properties of the metals”. This sentence ends a 
short report on the presentation “Electron Theory of Metals” by N. Bohr, given at the 
meeting of the Philosophical Society at Cambridge. It was well-known that a charged 
particle in a uniform magnetic field moves in a circular orbit with fixed centre in such a way 
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determining equations of this hypersurface are the equalities that fix the values of 
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angular momentum should be conserved. However an envelope can have the non-ideal 
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gas as a controllable motion integral (Fowler, & Guggenheim, 1939). But if the cylindrical 
envelope rotates and the gas rotates with the same angular velocity deviations of the 
angular momentum of the gas from the fixed value as the result of reflections of particles 
from the envelope should be small and symmetric with respect to a sign. These fluctuations 
are akin to energy fluctuations for a system that is in equilibrium with a thermostat. 
Therefore the angular momentum conservation in specific cases can determine the invariant 
set and the thermodynamical natures of the system together with the energy conservation. 
Taking into account all controllable motion integrals is the necessary condition of the 
validity of the Ergodic hypothesis (Khinchin, 1949). 
There is a contradiction in physics at the present time. Firstly, it has been proven that in the 
equilibrium state a system spin can exist only if the system is rigid and can rotate as a whole 
(Landau, & Lifshitz,  E.M., 1980a). Therefore a gas, which supposed not be able to rotate as a 
whole, cannot have any angular momentum and spin. Based on this reasoning R.P. 
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density of a gas in a rotating centrifuge is non-uniform.  This effect is used for the separation 

Statistical Mechanics That Takes into Account Angular  
Momentum Conservation Law - Theory and Application 

 

447 

of isotopes (Cohen, 1951).  The experiment by R. Tolman, described in the book (Pohl, 1960), 
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moment of force, which decreased to zero the angular momentum of electron gas.  
The contradiction described above requires creation of statistical mechanics for non-rigid 
systems taking into account the nonzero angular momentum conservation. This statistical 
mechanics differs from common one in many respects.  If the angular momentum relative to 
the axis that passes through the mass centre conserves, the system is spatially 
inhomogeneous. This means that passage to the thermodynamical limit makes no sense, a 
spatial part of the system is not a subsystem that similar to the total system, specific 
quantities such as densities or susceptibilities have no physical meaning.  
The microcanonical distribution is seldom used directly when the computations and the 
justifications of thermodynamics are done.  The more usable Gibbs distribution can be 
deduced from microcanonical one (Krutkov, 1933; Zubarev, 1974). The Gibbs assembly 
describes a system that is in equilibrium with environment. These systems do not have 
motion integrals because they are non-isolated. All elements of the Gibbs assembly must 
have equal values of parameters that are determined by the equilibrium conditions. In usual 
thermodynamics this parameters are the temperature and the chemical potential. The 
physical interpretation of these parameters is getting by statistical mechanics. A rotating 
system can be in equilibrium only with rotating environment. The equilibrium condition in 
this case is apparent. That is equality of the both angular velocities of the system and of the 
environment. The Gibbs assembly density of distribution and thermodynamical functions in 
the case of a rotating classical system will be obtained in the second section of this work. It 
was done (Landau, & Lifshitz E.M., 1980a) but an object, to which this distribution is 
applied, is incomprehensible, because an angular velocity of an equilibrium gas has not 
been determined.  
In quantum statistical mechanics the invariant set is the linear manifold of the microscopic 
states of the system in which the commutative operators that correspond to the controllable 
motion integrals have fixed eigenvalues. The phase volume of system in this case is the 
dimension of the manifold, if this dimension is limited. It directly determines the number of 
distinguishable microstates of the system that are accessible and equiprobable.  The role of 
the angular momentum conservation in quantum statistical mechanics is similar to one in 
classical statistical mechanics. The method of computing this phase volume will be also 
proposed in the second section of this work. The Gibbs assembly density of distribution and 
thermodynamical functions in the case of a rotating quantum system also will be obtained.  
In the third section of this work statistical mechanics of an electron gas in a magnetic field is 
considered. This question was investigated by many during the last century. Many 
hundreds experimental and theoretical works were summarized in the treatises (Lifshits, 
I.M. et al., 1973; Shoenberg, 1984). However, together with successful theoretical 
explanations of many experimental effects some paradoxes and discrepancies with observed 
facts remain unaccounted. 
“Finally, it is shown that the presence of free electrons, contrary to the generally adopted 
opinion, will not give rise to any magnetic properties of the metals”. This sentence ends a 
short report on the presentation “Electron Theory of Metals” by N. Bohr, given at the 
meeting of the Philosophical Society at Cambridge. It was well-known that a charged 
particle in a uniform magnetic field moves in a circular orbit with fixed centre in such a way 
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that the time average value of the magnetic moment, generated by this motion, is directed 
opposite to the magnetic field and equal to the derivative of the kinetic energy with respect 
to the magnetic field.  N. Bohr computed the magnetic moment of an electron gas by 
statistical mechanics with the density of distribution that is determined only by a 
Hamiltonian. Zero result of this theory (Bohr – van Leeuwen theorem) is the first paradox. 
Many attempts of derivation and explanation of this were summarized in the treatise (van 
Vleck, 1965). The most widespread explanation was that the magnetization generated by the 
electrons moving far from the bound is cancelled by the near-boundary electrons that reflect 
from the bound. But this explanation is not correct because, when formulae are derived in 
statistical mechanics, any peculiarities of the near-boundary states shall not be taken into 
account.  Another paradox of the common theory went unnoticed. It is well known that a 
uniform magnetic field restricts an expanse of a charged particles gas in the plane 
perpendicular to the field.  But from common statistical mechanics it follows that the gas 
uniformly fills all of the bounded area. The diamagnetism of some metals also was left non-
explained. 
L.D. Landau (Landau, 1930) explained the diamagnetism of metals as a quantum effect. He 
solved the quantum problem of an electron in a uniform magnetic field. The cross-section of 
the envelope perpendicular to the magnetic field is a rectangle with the sides 2 xL  and 2 yL . 
The solutions are determined by three motion integrals. The first is energy that takes the 
values   21 2 2np с n p m    , where с  is the cyclotron frequency с eH m  ,  e  is 
the charge and m  is the mass of an electron, H  is the magnetic induction, n  is a positive 
integer or zero. The second is the z  component of the momentum p . The third motion 
integral is the Cartesian coordinate of the centre of the classical orbit.  It takes the values 

 j xy eHL j  , where 0, 1, 2,... x yj eHL L      . The thermodynamical potential with 
this energy spectrum, when the spin degeneracy is taken into account, is:  
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Here Bk  is the Boltzmann constant, T is the temperature, 4 x yS L L ,   is the chemical 
potential. If in this formula the summation over n is changed to the integration, the result 

0 does not depend on H , and the magnetic moment  0 0H    M . That agrees to 
the classical and paradoxical Bohr – van Leeuwen theorem. L.D. Landau uses the Euler – 
Maclaurin summation formula in the first order and obtains the amendment that depends 
on the magnetic field. In the limit 0T   the thermodynamical potential has appearance 
(Abrikosov, 1972):  
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where    1 3 1 322 3Fp m N V    , and   is the Fermi energy, 4 x y zV L L L  is the 
volume. This result cannot be correct because the magnetic moment does not depend on the 
Plank constant  and thus it cannot be a quantum effect. This problem is simpler for a two-
dimensional gas.  In this case the common formula of the thermodynamical potential has the 
form: 
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When 0T  , this sum can be computed without to change the summation to the 
integration.  
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It is suggested that the Fermi level is filled. In this case the magnetic moment does not 
depend not only on the Plank constant, but also on the number of the electrons. Therefore 
the fundamental formula for the thermodynamical potential is incorrect. 
In the third section of this work the diamagnetism of an electron gas is investigated with 
taking into account the conservation of zero value of the total angular momentum in 
classical and quantum statistical mechanics. The paradoxes described above are eliminated; 
however many other theories should be reconsidered.  

2. Statistical mechanics of rotating gas 
For the computation of average values of macroscopic quantities it is necessary to derive a 
formula of the phase volume as a function of macroscopic parameters.  This function is called 
“structural function” by Khinchin (Khinchin, 1949) and “number of accessible states (or 
complexions)” by Fowler (Fowler, & Guggenheim, 1939).  It determines the normalizing factor 
in the probability density of the microcanonical distribution (1). In usual theory this function is 
essential to the derivation of formulae that connect statistical physics with thermodynamics. 
The system that will be considered is a collection of N structureless particles. If forces of 
interaction between particles manifest themselves only at distances considerably smaller than 
the average distance between particles, the interaction energy of particles is essential only in a 
small fraction of the phase volume. Therefore, the interaction of particles can be neglected or 
be taken into account as a perturbation in calculating the phase volume and the average values 
(Uhlenbeck & Ford, 1963). Otherwise, if particles interact by a long-range force, this interaction 
needs to be considered using a mean field method. This is a model of an ideal gas under an 
external field. Meanwhile, this external field can be also a periodical crystal field. In the 
commonly considered cases the Hamiltonian and other phase functions of the system can be 
presented as the sum of identical terms, each of which depends on the coordinates and 
momenta of a single particle. Such phase function is said to be a summatory function.  
For integration characteristic functions over a phase space the method by Krutkov will be 
used. The main idea of this method is to make the Laplace transformation of the 
  function with respect the value of the summatory function. Then the product of the N  
like exponents from the terms of the summatory function would be integrated over 
variables of the phase space. The inverse transformation would be made by the saddle-point 
method with using the large parameter N . 
Let us write several equalities with a characteristic function. If the system can be divided 
into two independent subsystems described by non-overlapping groups of phase variables, 
so that 1 2 1 2,        R R R , and the determining functions possess the values 
independently, then 
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that the time average value of the magnetic moment, generated by this motion, is directed 
opposite to the magnetic field and equal to the derivative of the kinetic energy with respect 
to the magnetic field.  N. Bohr computed the magnetic moment of an electron gas by 
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Hamiltonian. Zero result of this theory (Bohr – van Leeuwen theorem) is the first paradox. 
Many attempts of derivation and explanation of this were summarized in the treatise (van 
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statistical mechanics, any peculiarities of the near-boundary states shall not be taken into 
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explained. 
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solved the quantum problem of an electron in a uniform magnetic field. The cross-section of 
the envelope perpendicular to the magnetic field is a rectangle with the sides 2 xL  and 2 yL . 
The solutions are determined by three motion integrals. The first is energy that takes the 
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the charge and m  is the mass of an electron, H  is the magnetic induction, n  is a positive 
integer or zero. The second is the z  component of the momentum p . The third motion 
integral is the Cartesian coordinate of the centre of the classical orbit.  It takes the values 
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where    1 3 1 322 3Fp m N V    , and   is the Fermi energy, 4 x y zV L L L  is the 
volume. This result cannot be correct because the magnetic moment does not depend on the 
Plank constant  and thus it cannot be a quantum effect. This problem is simpler for a two-
dimensional gas.  In this case the common formula of the thermodynamical potential has the 
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It is suggested that the Fermi level is filled. In this case the magnetic moment does not 
depend not only on the Plank constant, but also on the number of the electrons. Therefore 
the fundamental formula for the thermodynamical potential is incorrect. 
In the third section of this work the diamagnetism of an electron gas is investigated with 
taking into account the conservation of zero value of the total angular momentum in 
classical and quantum statistical mechanics. The paradoxes described above are eliminated; 
however many other theories should be reconsidered.  

2. Statistical mechanics of rotating gas 
For the computation of average values of macroscopic quantities it is necessary to derive a 
formula of the phase volume as a function of macroscopic parameters.  This function is called 
“structural function” by Khinchin (Khinchin, 1949) and “number of accessible states (or 
complexions)” by Fowler (Fowler, & Guggenheim, 1939).  It determines the normalizing factor 
in the probability density of the microcanonical distribution (1). In usual theory this function is 
essential to the derivation of formulae that connect statistical physics with thermodynamics. 
The system that will be considered is a collection of N structureless particles. If forces of 
interaction between particles manifest themselves only at distances considerably smaller than 
the average distance between particles, the interaction energy of particles is essential only in a 
small fraction of the phase volume. Therefore, the interaction of particles can be neglected or 
be taken into account as a perturbation in calculating the phase volume and the average values 
(Uhlenbeck & Ford, 1963). Otherwise, if particles interact by a long-range force, this interaction 
needs to be considered using a mean field method. This is a model of an ideal gas under an 
external field. Meanwhile, this external field can be also a periodical crystal field. In the 
commonly considered cases the Hamiltonian and other phase functions of the system can be 
presented as the sum of identical terms, each of which depends on the coordinates and 
momenta of a single particle. Such phase function is said to be a summatory function.  
For integration characteristic functions over a phase space the method by Krutkov will be 
used. The main idea of this method is to make the Laplace transformation of the 
  function with respect the value of the summatory function. Then the product of the N  
like exponents from the terms of the summatory function would be integrated over 
variables of the phase space. The inverse transformation would be made by the saddle-point 
method with using the large parameter N . 
Let us write several equalities with a characteristic function. If the system can be divided 
into two independent subsystems described by non-overlapping groups of phase variables, 
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Here the multiplier   1!N   is not taken into account because it cannot be introduced 
logically in classical statistical mechanics.  Considering the fact that a density of distribution 
for a system is equal to the product of densities of distribution for subsystems, a conclusion 
is drawn in the treatise (Landau, & Lifshitz, E.M., 1980a) that the logarithm of the density of 
distribution should be an additive motion integral and, hence, it should be a linear 
combination of the additive controllable motion integrals, such as the energy, the 
momentum and the angular momentum. However, as it follows from the formula (6) this is 
incorrect for the microcanonical distribution, since the logarithm of the characteristic 
function is meaningless. A system in a thermostat does not have any motion integrals. If the 
invariant set is determined by some conservation laws, its characteristic function is 
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Here A is the range of values of the function  A R . The prevalent formula  a
A a A a     

(Landau, & Lifshitz, E.M., 1980a; Uhlenbeck, & Ford, 1963) satisfies to the equalities (7) and 
(8) but does not satisfy to the equality (6). It is more frequently considered the separation on 
subsystems that conserves the total value of the function. If      1 1 2 2A A A a  R R R , 

then da a x x
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x    1 2 , and the prevalent formula is correct. 

2.1 Classical statistical thermodynamics of rotating gas  

The formula for average values, when the conservation of the angular momentum is taken 
into account, has the form: 
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In these formulae the axis Z  is parallel to the angular momentum L . The angular 
momentum of the gas is    1

, ,N
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 p r p r . The effective Hamiltonian of the gas with the 

fixed angular momentum in the cylindrical coordinates can be obtained from the usual 
formula by substitution 1 2
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  with reduction of the quadratic form to the standard 

appearance. It is:  
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where  2 2U r z is potential energy that confines the particles in bounded volume, and 

the second term of the Hamiltonian is the potential energy of the centrifugal force that leads 
to  a collapse of rotating nebula into disk. This Hamiltonian is not a summatory function. 
Therefore the Krutkov’s method cannot be used for the subsequent computations. 
Let us consider equilibrium of a gas with a rotating rigid body.  The rigid body can be 
determined as the body in which the rotatory degree of freedom can not transfer energy and 
angular momentum to the internal degrees of freedom. This possibility arises when this 
body is a cylindrical rotating envelope with non-ideal surface filled by a gas. The state of the 
gas is characterized by two parameters: the temperature T and the angular velocity  . For 
introducing the statistical parameter that corresponds to the thermodynamical temperature 
it is necessary to deduce the canonical Gibbs distribution for a system that is in equilibrium 
with a thermostat. That can be done, for example, by a method developed by Krutkov 
(Krutkov, 1933; Zubarev,1974).  The conditions of the equilibrium between the rotating 
envelope and the gas are apparent. Those are the equalities of the temperature and the 
angular velocity.Let us determine the angular velocity of a gas. An angular velocity of a 
particle is a stochastic quantity with an average value  . The sum 

1

N
ii


  is the Gaussian 

random variable with the average value gN  . That is the angular velocity of a gas. The 
conditions of the equilibrium between the rotating envelope and the gas are the equality of 
the temperatures and 

 g  .                       (11) 

The total system can be considered as motionless if it will be described in the rotating 
reference frame, when the right part of the equality (11) is zero. The hollow cylinder is the 
envelope, the thermostat, and it keeps the gas spin. It should be named “termospinstat”.  
The potential energy of the centrifugal force  2 2 2cfU m r   is added in the Hamiltonian 
of the gas particle in the rotating reference frame (Landau, & Lifshitz, E.M., 1980a). The 
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velocity nonlinearly because the gas moment of inertia   2
iI Nmr   is the function of the 

angular velocity. This function can be obtained from the Gibbs distribution for a gas in the 
system of reference that rotates with the angular velocity : 
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Here the multiplier   1!N   is not taken into account because it cannot be introduced 
logically in classical statistical mechanics.  Considering the fact that a density of distribution 
for a system is equal to the product of densities of distribution for subsystems, a conclusion 
is drawn in the treatise (Landau, & Lifshitz, E.M., 1980a) that the logarithm of the density of 
distribution should be an additive motion integral and, hence, it should be a linear 
combination of the additive controllable motion integrals, such as the energy, the 
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Here A is the range of values of the function  A R . The prevalent formula  a
A a A a     

(Landau, & Lifshitz, E.M., 1980a; Uhlenbeck, & Ford, 1963) satisfies to the equalities (7) and 
(8) but does not satisfy to the equality (6). It is more frequently considered the separation on 
subsystems that conserves the total value of the function. If      1 1 2 2A A A a  R R R , 
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2.1 Classical statistical thermodynamics of rotating gas  

The formula for average values, when the conservation of the angular momentum is taken 
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In these formulae the axis Z  is parallel to the angular momentum L . The angular 
momentum of the gas is    1

, ,N

i ii
L l


 p r p r . The effective Hamiltonian of the gas with the 

fixed angular momentum in the cylindrical coordinates can be obtained from the usual 
formula by substitution 1 2

N

ii
l L l


  with reduction of the quadratic form to the standard 

appearance. It is:  
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where  2 2U r z is potential energy that confines the particles in bounded volume, and 

the second term of the Hamiltonian is the potential energy of the centrifugal force that leads 
to  a collapse of rotating nebula into disk. This Hamiltonian is not a summatory function. 
Therefore the Krutkov’s method cannot be used for the subsequent computations. 
Let us consider equilibrium of a gas with a rotating rigid body.  The rigid body can be 
determined as the body in which the rotatory degree of freedom can not transfer energy and 
angular momentum to the internal degrees of freedom. This possibility arises when this 
body is a cylindrical rotating envelope with non-ideal surface filled by a gas. The state of the 
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where zh  and R  are the dimensions of the envelope, and 2 2
0 2U Nm  R  is an appending 

constant that does the energy positive. Going to the thermodynamics (it rather can be 
entitled by “thermospindynamics”) it is naturally to consider 2 2  as an external 

parameter and the moment of inertia 2
1

N

ii
I m r


  as a characteristic of the gas. Then 

 2I Nmr F     .                (13) 

The formulae of the isotopes separation (Cohen, 1951) can be obtained from the distribution 
(12). If  2

Bm k T R  the formula (12) can be presented as: 

 

2 2 4 2 2 4
2

0 0 0

3 22 2

0 02

1
2 24 24

ln ,   ,
2 2

B B

z B
B

N m N mF F N m F I
k T k T

e h mk T NmF Nk T I
N

  




     

      
   

R R

R R


R

   (14) 

where 0F  - is the free energy of the ideal gas that does not rotate. Hence it follows that the 
parameters zh , 2R , and correspondingly zP , SP  should be introduced  instead of the 
volume V  and the pressure P . Other thermodynamical equations are changed also. The 
parameter of expansion in the formula (14) can be of the order of unity when 

25 -110 kg, 1 m, 100 K,  100 sm T    R . 

2.2 Quantum statistical thermodynamics of rotating gas  

The characteristic function of the invariant set that takes into account conservation of the 
angular momentum in quantum statistical mechanics can be presented as a set of diagonal 
elements of the operator: 

          
2 2
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ˆˆˆ , 2 exp d exp dE L i E i L L
 

                  H   (15) 

 in the space of microstates of the system. Here 
1

ˆ ˆN

ii
 H h  is Hamiltonian of gas; 

1
ˆˆ N

ii
L l


    is the operator of the total angular momentum of gas; E , L  are values of 

these quantities for the considered macroscopic state;  ,   are real numbers which will be 
defined below. As usually, let us assume that energies of one-particle states, and, hence, 
both eigenvalues of the operator Ĥ  and gas energy E , are expressed by the dimensionless 
positive integers. This formula would be generalized by the transition to representation of 
secondary quantization. In this representation function of one-particle states are 

eigenfunctions of the one-particle Hamiltonian îh  and angular momentum. These functions 
are numbered using index  which consists of a pair of quantum numbers  ,t l , where 

 t  is energy and  l   is the angular momentum at the state  . Let us suppose that 
only two quantum numbers determine the state.  Both the production and annihilation 
operators are determined by the kind of statistics. The operator (15) should be replenished 
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by multiplier that describes the conservation of the particle number. Then the measure of 
the invariant set for N -particle system is: 
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Here the following variables are entered:  

      exp ,   exp ,   expx i y i z i           .            (17) 

Thus, integrals are rearranged into integrals along contours which enclose the origin of 
coordinates. If 0L  then the axis Z  is parallel to the angular momentum L  and 

0,  0L   . The lower operator or sign should be taken for the Bose statistics, and upper 
ones should be taken for the Fermi statistics. The expression of the measure of the invariant 
set in the case of quantum statistics is obtained from the apparent formula of the 
characteristic function (15). This expression is similar to the initial one in the Darwin – 
Fowler method (Fowler, & Guggenheim, 1939), where it was substantiated as a 
mathematical device . These contour integrals can be computed by the saddle-point method, 
when 0L   . The saddle-points determine the values of , ,   . It can be shown that taking 
into account the conservation of the angular momentum does not change statistic mechanics 
of this model of an ideal gas when 0L  .  
Let us describe a quantum gas in a termospinstat with the temperature  T  and the angular 
velocity  . The potential of the centrifugal force would be introduced in the Hamiltonian 
only in classical statistical mechanics (Landau, & Lifshitz, E.M., 1980a). Other method 
should be used for quantum theory. Wave functions in a system of reference that rotates 
with the angular velocity   depend on the time, and should be determined from the 
Schrödinger equation: 
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Dependence of the wave function on the time should be   exp zi zp l t        . 

Then      2exp J 2z zli p l t r m l p              and  J l x is the Bessel function. 

The boundary condition   0 R  determines the energy spectrum: 
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where  j ,l   is the null of the Bessel function  J l x with number in the order of increasing 

 . When 1  ,     j , 2l l     and  j ,1l l . This spectrum is quasicontinuous 
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where  j ,l   is the null of the Bessel function  J l x with number in the order of increasing 

 . When 1  ,     j , 2l l     and  j ,1l l . This spectrum is quasicontinuous 
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because a distance between nearest-neighbor levels is proportional to 2R . The lowest level 
has value  2 2 2m R when  l m  2R . Then the reference point of energy should be 

altered by this value. It conforms to the appearance of the centrifugal force potential in the 
classical system. Energies of states with 0l   are lower than the ones of states with equal l  
and 0l  . Then in the gas the part of particles with 0l  should be more than half, and as 
result a circular current of the probability density should exist. This describes rotating of the 
system. With increasing argument modulus of extremes of the Bessel functions decrease. If 
the values of energy  and positive angular momentum are fixed the value of the null 
number   in the rotating system should be lower than this value in the motionless system. 
Therefore, the gas density increases with distance from the axis in rotating system. 

Let us compute the thermodynamical potential   ln 1 expB p l Bp l
k T k T

        of 

ideal rotating gas when  exp 1Bk T  . Nulls of Bessel functions would be approximated 

by formula    j , 2l l    , but when 1   then  j ,1l l .  The computation is 
performed by passing from summation over   and l  to integration over j  and l . This 
approximation for non-rotating gas leads to the result that differs from the common result 
by the multiplier  4  . The result of computation for the rotating gas is:  
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If this result is compared with that of Eq. (14), it can be shown that amendments differ only 
by coefficients.  

3. Statistical mechanics of electron gas in magnetic field 

The review of the current status of this theory is in the paper (Vagner et al., 2006). There are 
some inaccuracies in this problem consideration besides disregard of the angular 
momentum conservation. To clarify the problem, in the first subsection we consider 
formulations of the one-particle problem in classical and quantum mechanics and its 
simplest application to the statistical mechanics. For simplicity, we will restrict ourselves to 
the case of a two-dimensional gas on a plane perpendicular to the uniform magnetic field 

 0,0,HH . As will be shown the magnetization of electron gas is nonuniform.  We will 
suppose that the magnetization is small as against the uniform field, and will not regard 
effect of it. Then magnetic induction H is proportional to the external magnetic field 
strength by the coefficient 0 . Where it is needed, we imply the plane to be of finite 
“thickness” z , and, for example, the equations of electrodynamics are written for three-
dimensional space. 

3.1 Two-dimensional electron ideal gas in uniform magnetic field 
This problem traditionally is considered in quasiclassical theory (Lifshitz, I.M. et al., 1973; 
Shoenberg, 1984). Some corrections will be inserted in this consideration in the section 3.1.1. 
In this section classical statistic mechanics of ideal gas will be discussed. In the next section 
the new correction will be obtained from the consistent quantum theory. 
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3.1.1 Classical statistical mechanics of ideal gas in magnetic field 
The Hamiltonian of an electron in a magnetic field has the form: 

   21 2m e p Ah                (21) 

where  m  and  e are the mass and the charge of an electron, p is momentum, and A is 
vector potential of the magnetic field:  

    1 1 , ,0
2 2

yH xH  A Hr .                     (22) 

This Hamiltonian does not have the translation symmetry. This symmetry, seemingly, 
should be, if the magnetic field is uniform at an unlimited plane. But a uniform magnetic 
field at unlimited plane is impossible because an electrical current that generates it 
according to Maxwell equation should envelope a part of this plane. It is asserted (Landau, 
& Lifshitz, E.M. 1980b; Vagner et al., 2006) that the Hamiltonian (21) with the vector 
potential (22) would be converted by gauge transformation  , ,f x y z A A . If the 

function 2f eHxy  , then Hamiltonian will be in the  Landau form : 

    2 21 2 -L x ym p eHy p   h ,                          (23) 

and will have the translation symmetry in the direction of the axis X  in return for axial 
symmetry. That is strange assertion because the symmetry is the physical property of the 
system rather than of a method of it description. In fact the transformation to the 
Hamiltonian (23) in classical mechanics is result of the canonical transformation of the 
Hamilton variables with the generating function 2x yp x p y eHxy     . Then 

 1 2 ,  x xp p eHy    1 2 ,  y yp p eHx    ,   x x y y   .  Therefore the ,x yp p (in fact 

,x yp p  ) in the Landau Hamiltonian (23) are not the momentum components in the Cartesian 
coordinates and the absence of the x  coordinate in this Hamiltonian does not lead to the 
momentum x  component conservation. In quantum mechanics the unitary transformation 
with operator  exp 2ieHxy   is equivalent to this canonical transformation. The boundary 

is created by the line of intersection of the plane with a solenoid that generates the magnetic 
field. Electrons, orbits of which transverse this boundary, will be extruded from the area, 
and the gas will evaporate. The more realistic problem is gas in the area with a reflecting 
boundary. 
An isolated electron has three motion integrals. Those are the angular momentum relative to 
the centre of area and two coordinates of the centre electron orbit: 

 ,    ,    
2 2

y x
z y x

p p yxl xp yp X Y
eH eH

                (24) 

 

Two motion integrals that have the physical importance would be created from it: energy 
E and squared centre electron orbit distance from the centre of area 2R : 
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Here   is the radius of the electron orbit.  The motion integral 2R  is proportional to the 
Hamiltonian with opposite direction of the magnetic field. The values of 2R  and  should 
be discrete by the rules of the quasiclassical quantization: 

 2 2 1 12 ,   ;   ,   .
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         (26) 

Here   is magnetic length and c  is cyclotron frequency.  Every energy level nE  is 
degenerated because the integer k  that determines the position of the orbit can take any 
values from zero to 1k , where  1k  is determined by the condition that electron orbit does 
not have  common points with the boundary. That condition would be expressed by 
formula when the boundary is a circle with radius R . Then 

maxk nR  R  or 

 12 1 2 1k n    R . Those are the “ordinary” states. When 1 2k k k  , where  

 22 1 2 1k n    R , the states are nominated “near-boundary state “. Their energies 

are not described by the formula (26). The instant magnetic moment is determined by the 
formula: 
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The first determination is valid for any negative charged particle with and without an 
external magnetic field. The second equality is valid when the vector potential has the form 
(22), or when the equality i iv p  h is transformed by canonical transformation. For the 
ordinary states the averaged over the orbit magnetic moment is z n H   . The 
trajectories of the near-boundary states are composed from arcs and envelop the all area. 
Their magnetic moment is positive. If in the area exists a potential field  U r the orbit 
centers of the ordinary states also move along equipotential lines and the energy values 
depend on k . The degeneration of the energy levels goes off. The angular momentum does 
not represent the electron motion, but rather the position of the electron orbit. From Eqs. (25-
26) it follows that      2 22zl eH R n k    . Then 0zl   if the orbit envelops the 
centre, and 0zl  if the area centre locates out the orbit. If n R a large share of the states 
with energy n  have  angular momentum 0zl  . 
Going to consideration of the ideal gas with electron-elektron collisions, let us suppose that 
the interaction does by a central force. Then total energy and angular momentum are 
conserved. It is generally believed that the area is filled by uniform and motionless positive 
charged background that neutralizes the electrostatic interaction. This assumption is 
inconsistently. If electron gas is in equilibrium with motionless background, its angular 
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momentum should be equal to zero. But then it should be nonuniform as is evident from the 
foregoing consideration. It should be regarded more comprehensively. Let us go to classical 
statistic mechanics for a gas of charged particles in magnetic field. The characteristic 
function of the total system (gas and background) is: 

             g b g g b b g g b bL L     R R R R R RH +H E       (28) 

Here the indexes g and b  denote the quantities those relating to the gas and to the 
background,H  is a Hamiltonian, E  is the value of the total energy. To provide of Gibbs 
distribution for the gas it is needed to integrate the function  g b R R over the phase 

space of the background. Then   g gL R is factored out from integral. The function from 

 g gRH can be factored from integral by the method Krutkov (Krutkov, 1933; Zubarev,1974) 

as   exp g g Bk T RH . Then: 
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The Hamiltonian  g gRH would be represented in the form: 
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Let us substitute Hamiltonian (30) to the formula (29) and take into account  formula 
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  and the Eqs. (8). Then it is obtained: 
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The integration over 1zl  leads to change 1 2

N
z zii

l l


  and after reduction of the quadratic 
form to the standard appearance the Hamiltonian of ideal gas that is collection of 1N   
particles in harmonic potential field is obtained. Obviously, that taking into account 
conservation of the zero value of the angular momentum eliminates the paradoxes that were 
mentioned at the Introduction. The magnetic moment   ln Z 0z B NH k T      . The gas 
is confined by the magnetic field. But that confinement provides to the inconsistency of the 
model that neglects of the electrostatic interaction because the uniform background cannot 
neutralize it.  The model that regards this interaction will be considered below. 

3.1.2 Quantum problem of electron in magnetic field at bounded area 
The quasiclassical description of an electron in a magnetic field would not give the correct 
picture of the probability density distribution and the current density. It would not also 
describe the alternation of the energy spectrum when a perturbation does the classical 
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Here   is the radius of the electron orbit.  The motion integral 2R  is proportional to the 
Hamiltonian with opposite direction of the magnetic field. The values of 2R  and  should 
be discrete by the rules of the quasiclassical quantization: 
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Going to consideration of the ideal gas with electron-elektron collisions, let us suppose that 
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momentum should be equal to zero. But then it should be nonuniform as is evident from the 
foregoing consideration. It should be regarded more comprehensively. Let us go to classical 
statistic mechanics for a gas of charged particles in magnetic field. The characteristic 
function of the total system (gas and background) is: 

             g b g g b b g g b bL L     R R R R R RH +H E       (28) 

Here the indexes g and b  denote the quantities those relating to the gas and to the 
background,H  is a Hamiltonian, E  is the value of the total energy. To provide of Gibbs 
distribution for the gas it is needed to integrate the function  g b R R over the phase 

space of the background. Then   g gL R is factored out from integral. The function from 
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The integration over 1zl  leads to change 1 2
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  and after reduction of the quadratic 
form to the standard appearance the Hamiltonian of ideal gas that is collection of 1N   
particles in harmonic potential field is obtained. Obviously, that taking into account 
conservation of the zero value of the angular momentum eliminates the paradoxes that were 
mentioned at the Introduction. The magnetic moment   ln Z 0z B NH k T      . The gas 
is confined by the magnetic field. But that confinement provides to the inconsistency of the 
model that neglects of the electrostatic interaction because the uniform background cannot 
neutralize it.  The model that regards this interaction will be considered below. 

3.1.2 Quantum problem of electron in magnetic field at bounded area 
The quasiclassical description of an electron in a magnetic field would not give the correct 
picture of the probability density distribution and the current density. It would not also 
describe the alternation of the energy spectrum when a perturbation does the classical 
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motion nonperiodical. But that problem in quantum mechanics also is considered 
insufficiently.  As suggested in the paper (Vagner et al., 2006) the density of the probability 
current of the wave function    exp i    r r  is  

 2 e
m
     

 
j A


.            (32) 

The eigenfunctions   n r  cannot be chosen so that 0j  because any vector potential 
A cannot be equal to a gradient of a continuous function. Then it is necessary for 
stationarity of the states that the current lines to be closed in the area under consideration. 
The boundary condition best suited to the research of this problem is null of the function on 
the circumference that bounds the area:  

  , 0  R                         (33) 

This condition retains the greatest possible symmetry. The current lines in this case are 
concentric circumferences. The density of the current can be zero only at separate 
circumferences. Therefore the magnetization is nonuniform. The magnitudes of the 
eigenfunctions should have the axial symmetry. The localization of the electron cannot 
coincide with any classical orbit because the uncertainties of values of the orbit centre 
coordinates (24) should satisfy to Heisenberg uncertainty relation. 
The Hamiltonian is as follows: 
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The operators 0̂h  and ẑl commutate with each other and each of them with the Hamiltonian 
ĥ . The potential energy  U r  is created by the interaction with other electrons and with a 
neutralizing background. The nonuniform magnetization  rM should be neglected. If the 
potential energy  U r also will be neglected the eigenfunctions of the Hamiltonians ĥ  and 
0̂h  will have the form: 
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 (35) 

Here l  is eigenvalue of the operator of the angular momentum,   , ;a c x  is the degenerate 
hypergeometric function, A  is normalizing factor that depends on l  and  . The eigenvalues 
of energy are expressed by   and l : for the Hamiltonian 0̂h  that is  0 1 2c l        , 
and for ĥ  that is    1 2 2c cl l           . The permissible values of  are 
determined by the boundary condition. In the common theory (Landau, & Lifshitz, E.M., 
1980b; Vagner et al., 2006) that is normability of the eigenfunctions at an infinity plane. Then it 
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is necessary that rn   , where rn  is integer or zero. 
     , 1; ! ! ! Ll

r r r nn l x n l l n x       r
, where  Ll

n x
r

is the Laguerre polynomial. The 
energy spectrum of the operator 0̂h  is       0 0 02 2 1 2c r cn n l n       , where 0n is 
integer. The energy spectrum of the operator ĥ  is     2 2 1c rn n l l      , 

 1 2c n   where n  is integer. There are two kinds of a degeneracy of energy levels of 
those Hamiltonians. The degeneracy of the first kind arise as result of the formulae: 

0 2 1rn n l   , and rn n l   when 0l  .  Every level is degenerated with multiplicity that 
equals to its number. The perturbation  U r  would be described as a power series without 
the linear term. Then the term that is proportional to 2r  in the spectrum of the Hamiltonian 0̂h  
should change the distance between levels without elimination of the degeneration. In the 
spectrum of the Hamiltonian ĥ  the level would be split. The other terms of potential field 
series eliminate the degeneration in the first order of the perturbation theory. The second kind 
of the degeneracy is inherent only to the spectrum of the Hamiltonian  ĥ  in absence of any 
perturbation. Every level is degenerated with infinity multiplicity because when 0l   the 
energy value does not depend on l . At a bounded area the multiplicity would be limited but 
very large and would depend on the magnetic field. That will be shown below. This 
degeneration eliminates by any potential field. The modulo l  would have many integer value, 
and when cl U l    , if that’s possible at some l , the spectrum would be quasicontinuous.  
That is essential because the explanations of many experimental effects rely on the discreteness 
of the Landau spectrum. In so doing ones do not study the model stability relative to the 
electrostatic interaction that is unavoidable perturbation. The other inconsistence of the 
common model is the large-scale negative total angular momentum of the ground state when 
all levels have the identical and large-scale multiplicity of degeneracy.  
Let us study the degeneration eliminating by the boundary condition (33) in the absence of 
other perturbation. The polynomial  Ll

n x
r

has n  simple zeroes, which, if 1rn  , are 
expressed by formula: 
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Here  j ,l i  is a null of the Bessel function  J l x  with number in the order of increasing i .  
Then the function  l n  r

 has  1rn   extremes that are decrease modulo. The extreme 
number   1rn   has the sign  1 n r , and further the function  tends to zero asymptotically. 
Obviously, this function cannot satisfy to the boundary condition (33). When rn     the 
degenerate hypergeometric function has the form: 
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where  L ;l
n x

r
is the polynomial, the nulls of which are less than  , ;rn l i by quantities 

that are proportional to  , and  nT x
r

is the infinite series that at  , ;r rx n l n  is 
proportional to    1 exprl nx x   r . Then the function (35) will have one more null at the large-
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motion nonperiodical. But that problem in quantum mechanics also is considered 
insufficiently.  As suggested in the paper (Vagner et al., 2006) the density of the probability 
current of the wave function    exp i    r r  is  
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A cannot be equal to a gradient of a continuous function. Then it is necessary for 
stationarity of the states that the current lines to be closed in the area under consideration. 
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The operators 0̂h  and ẑl commutate with each other and each of them with the Hamiltonian 
ĥ . The potential energy  U r  is created by the interaction with other electrons and with a 
neutralizing background. The nonuniform magnetization  rM should be neglected. If the 
potential energy  U r also will be neglected the eigenfunctions of the Hamiltonians ĥ  and 
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Here l  is eigenvalue of the operator of the angular momentum,   , ;a c x  is the degenerate 
hypergeometric function, A  is normalizing factor that depends on l  and  . The eigenvalues 
of energy are expressed by   and l : for the Hamiltonian 0̂h  that is  0 1 2c l        , 
and for ĥ  that is    1 2 2c cl l           . The permissible values of  are 
determined by the boundary condition. In the common theory (Landau, & Lifshitz, E.M., 
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 1 2c n   where n  is integer. There are two kinds of a degeneracy of energy levels of 
those Hamiltonians. The degeneracy of the first kind arise as result of the formulae: 

0 2 1rn n l   , and rn n l   when 0l  .  Every level is degenerated with multiplicity that 
equals to its number. The perturbation  U r  would be described as a power series without 
the linear term. Then the term that is proportional to 2r  in the spectrum of the Hamiltonian 0̂h  
should change the distance between levels without elimination of the degeneration. In the 
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is the polynomial, the nulls of which are less than  , ;rn l i by quantities 

that are proportional to  , and  nT x
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is the infinite series that at  , ;r rx n l n  is 
proportional to    1 exprl nx x   r . Then the function (35) will have one more null at the large-
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scale value x . This null X  tends to infinity when   tends to zero, and it would be shown 
that 
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when 1  . When 1  ,  1, ; 1r rX n l n   . Then the boundary condition (33) 
would be satisfied when  2 22 X R . (In the mathematical handbook (Erdélyi, 1953) it is 
written that the function  , 1;l x   at rn     has 1rn  nulls, but all these nulls are 
determined by the formula that is like to the formula (36).  Then the boundary condition 
would be satisfied at arbitrarily large values   2 22R  only when energy has also large-
scale value). The value of the null  1, ; 1r rn l n    increases when the value of l  
increases. The maximal value 1l , at which the inequality    2 2

12 1, ; 1r rn l n   R  is 
fulfilled, determines the number of the eigenstates of the Hamiltonian  ĥ  that have 1   
(ordinary states).  It can be shown that when 1 rl n  then     2 2

1 2 1 2rl n   R R . 
The quantum number of the energy n  is equal to rn  because when 0l   the energy 
depends on l  only by  ,n l . This number of the ordinary states is consistent with the 
estimate that was obtained in classic mechanics theory in section 3.1.1 and in the work 
(Landau, 1930). Those ordinary states are quasi degenerated. The multiplicity of this 
degeneration is proportional to the magnetic field.  Then the main term in the 
thermodynamical potential, as it was computed by Landau (Landau, 1930), should not 
depend on the magnetic field, and the Bohr – van Leeuwen theorem is vindicated. When 

1l l  and 0l   the other nulls that are described by the formula (36) would satisfy the 
boundary condition. Those are the near-boundary states, and in this case are not restrictions 
on the values of   besides 0 1  . There are n  near-boundary states.  
In the section 3.2 it will be shown that for statistical mechanics of the electron gas in the 
magnetic field the Hamiltonian 0̂h  has fundamental importance. Let as study the spectrum 
of this Hamiltonian with boundary condition (33). Then 
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The degenerate levels are transformed in zonule. It follows from formula (39) that the 
zonule upper edge is determined by minimum value of    0 1 ! !r rn n n   that is roughly  
  2

0 2 !n   . In the vicinity of 0 2rn n  a shift of energy   most slowly varies with rn .  It 
means that a density of states is the highest in the vicinity of the zonule upper edge. The 
zonule lower edge is shifted by   2

min max 0 0 max2 ! !n n      . The zonule width 
 max 0n increases with 0n  if    2 2

02 2n R . If  max 0 1 2n   then number of states on 
each interval of energy values of width 2c  is equal to 0n , (the spin will be taken into 
account subsequently). For   max 0 1 2n   zonules overlap, gaps in the spectrum disappear, 
and the number of states in the interval becomes less than 0n , i.e., grows of the density of 
states is decelerated with energy increase. That is transitive area of energy.  For higher 
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values of energy not the greatest but other nulls, which are described by formula (36), satisfy 
the boundary condition. With the approximate formula for the nulls of the Bessel function 
   j , 2l l    the second in magnitude null of the function (35) with rn   is 

   2 2 2
0 0 08 2 8n n n      . When it will be so that 2 2 2

0 8 2n R  the boundary 
condition should be satisfied only not the greatest but other nulls of the degenerate 
hypergeometric function. Corresponding values of energy look like: 
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where 2rn n    and    is not described by the formula (39). They coincide with 
eigenvalues energy in a circular potential well with reflecting boundaries (see formula (19)). 
The spectrum becomes quasicontinuous as distances between the nearest levels are 
proportional to 2R . The density of states does not depend on energy, as well as for two-
dimensional gas of free particles. The function (35) would be expanded in series over the 
Bessel functions (Erdélyi, 1953) and the first term is proportional to   J 2l r m . The 
parameter of this expansion is   1 2

0n  . Hence, the wave functions in this approximation also 
coincide with free electron wave functions. This form of the spectrum would be illustrated 
by the classical consideration. If the formula (34) would be considered as the classical 
Hamiltonian, the ultimate energy for which the classical accessible area is determined by the 
parabolic potential is equal to 2 2 8cm R . That within a factor   that is close to 1 coincides 
with the energy of the transitive area and with energy of the transition to quasicontinuous 
spectrum  2 2 22 cm  R .  
These results can be described as energy spectrum breakdown into two bands. A 
spectrum lower part is denoted as a magnetic band, and the upper one will be denoted as 
a conduction band. Bands are not separated by a gap or sharp boundary, but far from 
transitive area the density of states and wave functions differ substantially. Fine structure 
of the density of states in the lower part of magnetic band represents the narrow zonule 
separated by gaps. The total width of the allowed zonule and gap is equal to 2c .  
Number of states in an interval with number 0n is equal to 0n . In the transitive area gaps 
disappear and in the conduction band the spectrum is quasicontinuous. The maximum of 
magnitude of a wave function in the magnetic band is localized within a ring of width 
about 2  and about 02R n  in radius. The density of states in the magnetic band, 
averaged over the interval 2c , is  2

0 02 4c cn      and grows with energy. In the 
transitive area this grows is decelerated, and in the conduction band the density of states 
does not depend on energy and is equal to 2 22m R (without spin consideration). It is 
believed that the magnetic band is finished when 2 2

0 4 bn n R  or 2 2
0 8c bm   R  as 

would be expected from the quasiclassical consideration. Then the density of states will be 
continuous.  

3.2 Statistical mechanics of electron gas in uniform magnetic field with regard for 
electrostatic interaction 
The quantum-mechanical average value of the magnetic moment in the ordinary eigenstate 
of the Hamiltonian  ĥ  in absence of the potential energy  U r is: 
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The degenerate levels are transformed in zonule. It follows from formula (39) that the 
zonule upper edge is determined by minimum value of    0 1 ! !r rn n n   that is roughly  
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values of energy not the greatest but other nulls, which are described by formula (36), satisfy 
the boundary condition. With the approximate formula for the nulls of the Bessel function 
   j , 2l l    the second in magnitude null of the function (35) with rn   is 

   2 2 2
0 0 08 2 8n n n      . When it will be so that 2 2 2

0 8 2n R  the boundary 
condition should be satisfied only not the greatest but other nulls of the degenerate 
hypergeometric function. Corresponding values of energy look like: 

          
12 2

2 2
0 0 0 02 22 j , , j ,

2 2 2
c cn n l l l

m
      




      
 

  R
R

  (40) 
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          ,z n l H e m n eH m H                     (41) 

It is a negative quantity because the positive term that proportional to  H  is small. In 
the paper (Landau, 1930) were taken into account only ordinary states. Then the quantum-
statistical average value of the gas magnetic moment must be: 
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Here  ,n ln  is the average occupation number of the state  ,n l ,  D H  is the 
multiplicity of degeneracy that in this case does not depend on the state energy and depend 
on the magnetic field. But in this work the magnetic moment of the gas was computed as  
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When this result is compared with the formula (42) it is apparent that the thermodynamical 
potential   is determined incorrectly. 
Let us obtain the density of distribution for an electron gas that is at equilibrium with 
thermostat, which is described by classical mechanics. The conservation of the zero value of 
the angular momentum also will be taken into account. The characteristic function of this 
system is:  
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This formula is obtained on a basis of the properties of characteristic functions that was 
described in the formulae (6 – 8), and the quantum characteristic function (see formula (15)). 
Here E  is a total energy, E  is the energy of the electron gas, thH  is the Hamiltonian of the 
thermostat that is a summatory function of the classical variables. Values of energy are 
expressed by the dimensionless positive integers, and the angular momentum is measured 
in  .  The expression of the Hamiltonian ĥ  as the sum  0

ˆ2ˆ
c zlh  is taken into account. 

Then the second equality in (44) would be rewritten as: 

      
2

0
0 0

exp d dE thI E a a i


    



 



               
 H E E E   (45) 

Statistical Mechanics That Takes into Account Angular  
Momentum Conservation Law - Theory and Application 

 

463 

by using the formula (8). Let us generalize the Krutkov method (Krutkov, 1933; Zubarev, 
1974) for this case. We calculate the Laplace transformation with respect the total energy E . 
To do this let us multiply the function   12 EI   (formulae (44 - 45) by  exp E and 
integrate over E  between 0  and  . Then the integrations over E  and   can be performed, 
and the result is: 

      
2

0
0 0

exp d d



 



               
 E thI E a a i



    H E E E        (46) 

where     ,f E f E    L L  is Laplace transform of a function  f E . The integration over 
the thermostat phase space leads to the formula: 
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where 1  is the phase space of a thermostat particle and thh  is its Hamiltonian and thN is 
the number of thermostat particles. As result of inverse Laplace transformation we obtain: 
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This integration can be performed by the saddle-point method because thN is a large-scale 
number. The saddle-point   1

0 Bk T   is determined by the first exponent, and the second 
exponent that depend on variables-operators of the quantum subsystem can be factored 
from integral at   1

Bk T  as well as in the classical case.The result should be substituted 
into (44).  Then the non-normalized statistical operator is obtained: 
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Here the first multiplier is the common formula of the statistical operator for the quantum 
Gibbs distribute (Landau, & Lifshitz, E.M., 1980a; Zubarev, 1974). The second multiplier 
would be computed by the Darwin – Fowler method (Fowler, & Guggenheim, 1939) like as 
in the formula (16) and describes the conservation of the particle number. If the grand 
canonical ensemble is considered, then the statistical operator of particle number  

   1ˆ expN Bk T a a   
 



   
 

             (50) 

would be obtained from this multiplier by the Krutkov method. The last multiplier in 
formula (49) cannot be computed by those methods because it does not have any large-scale 
parameter.  This multiplier imposes constraints on ensembles that the total angular 
momentum equal to zero. If Hamiltonian and an operator that should be averaged have the 
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commutative term that is proportional to the total angular momentum operator, this term 
should be eliminated when the averaging is performed. That is the reason for the change   
to 0  in the Hamiltonian  0 a a 

 
  in the formula (48). 

The model that will be considered below is described by the Hamiltonian: 
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Here  U r  is potential of the self-consisted electric field that describes interaction of an 
electron with other electrons and neutralizing background that have the form of circle with 
radius R .  
The electron density in the magnetic field should be distributed in such a way as to shield 
the external potential 2 2 8cm r . This shielding cannot be perfect. The current that would be 
generated by a residual potential would be compensated by the diffusion current that 
generated by an inhomogeneity of the electron density. Because the kinetic energy in the 
Hamiltonian (51) has the standard form, electrons density distribution and self-consistent 
potential can be calculated by the density functional method, described in the work (March, 
1983). In this approximation, energy of the ground state of electron gas is presented in the 
form of functional of the gas density, i.e., number of particles per unit of area  r : 
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Here 2 2 2m   is density of kinetic energy of two-dimensional degenerated Fermi gas 
(each state is supposed to be twice degenerated), the second addend describes energy of 
electrons Coulomb interaction, 0e  is vacuum inductivity, the third addend is energy of 
electrostatic interaction with the neutralizing background, the last addend described gas 
potential energy in the effective harmonic potential depending on magnetic field. The 
neutralizing background has the charge density  0e Y r R and generate the potential 

 eu r . This potential would be expressed by the elliptical integrals and is approximated by 
the parabola and a repulsing bound. The step function   1Y x  at 0x   and    0Y x   at 

0x  . The constant 0eu would be assigned so that the potential energy in the effective 
Hamiltonian would be zero at 0r  . All integrations are made over the area C , which is a 
circle of radius R . The functional  0E   r  should be minimized under the following 
supplementary condition:  

   2
0C

 d   r r R        (53) 

The quadratic term of the residual potential is of chief interest. Therefore the minimization 
would be performed in the quadratic approximation. The test function has the form: 

   2 4 2
0r r      R R ,            (54) 
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and as result we obtain: 
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where 2 2
0 04a me e  is Bohr radius. The Lagrange multiplier  , which has meaning of 

the chemical potential or the Fermi energy is obtained: 

  2 2 2
0 0 0 012 12c cm m a m a         R R ,        (56) 

where 0  is the Fermi energy of two-dimensional electron gas in absence of a magnetic 
field. The residual potential energy has the form   2 2

04 3 8ca m rR . It is expressed 
conveniently by new frequency 04 3r c a  R .  Then one-particle effective Hamiltonian 
will have the form that was study in the previous subsection: 
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The Coulomb interaction and the electron density inhomogeneous that are neglected 
commonly decrease the frequency c r  or another way the effective charge  re e  by 

factor 4
04 3 10a R . This factor does not depend on the electron density if this density 

satisfies to the condition of the degeneration. The operator of the total magnetic moment 
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e m l e HrM . When the quantum-statistical average is computed, 
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alter. Hence it should be considered separately. 
The electron gas always interacts with electromagnetic field that in the ordinary 
circumstance has zero temperature. This leads to the fact that the gas passes to the ground 
state by the spontaneous photon irradiation. The role of statistical mechanics is that it 
imposes a constraint on a value of the angular momentum in the ground state. The energy 
of the ground state with zero angular momentum would be computed by the spectrum of 
the one-particle states that was described in the previous subsection. The energy levels, the 
degeneracy multiplicity, and the boundary of the magnetic band are determined only the 
orbital motion. Then the energy of the magnetic band is: 
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The number of states in the magnetic band equals to:  

    2 2 2 3 2
01 12b b b bN n n n e a H     R                     (59) 

The quantity bn  is discrete; therefore the formulae (58 – 59) describe a smoothed function. 
The distance between the neighboring spikes in mbE  is 2

r bn . If bN  is less than the number 
of electrons 2

0N   R  the energy of the ground state with a glance the formula (56) is: 
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Here the first term is the energy of the electron gas in the absence of a magnetic field. The 
second term that makes the main addend in the magnetic moment is the product of the 
Fermi energy of the electron gas 0 and the additional term in it, which depends on the 
magnetic field (formula (56)). The third term in the formula (60) is created by the addends 

mbE , the squared additional term of the Fermi energy, and the negative addend in the result 
of integration  2 2 22bm  R . The last term in this formula describes the energy lowering by 
the spin polarization. It always is smaller than the second term. The magnetic moment is: 
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where  2 4pE e H m  R . The first term is the diamagnetic moment of the orbital motion in 
the states of the conduction band. It is proportional to the electron density and third power 
of the radius as distinct from the result of the Landau theory (see to formula (5)). This 
formula would be obtained by other way. Let us consider the density of electric current 
(formula (32)) in the ground state with zero angular momentum: 
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The magnetic moment is: 
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The first term equals to zero because    2

0
2 d 1 nl r r r 

R
 and  , 0

nl
n l l  n . Let us 

change in the second addend      2 ,nlnl
r n l r  n . Then the integration gives both the 

first and the second terms of the formula (61). If the sum  ,
nl

n l l n  will be computed in 
the common theory, the linear with respect to the magnetic field terms in the formula (63) 
will cancel.  
The orbital diamagnetic susceptibility decreases with increasing of the magnetic field. This 
function also has a spikes that is caused by the addend 2 2

mbE H  . When bN  will be equal 
to 2

0N   R  the diamagnetic susceptibility will be zero. When the magnetic field is 
stronger, the Fermi energy remains on the level Fn N  of the magnetic band and 
increases proportionally to magnetic field. The magnetic moment remains constant. The 
paramagnetic moment also does not increase because the density of states on the Fermi level 
decreases linearly. The value of the magnetic induction whereby the saturation of the 
magnetic moment will start is: 
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If 19 -2
0 10  m  , 0.1 mR , then 5,15 TsH  and 2 -12.92 10  J T   sM . 

4. Conclusion  
The fundamental theory of statistical mechanics requires taking into account the law of the 
angular momentum conservation. The fulfilment of this requirement does not introduce any 
essential alterations into statistical thermodynamics, when the angular momentum of the 
system equal zero and the system Hamiltonian is a positive definite quadric form of all 
momenta. An equilibrium isolated system would have nonzero angular momentum only if 
an attraction of particles can resist centrifugal forces, as it is in nebulas. A gas can be in 
equilibrium with a rotating envelope that is a termospinstat. The condition of this 
equilibrium is the equality of the average value of sum of particles angular velocities to the 
angular velocity of the envelope. The Gibbs density of distribution and the 
thermodynamical functions are generalized for this case. If a system has the angular 
momentum equal to zero, the conservation of this value is important only when the 
Hamiltonian or/and an averaged quantity depend on the angular momentum. The problem 
of an electron gas in a uniform magnetic field is considered with taking into account the 
conservation of the zero value of the angular momentum. This consideration eliminates the 
paradoxical statement of the conventional theory that diamagnetic moment of the gas equals 
zero in classical as well as quantum physics (the Bohr – van Leeuwen theorem). The new 
formulae for the magnetic moment of the electron gas are obtained. It also leads to the effect 
of confinement of two-dimensional gas of charged particles by magnetic field. This results in 
effect of a non-uniform density of a gas, which decreases with distance from a center 
according both to classical as well as quantum theory. Then the model of noninteracting 
charged particles does not have areas of application. Many theories should be reconsidered, 
if they are founded on this model and on the statistical mechanics which does not take into 
account the angular momentum conservation law.  
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The Role and the Status of Thermodynamics in 
Quantum Chemistry Calculations 

Llored Jean-Pierre 
CREA/Ecole Polytechnique 

France 

1. Introduction 
This chapter aims at understanding what is at stake when thermodynamics is used in 
chemical quantum calculations. Quantum chemistry and thermodynamics seem to be two 
incommensurable scientific worlds the assumptions and the statements of which are 
thoroughly different. So my questions are: How was thermodynamics been integrated into 
the chemical quantum background at the very beginning of quantum chemistry? What are 
its role and status in current Density Functional Theory and others quantum methods used in 
chemistry? 
I refer both to history and epistemology to grasp this entanglement of scientific approaches. 
First of all, I propose to analyze how thermodynamics became involved in chemistry. In this 
respect, I will point out how the concept of energy provides the old chemical affinity with a 
quantitative tool to understand chemical transformations. The birth of thermochemistry 
aroused opposition between two old rival conceptions of matter that framed the history of 
chemistry, that is to say the aggregate and the ‘mixt’ stances1.  
I will then highlight that this duality of conceptions was still at stake when Mulliken and 
Pauling created two different quantum chemical approaches. In this context, 
thermodynamics was not just used as a mere tool to calibrate methods; it also guided the 
contrivance of new quantum concepts or parameters from the outset.  Following this line of 
reasoning, I will query how the concept of ‘state’, be it electronic or thermodynamic, allows 
us to bridge thermodynamics to quantum chemistry in a different way. I will indicate why 
and how the second law of thermodynamics is reflexively of importance to understand 
molecular calculations and to better grasp the relation between a molecular “whole” and its 
respective parts.  
These investigations are widened by a global overview of the ways thermodynamic 
parameters are currently involved in workaday quantum methods in order to describe 
molecular reactivity.  
To conclude, the paper will query the status of thermodynamics in predictive quantum 
methods. I will insist on the status of the concept of energy and the heuristic power of the 
second law of thermodynamics on quantum grounds. 
                                                 
1 A ‘mixt’ is a chemical combination composed of elements but not bearing the same properties as the 
constitutive elements. Conversely, an aggregate is a mere additive combinations of elements and their 
properties.  
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2. The integration of thermodynamics into chemical grounds: From a 
qualitative to a quantitative affinity 
The new rules of the French Royal Academy of sciences (1699), Wilhelm Homberg’s work 
on the interchangeability of ‘average’ -now called ‘neutral’- salts, the mechanist philosophy 
influences at the end of the seventeenth century, and  as well Paracelsus and the alchemists’ 
traditions, paved the way for the empirical production of affinity tables during the 18th 
century. From Etienne-François Geoffroy (1718) to Bergman (1775), these tables were 
multiplied; some chemists, such as Guyton de Morveau (1773), developed the first 
experimental devices to quantify these affinities (Mi Gyung, 2003; Partington, 1962). 
A shift of the explanatory function of the principles – Aristotelian, Paracelsian, or other, 
which previously accounted for qualities and chemical transmutations, towards the state of 
union between two chemical substances and the concept of process which implies union and 
disunion, gradually occurred (Bensaude-Vincent & Stengers, 1996). This major 
epistemological upheaval led to the attraction between chemical bodies being operationally 
redefined within the context of salts chemistry. The key question of the force or power 
which governed the chemical combinations remained rather unclear and mysterious 
according to Henri Sainte Claire Deville (Deville, 1864) until the chemists integrated 
knowledge of  calorific and thermodynamics  into their own practices. 
Using a new calorimeter with mercury, J.T. Silbermann and P.A Favre showed for the first 
time in 1852 that a chemical decomposition could involve a release of heat. At the same 
time, Julius Thomsen published a paper entitled Les bases d’un système thermochimique2 in the 
Annals of Poggendorf which upset the generally accepted ideas. The differentiation between 
combination and decomposition defended by Claude-Louis Berthollet could not be 
maintained anymore. A chemical act which produces heat was said to occur spontaneously. 
The concept of chemical reaction understood as an observable and measurable phenomenon 
was thus worked out by means of mathematical equations, and new experimental practices 
related to an innovative thermal instrumentation. Pierre Duhem reported a sentence of 
Thomsen according to whom: “When the chemical combination occurs, it releases a quantity 
of heat proportional to the affinity of the two chemical bodies”3 (Duhem, 1893). Thomsen 
originally argued that the heat of a reaction was the true measure of affinity (Kragh, 1984). 
The chemical act became a work to refer to the physicists’ vocabulary but a work 
reinterpreted from within the current framework of chemical knowledge and laboratory 
practices.  In 1873, Marcellin Berthelot precisely applied the Principle of maximum work to a 
chemical reaction (Médoire & Tachoire, 1994). He stated that in the absence of external 
energy, every chemical change tends towards the production of the greatest quantity of heat 
(Nye, 1993). 
As Thermochemistry began to develop, chemists paid attention to other facts which first 
appeared foreign from each other. In 1852, Edmond Fremy and Henri Becquerel showed 
that the production of ozone was an incomplete reaction, a conclusion that Berthelot and 
Pan de Saint Gilles also reached for the esterification reaction ten years later. The chemical 
reaction appeared limited and dependent on the time factor, Sainte Claire Deville and his 
collaborators widened and strengthened those findings thanks to many experiments 

                                                 
2 ‘The foundations of a thermodynamic system’, my translation. 
3 The French original sentence is : ‘Lorsque la combinaison se produit, il se dégage une quantité de chaleur 
proportionnelle à l’affinité des deux corps.‘ 
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(Daumas, 1946). After many attempts, Maximilian Güldberg and Peter Waage asserted in 
1861 that they were able to "find for each element and each chemical combination, numbers 
which express their relative affinity"4 (Güldberg & Waage, 1867). Güldberg and Waage 
quickly connected the emerging concept of chemical equilibrium with the notion of affinity 
so as to designate the chemical force which was supposed to lead to the equilibrium. They 
then established the crucial chemical law of mass action while studying reaction rates, and 
the effects of time, temperature and mass factors.  
The development of the energy approach in chemistry was the result of a fortuitous 
combination of independent works proposed by Wilhelm Hortsmann in Germany, by Josiah 
Willard Gibbs in America and by Bakhuis Roozeboom and J.H. Van't Hoff in Holland. 
Hortsmann integrated Rudolf Clausius’ considerations on isolated systems into chemistry. 
In so doing, he rediscovered in 1873 the law of mass action by means of calculation without 
having any idea that it had already been found on other grounds. The same year, Gibbs, 
published a paper entitled ‘On the equilibrium of heterogeneous substances’, within which he 
proposed a mathematical description of chemical equilibrium. This work remained mostly 
unknown by chemists because they didn’t have the necessary basic mathematical 
knowledge to grasp it. In 1882, Hermann von Helmholz rediscovered Gibbs’ results -which 
he totally ignored- using the theory of heat published by J. Clark Maxwell in 1871.  All these 
publications gave rise to new chemical concepts which dealt with energy changes in a 
chemical system submitted to the action of the various forces that led to an equilibrium. One 
must have distinguished, according to Helmholtz, between the part of energy which 
appeared only as heat and the part which could be freely converted into other kinds of 
work, i.e. the “free energy”. Subsequently, the production of a decrease in free energy 
enabled chemists to explain chemical stability (Kondepudi & Prigogine, 1998). In 1884, 
Pierre Duhem introduced the notion of internal thermodynamic potential by analogy with 
classical mechanics (Duhem, 1902). 
Applications to experimental chemistry by the Dutch school, for example, Roozeboom had 
to cope with difficulties in interpreting hydrobromic acid decomposition in the presence of 
water in the gas phase. His colleague physicist J.D. Van der Waals suggested to him to use 
Gibbs’s work and helped him to put forward the so-called phases rule. Van't Hoff established 
the law of equilibrium variation depending on temperature and gave to the measure of the 
affinity as the expression of the maximum work that the system must be able to provide 
under defined conditions. According to Van’t Hoff, affinity was the leading force which 
produced chemical transformation. The change of affinity sign accompanied the change in 
the direction of the reaction which occurred at the transition point (Kragh & Weininger, 
1996). From that time onwards, researchers gradually moved their attention to other factors 
of equilibrium. In 1888, Henry Le Chatelier proposed a way to predict how a chemical 
equilibrium moved according to the variation of the factors on which it depended. Chemical 
affinity became therefore one of the many aspects of the chemical act allowing improved 
forecasts and performances. 
At the beginning of the twentieth century, chemists attempted to know not loner why, but 
how matter is transformed. Chemical kinetics studied the process of transformation of 
matter. Swante Arrhenius introduced the concept of energy activation, researches gradually 

                                                 
4 The French original sentence is : " (…) trouver pour chaque élément et pour chaque combinaison chimique, 
des nombres qui expriment leur affinité relative" 
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originally argued that the heat of a reaction was the true measure of affinity (Kragh, 1984). 
The chemical act became a work to refer to the physicists’ vocabulary but a work 
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2 ‘The foundations of a thermodynamic system’, my translation. 
3 The French original sentence is : ‘Lorsque la combinaison se produit, il se dégage une quantité de chaleur 
proportionnelle à l’affinité des deux corps.‘ 
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(Daumas, 1946). After many attempts, Maximilian Güldberg and Peter Waage asserted in 
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4 The French original sentence is : " (…) trouver pour chaque élément et pour chaque combinaison chimique, 
des nombres qui expriment leur affinité relative" 
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turned to focus on the question of the energy transfer and the direction of collisions between 
chemical bodies. Wilhelm Ostwald succeeded in describing chemical equilibrium without 
making any reference to atoms (Ostwald, 1919). Two antagonistic approaches of matter 
were at stake. Thermochemistry revolved around energy and denied any reality to atoms 
whereas chemical kinetics was based on the atomic assumption.  Thomsen, for instance, 
used structural theory to assign heats of formation to specific bond types found in organic 
molecules. In this respect, he tried to reduce chemical properties to a mere juxtaposition of 
atomic properties. Others, like F.W. Clarke tried to connect the heat of formation with the 
one and only number of atomic linkages within the molecule. By doing so, he tried to 
connect valence with affinity (Weininger, 2001). All the attempts that tried to understand 
affinity thanks to additive and reductive descriptions failed.  
To sum up this first part, I would like to emphasize that the integration of thermodynamics 
within the frameworks of chemistry was made possible because chemists were looking for a 
quantitative measure of affinity. The way thermodynamics became thermochemistry 
depended on the instrumentation and the practices that chemists contrived to tackle the 
challenge of affinity. As the philosopher Joseph Rouse points out: ‘Practices are not just 
pattern of action, but the meaningful configurations of the world within which actions can 
take place intelligibly, and thus practices incorporate the objects that they are enacted with 
and on and the settings in which they are enacted’. (Rouse, 1996, p.135). Thermodynamics 
was thus integrated into chemical projects and then transformed by such integration 
because it made chemists goals achievable and intelligible within such new practical 
backgrounds. 
I suggest we should take more distance and consider the whole history of chemistry to 
analyze the way this integration actually took place.  Let us widen the circle to grasp what is 
at stake behind this integration and how the duel between different conceptions of matter 
will remain active at the very beginning of quantum chemistry. This study will enable us to 
understand the role of thermodynamics in the first chemical quantum calculations. 

3. The integration of thermodynamics into first quantum methods: The 
reviving of the aggregate/’mixt’ duel 
3.1 Two conceptions of matter and the thermodynamics embodiment within chemical 
practices 
First and foremost, I would like to develop the opposition of conceptions of matter we 
previously stressed. Duhem’s claim for an energy description of molecules that need not 
rely on any atomic assumption reminds us of other historical oppositions. 
In the seventeenth century for instance, Nicolas Lemery in his famous Cours de Chymie, tried 
to account for chemical transformations by means of a multitude of corpuscles with 
different forms. Gabriel-François Venel argued that this reductive approach was unable to 
explain and predict chemical properties. Venel asserted that chemists studied ‘mixt’ whereas 
mere ‘aggregates’ came under mechanics. Venel used Georg Ernest Stahl’s distinction 
between an aggregate which was defined as a mere sum of various substances that 
continued to exist in the whole compound, and a ‘mixt’ within which reactants disappeared 
to form an emergent new whole with specific properties. Two conceptions of matter were at 
odds in this context and became progressively more important within the debate. On the 
one hand, mechanics considered matter to be homogeneous, without qualities and 
necessarily informed by something from outside. This kind of matter representation solely 
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described by its form and motion could not account for the world of chemical activities and 
diversity according to Venel. On the other hand, most chemists considered matter to be 
heterogeneous and able to act and react (Bensaude-Vincent & Simon, 2008). More often than 
not, chemists pragmatically used one description or the other according to their laboratory 
goals. As Bensaude-Vincent and Simon write: ‘We prefer to see this duel between the two 
approaches as a characteristic feature of the history of chemistry. Chemists have always 
been confronted with this interpretative dichotomy, and, depending on the period, they 
have opted for a version of atomism or an elementary approach, or else have tried to 
reconcile the two.’ (Bensaude-Vincent & Simon, 2008, p. 128). 
Not only did thermodynamics enable chemists to construe a quantitative version of affinity 
but it also fitted very well into the cultural background that had been framing chemists’ 
activities for a long time. Thermodynamics embodiment within chemical practices was thus 
at least twofold; it provided chemists with quantitative tools for understanding chemical 
reaction while recasting old oppositions of matter representations. Along with this 
perspective, thermodynamics could easily be integrated into the usual chemical way of 
thinking about matter while reconfiguring it. As Rouse claims (1996, p.157): ’In order to 
understand how scientific knowledge is situated within practices, we need to take account 
of how practices are connected to one another, for knowledge will be established only 
through these interconnections. Scientific knowing is not located in some privileged type of 
practice, whether it be experimental manipulation, theoretical modeling, or reasoning from 
evidence, but in the ways these practices and others become intelligible together.’ 
Duhem focused his work on the dichotomy between the ‘mixt’ and the aggregate referring 
to Aristotle’s philosophy (Needham, 1996). Like Sainte-Claire Deville and Berthellot, but not 
because of the same positivist reasons, he rejected atomism then deeply rooted in structural 
organic chemistry. According to the structural molecular paradigm, the physical 
arrangement of the constituent elements accounted for the properties of the whole 
compound. Since Lavoisier, chemists have been explaining the properties of compounds  by 
reference to the nature, the proportion and, more recently, the bonds of its constitutive parts, 
be they atoms or elements: a logic that runs from simple to complex frameworks in post-
Lavoisian chemistry (Bensaude-Vincent & Simon, 2008). Conversely, the holistic energy 
approach used compounds to explain the properties of the elements. In this respect, 
atomism had a weak explanatory power because it could not completely illuminate 
chemical processes. According to Duhem, chemical formula could make chemists believe 
that substances remained unchanged when they entered into combinations whereas they 
only existed potentially within them (Duhem, 1902). Joseph Earley has recently proposed an 
argument on the same lines. He uses the example of sea water in which salt and water cease 
to exist in their actual states–because for instance of solvatation- but they can be reproduced 
by distillation (Earley, 2007). When the ‘mixt’ ceases to exist, it is made to reproduce its 
separate constituents as Venel might have asserted. In this respect, water and salt potentially 
exist in sea water but do not actually exist within it. Duhem then undertook to retranslate 
Aristotle’s concept of power into that of the thermodynamic potential (Duhem, 1902). 
Measurable properties and mathematics allowed him to describe chemical reaction within 
the context of thermochemistry.  
Duhem rejected both the idea of valence taken as an intrinsic atomic property and the 
concept of atomicity. According to him, the whole components could only give rise to 
valence information but not the contrary. The opposition between a holistic approach of 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

472 

turned to focus on the question of the energy transfer and the direction of collisions between 
chemical bodies. Wilhelm Ostwald succeeded in describing chemical equilibrium without 
making any reference to atoms (Ostwald, 1919). Two antagonistic approaches of matter 
were at stake. Thermochemistry revolved around energy and denied any reality to atoms 
whereas chemical kinetics was based on the atomic assumption.  Thomsen, for instance, 
used structural theory to assign heats of formation to specific bond types found in organic 
molecules. In this respect, he tried to reduce chemical properties to a mere juxtaposition of 
atomic properties. Others, like F.W. Clarke tried to connect the heat of formation with the 
one and only number of atomic linkages within the molecule. By doing so, he tried to 
connect valence with affinity (Weininger, 2001). All the attempts that tried to understand 
affinity thanks to additive and reductive descriptions failed.  
To sum up this first part, I would like to emphasize that the integration of thermodynamics 
within the frameworks of chemistry was made possible because chemists were looking for a 
quantitative measure of affinity. The way thermodynamics became thermochemistry 
depended on the instrumentation and the practices that chemists contrived to tackle the 
challenge of affinity. As the philosopher Joseph Rouse points out: ‘Practices are not just 
pattern of action, but the meaningful configurations of the world within which actions can 
take place intelligibly, and thus practices incorporate the objects that they are enacted with 
and on and the settings in which they are enacted’. (Rouse, 1996, p.135). Thermodynamics 
was thus integrated into chemical projects and then transformed by such integration 
because it made chemists goals achievable and intelligible within such new practical 
backgrounds. 
I suggest we should take more distance and consider the whole history of chemistry to 
analyze the way this integration actually took place.  Let us widen the circle to grasp what is 
at stake behind this integration and how the duel between different conceptions of matter 
will remain active at the very beginning of quantum chemistry. This study will enable us to 
understand the role of thermodynamics in the first chemical quantum calculations. 

3. The integration of thermodynamics into first quantum methods: The 
reviving of the aggregate/’mixt’ duel 
3.1 Two conceptions of matter and the thermodynamics embodiment within chemical 
practices 
First and foremost, I would like to develop the opposition of conceptions of matter we 
previously stressed. Duhem’s claim for an energy description of molecules that need not 
rely on any atomic assumption reminds us of other historical oppositions. 
In the seventeenth century for instance, Nicolas Lemery in his famous Cours de Chymie, tried 
to account for chemical transformations by means of a multitude of corpuscles with 
different forms. Gabriel-François Venel argued that this reductive approach was unable to 
explain and predict chemical properties. Venel asserted that chemists studied ‘mixt’ whereas 
mere ‘aggregates’ came under mechanics. Venel used Georg Ernest Stahl’s distinction 
between an aggregate which was defined as a mere sum of various substances that 
continued to exist in the whole compound, and a ‘mixt’ within which reactants disappeared 
to form an emergent new whole with specific properties. Two conceptions of matter were at 
odds in this context and became progressively more important within the debate. On the 
one hand, mechanics considered matter to be homogeneous, without qualities and 
necessarily informed by something from outside. This kind of matter representation solely 

 
The Role and the Status of Thermodynamics in Quantum Chemistry Calculations 

 

473 

described by its form and motion could not account for the world of chemical activities and 
diversity according to Venel. On the other hand, most chemists considered matter to be 
heterogeneous and able to act and react (Bensaude-Vincent & Simon, 2008). More often than 
not, chemists pragmatically used one description or the other according to their laboratory 
goals. As Bensaude-Vincent and Simon write: ‘We prefer to see this duel between the two 
approaches as a characteristic feature of the history of chemistry. Chemists have always 
been confronted with this interpretative dichotomy, and, depending on the period, they 
have opted for a version of atomism or an elementary approach, or else have tried to 
reconcile the two.’ (Bensaude-Vincent & Simon, 2008, p. 128). 
Not only did thermodynamics enable chemists to construe a quantitative version of affinity 
but it also fitted very well into the cultural background that had been framing chemists’ 
activities for a long time. Thermodynamics embodiment within chemical practices was thus 
at least twofold; it provided chemists with quantitative tools for understanding chemical 
reaction while recasting old oppositions of matter representations. Along with this 
perspective, thermodynamics could easily be integrated into the usual chemical way of 
thinking about matter while reconfiguring it. As Rouse claims (1996, p.157): ’In order to 
understand how scientific knowledge is situated within practices, we need to take account 
of how practices are connected to one another, for knowledge will be established only 
through these interconnections. Scientific knowing is not located in some privileged type of 
practice, whether it be experimental manipulation, theoretical modeling, or reasoning from 
evidence, but in the ways these practices and others become intelligible together.’ 
Duhem focused his work on the dichotomy between the ‘mixt’ and the aggregate referring 
to Aristotle’s philosophy (Needham, 1996). Like Sainte-Claire Deville and Berthellot, but not 
because of the same positivist reasons, he rejected atomism then deeply rooted in structural 
organic chemistry. According to the structural molecular paradigm, the physical 
arrangement of the constituent elements accounted for the properties of the whole 
compound. Since Lavoisier, chemists have been explaining the properties of compounds  by 
reference to the nature, the proportion and, more recently, the bonds of its constitutive parts, 
be they atoms or elements: a logic that runs from simple to complex frameworks in post-
Lavoisian chemistry (Bensaude-Vincent & Simon, 2008). Conversely, the holistic energy 
approach used compounds to explain the properties of the elements. In this respect, 
atomism had a weak explanatory power because it could not completely illuminate 
chemical processes. According to Duhem, chemical formula could make chemists believe 
that substances remained unchanged when they entered into combinations whereas they 
only existed potentially within them (Duhem, 1902). Joseph Earley has recently proposed an 
argument on the same lines. He uses the example of sea water in which salt and water cease 
to exist in their actual states–because for instance of solvatation- but they can be reproduced 
by distillation (Earley, 2007). When the ‘mixt’ ceases to exist, it is made to reproduce its 
separate constituents as Venel might have asserted. In this respect, water and salt potentially 
exist in sea water but do not actually exist within it. Duhem then undertook to retranslate 
Aristotle’s concept of power into that of the thermodynamic potential (Duhem, 1902). 
Measurable properties and mathematics allowed him to describe chemical reaction within 
the context of thermochemistry.  
Duhem rejected both the idea of valence taken as an intrinsic atomic property and the 
concept of atomicity. According to him, the whole components could only give rise to 
valence information but not the contrary. The opposition between a holistic approach of 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

474 

chemical bodies on the one hand and the aggregative atomic description on the other hand 
will appear of primary importance at the very beginning of quantum chemistry. I propose to 
study how Linus Pauling and Robert Sanderson Mulliken created the first chemical 
quantum approaches in the context described before and how they integrated 
thermodynamics and quantum mechanics into chemistry. 

3.2 The ‘mixt’ and the aggregate: A framework for the embodiment of 
thermodynamics into quantum chemistry? 
Both standardization and precision were required if thermodynamic bond measurements 
were to play a significant role in calibrating innovative methods and stabilizing new 
theories about affinity as well as about valence or the chemical bond (Servos, 1990). The 
Russian-Polish Wojciech Swietolawski played a leading role in this challenge (Médard 
&Tachoire, 1994). His work provided chemists with more accurate average bond energies 
that legitimized heat of reactions calculations. Weininger clearly shows how those 
thermodynamic data made researchers get to grips with valence within the atomist 
conception. He points out for instance how Morris Kharash used the Niels Bohr’s orbit 
model to propose a physical picture of thermodynamic quantities. This heuristic approach 
validated by Swientoslawski’s data enabled him to derive heats of combustion for 
hydrocarbons in quite good agreement with experiment (Weininger, 2001). But it was Linus 
Pauling who succeeded in bridging valence, atomic theory and thermochemistry.  
Pauling’s work constitutively entangled thermodynamics with the Pauli Exclusion Principle, 
Heisenberg and Dirac’s approach of resonance, structural chemistry and Born’s probabilistic 
description (Pauling, 1928). We should bear in mind that he was first trained as a 
crystallographer to understand the way he shaped his experimental and theoretical crowded 
network that was the Valence Bond Theory. The use of both accurate thermodynamic and 
crystallographic data enabled Pauling to notice that the covalent radii sum of the bonded 
atoms approximated bond lengths very well. He then linked bond energies with 
experimental heats of formation of gaseous molecules (Pauling, 1932). The key step was to 
choose a set of molecules that could supply the data necessary for extracting those bond 
energies (Weininger, 2001). This approach allowed him to express the total energy of 
formation of the molecule as a mere sum of energy terms characteristic of the different 
bonds assuming that the molecule was obtained from separate atoms (Pauling, 1932). The 
referent molecules only had to have a single Lewis electronic structure (Pauling & Sherman, 
1933a, 1933b). Atoms are the basic units of Pauling’s system, this atomic standpoint shaped 
the way he used thermodynamic data.  
To understand Pauling’s molecular description, one needs: (1) to connect the molecular 
structure to its constitutive atoms; (2) to study how those atoms interact from within the 
molecule. This model retains the integrity of the atoms inside the molecule, a molecule is 
considered as an aggregate of atoms. Each atom has stable atomic orbits - 2s, 2p for instance- 
that will be used to form stable bonds inside a molecule or to induce ad hoc directed valence 
(Pauling, 1931; Slater, 1931). He stated that bonds resulted from the overlapping of two 
atomic eigenfunctions, the larger the overlap is, the stronger the bond gets.  
The study of diatomic molecule enabled Pauling to propose the concept of ‘normal’ covalent 
bond and to express what he called the ‘normal’ covalent molecular wave function as a mere 
sum of covalent and ionic terms so as to provide his electronegativity concept with a 
quantum counterpart (Pauling, 1932). Thermochemistry was once again a touchstone for the 

 
The Role and the Status of Thermodynamics in Quantum Chemistry Calculations 

 

475 

validity of this quantum mechanical treatment of chemical bonding; it was as not just a mere 
tool to calibrate methods. Empirical data really aroused Pauling’s creativity and guided him 
to adapt his quantum work. By applying the rules for the electron-pair bond, Pauling 
removed the apparent incompatibility between chemistry and quantum theory (Gavroglu & 
Simões, 1994). Pauling answered more directly the concerns of the chemists by stressing the 
three-dimensional structure of molecules, the electrons being the bonding officers of the 
atoms. The valence bond approach which he developed with Slater was more quickly 
acknowledged by chemists because resonance corresponded to their usual representations 
and structural formula (Llored & Bitbol, 2010).  
Mulliken proposed a very different quantum approach based on molecular spectroscopy. 
With regard to the concept of valence considered as an intrinsic property of the atom, 
Mulliken opposed the notion of ‘energy state’ deduced from molecular spectra on the basis 
of an electronic configuration, i.e., of a distribution of the molecular electrons in different 
orbits. In this description, each orbit is delocalized over all the nuclei and can contribute, 
depending on each specific case, a stabilizing or destabilizing energy contribution to the 
total energy of the molecule (Llored, 2010). The sum of the energy contributions of each 
electron in its orbit determined whether the electronic configuration allowed for the 
existence of a stable molecule, i.e., whether its energy was stabilizing overall. For Mulliken, 
the atom did not exist as a component in a molecule. His concept of molecular state 
suggested molecular variability of energy and geometry that could not even be considered 
within the approaches of Lewis and Irving Langmuir. Mulliken proved that the spectral 
states of the molecules could be obtained from that of their molecular ions by the mere 
addition of an electron without changing the quantum numbers and, thus, worked out his 
molecular Aufbauprinzip (Llored, 2010). This close connection between the quantum theory 
and the spectral studies gave birth to the correlation diagrams of 1932 (Mulliken, 1932b). 
Those diagrams made it possible to consider the degree of likeness between a molecule and 
its separated atoms or its united atom - a fictitious atom obtained by the coalescence of the 
two atoms such as helium He for two hydrogen H atoms - thanks, in particular, to empirical 
knowledge of the inter-nuclear distances, energy dissociation and of the charges of the 
nuclei. The molecule from then on was considered as a composite, i.e., a new entity rather 
than a mere aggregate of individualized atoms. He wrote: ‘In the ‘molecular’ point of view 
advanced here, the existence of the molecule as a distinct individual built up of nuclei and 
electrons is emphasized, whereas according to the usual atomic point of view the molecule 
is regarded as composed of atoms or of ions held together by valence bonds.  From the 
molecular point of view, it is a matter of secondary importance to determine through what 
intermediate mechanism (union of atoms or ions) the finished molecule is most conveniently 
reached. It is really not necessary to think of valence bonds as existing in the molecule 
(Mulliken, 1931). Despite their irreducible differences, Duhem’s thermodynamic potential 
echoed the electronic states developed by Mulliken insofar as both considered a molecule from 
an energy standpoint as a ‘mixt’ not as an ‘aggregate’. The ‘electronic state’, the ‘binding 
capacity’, the ‘promotion’ of an electron, ‘the energy-bonding-power’, are among the many 
concepts Mulliken built to explain the capacity of the electrons to be linked to nuclei to form 
a molecule seen as a whole (Harré & Llored, 2011).  
The semantic shift from the concept of molecular orbit to that of molecular orbital –MO- 
occurred in 1932. The concept of orbital took all its significance from Max Born’s 
probabilistic interpretation that the square of a molecular orbital corresponded to the 
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electrons is emphasized, whereas according to the usual atomic point of view the molecule 
is regarded as composed of atoms or of ions held together by valence bonds.  From the 
molecular point of view, it is a matter of secondary importance to determine through what 
intermediate mechanism (union of atoms or ions) the finished molecule is most conveniently 
reached. It is really not necessary to think of valence bonds as existing in the molecule 
(Mulliken, 1931). Despite their irreducible differences, Duhem’s thermodynamic potential 
echoed the electronic states developed by Mulliken insofar as both considered a molecule from 
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probability density of finding this electron at a certain location in space. Mulliken wrote: ‘By 
an atomic orbital is meant an orbital corresponding to the motion of an electron in the field 
of a single nucleus plus other electrons, while a molecular orbital corresponds to the motion 
of an electron in the field of two or more nuclei plus other electrons. Both atomic and 
molecular orbitals may be thought of as defined in accordance with the Hartree method of 
the self-consistent field, in order to allow so far as possible for the effects of other electrons 
than the one whose orbital is under consideration.’ (Mulliken, 1932a).  
At the very beginning of his investigations, Mulliken mainly used molecular spectroscopy 
data. He seldom referred to thermochemistry except for necessary calibration requirements. 
It is important to notice nevertheless that thermodynamics was influential when he 
envisaged the study of larger molecules by using group theory. I think it is important not 
only to check if his holistic molecular conception changed the way thermodynamics became 
involved in chemical quantum works; but also to compare it to Pauling’s own use of thermal 
data. 
Mulliken’s studies of hyperconjugation are a relevant case study to grasp the role and the 
status of thermodynamics in such a chemical quantum background (Mulliken et al., 1941). 
Mulliken’s calculations taken in connection with thermal and bond distance data indicated 
the conjugating power of chemical groups such as the landmark methyl group. With respect 
to strength and stability, he could then label the single or the multiple bonds of a conjugated 
system as acceptor and donor bonds, respectively. The thermal data allowed him to 
postulate that the hyperconjugation energy of saturated hydrocarbons was to a good 
approximation a function only of the numbers of different types of bonds. Using localized 
and non-localized molecular orbitals, he described the conjugation or resonance energy as 
the energy of delocalisation. In order to approximate quantitative calculations, he wrote the 
molecular orbital as a Linear Combination of Atomic Orbitals –LCAO- within the Hartree-
Fock self-consistent field approach –labelled LCAO MO SCF-.  
Unlike Pauling, he systematically used heats of combustion rather than bond energies 
referring to Karash and W.G. Brown’s corrected tables mainly construed by using 
hydrogenation heats data. Mulliken and al. wrote: ‘Our procedure for deriving conjugation 
energy from thermal data is similar to that of Pauling and Sherman who, assuming 
additivity of bond energies (with corrections for special groups), compute energies of 
formation and interpret deviations therefrom as resonance energies. However, we shall 
work with heats of combustion.’ (Mulliken et al., 1941). 
Heats of combustion enabled Mulliken to put forward formula to calculate conjugation 
energies from heats of combustion that fitted the available consistent data for gaseous 
saturated hydrocarbons - except methane - with considerable accuracy – mostly better than 
1 kcal. The current practice of research then involved a rich set of corrections within which 
quantum formalism, approximations, chemical knowledge and thermochemistry were 
deeply intertwined in order to create a stabilized composite knowledge of conjugation 
energy for particular types of molecules. For instance, Mulliken tailored Lennard-Jones’s 
curves to make them fit the empirical data, he then determined wave function coefficients 
by defining and substituting new parameters in the secular determinant, and finally 
extracted from the computed conjugation energies some energy quantities - the third-order 
conjugation energy - to make a direct comparison with observed conjugation energy. By 
trial and error, a host of other corrections and readjustments enabled him to determine the 
total conjugation energy and to compare it to thermodynamic outcomes. Mulliken and al. 
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wrote (p.56): ‘Perhaps the most uncertain feature of our analysis is the derivation from 
thermal data. (...). Our empirical parameters, our bond order curve, and our numerical 
conclusions would then be so strongly altered, since they are decidedly sensitive to 
variations in the empirical conjugation energies to which they are fitted. Nevertheless, their 
self-consistency gives a distinct support to our numerical results, since we have found that 
such self-consistency is not easy to attain.’ (Mulliken et al., 1941). The authors called for 
more accurate thermal and bond distances data, those researches got into an endless and 
open circle of refinements that linked calculations with empirical data. It is of importance  to 
notice that this work led the authors to provide Hückel’s resonance parameter ‘β’ with a 
new interpretation that allowed a more satisfactory understanding of energy interactions 
within unsaturated molecules. This theoretical accommodation was then confirmed by 
spectroscopic data. Thermodynamics not only took part in a motley complex of scientific 
practices  that made it possible for a quantum chemist to calculate molecular properties and 
to predict chemical reactivity, but it also partly altered the meaning of the theoretical 
quantum background. I wish to emphasize  that thermodynamics was not a mere tool for 
calibrating a semi-empirical method but a constitutive active part of a techno scientific 
network that Mulliken and others shaped to study a molecule understood as a ‘mixt’.  
In addition to this conclusion, there are other interesting facts we should take a look at. 
Mulliken and Parr studied the decrease in ‘π’ electron energy for the change from a Kekulé 
to a proper benzene structure by using a completely theoretical method (Mulliken & Parr, 1951). 
In order to make a comparison with the ordinary empirical resonance energy, they had to 
make several corrections that involved: (1) the ‘compressive energy’ needed to adjust the 
lengths of the single and double Kekulé’s bonds to those of the proper benzene; (2) 
hyperconjugation and related effects. They discussed the corrections and estimated their 
magnitudes before concluding that a reliable value could only be obtained for the 
compression energy. Following this line of reasoning, they determined that the computer 
net resonance energy was 36.5 kcal. This outcome agreed, with the uncertainties due to the 
omitted correction terms, with the value 41.8 kcal of the empirical resonance energy ‘Δ’ 
based on thermodynamic data. They then used ‘Δ’ as the point of departure of the 
calculation of the actual heat of formation ‘ΔH°f’ of benzene from the value given by a 
standard formula for nonresonating hydrocarbons. They proposed a new standard formula 
containing corrections for the mutual effects of neighboring carbon-carbon bonds while 
discussing its significance. This analysis allowed them to clarify what was meant by 
‘resonance energy’ and to query the significance of ‘nonresonating’ structures and repulsion 
terms in their own theory. They always sought to identify the conditions that made it 
possible for a chemist to make a clean-cut comparison between theory and experiment. In 
quite that light, thermodynamic data guided the way they wrote equations relating 
theoretical energy quantities to a sum of empirically based terms. This work allowed them 
to define new useful concepts such as ‘standard hydrocarbon’ – held with Δ = 0 kcal - that 
fostered calculations and comparisons. To sum up, they continually queried their model and 
its meaning. Thermochemistry, quantum chemical methods, chemical practices and culture, 
computers, instruments were constitutively intertwined, and they were interactively stabilized. 
Modelling is an open-ended process that includes thermochemistry as a foundation to create a 
new quantum account of a molecular ‘mixt’. As Andrew Pickering asserts: ‘Existing culture 
constitutes the surface of emergence for the intentional structure of scientific practice, and 
such practices consists in the reciprocal tuning of human and material, tuning that can itself 
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reconfigure human intentions. The upshot is, on occasion, the reconfiguration and extension 
of scientific culture.’ (Pickering, 1995). The dialectics of resistances and accommodations between 
thermochemistry and the quantum chemical model made Mulliken continuously recast his 
approach so as to stabilize a great amount of tables and concepts about molecular 
properties. He produced a great number of tables throughout his academic life. From 
spectroscopic to conjugation energy tables as well as from correlation diagrams to Mulliken-
Walsh ones, he knitted a network of data thanks to a constitutive interaction between theory 
and experiment.   
I claim that this difference of practice from Pauling to Mulliken was in a way a consequence 
of the two conceptual schemes at stake. On the one hand, the aggregative Pauling’s 
approach focused on a reified chemical bond that resulted in valence electrons share. 
Pauling was indeed interested by the formation energy of a molecule from its parts. On the 
other hand, Mulliken used chemical reaction combustion data because he considered the 
way the ‘whole’ molecule reacted and released energy by thermal transfer in the presence of 
other chemical reactants and their surroundings. Pauling’s bottom-up analysis collapsed 
Mulliken’s holistic way of thinking. I think that my statement is to be qualified insofar as we 
should wonder if pragmatic reasons were also at stake concerning this choice of data. Heats 
of combustion corrected tables probably were more useful for Mulliken than others.  
At that time, chemical affinity turned out to play no role in the integration of 
thermodynamics into quantum methods simply because researchers’ presumptions did not 
consider it as a challenge to face anymore. On the contrary, the duality of the two 
conceptions of matter were still at work and underpinned the way Mulliken and Pauling 
were using thermochemistry while doing quantum chemistry. So I emphasize that the way 
thermodynamics became involved in quantum chemistry partly depended on different 
human stories and skills -Pauling was first a chemist and crystallographer whereas Mulliken 
was trained as a chemist and a spectroscopist. Others were mathematicians, organic 
chemists, and so on. But it also depended on different representations of matter – the 
aggregate and the ‘mixt’. Practices of research, human skills and goals, human and non 
human agency, time, concepts and representations interactively took part in the integration 
of thermodynamics into the earlier quantum realm. 
Before I move on to modern quantum chemistry, I would like to further examine the relation 
between earlier quantum methods and thermodynamics by querying the concept of  ‘state’, 
be it electronic, quantum or thermodynamic. 

3.3 The concept of ‘state’ and the relation between quantum chemical methods and 
thermodynamics 
Quantum chemistry is the result of a deep entanglement of scientific and human practices 
within which thermodynamics was an active generator of concepts and a tool for method 
calibration. If we want to query the role and status of thermodynamics in quantum 
chemistry, it is necessary to consider the practices of research from which they originate, i.e., 
the techno-scientific closure which combines quantum mechanics, approximations, 
instrumental and algorithmic techniques, chemical know-how, and the use of Principles 
which do not belong to quantum theory such as the Pauli Principle. The predictive capacity 
of these chemical quantum approaches does not only rely on the molecular wave function 
but also on a host of approximations and compromises that make it possible for numerical 
properties and molecular landscapes to be calculated (Llored, 2010, 2012).   
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It is of interest to point out that quantum formalism gives rise to miscellaneous chemical 
quantum approaches depending on both chemical cultural resources and practical scientific 
backgrounds. It is astonishing however to notice that an atomic approach such as that of 
Pauling could have successfully developed on quantum grounds. The notion of atomic parts 
within a molecule is indeed deprived of meaning in quantum mechanics. The holistic 
approach of Mulliken seems much more understandable in a holistic, contextual and non-
representionalist quantum theory. The final results reached by those methods are not pure 
quantum physics applications. This is a crucial point to bear in mind.  
Let us deepen our study of Mulliken’s molecular orbital framework to illuminate his fine-
grained relation with thermodynamics. Mulliken first worked on the couplings between 
orbital kinetic moments and of spin suggested by Friedrich Hund. In 1927, Hund developed 
an approach radically different from the work developed by Walter Heitler and Fritz 
London and generalized the study of Oyvind Burrau to diatomic molecules. Rather than 
built a molecular wave function from those describing isolated atoms, he proposed to 
describe each electron in the total molecular electric field of the nuclei and other electrons. 
Hund focused on the evolution of electronic energy during the transfer of an orbit around 
the joined nuclei to an orbit around the separate atoms isolated from each other. On the 
basis of works developed by Erwin Schrödinger, Pascual Jordan and Max Born,   Hund was 
able to describe the exact stationary states of the two subsystems knowing those of the 
system by using linear combination. He wrote: ’We investigate a system with one degree of 
freedom as an analogous for a molecule with several atoms, using quantum mechanics. Its 
potential energy has several minima. We can relate the stationary states of such a system to 
those of partial systems that result when the separation between the minima becomes 
infinite or when the potential energy separating them becomes infinite. In agreement with 
this (and in opposition to the classical theory) we obtain an adiabatic relation between the 
states of two separated atoms or ions, the states of a two-atomic molecule and the states of 
the atom that would result when the nuclei are united. This relation allows for a 
qualitatively valid term system of the molecule and for an explanation of the terms ‘polar 
molecule’ and ‘ion lattice’.’ (Hund, 1927). The new quantum theory thus allowed him to 
explain the adiabatic passage between two stationary states of the same system. Hund made 
this result suitable for the study of molecules and proposed an interpolation between the 
quantum states of the isolated atoms, the united atom and the molecule. Hund further 
added: ‘The complete transition from the case of nuclei separated by a large distance to the 
case of a small separation cannot be done adiabatically in the classical model. If we start in 
the case of nuclei separated by a large distance with some given quantum numbers, then we 
first arrive at orbit type II, but for a certain internuclear distance this type is no longer 
possible. The classical motion becomes a limiting motion. The same occurs when we 
approach from the other side, with nuclei placed close together; for a certain distance 
between the nuclei, orbit type I becomes impossible and the motion becomes a limit. An 
adiabatic transition going over the limiting case is not possible because of the vanishing 
frequency.’ (Hund, 1927).  
Within the framework of thermodynamics, a system is involved in an adiabatic process if it 
does not exchange any thermal energy – any heat - with the outside. It can exchange only 
work. In mechanics, an adiabatic process is characterized by the fact that within infinitely 
slow changes of external parameters, the system evolves through successive states of 
equilibrium. In this kind of process, some quantities remain invariant, physicists call them 
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adiabatic invariants. The adiabatic hypothesis, which was originally developed by Paul 
Ehrenfest, considers that the quantum conditions must always be such that the adiabatic 
invariants of classical mechanics are equal to an integer multiple of the quantum of action. 
You can infer the values of the states of a system from quantum states of another system that 
can be reached by an adiabatic transformation. The difficulty related to the conservation of 
quantities when changing orbits, evoked by Hund, disappears when the problem is studied 
within the framework of quantum theory. We realize that beyond semantic diversity of 
words such as ‘state’ or ‘adiabatic’, what is at stake is the way quantum physics can 
encompass classics physics as a limited case in precise contexts. Researchers were inventing 
a new quantum chemical scheme, while using general scientific and linguistic devices to 
link it with different previous theories. The notion of ‘state’ related to that of the 
‘equilibrium state’ involved in thermodynamics is not tantamount to that of a ‘quantum 
state’ that only provides scientists with the calculation of the probability of each set of 
‘observables’ from within a precise experiment context (Bitbol, 1998). The quantum state is 
related to a predictive symbolism that enables scientists to study holistic systems 
constitutively entangled with apparatus, that is to say the study of which cannot be 
separated from the context of measurement. Thermodynamics and quantum chemistry are 
nevertheless holistic, the former is descriptive at a macroscopic level, the later is predictive 
at a microscopic one. In this respect, it is not surprising that scientists tried and try to bridge 
those approaches in what we call different levels of our universe.  What may the link 
between the two levels be? What are the necessary pre-conditions for tuning them? What 
may be the link between an energy quantum study of a molecule understood as a ‘whole’ at 
a microscopic level, and the energy of a set of molecules at a level described by 
thermodynamics?  
Dealing with relations between a molecule and it parts, G.K. Vemulapalli 
noticed that: ‘While properties of the whole are not the sums or products of the properties of 
parts, the states of the system can be obtained by adding the states of parts. Because 
properties in turn can be derived from the states, it appears that we have shown that 
properties of wholes are completely determined by parts. But there are two problems here. 
(1) It is true that the states of the system are composed of states of the parts, but there are 
also weighting factors in the composition. There are the constants λ in the linear 
combination. What factors determine these constants? (2) Just as in the molecular wave 
function, an atomic wave function may also be represented by a sum of an arbitrary set of 
functions. Thus one may claim that an atomic function is a linear combination of molecular 
functions or atomic states (parts) reduced to molecular states (wholes!).’ (Vemulapalli, 2003). 
If we set apart that the notion of properties as open to criticism in quantum contexts and the 
linguistic traps related to it,  the author’s insight is relevant to query the interrelation 
between levels of description studied by quantum chemistry.  
The arbitrary character of the relation between the whole and its parts is highlighted. It 
remains more than ever present in current semi-empirical or ab initio methods of molecular 
orbital calculation that depend on the choice of atomic or molecular orbital used. Mulliken 
developed the fragment method in 1933, two fragments could interact provided they had the 
same kind of symmetry and that the energy gap, measured by spectroscopy, was not too 
high. For the ethylene molecule ‘C2H4’, Mulliken considered two fragments ‘CH2’ and 
determined a suitable molecular orbital by using the irreducible representations of ethylene. 
He could thus propose a representation of a molecular orbital of ethylene by increasing 
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order of energy as well as its correlation diagram thanks to those of the two fragments. In 
doing so, he included all the characteristics of the molecular orbital diagram of the ethylene 
molecule and checked it using molecular spectroscopy. Mulliken could just as easily have 
considered a fragment “C2” and another “H4” of adapted symmetries. The relation on whole 
“C2H2” with its parts was of secondary interest. The fundamental choice relates to the nature 
and the extent of the basis sets of the calculation. Vemulapalli threw light on the role of the 
weighting coefficients appearing in front of the orbitals of the key basis sets. These 
coefficients determined by the Variational Principle are those which minimize the molecular 
potential energy. How is this minimum of energy justified?  What can explain the use of the 
Variational Principal? A quantum principle?  
Vemulapalli referred to the second law of thermodynamics to explain why the studied 
molecular system continuously eliminates its excess energy by interactions with its 
environment. An energy transformation into local entropy returns legitimates the use of the 
Variational Principle. Vemulapalli added: ‘Thus we are led to conclude that it doesn’t matter 
what the states of the parts are, but it does matter the surroundings soak up the excess 
energy of the molecule, increasing entropy, and make the molecule settle down into the 
lowest energy state. It is that part of the universe coupled to the system, and the varieties of 
interactions between the system (molecules) and the surroundings that determines the 
structure of the molecule. Holism thus appears as the root of the apparent reduction of 
properties of a molecule to its parts through coupling states. We are able to follow a 
reductionist program in calculating molecular properties, but what we are able to do is a gift 
of holism.’ (Vemulapalli, 2003). A molecule is always in relation with its surroundings, it can 
at least emit a photon even in a strong vacuum. So the study at a molecular level requires a 
study of interactions at an upper level while microscopic descriptions require quantum 
predictions. Levels of description need one another, they are co-stabilized. The Variational 
Principle that underpins Mulliken’s work at a molecular level can find a justification within 
the context of thermodynamics. It is an a posteriori analysis that allows us to widen our 
understanding of the possible links between thermodynamics and quantum chemistry from 
another point of view, that of inter-levels relations.  
To sum up, we have focused our work on the way thermodynamics was used from within 
the earlier quantum chemical methods. We have shown that the opposition between the 
‘aggregate’ and the ‘mixt’ was still at stake when explaining the integration of 
thermodynamics into quantum chemistry. Taking distance from linguistic traps concerning 
words such as ‘state’ or ‘adiabatic’, and by reflecting upon the relations between the levels 
of scientific description – a molecule to its alleged constitutive atoms or the macroscopic and 
microscopic scales -, we confirm that epistemology can provide us with another kind of 
understanding of the interrelations between thermodynamics and quantum chemistry. I 
would like to turn now to modern quantum methods and to examine how they involved 
thermodynamics. I choose to develop the example of the density functional theory - DFT -
which has been widely used for twenty years in research laboratories.  

4. The role and status of thermodynamics in modern quantum chemistry 
Kohn–Sham density functional theory has become one of the most popular tools in 
electronic-structure theory due to its excellent performance-cost ratio as compared with 
correlated wave function theory, WFT. Within this theory, the molecular space is divided 
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adiabatic invariants. The adiabatic hypothesis, which was originally developed by Paul 
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quantities when changing orbits, evoked by Hund, disappears when the problem is studied 
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a microscopic level, and the energy of a set of molecules at a level described by 
thermodynamics?  
Dealing with relations between a molecule and it parts, G.K. Vemulapalli 
noticed that: ‘While properties of the whole are not the sums or products of the properties of 
parts, the states of the system can be obtained by adding the states of parts. Because 
properties in turn can be derived from the states, it appears that we have shown that 
properties of wholes are completely determined by parts. But there are two problems here. 
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function, an atomic wave function may also be represented by a sum of an arbitrary set of 
functions. Thus one may claim that an atomic function is a linear combination of molecular 
functions or atomic states (parts) reduced to molecular states (wholes!).’ (Vemulapalli, 2003). 
If we set apart that the notion of properties as open to criticism in quantum contexts and the 
linguistic traps related to it,  the author’s insight is relevant to query the interrelation 
between levels of description studied by quantum chemistry.  
The arbitrary character of the relation between the whole and its parts is highlighted. It 
remains more than ever present in current semi-empirical or ab initio methods of molecular 
orbital calculation that depend on the choice of atomic or molecular orbital used. Mulliken 
developed the fragment method in 1933, two fragments could interact provided they had the 
same kind of symmetry and that the energy gap, measured by spectroscopy, was not too 
high. For the ethylene molecule ‘C2H4’, Mulliken considered two fragments ‘CH2’ and 
determined a suitable molecular orbital by using the irreducible representations of ethylene. 
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order of energy as well as its correlation diagram thanks to those of the two fragments. In 
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“C2H2” with its parts was of secondary interest. The fundamental choice relates to the nature 
and the extent of the basis sets of the calculation. Vemulapalli threw light on the role of the 
weighting coefficients appearing in front of the orbitals of the key basis sets. These 
coefficients determined by the Variational Principle are those which minimize the molecular 
potential energy. How is this minimum of energy justified?  What can explain the use of the 
Variational Principal? A quantum principle?  
Vemulapalli referred to the second law of thermodynamics to explain why the studied 
molecular system continuously eliminates its excess energy by interactions with its 
environment. An energy transformation into local entropy returns legitimates the use of the 
Variational Principle. Vemulapalli added: ‘Thus we are led to conclude that it doesn’t matter 
what the states of the parts are, but it does matter the surroundings soak up the excess 
energy of the molecule, increasing entropy, and make the molecule settle down into the 
lowest energy state. It is that part of the universe coupled to the system, and the varieties of 
interactions between the system (molecules) and the surroundings that determines the 
structure of the molecule. Holism thus appears as the root of the apparent reduction of 
properties of a molecule to its parts through coupling states. We are able to follow a 
reductionist program in calculating molecular properties, but what we are able to do is a gift 
of holism.’ (Vemulapalli, 2003). A molecule is always in relation with its surroundings, it can 
at least emit a photon even in a strong vacuum. So the study at a molecular level requires a 
study of interactions at an upper level while microscopic descriptions require quantum 
predictions. Levels of description need one another, they are co-stabilized. The Variational 
Principle that underpins Mulliken’s work at a molecular level can find a justification within 
the context of thermodynamics. It is an a posteriori analysis that allows us to widen our 
understanding of the possible links between thermodynamics and quantum chemistry from 
another point of view, that of inter-levels relations.  
To sum up, we have focused our work on the way thermodynamics was used from within 
the earlier quantum chemical methods. We have shown that the opposition between the 
‘aggregate’ and the ‘mixt’ was still at stake when explaining the integration of 
thermodynamics into quantum chemistry. Taking distance from linguistic traps concerning 
words such as ‘state’ or ‘adiabatic’, and by reflecting upon the relations between the levels 
of scientific description – a molecule to its alleged constitutive atoms or the macroscopic and 
microscopic scales -, we confirm that epistemology can provide us with another kind of 
understanding of the interrelations between thermodynamics and quantum chemistry. I 
would like to turn now to modern quantum methods and to examine how they involved 
thermodynamics. I choose to develop the example of the density functional theory - DFT -
which has been widely used for twenty years in research laboratories.  

4. The role and status of thermodynamics in modern quantum chemistry 
Kohn–Sham density functional theory has become one of the most popular tools in 
electronic-structure theory due to its excellent performance-cost ratio as compared with 
correlated wave function theory, WFT. Within this theory, the molecular space is divided 
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into grids of cubes; researchers define an electronic density for each point of this space. It is 
a holistic approach that enables quantum chemists to calculate molecular geometry or total 
energy exhaustively thanks to its electronic density – ‘ρ(r)’ -, provided that its Ground-State 
is not degenerate. The total energy is in consequence a functional of the electronic density 
that is to say a function the basic variable of which is the electronic density function (Kohn 
et al., 1996). Several authors have applied the Variational Principle to the total energy with 
the purpose of determining the exact electronic density that minimizes it. Approximations 
are required because the exact electronic density cannot be reached. The accuracy of a DFT 
calculation depends upon the quality of the exchange–correlation – XC - functional. This 
functional is used to account for the exchange-correlation energy term –EXC-. This energy 
contains not only the non-classical effects of self-interaction, exchange and correlation, 
which are contributions to the potential energy of the system, but also a portion belonging 
to the kinetic energy. The past two decades have seen remarkable progress in the 
development and validation of XC density functionals. 
The first generation of functionals is called the local spin density approximation – LSDA -, in 
which density functionals depend only on local spin densities. Although LSDA gives 
accurate predictions for solid-state physics, it is not a useful model for chemistry due to its 
severe overbinding of chemical bonds and underestimation of barrier heights. The second 
generation of density functionals is called the generalized gradient approximation – GGA -, 
in which functionals depend both on the electronic density and its gradient.  GGA 
functionals have been shown to give more accurate predictions for thermochemistry than 
LSDA ones, but they still underestimate barrier heights (Trulhar & Zhao, 2008a). In third-
generation functionals, a Laplacian term density is added in the functional form; such 
functionals are called meta-GGAs. LSDAs, GGAs, and meta-GGAs are “local” functionals 
because the electronic energy density at a single spatial point depends only on the behavior 
of the electronic density and kinetic energy at and near that point. Local functionals can be 
mixed with nonlocal Hartree–Fock – HF - exchange as justified by the adiabatic connection 
theory (Becke, 1993). Functionals containing HF exchange are usually called hybrid 
functionals, and they are often more accurate than local functionals for main group 
thermochemistry (Trulhar & Zhao, 2008a, 2008b). This field of research aims at creating new 
density functionals with broader applicability to chemistry by including, for instance, non-
covalent interactions. The crucial step is the calibration of new functionals against 
benchmark databases or best theoretical estimates (Goerigk & Grimme, 2010). Let us 
consider a case study developed by Truhlar and Zhao in order to understand the role and 
the status of thermochemistry in such a current context. 
The  most popular density functional, ‘B3LYP’, an hybrid GGA, has some serious 
shortcomings among which is its underestimation of barrier heights  by an average of 4.4 
kcal/mol for a database of 76 barrier heights. This underestimation is usually ascribed to the 
self-interaction error (unphysical interaction of an electron with itself) in local DFT (Trulhar 
& Zhao, 2008a). Truhlar and Zhao change parameters and include new ones while shaping a 
new mathematical functional form that takes physical phenomena into account. In so doing, 
they design a new functional by trial and error. They then use databases to appraise the 
reliability of a new functional within a defined purpose. Two databases gather all the 
thermodynamic quantities: (1) the data base ‘TC177’ is a composite database consisting of 
177 data for main-group thermochemistry including atomization energies, ionization 
potentials, electron affinities, proton affinities of conjugated polyenes, and hydrocarbon 
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thermochemistry among others data; (2) ‘DBH76’ is database of 76 diverse barrier heights 
concerning for instance nucleophilic substitution and hydrogen transfer. Truhlar and Zhao 
then discuss the performance of new functionals for these databases, they conclude that 
functionals labeled ‘MO6-2X’ and ‘MO5-2X’ are the ‘best performers’ for the main-group 
thermochemistry and barrier heights. They propose cases study to exemplify their 
statement. The isomerization energy of octane involves stereoelectronic effects; none of the 
previous functionals gives the right sign for the isomerization energy from 2,2,3,3-
tetramethylbutane to n-octane.  The functional ‘B3LYP’ gives an error of 10 kcal/mol while 
‘M05-2X’ predicts the right sign because this later allows a better description of medium-
range XC energies, which are manifested here as attractive components of the non-covalent 
interaction of geminal methyl and methylene groups (Trulhar & Zhao, 2008a). On the basis 
of 496 data in 32 databases, they recommend  different ‘best functionals’ designed to 
transition metal thermochemistry, main-group thermochemistry, kinetics, non-covalent 
interactions.  
Choosing a functional of electron density depends upon: (1) the necessary accuracy; (2) the 
chemical system; (3) the time of calculation. It also requires choosing a set of functions called 
a basis to achieve calculations for each atom. The basis change according to the type of 
atoms and different effects such as diffusion, polarization, pseudo potentials for chore 
electrons, and the size of functions -double, triple zeta-. The functional and its relative basis 
set define a level of calculation, the process of which requires choosing a computer program 
such as Gaussian type or Turbomole to be processed. If calculations are not convergent, 
researchers can change the functional, the size of the grids and convergence thresholds in 
order to optimize geometry or to calculate molecular energy. Each step reveals know-how, 
chemical culture and pragmatic compromises. Notwithstanding their basic differences, the 
ways thermochemistry is involved within molecular orbital approximation or DFT approach 
are quite similar. Modeling includes thermochemistry as a tool for calibration but also as a 
heuristic guide for theoretical parameters adjustments inside functionals or wavefunctions 
or for the design of new quantum methods (Grimme et al., 2007). The structure, within 
which calculations are made, is well framed by the Variational Principle. We thus realize 
that thermodynamic quantities partly shape current quantum practices of optimization of 
geometry and calibration. Calculations help researchers to find out the energy surface 
associated with a particular chemical reaction. The knowledge of the minimum points on an 
energy surface makes it possible for a chemist to interpret thermodynamic data. Besides, 
thermodynamics can retroactively justify minimization of energy as we have already 
explained. Thermodynamics and energy surface are thus interconnected to determine 
transition structure and reaction pathways. Modelling structural configurations is of 
importance in this context and the quantum calculations of entropy play a leading role in 
such descriptions and predictions. 
Before I conclude, I would like to focus on a last case study to widen and deepen my 
enquiry. Let us consider how thermodynamic quantities are used to model solvatation 
effects and to scrutinize a chemical reaction mechanism within the DFT calculation 
background. I will refer to a study about zinc-thiolate complexes reactivity depending on 
the zinc ligands (Picot et al., 2008). Some calculations are shaped by thermodynamic 
quantities especially designed for quantum context, that is to say that do not exist in classic 
thermodynamics. It is typically the case of the zero-point vibrational energy labeled ‘ZPVE’. 
The molecular vibration energy is not equal to zero at absolute zero –O K-, it is a quantum 
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into grids of cubes; researchers define an electronic density for each point of this space. It is 
a holistic approach that enables quantum chemists to calculate molecular geometry or total 
energy exhaustively thanks to its electronic density – ‘ρ(r)’ -, provided that its Ground-State 
is not degenerate. The total energy is in consequence a functional of the electronic density 
that is to say a function the basic variable of which is the electronic density function (Kohn 
et al., 1996). Several authors have applied the Variational Principle to the total energy with 
the purpose of determining the exact electronic density that minimizes it. Approximations 
are required because the exact electronic density cannot be reached. The accuracy of a DFT 
calculation depends upon the quality of the exchange–correlation – XC - functional. This 
functional is used to account for the exchange-correlation energy term –EXC-. This energy 
contains not only the non-classical effects of self-interaction, exchange and correlation, 
which are contributions to the potential energy of the system, but also a portion belonging 
to the kinetic energy. The past two decades have seen remarkable progress in the 
development and validation of XC density functionals. 
The first generation of functionals is called the local spin density approximation – LSDA -, in 
which density functionals depend only on local spin densities. Although LSDA gives 
accurate predictions for solid-state physics, it is not a useful model for chemistry due to its 
severe overbinding of chemical bonds and underestimation of barrier heights. The second 
generation of density functionals is called the generalized gradient approximation – GGA -, 
in which functionals depend both on the electronic density and its gradient.  GGA 
functionals have been shown to give more accurate predictions for thermochemistry than 
LSDA ones, but they still underestimate barrier heights (Trulhar & Zhao, 2008a). In third-
generation functionals, a Laplacian term density is added in the functional form; such 
functionals are called meta-GGAs. LSDAs, GGAs, and meta-GGAs are “local” functionals 
because the electronic energy density at a single spatial point depends only on the behavior 
of the electronic density and kinetic energy at and near that point. Local functionals can be 
mixed with nonlocal Hartree–Fock – HF - exchange as justified by the adiabatic connection 
theory (Becke, 1993). Functionals containing HF exchange are usually called hybrid 
functionals, and they are often more accurate than local functionals for main group 
thermochemistry (Trulhar & Zhao, 2008a, 2008b). This field of research aims at creating new 
density functionals with broader applicability to chemistry by including, for instance, non-
covalent interactions. The crucial step is the calibration of new functionals against 
benchmark databases or best theoretical estimates (Goerigk & Grimme, 2010). Let us 
consider a case study developed by Truhlar and Zhao in order to understand the role and 
the status of thermochemistry in such a current context. 
The  most popular density functional, ‘B3LYP’, an hybrid GGA, has some serious 
shortcomings among which is its underestimation of barrier heights  by an average of 4.4 
kcal/mol for a database of 76 barrier heights. This underestimation is usually ascribed to the 
self-interaction error (unphysical interaction of an electron with itself) in local DFT (Trulhar 
& Zhao, 2008a). Truhlar and Zhao change parameters and include new ones while shaping a 
new mathematical functional form that takes physical phenomena into account. In so doing, 
they design a new functional by trial and error. They then use databases to appraise the 
reliability of a new functional within a defined purpose. Two databases gather all the 
thermodynamic quantities: (1) the data base ‘TC177’ is a composite database consisting of 
177 data for main-group thermochemistry including atomization energies, ionization 
potentials, electron affinities, proton affinities of conjugated polyenes, and hydrocarbon 

 
The Role and the Status of Thermodynamics in Quantum Chemistry Calculations 

 

483 

thermochemistry among others data; (2) ‘DBH76’ is database of 76 diverse barrier heights 
concerning for instance nucleophilic substitution and hydrogen transfer. Truhlar and Zhao 
then discuss the performance of new functionals for these databases, they conclude that 
functionals labeled ‘MO6-2X’ and ‘MO5-2X’ are the ‘best performers’ for the main-group 
thermochemistry and barrier heights. They propose cases study to exemplify their 
statement. The isomerization energy of octane involves stereoelectronic effects; none of the 
previous functionals gives the right sign for the isomerization energy from 2,2,3,3-
tetramethylbutane to n-octane.  The functional ‘B3LYP’ gives an error of 10 kcal/mol while 
‘M05-2X’ predicts the right sign because this later allows a better description of medium-
range XC energies, which are manifested here as attractive components of the non-covalent 
interaction of geminal methyl and methylene groups (Trulhar & Zhao, 2008a). On the basis 
of 496 data in 32 databases, they recommend  different ‘best functionals’ designed to 
transition metal thermochemistry, main-group thermochemistry, kinetics, non-covalent 
interactions.  
Choosing a functional of electron density depends upon: (1) the necessary accuracy; (2) the 
chemical system; (3) the time of calculation. It also requires choosing a set of functions called 
a basis to achieve calculations for each atom. The basis change according to the type of 
atoms and different effects such as diffusion, polarization, pseudo potentials for chore 
electrons, and the size of functions -double, triple zeta-. The functional and its relative basis 
set define a level of calculation, the process of which requires choosing a computer program 
such as Gaussian type or Turbomole to be processed. If calculations are not convergent, 
researchers can change the functional, the size of the grids and convergence thresholds in 
order to optimize geometry or to calculate molecular energy. Each step reveals know-how, 
chemical culture and pragmatic compromises. Notwithstanding their basic differences, the 
ways thermochemistry is involved within molecular orbital approximation or DFT approach 
are quite similar. Modeling includes thermochemistry as a tool for calibration but also as a 
heuristic guide for theoretical parameters adjustments inside functionals or wavefunctions 
or for the design of new quantum methods (Grimme et al., 2007). The structure, within 
which calculations are made, is well framed by the Variational Principle. We thus realize 
that thermodynamic quantities partly shape current quantum practices of optimization of 
geometry and calibration. Calculations help researchers to find out the energy surface 
associated with a particular chemical reaction. The knowledge of the minimum points on an 
energy surface makes it possible for a chemist to interpret thermodynamic data. Besides, 
thermodynamics can retroactively justify minimization of energy as we have already 
explained. Thermodynamics and energy surface are thus interconnected to determine 
transition structure and reaction pathways. Modelling structural configurations is of 
importance in this context and the quantum calculations of entropy play a leading role in 
such descriptions and predictions. 
Before I conclude, I would like to focus on a last case study to widen and deepen my 
enquiry. Let us consider how thermodynamic quantities are used to model solvatation 
effects and to scrutinize a chemical reaction mechanism within the DFT calculation 
background. I will refer to a study about zinc-thiolate complexes reactivity depending on 
the zinc ligands (Picot et al., 2008). Some calculations are shaped by thermodynamic 
quantities especially designed for quantum context, that is to say that do not exist in classic 
thermodynamics. It is typically the case of the zero-point vibrational energy labeled ‘ZPVE’. 
The molecular vibration energy is not equal to zero at absolute zero –O K-, it is a quantum 
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mechanical effect which is a consequence of the Uncertainty Principle. Once a stationary 
point is localized, be it an energy minimum or a transition state, its energy turns out to be 
less important than the experimental energy of the molecule. For comparison with 
experimentally obtained thermochemical data, zero‐point vibrational energy is required to 
convert total electronic energies obtained from ab initio quantum mechanical studies into 0 K 
enthalpies. The currently accepted practice is to employ self‐consistent‐field harmonic 
frequencies that have been scaled to reproduce experimentally observed fundamental 
frequencies (Grev et al., 1991). This procedure introduces systematic errors that result from a 
recognizable flaw in the method, namely that the correct ZPVE -G (0)- is not one half the 
sums of the fundamental vibrational frequencies. The use of scaling factors is therefore 
required (Grev et al., 1991); they depend upon the level of description and its computer data 
processing. It is then possible to calculate other thermodynamic quantities related to a 
chemical reaction such as the gas phase Gibbs’s free energy from the equation: 

 ΔGgas = ΔEelec + ΔZPVE + ΔET – TΔS 

ΔEelec, ΔZPVE, ΔET and ΔS are the differences of electronic energy, zero-point vibrational 
energy, thermal energy and entropy between the products and the reactants, respectively 
(Picot et al., 2008). 
The solvatation free energy of each compound is determined by calculations depending on a 
model. This quantity is always defined as the required amount of energy necessary to 
transfer a molecule of gaseous solute into the solvent. The crucial step is to appraise how the 
solvent gets involved in a chemical reaction. Its action can be direct if some molecules of 
solvent take part in the chemical process or indirect if the solvent –then labeled  the ‘bulk 
medium’- only modifies reactants reactivity compared with that of the same molecules in 
the gas phase. Whatever the context may be, the solvatation free energy is calculated from 
the equation (Leach, 2001): 

ΔGsolv = ΔGelec + ΔGvdw + ΔGcav 

ΔGelec quantifies the interaction between the solvent and the solute, it is all the more 
important as the iconicity or polarity is great. ΔGvdw takes into account Van der Waals 
interactions between the two. To finish, ΔGcav quantifies the cavity occupied by the solute 
while counting solvent reorganization around the cavity and the necessary work to fight 
against solvent pressure when the cavity is created. It is possible to encompass the two last 
terms within the equation:  

ΔGvdw + ΔGcav = a S + b 

a and b are constants, and S is the area of contact between the solute and the solvent. The 
different models that enable chemists to calculate ΔGsolv mostly differs by the way they 
appraise ΔGelec. From earlier models developed by Born (1920) and Onsager (1936) to the 
PCM model –Polarisable Continuum Method-, the form of the cavity and the study of 
polarization between the solvent and the solute were continuously modified and improved 
(Barone et al., 2004; Cossi et al., 2002). The surface of the cavity was divided into fine-
grained fragments labeled ‘tesserae’, the wavefunction of solute is determined by Self-
Consistent Field iteration. Two others models were performed, the COSMO theory –
Conductor-Like Screening Model- and C-PCM approach –Conductor-Like PCM-. Modeling 
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the interactions between the solute and the solvent is a challenge for current quantum 
chemists. In this context, thermodynamic quantities are the heuristic framework that shapes 
quantum investigations for achieving better models. The calculation of such thermodynamic 
quantities stir up: (1) new polarization descriptions and understanding; (2) the creation of 
new algorithms and cavity topological models (Barone et al., 2004); (3) the continuous 
recasting of levels of description and software to optimize geometry or to calculate energy 
quantities (Takano & Houk, 2005); (4) the modelling of the electronic density of the solute 
especially outside the cavity.  
It is then easy to express the free energy of chemical reaction in water using the following 
classic thermodynamic cycle (Picot et al., 2008):  

 
This cycle in turn implied the following formula: 

ΔGwater = ΔGgas + ΔGsolv (P) - ΔGsolv (R) 

Let us analyze how those thermodynamic quantities guide Picot et al. during their 
investigation of zinc-thiolate complexes alkylation. This short study will allow us to grasp 
thermodynamics role and status in workaday chemical quantum practices of research. 
They first need biomimetic models that are appropriate for both structural and mechanistic 
studies. Based on the experimental data, they search for a consistent series of zinc complexes 
in which the ligands, the electric charge, and the availability of hydrogen bonding to the 
atom of sulfur can be varied. They choose the Gaussian 03 software and a level of 
calculation for the geometry optimizations using basis especially designed for each atom or 
physical contraction, diffusion or polarization. For each possible mechanistic pathway -see 
figure 1 below-, they scrutinize each stationary point by using frequency analysis. Each 
transition state –labeled TS1-3 in the mechanisms presented below- was verified by stepping 
along the reaction coordinate and confirming that the transformation occurred. 
They then calculate the gas phase Gibbs free energy, and use C-PCM model to calculate the 
solvatation free energy within a precise set of levels of calculations. They can finally work 
out the react free energy in aqueous phase. They assess the adequacy of the chemical 
modeling and of the level of computation against observed databases of zinc complexes. 
They thus propose all the necessary thermodynamic quantities to analyze the chemical 
reaction - figure 2 below. 
Those thermodynamic quantities guide the authors along their line of enquiry. They 
compared energy barriers required to reach transition states in order to elucidate all the 
influencing parameters such as the global charge of the complex, the hydrogen bond, the 
role of zinc ligands and that of the solvent. In doing so, they confirm that their   
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mechanical effect which is a consequence of the Uncertainty Principle. Once a stationary 
point is localized, be it an energy minimum or a transition state, its energy turns out to be 
less important than the experimental energy of the molecule. For comparison with 
experimentally obtained thermochemical data, zero‐point vibrational energy is required to 
convert total electronic energies obtained from ab initio quantum mechanical studies into 0 K 
enthalpies. The currently accepted practice is to employ self‐consistent‐field harmonic 
frequencies that have been scaled to reproduce experimentally observed fundamental 
frequencies (Grev et al., 1991). This procedure introduces systematic errors that result from a 
recognizable flaw in the method, namely that the correct ZPVE -G (0)- is not one half the 
sums of the fundamental vibrational frequencies. The use of scaling factors is therefore 
required (Grev et al., 1991); they depend upon the level of description and its computer data 
processing. It is then possible to calculate other thermodynamic quantities related to a 
chemical reaction such as the gas phase Gibbs’s free energy from the equation: 

 ΔGgas = ΔEelec + ΔZPVE + ΔET – TΔS 

ΔEelec, ΔZPVE, ΔET and ΔS are the differences of electronic energy, zero-point vibrational 
energy, thermal energy and entropy between the products and the reactants, respectively 
(Picot et al., 2008). 
The solvatation free energy of each compound is determined by calculations depending on a 
model. This quantity is always defined as the required amount of energy necessary to 
transfer a molecule of gaseous solute into the solvent. The crucial step is to appraise how the 
solvent gets involved in a chemical reaction. Its action can be direct if some molecules of 
solvent take part in the chemical process or indirect if the solvent –then labeled  the ‘bulk 
medium’- only modifies reactants reactivity compared with that of the same molecules in 
the gas phase. Whatever the context may be, the solvatation free energy is calculated from 
the equation (Leach, 2001): 

ΔGsolv = ΔGelec + ΔGvdw + ΔGcav 

ΔGelec quantifies the interaction between the solvent and the solute, it is all the more 
important as the iconicity or polarity is great. ΔGvdw takes into account Van der Waals 
interactions between the two. To finish, ΔGcav quantifies the cavity occupied by the solute 
while counting solvent reorganization around the cavity and the necessary work to fight 
against solvent pressure when the cavity is created. It is possible to encompass the two last 
terms within the equation:  

ΔGvdw + ΔGcav = a S + b 

a and b are constants, and S is the area of contact between the solute and the solvent. The 
different models that enable chemists to calculate ΔGsolv mostly differs by the way they 
appraise ΔGelec. From earlier models developed by Born (1920) and Onsager (1936) to the 
PCM model –Polarisable Continuum Method-, the form of the cavity and the study of 
polarization between the solvent and the solute were continuously modified and improved 
(Barone et al., 2004; Cossi et al., 2002). The surface of the cavity was divided into fine-
grained fragments labeled ‘tesserae’, the wavefunction of solute is determined by Self-
Consistent Field iteration. Two others models were performed, the COSMO theory –
Conductor-Like Screening Model- and C-PCM approach –Conductor-Like PCM-. Modeling 
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the interactions between the solute and the solvent is a challenge for current quantum 
chemists. In this context, thermodynamic quantities are the heuristic framework that shapes 
quantum investigations for achieving better models. The calculation of such thermodynamic 
quantities stir up: (1) new polarization descriptions and understanding; (2) the creation of 
new algorithms and cavity topological models (Barone et al., 2004); (3) the continuous 
recasting of levels of description and software to optimize geometry or to calculate energy 
quantities (Takano & Houk, 2005); (4) the modelling of the electronic density of the solute 
especially outside the cavity.  
It is then easy to express the free energy of chemical reaction in water using the following 
classic thermodynamic cycle (Picot et al., 2008):  

 
This cycle in turn implied the following formula: 

ΔGwater = ΔGgas + ΔGsolv (P) - ΔGsolv (R) 

Let us analyze how those thermodynamic quantities guide Picot et al. during their 
investigation of zinc-thiolate complexes alkylation. This short study will allow us to grasp 
thermodynamics role and status in workaday chemical quantum practices of research. 
They first need biomimetic models that are appropriate for both structural and mechanistic 
studies. Based on the experimental data, they search for a consistent series of zinc complexes 
in which the ligands, the electric charge, and the availability of hydrogen bonding to the 
atom of sulfur can be varied. They choose the Gaussian 03 software and a level of 
calculation for the geometry optimizations using basis especially designed for each atom or 
physical contraction, diffusion or polarization. For each possible mechanistic pathway -see 
figure 1 below-, they scrutinize each stationary point by using frequency analysis. Each 
transition state –labeled TS1-3 in the mechanisms presented below- was verified by stepping 
along the reaction coordinate and confirming that the transformation occurred. 
They then calculate the gas phase Gibbs free energy, and use C-PCM model to calculate the 
solvatation free energy within a precise set of levels of calculations. They can finally work 
out the react free energy in aqueous phase. They assess the adequacy of the chemical 
modeling and of the level of computation against observed databases of zinc complexes. 
They thus propose all the necessary thermodynamic quantities to analyze the chemical 
reaction - figure 2 below. 
Those thermodynamic quantities guide the authors along their line of enquiry. They 
compared energy barriers required to reach transition states in order to elucidate all the 
influencing parameters such as the global charge of the complex, the hydrogen bond, the 
role of zinc ligands and that of the solvent. In doing so, they confirm that their   
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Fig. 1. Possible mechanistic pathways for the alkylation of a zinc-bound thiolate by methyl 
iodide. (Picot et al., 2008). 

 

 
Fig. 2. Relative ΔGgas and ΔGwater in kcal.mol-1. (Picot et al., 2008). 
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computational outcomes are in agreement with several experimental studies. They for 
instance show that the net electronic charge of the complex plays a significant role not only 
on its reactivity, but especially on the mechanism of thiolate alkylation. They finally discuss 
the nature of the pathways depending on all those energy considerations. Once again, 
geometry and molecular configurations of the transition state are modeled and assumed to 
make those predictions become achievable. The entropic contribution is thus of primary 
importance to query such chemical potential mechanisms. 
Thermodynamics is thus a tool for calibrating levels of computation (Curtis et al., 1997; 
Trulhar & Zhao, 2008b), but it also shapes solvatation modeling and the basic reasoning of 
mechanistic investigation (Takano & Houk, 2005). In a way, thermodynamics embeds a 
wide class of quantum activities of seeking and predicting. It provides quantum chemical 
methods with necessary conditions for reasoning and inventing new methods for 
calculations (Grimme et al., 2010).  

5. Conclusion 
The study of both earlier and recent quantum chemical methods highlights the way that 
thermodynamics is intertwined with quantum methods within a large network of scientific 
practices that includes computation, chemistry, spectroscopy, crystallography, physics, and 
so on. As Rouse claims concerning scientific practices (1996, p. 177): ‘What results is not a 
systematic unification of the achievements of different scientific disciplines but a complex 
and partial overlap and interaction among the ways those disciplines develop over time.’ 
Chemists connect ways of doing science and transform them within ongoing open-ended 
processes of research. As we have pointed out, thermodynamics was transmuted into 
thermochemistry through chemical practices, and conversely chemical instrumentation and 
ways of modeling were transformed by thermochemistry.  
The role of thermodynamics is undoubtedly to validate models and methods while stirring 
up techno scientific creativity. The status of thermodynamics within quantum chemical 
methods is that of a reference framework that enables chemists to carry out their semi-
empirical calculations or to create new ab initio predictions for thermodynamic data.  This 
conclusion can be widened by considering other methods such as metadynamics, AIM – 
Atoms in Molecules - and so on. 
This study also points out that alleged incommensurable scientific worlds such as 
thermodynamics and quantum mechanics, the assumptions, the formalisms and the natures 
– descriptive or predictive - of which are completely different, can constitutively interact to 
form the composite field of quantum chemistry. Epistemological queries thus arise 
concerning inter-levels description of what we call ‘reality’ and the way scientific fields and 
knowledge can be mutually stabilized. To this extent, this study also stresses the importance 
of an epistemology that focuses its attention on scientific practices while including historical 
insights.  
It is interesting to notice that chemical affinities reappear in the latest quantum chemical 
background. Truhlar and Zhao, among others, refer to affinities –electron affinities, proton 
affinities of different molecules- in their benchmark databases. Thermodynamics was first 
introduced in chemistry, we have shown, because it provided chemists with a notion of 
quantitative affinity. This concept went astray in earlier chemical quantum works and then 
reappeared from within databases or concepts that help current quantum chemists to shape 
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their functionals according to thermochemistry and to investigate chemical reactivity. 
Further epistemological investigations are considered necessary to open up the reviving role 
of the concept of affinity to scrutiny in modern chemistry.  
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1. Introduction 
The ABO3-type perovskite manganites, cobaltates, and ferrates (A= La, Sr, Ca; B=Mn, Co, 
Fe) are important functional materials which have numerous high-tech applications due to 
their outstanding magnetic and electrical properties, such as colossal magnetoresistance, 
half-metallic behavior, and composition-dependent metal-insulator transition (Coey et al.,  
1999; Haghiri-Gosnet & Renard, 2003). Owing to high electronic and ionic conductivities. 
these materials show also excellent electrochemical performance, thermal and chemical 
stability, as well as compatibility with widely used electrolyte based on yttrium-stabilized 
zirconia (YSZ). Therefore they are among the most promising materials as cathodes in solid 
oxide fuel Cells (SOFCs) (Fleig et al., 2003) and gas-permeation membranes (Zhou, 2009). 
Many of the above-mentioned applications require understanding and control of surface 
properties. An important example is LaMnO3 (LMO). Pure LMO has a cubic structure above 
750 K, whereas below this temperature the crystalline structure is orthorhombic, with four 
formula units in a primitive cell. Doping of LMO with Sr allows one to increase both the 
ionic and electronic conductivity as well as to stabilize the cubic structure down to room 
temperatures - necessary conditions for improving catalytic performance of LMO in 
electrochemical devices, e.g. cathodes for SOFCs. In optimal compositions of 
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La Sr MnO  (LSM) solid solution the bulk concentration of Sr reaches xb0.2 . 

Understanding of LMO and LSM basic properties (first of all, energetic stability and 
reactivity) for pure and adsorbate-covered surfaces is important for both the low-
temperature applications (e.g., spintronics) and for high-temperature electrochemical 
processes where understanding the mechanism of oxygen reduction on the surfaces is a key 
issue in improving the performance of SOFC cathodes and gas-permeation membranes at 
relatively high (~800 C) temperatures. First of all, it is necessary to determine which 
LMO/LSM surfaces are the most stable under operational conditions and which 
terminations are the energetically preferential? For example, the results of our simulations 
described below show that the [001] surfaces  are the most stable ones in the case of LMO (as 
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properties. An important example is LaMnO3 (LMO). Pure LMO has a cubic structure above 
750 K, whereas below this temperature the crystalline structure is orthorhombic, with four 
formula units in a primitive cell. Doping of LMO with Sr allows one to increase both the 
ionic and electronic conductivity as well as to stabilize the cubic structure down to room 
temperatures - necessary conditions for improving catalytic performance of LMO in 
electrochemical devices, e.g. cathodes for SOFCs. In optimal compositions of 
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Understanding of LMO and LSM basic properties (first of all, energetic stability and 
reactivity) for pure and adsorbate-covered surfaces is important for both the low-
temperature applications (e.g., spintronics) and for high-temperature electrochemical 
processes where understanding the mechanism of oxygen reduction on the surfaces is a key 
issue in improving the performance of SOFC cathodes and gas-permeation membranes at 
relatively high (~800 C) temperatures. First of all, it is necessary to determine which 
LMO/LSM surfaces are the most stable under operational conditions and which 
terminations are the energetically preferential? For example, the results of our simulations 
described below show that the [001] surfaces  are the most stable ones in the case of LMO (as 
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compared to [011] and others). However, the [001] surfaces have, in turn, two different 
terminations: LaO or MnO2. We will compare stabilities of these terminations under 
different environmental conditions (temperature and partial pressure of oxygen gas). 
Another important question to be addressed is, how Sr doping affects relative stabilities of 
the LMO surfaces?  These issues directly influence the SOFC cathode performance. 
Answering these questions requires a thermodynamic analysis of surfaces under realistic 
SOFC operational conditions which is in the main focus of this Chapter. Such a 
thermodynamic analysis is becoming quite common in investigating structure and stability 
of various crystal surfaces (Examples of thermodynamic analyses of binary and ternary 
compounds can be found in Reuter & Scheffler, 2001a, 2001b; Bottin et al., 2003;  Heifets et 
al., 2007a, 2007b, Johnson et al., 2004).  
The thermodynamic analysis requires careful calculations of energies for two-dimensional 
slabs terminated by surfaces with various orientations and terminations. The required 
energies could be calculated using ab initio methods of the atomic and electronic structure 
based on density functional theory (DFT). In this Chapter, we present the results obtained 
using two complementary ab initio DFT approaches employing two different types of basis 
sets (BS) representing the electronic density distribution: plane waves (PW) and linear 
combination of atomic orbitals (LCAO). Both techniques were used to calculate the atomic 
and electronic structures of a pure LMO whereas investigation of the Sr influence on the 
stability of different (001) surfaces was performed within LCAO approach.  
After studying the stabilities of various surfaces, the next step is investigating the relevant 
electrochemical processes on the most stable surfaces. For this purpose, we have to evaluate 
the adsorption energies for O2 molecules, O atoms, the formation energies of O vacancies in 
the bulk and at the stable perovskite surfaces. These energies, together with calculated 
diffusion barriers of these species and reactions between them, allow us to determine the 
mechanism of incorporation of O atoms into the cathode materials. However, such  
mechanistic and kinetic analyses lie beyond the scope of this Chapter (for more details see 
e.g. Mastrikov et al., 2010). Therefore, we limit ourselves here only to the thermodynamic 
characterization of the initial stages of the oxygen incorporation reaction, which include 
formation of stable adsorbed species (adsorbed O atoms, O2 molecules) and formation of 
oxygen vacancies. The data for formation of both oxygen vacancies and adsorbed oxygen 
atoms and molecules have been collected using plane wave based DFT. 

2. Computational details 
The employed thermodynamic analysis relies on the energies obtained by DFT 
computations of the electronic structure of slabs terminated by given surfaces using the 
above-mentioned two types of basis sets. All calculations are performed with spin-polarized 
electronic densities, complete neglect of spin polarization results in considerable errors in 
material properties (Kotomin et al, 2008)). 
The plane wave calculations were performed with VASP 4.6.19 code (Kresse & Hafner, 1993; 
Kresse & Furthmüller, 1996; Kresse et al., 2011), which implements projector augmented 
wave (PAW) technique (Bloechl, 1994; Kresse & Joubert, 1999), and generalized gradient 
approximation (GGA) exchange-correlation functional proposed by Perdew and Wang 
(PW91) (Perdew et al., 1992) . Calculations were done with the cut-off energy of 400 eV. The 
core orbitals on all atoms were described by PAW pseudopotentials, while electronic 
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wavefunctions of valence electrons on O atoms and valence and core-valence electrons on 
metal atoms were explicitly evaluated in our calculations.  
We found that seven- and eight-plane slabs infinite in two (x-y) directions are thick enough 
to show convergence of the main properties. The periodically repeated slabs were separated 
along the z-axis by a large vacuum gap of 15.8 Å. All atomic coordinates in slabs were 
allowed to relax. To avoid problems with a slab dipole moment and to ensure having 
identical surfaces on both sides of slabs, we employed the symmetrical seven-layer slab 
MnO2(LaO-MnO2)3 in our plane-wave simulations, even though it has a Mn excess relative 
to La and a higher oxygen content. Such a choice of the slab structure however only slightly 
changes the calculated energies. For example, the energy for dissociative oxygen adsorption 
on the [001] MnO2-terminated surface  

 - •
2 2 2 2x

Mn ad MnO Mn O Mn   (1) 

is -2.7 eV for eight-layers (LaO-MnO2)4 slab and -2.2 eV for the symmetrical seven-layer 
MnO2-(LaO-MnO2)3 slab. The use of symmetrical slabs also allows decoupling the effects of 
different surface terminations and saving computational time due to the possibility to 
exploit higher symmetry of the slabs. The simulations were done using an extended 2√2 × 
2√2 surface unit cell and a 2 × 2 Monkhorst-Pack k-point mesh in the Brillouin zone 
(Monkhorst & Pack, 1976). Such a unit cell corresponds to 12.5%  concentration (coverage) of 
the surface defects in calculations of vacancies and adsorbed atoms and molecules.  
The choice of the magnetic configuration only weakly affects the calculated surface 
relaxation and surface energies (Evarestov, et. al., 2005; Kotomin et al, 2008; Mastrikov et al., 
2009). Relevant magnetic effects are sufficiently small (≈0.1eV) as do not affect noticeably 
relative stabilities of different surfaces; these values are much smaller than considered 
adsorption energies and vacancy formation energies. As for slabs the ferromagnetic (FM) 
configuration has the lowest energy, we performed all further plane-wave calculations with 
FM ordering of atomic spins. 
The quality of plane-wave calculations can be illustrated by the results for the bulk 
properties (Evarestov, et. al., 2005; Mastrikov et al., 2009). In particular, for the low-
temperature orthorhombic structure the A-type antiferromagnetic (A-AFM) configuration 
(in which spins point in the same direction within each [001] plane, but opposite in the 
neighbor planes) is the energetically most favorable one, in agreement with experiment. The 
lattice constant of both the cubic and orthorhombic phase exceeds the experimental value 
only by 0.5%. The calculated cohesive energy of 30.7 eV is also close to the experimental 
value (31 eV). 
In our ab initio LCAO calculations we use DFT-HF (i.e., density functional theory and 
Hartree-Fock) hybrid exchange-correlation functional which gave very good results for the 
electronic structure in our previous studies of both LMO and LSM (Evarestov et al., 2005; 
Piskunov et al., 2007). We employ here the hybrid B3LYP exchange-correlation functional 
(Becke, 1993). The simulations were carried out with the CRYSTAL06 computer code 
(Dovesi, et. al., 2007), employing BS of the atom-centered Gaussian-type functions. For Mn 
and O, all electrons are explicitly included into calculations. The inner core electrons of Sr 
and La are described by small-core Hay-Wadt effective pseudopotentials (Hay & Wadt, 
1984) and by the nonrelativistic pseudopotential (Dolg et al., 1989), respectively. BSs for Sr 
and O in the form of 311d1G and 8–411d1G, respectively, were optimized by Piskunov et al., 
2004. BS for Mn was taken from (Towler et al., 1994) in the form of 86–411d41G, BS for La is 
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provided in the CRYSTAL code’s homepage (Dovesi, et. al., 2007) in form 311-31d3f1, to 
which we added an f-type polarization Gaussian function with exponent optimized in LMO 
(α=0.475). The reciprocal space integration was performed by sampling the Brillouin zone 
with the 4×4 Monkhorst-Pack mesh (Monkhorst & Pack, 1976). In our LCAO calculations, 
nine-layer symmetrical slabs (terminated on both sides by either [001] MnO2 or La(Sr)O 
surfaces) were used. The calculations were carried out for cubic phases and for A-AFM 
magnetic ordering of spins on Mn atoms. All atoms have been allowed to relax to the 
minimum of the total energy. This approach was initially tested on bulk properties as well, 
the experimentally measured atomic, electronic, and low-temperature magnetic structure of 
pure LMO and LSM (xb=1/8) were very well reproduced (Piskunov et al., 2007). 

3. Thermodynamic analysis of surface stability  
As was mentioned above, understanding of many surface related phenomena requires 
preliminary investigation of the relative stabilities of various crystalline surfaces. Usually 
(especially for high-temperature processes such as catalysis in electrochemical devices), 
determining the structure with the lowest internal energy is not sufficient. The internal 
energy characterizes only systems with a constant chemical composition, while atomic 
diffusion and atomic exchange between environment and surfaces occur at high 
temperatures. Thus, we have to take into account the exchange of atoms between the bulk 
crystal, its surface, and the gas phase, into our analysis of surface stability. Such processes 
are included into the Gibbs free energies at the thermodynamic level of description. 
Therefore, we have to calculate the surface Gibbs free energy (SGFE) Ωi for the LMO and 
LSM surfaces of various orientations and terminations. The SGFE is a measure of the excess 
energy of a semi-infinite crystal in contact with matter reservoirs with respect to the bulk 
crystal (Bottin et al., 2003; Heifets et al., 2007a, 2007b; Johnston et al., 2004 ;  Mastrikov et al., 
2009; Padilla & Vanderbilt, 1997, 1998; Pikunov et al., 2008; Pojani et al., 1999; Reuter & 
Scheffler, 2001b, 2004). The SGFEs are functions of chemical potentials of different atomic 
species. The most stable surface has a structure, orientation and composition with the lowest 
SGFE among all possible surfaces.  

3.1 Method of analysis for LMO surfaces 
Introducing the chemical potentials La, Mn, and O for the La, Mn, and O atomic species, 
respectively, the SGFE per unit cell area  i corresponding to the i termination is defined as 

 1 [ - - - ],
2

i i i ii
La Mn Oslab La Mn OG N N N    (2) 

where i
slabG   is the Gibbs free energy for the slab terminated by surface i,   NiLa, NiMn,  and 

NiO denote numbers of La, Mn, and O atoms in the slab. Here we assume that the slab is 
symmetrical and has the same orientation, composition, and structure on both sides. The 
SGFE per unit area is represented by  

 
i

i
A   (3) 

The thermodynamic part of the description below follows the well known chemical 
thermodynamics formalism developed originally by Gibbs in 1875 (see Gibbs, 1948) for 
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perfect bulk and surfaces and  extended by Wagner &  Schottky, 1930 (also Wagner, 1936) 
for point defects.  
The chemical potential LaMnO3 of LMO (in the considered orthorhombic or cubic phase) is 
equal to the  sum of the chemical potentials of each atomic component in the LMO crystal: 

 3 3LaMnO La Mn O       (4) 

Owing to the requirement for the surface of each slab to be in equilibrium with the bulk LMO, 
the chemical potential is equal to the specific bulk crystal Gibbs free energy accordingly to   

 3 3
bulk

LaMnO LaMnOg   (5) 

Eq. (4) imposes restrictions on μLa, μMn, and μO, leaving only two of them as independent 
variables. We use in following μO as one of the independent variables because we consider 
oxygen exchange between the LaMnO3 crystal and gas phase and have to account for strong 
dependence of this chemical potential on T and pO2. As another independent variable, we 
use μMn. We will simplify the equation for the SGFE and eliminate the chemical potentials 
La and LaMnO3 by substituting this expression for the LMO bulk chemical potential: 

 , ,3
1 ,
2
[ ]bulki ii i i

Mn OA A Mn A Oslab LaMnOgG N         (6) 

where ΓiA,a are the Gibbs excesses in the i-terminated surface of components a  with respect 
to the number of ions in A type sites (for ABO3 perovskites)  of the slabs (Gibbs,1948; 
Johnston et al., 2004) : 
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1
2

bulk
ai ii

a AA a bulk
A

NN N
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 (7) 

Here A type of sites are occupied solely by La atoms in LMO, so NA=NLa for LMO. This will 
become somewhat more complicated in solid solutions such as LSM (see the next 
subsection). bulk

AN  is the number of A-sites in unit cell in the bulk. bulk
aN  is the number of a 

atoms in unit cell in the bulk. 
The Gibbs free energies per unit cell for crystals and slabs are defined as 

 vibr
j jj jjg T ps vE E    (8) 

where Ej is the static component of the crystal energy, Ejvibr is the vibrational contribution to 
the crystal energy, vj  volume, and sj  entropy. All these values are given per formula unit  in 
j-type (=La,Mn, LMO…) crystals. We can reasonably assume that the applied pressure is not 
higher than ~100 atm. in practical cases. The volume per lattice molecule in LaMnO3  is ~64 
Å3. Then the largest pvj term in Eq.(13) can be estimated as ~ 5 meV. This value is much 
smaller than the amount of uncertainty in our DFT computations and, therefore, can be 
safely neglected. As it is commonly practiced, we will neglect the very small vibration 
contributions to gj, including contributions from zero-point oscillations to the vibrational 
part of the total energy. This rough estimate is usually valid, but can be broken if the studied 
material has soft modes. The same consideration is valid for slabs used in the present 
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which we added an f-type polarization Gaussian function with exponent optimized in LMO 
(α=0.475). The reciprocal space integration was performed by sampling the Brillouin zone 
with the 4×4 Monkhorst-Pack mesh (Monkhorst & Pack, 1976). In our LCAO calculations, 
nine-layer symmetrical slabs (terminated on both sides by either [001] MnO2 or La(Sr)O 
surfaces) were used. The calculations were carried out for cubic phases and for A-AFM 
magnetic ordering of spins on Mn atoms. All atoms have been allowed to relax to the 
minimum of the total energy. This approach was initially tested on bulk properties as well, 
the experimentally measured atomic, electronic, and low-temperature magnetic structure of 
pure LMO and LSM (xb=1/8) were very well reproduced (Piskunov et al., 2007). 

3. Thermodynamic analysis of surface stability  
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preliminary investigation of the relative stabilities of various crystalline surfaces. Usually 
(especially for high-temperature processes such as catalysis in electrochemical devices), 
determining the structure with the lowest internal energy is not sufficient. The internal 
energy characterizes only systems with a constant chemical composition, while atomic 
diffusion and atomic exchange between environment and surfaces occur at high 
temperatures. Thus, we have to take into account the exchange of atoms between the bulk 
crystal, its surface, and the gas phase, into our analysis of surface stability. Such processes 
are included into the Gibbs free energies at the thermodynamic level of description. 
Therefore, we have to calculate the surface Gibbs free energy (SGFE) Ωi for the LMO and 
LSM surfaces of various orientations and terminations. The SGFE is a measure of the excess 
energy of a semi-infinite crystal in contact with matter reservoirs with respect to the bulk 
crystal (Bottin et al., 2003; Heifets et al., 2007a, 2007b; Johnston et al., 2004 ;  Mastrikov et al., 
2009; Padilla & Vanderbilt, 1997, 1998; Pikunov et al., 2008; Pojani et al., 1999; Reuter & 
Scheffler, 2001b, 2004). The SGFEs are functions of chemical potentials of different atomic 
species. The most stable surface has a structure, orientation and composition with the lowest 
SGFE among all possible surfaces.  

3.1 Method of analysis for LMO surfaces 
Introducing the chemical potentials La, Mn, and O for the La, Mn, and O atomic species, 
respectively, the SGFE per unit cell area  i corresponding to the i termination is defined as 

 1 [ - - - ],
2

i i i ii
La Mn Oslab La Mn OG N N N    (2) 

where i
slabG   is the Gibbs free energy for the slab terminated by surface i,   NiLa, NiMn,  and 

NiO denote numbers of La, Mn, and O atoms in the slab. Here we assume that the slab is 
symmetrical and has the same orientation, composition, and structure on both sides. The 
SGFE per unit area is represented by  

 
i

i
A   (3) 

The thermodynamic part of the description below follows the well known chemical 
thermodynamics formalism developed originally by Gibbs in 1875 (see Gibbs, 1948) for 
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perfect bulk and surfaces and  extended by Wagner &  Schottky, 1930 (also Wagner, 1936) 
for point defects.  
The chemical potential LaMnO3 of LMO (in the considered orthorhombic or cubic phase) is 
equal to the  sum of the chemical potentials of each atomic component in the LMO crystal: 

 3 3LaMnO La Mn O       (4) 

Owing to the requirement for the surface of each slab to be in equilibrium with the bulk LMO, 
the chemical potential is equal to the specific bulk crystal Gibbs free energy accordingly to   

 3 3
bulk

LaMnO LaMnOg   (5) 

Eq. (4) imposes restrictions on μLa, μMn, and μO, leaving only two of them as independent 
variables. We use in following μO as one of the independent variables because we consider 
oxygen exchange between the LaMnO3 crystal and gas phase and have to account for strong 
dependence of this chemical potential on T and pO2. As another independent variable, we 
use μMn. We will simplify the equation for the SGFE and eliminate the chemical potentials 
La and LaMnO3 by substituting this expression for the LMO bulk chemical potential: 

 , ,3
1 ,
2
[ ]bulki ii i i

Mn OA A Mn A Oslab LaMnOgG N         (6) 

where ΓiA,a are the Gibbs excesses in the i-terminated surface of components a  with respect 
to the number of ions in A type sites (for ABO3 perovskites)  of the slabs (Gibbs,1948; 
Johnston et al., 2004) : 
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1
2
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ai ii

a AA a bulk
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NN N
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 (7) 

Here A type of sites are occupied solely by La atoms in LMO, so NA=NLa for LMO. This will 
become somewhat more complicated in solid solutions such as LSM (see the next 
subsection). bulk

AN  is the number of A-sites in unit cell in the bulk. bulk
aN  is the number of a 

atoms in unit cell in the bulk. 
The Gibbs free energies per unit cell for crystals and slabs are defined as 

 vibr
j jj jjg T ps vE E    (8) 

where Ej is the static component of the crystal energy, Ejvibr is the vibrational contribution to 
the crystal energy, vj  volume, and sj  entropy. All these values are given per formula unit  in 
j-type (=La,Mn, LMO…) crystals. We can reasonably assume that the applied pressure is not 
higher than ~100 atm. in practical cases. The volume per lattice molecule in LaMnO3  is ~64 
Å3. Then the largest pvj term in Eq.(13) can be estimated as ~ 5 meV. This value is much 
smaller than the amount of uncertainty in our DFT computations and, therefore, can be 
safely neglected. As it is commonly practiced, we will neglect the very small vibration 
contributions to gj, including contributions from zero-point oscillations to the vibrational 
part of the total energy. This rough estimate is usually valid, but can be broken if the studied 
material has soft modes. The same consideration is valid for slabs used in the present 
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simulations. While it might be important to check vibrational contributions in some cases, 
here we will neglect it. Besides, facilities in computer codes for calculations of vibrational 
spectra of crystals and slabs appeared only within a few last years and such calculations are 
still very demanding and practically possible only for relatively small unit cells. Therefore, 
we approximate the Gibbs free energies with the total energies obtained from DFT 
calculations: 

 jjg E   (9) 

Then, replacing the chemical potentials of La and Mn atoms by their deviations from 
chemical potentials in the most stable phases of respective elementary crystals, 

 bulk bulk
LaLa La LaLag E        (10) 

and 

 bulk bulk
MnMn Mn MnMng E         (11) 

and chemical potential of O atoms by its deviation from the energy of an oxygen atom in a 
free, isolated O2 molecule ( 

2
/ 2total

OE  ), 

 2
2

total
O

O O
E

     (12) 

we can determine the surface Gibbs free energy from 

 , , .ii i i
Mn OA Mn A O         (13) 

We can express the constant  i  in Eq. (13)  as 
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g gG N E

NE E E E

      

    

 (14) 

what resembles the expression for the Gibbs free energy of surface formation. Here Eslab 
stands for the total energy of a slab and replaces the Gibbs free energy of the slab. 
The equilibrium condition (5) can be rewritten as 

 33 ( )bulk
fLa Mn O g LaMnO         (15) 

where 
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Here 3( )bulk
fg LaMnO  has meaning of the Gibbs free energy of LaMnO3  formation from La, 

Mn and O2 in their standard states. 
The range of values of the chemical potentials which consistent with existence and stability of 
the crystal (LMO here) itself is determined by the set of the following conditions. To prevent 
La and Mn metals from leaving LMO and forming precipitates, their chemical potentials must 
be lower in LMO than in corresponding bulk metals. These conditions mean: 

 bulk
Mn Mng   (17) 

and 

 bulk
La Lag     (18) 

Similarly, precipitation of oxides does not occur, if the chemical potentials of atoms in LMO 
are smaller than in the oxides: 

 
2 32 3 bulk

La O La Og    (19) 

 bulk
Mn O MnOg    (20) 

 
3 43 4 bulk

Mn O Mn Og    (21) 

 
2 32 3 bulk

Mn O Mn Og    (22) 

and 

 22 bulk
Mn O MnOg    (23)   

Exclusion of La chemical potential and expressing of these conditions through the 
deviations of the chemical potentials (10-12) transform the conditions to 

 0Mn   (24) 

 3( )3 bulk
fMn O g LaMnO      (25) 

 ( )bulk
f x yMn Oy g Mn Ox      (26) 

and 

 3 2 32 ( ) ( )2 3 bulk bulk
f fMn O g LaMnO g La O       (27) 

where the formation energies of oxides are defined by 

 
2

2

( )
2

                             .
2

bulk bulkbulk
Of x y MxOy M

bulkbulk
OMMxOy

yg xgg M O E

y
xEE E

    

  

 (28) 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

496 

simulations. While it might be important to check vibrational contributions in some cases, 
here we will neglect it. Besides, facilities in computer codes for calculations of vibrational 
spectra of crystals and slabs appeared only within a few last years and such calculations are 
still very demanding and practically possible only for relatively small unit cells. Therefore, 
we approximate the Gibbs free energies with the total energies obtained from DFT 
calculations: 

 jjg E   (9) 

Then, replacing the chemical potentials of La and Mn atoms by their deviations from 
chemical potentials in the most stable phases of respective elementary crystals, 

 bulk bulk
LaLa La LaLag E        (10) 

and 

 bulk bulk
MnMn Mn MnMng E         (11) 

and chemical potential of O atoms by its deviation from the energy of an oxygen atom in a 
free, isolated O2 molecule ( 

2
/ 2total

OE  ), 

 2
2

total
O

O O
E

     (12) 

we can determine the surface Gibbs free energy from 

 , , .ii i i
Mn OA Mn A O         (13) 

We can express the constant  i  in Eq. (13)  as 

 
, , 23

3 , , 2

1 1
2 2
1 1  ,
2 2

[ ]

[ ]  

bulk bulki i i i i
A A Mn A O Oslab LaMnO Mn

ii bulk i bulk i
MnA LaMnO A Mn A O Oslab

g gG N E

NE E E E

      

    

 (14) 

what resembles the expression for the Gibbs free energy of surface formation. Here Eslab 
stands for the total energy of a slab and replaces the Gibbs free energy of the slab. 
The equilibrium condition (5) can be rewritten as 

 33 ( )bulk
fLa Mn O g LaMnO         (15) 

where 

 
23 3

23

3( )
2

3                          .
2

bulk bulk bulkbulk
Of LaMnO La Mn

bulk bulk bulk
OLa MnLaMnO

g g gg LaMnO E

E E E E

     

   
 (16) 

 
Thermodynamics of ABO3-Type Perovskite Surfaces 

 

497 

Here 3( )bulk
fg LaMnO  has meaning of the Gibbs free energy of LaMnO3  formation from La, 

Mn and O2 in their standard states. 
The range of values of the chemical potentials which consistent with existence and stability of 
the crystal (LMO here) itself is determined by the set of the following conditions. To prevent 
La and Mn metals from leaving LMO and forming precipitates, their chemical potentials must 
be lower in LMO than in corresponding bulk metals. These conditions mean: 
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Similarly, precipitation of oxides does not occur, if the chemical potentials of atoms in LMO 
are smaller than in the oxides: 
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Note, however, that sometimes compositions are fixed by bringing the multinary crystals 
into coexistence with less complex sub-phases.  
If the SGFE becomes negative, surface formation becomes energetically favorable and the 
crystal will be destroyed. Therefore, the condition for sustaining a crystal structure is for 
SGFE to be positive for all potential surface terminations. Therefore, one more set of 
conditions on the chemical potentials of the crystal components can be written as  

 0i   (29) 

where i corresponds to the surface with the lowest SGFE. 

3.2 Method of analysis for LSM surfaces 
In LSM we have to re-define the SGFEs, because there are now four components in this 
material (instead of three in LMO) with  Sr atoms substituting a fraction of La atoms in the 
perovskite A sub-lattice. The SGFE definition for LSM can be written as 

 
1
2
[ ]i i i iii

La Sr Mn OLa Sr Mn OslabG N N N N         (30a) 

Let us denote concentration of Sr atoms in the bulk of LSM as  

 
bulk
Sr

b bulk
A

Nx
N

  (30b) 

where bulk
SrN  is the average number of Sr atoms per crystal unit cell in the bulk. Then for 

LSM  

 (1 )bulk bulk
La b AN x N   (31) 

becomes the average number of La atoms per LSM unit cell in the bulk. 
The chemical potential of a LSM formula unit is 

 (1 ) 3LSM b bLa Sr Mn Ox x          (32) 

Equilibrium between LSM surface and  its  bulk means that 

 
LSM

bulk
LSMg   (33) 

We will continue using approximation (9) in the following, replacing the Gibbs free energies 
of bulk and slab unit cells by their total energies. The conditions (32, 33) impose restrictions 
on four chemical potentials of all LSM components and reduces the number of independent 
components to three. We have chosen to keep the chemical potentials of O, Mn and La as 
independent variables. Then the chemical potential of the Sr atom can be expressed as 

 1 (1 ) 3( )LSM bSr La Mn O
b

xEx
         (34a) 

and its deviation (analogous to eqs. (10-12) and keeping in mind approximation (9)) as 
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 bulk bulk
SrSr Sr SrSrg E        (34b) 

The expressions for the excesses ,
i
A O  and ,

i
A Mn  do not change with respect to LMO. We 

still have to remember  only that NA  does not coincide any more with NLa in LSM . NA refers 
only to the number of A-sites in the perovskite unit cell, but  not to the number of La atoms. 
Since we excluded chemical potential for Sr, only the excesses for La atoms will be required.  
For the calculation of excesses of La atoms we have to account for mixing of La and Sr atoms 
in A-site of the perovskite lattice. Using eqs.(7,31), the excess of La atoms for surface i can be 
expressed as: 

  ,
1 1 (1 )
2 2

bulk
Lai i i ii

La A La AbA La bulk
A

N xN N N N
N

 
      

 
 (35) 

Then SGFEs for LSM reads 

 , , , i i i ii
OLa MnA La A Mn A O             (36) 

where 

 2
, , ,

1
2 2
( ) Oi bulk bulk bulki i i ii

A LSM La MnA La A Mn A Oslab
E

G N E E E         (37) 

The conditions of LSM crystal stability include the same bounds which work for LMO. 
However, we have to add conditions preventing precipitations of several new materials and 
express all conditions through three chemical potentials for La, Mn and O atoms. 
Precipitation of Mn, La, and Sr metals will be avoided if  

 0Mn   (38) 

 0La   (39) 
and  

 (1 ) ( )3 bulk
b fLa Mn O

x g LSM         (40) 

where Gibbs free energy of LSM formation is  
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Precipitation of oxides is avoided, if 
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where  
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Similarly, precipitation of LaMnO3 and SrMnO3 perovskites will be prevented, if 
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Here the Gibbs free energy of SrMnO3 formation is defined as 

 23 3
3( )  .
2

bulk bulk bulk bulk
Of MnSrMnO Srg SrMnO E E E E      (47) 

Lastly, spontaneous formation of surfaces does not occur, if condition (29) is satisfied as well. 

3.3 Determination of the chemical potential of oxygen atom 
As mentioned above, an exchange of O atoms between surfaces and environment occurs at 
all surfaces, especially at high temperatures. Moreover, such an exchange is a key factor in 
many electrochemical and catalytic processes. Therefore, oxygen in the studied crystal (for 
instance, LMO or LSM, in this Chapter) has to be considered in equilibrium with oxygen gas 
in atmosphere beyond the crystal surface. The equilibrium in exchange with O atoms means 
equality of oxygen chemical potentials in a crystal and in the atmosphere: 

 2
1
2

gas
OO    (48) 

Chemical potentials are hardly available experimentally. It is much more convenient to 
operate with gas temperatures and pressures determining the oxygen chemical potential. At 
the same time, the Gibbs free energies of crystals are insensitive to temperature and the 
pressure (within approximations accepted in our present description). Therefore, we can use 
the dependence of oxygen gas chemical potential 2

gas
O  to express the Gibbs free energies for 

surfaces through temperature and oxygen gas partial pressure.  
Oxygen gas under the considered conditions can be treated (to a very good approximation) 
as an ideal gas. Therefore, dependence of its chemical potential from pressure can be 
expressed by the standard expression (as done by Johnston et al., 2004 and Reuter & 
Scheffler, 2001b) 

 0
2 2 0
( , ) ( , ) lngas gas

O O
pT p T p kT
p

 
 
  
 
 

 (49) 

where k is the Boltzmann constant. Here p0 is the reference pressure which we can take as 
the standard pressure (1 atm.). The temperature dependence of 0

2( , )gas
O T p  includes 

contributions from molecular vibrations and rotations, as well as ideal-gas entropy at 
pressure p0. We can evaluate the temperature dependence of 0

2( , )gas
O T p using experimental 
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data from the standard thermodynamic tables (Chase, 1998; Linstrom & Mallard, 2003), 
following Johnston et al., 2004 and Reuter & Scheffler, 2001b. These data are collected in 
Table 1. For this we define  an isolated oxygen molecule EO2  as the reference state. Changes 
in the chemical potential for oxygen atom can be written as 

 

2

00
2 0

1( , ) ( , )
2

1 ( , ) ln
2

                              { }

OO O

gas
O O

T p T p E

pT p kTG
p

 



  

 
   
 
 

 (50) 

Here 0
2( , )gas

O T pG  is the change in the oxygen gas Gibbs free energy at the pressure p0  and 
temperature T with respect to its Gibbs free energy at T0=298.15 K 
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 (51) 

 
T, K ΔGO2gas (T,p0), eV T, K ΔGO2gas (T,p0), eV
100 -0.07 1000 -1.10 
200 -0.17 1100 -1.23 
250 -0.22 1200 -1.36 
298.15 -0.27 1300 -1.49 
300 -0.27 1400 -1.62 
400 -0.38 1500 -1.75 
500 -0.50 1600 -1.88 
600 -0.61 1700 -2.02 
700 -0.73 1800 -2.16 
800 -0.85 1900 -2.29 
900 -0.97 2000 -2.43 

Table 1. Variations in the Gibbs free energy for oxygen gas at standard pressure (p0=1 atm.) 
with respect to its value at 0 K. Data are taken from thermodynamic tables (Chase, 1998; 
Linstrom & Mallard 2003). 

The 0
O  in Eq. (50) is a correction which matches experimental data and the results of 

quantum-mechanical computations. This correction can be estimated from computations of 
metal oxides and metals, in a way similar to Johnston et al., 2004. Enthalpy of an MxOy oxide 
can be written as 

 0 0 0 0
2 ,2MxOy M O f MxOy

yxh h h H     (52) 

Here enthalpies of the oxide, 0
MxOyh , and of the metal, 0

Mh , can be approximated by the 

total energies for these materials calculated at 0 K on the same grounds as for approximation 
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Here the Gibbs free energy of SrMnO3 formation is defined as 
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where k is the Boltzmann constant. Here p0 is the reference pressure which we can take as 
the standard pressure (1 atm.). The temperature dependence of 0
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pressure p0. We can evaluate the temperature dependence of 0
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O T p using experimental 
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data from the standard thermodynamic tables (Chase, 1998; Linstrom & Mallard, 2003), 
following Johnston et al., 2004 and Reuter & Scheffler, 2001b. These data are collected in 
Table 1. For this we define  an isolated oxygen molecule EO2  as the reference state. Changes 
in the chemical potential for oxygen atom can be written as 
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Here 0
2( , )gas

O T pG  is the change in the oxygen gas Gibbs free energy at the pressure p0  and 
temperature T with respect to its Gibbs free energy at T0=298.15 K 
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T, K ΔGO2gas (T,p0), eV T, K ΔGO2gas (T,p0), eV
100 -0.07 1000 -1.10 
200 -0.17 1100 -1.23 
250 -0.22 1200 -1.36 
298.15 -0.27 1300 -1.49 
300 -0.27 1400 -1.62 
400 -0.38 1500 -1.75 
500 -0.50 1600 -1.88 
600 -0.61 1700 -2.02 
700 -0.73 1800 -2.16 
800 -0.85 1900 -2.29 
900 -0.97 2000 -2.43 

Table 1. Variations in the Gibbs free energy for oxygen gas at standard pressure (p0=1 atm.) 
with respect to its value at 0 K. Data are taken from thermodynamic tables (Chase, 1998; 
Linstrom & Mallard 2003). 

The 0
O  in Eq. (50) is a correction which matches experimental data and the results of 

quantum-mechanical computations. This correction can be estimated from computations of 
metal oxides and metals, in a way similar to Johnston et al., 2004. Enthalpy of an MxOy oxide 
can be written as 

 0 0 0 0
2 ,2MxOy M O f MxOy

yxh h h H     (52) 

Here enthalpies of the oxide, 0
MxOyh , and of the metal, 0

Mh , can be approximated by the 

total energies for these materials calculated at 0 K on the same grounds as for approximation 
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(9). The formation heat for La and Mn oxides under standard conditions can also be found 
in thermodynamic tables (Chase, 1998; Linstrom & Mallard, 2003). Equation (52) allows us 
to estimate the standard oxygen gas enthalpy. Since we define the total energy of an oxygen 
molecule as a zero for chemical potential and enthalpy calculations, the correction for the 
enthalpy could to be defined as  

 0 0
22 2 OO Oh h E               (53) 

Using the experimental standard entropy for oxygen (Chase, 1998; Linstrom & Mallard, 
2003) as 0

2OS  205.147 J·mol-1K-1, the correction to the oxygen chemical potential can be 
calculated as 
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3.4 Thermodynamic consideration of oxygen adsorption and vacancy formation  
Let us consider formation of relevant oxygen species and point defects in the bulk and at the 
LaMnO3 surface. We use the same approximation as in the previous sections: we neglect the 
changes of vibrational entropy in the solid, thus only states comprising gaseous O2 exhibit 
the temperature-dependent Gibbs free energy contribution. In this approximation, 
differences between the Gibbs energies for bulk crystals or slabs (including defects and 
adsorbates) can be replaced with the differences in the total energy calculated from DFT, 
while variation of oxygen chemical potential for gaseous O2 is taken from experimental data. 
The Gibbs free energy of reaction for removal of a neutral O atom (1/2 O2) from the bulk 
(i.e. formation of one neutral OV  and allocation of the left-behind two electrons mainly on 
two nearest Mn) is defined as 

  3 O 2 3O3 O : V ( , O )( : V )bulk bulk bulk
LaMnOf LaMnO T pg LaMnO E E    (55) 

where   3 O: Vbulk LaMnOE  is the total energy per bulk supercell with an oxygen vacancy. 

This definition can be re-written as  

  3 O 2O3 O : V ( , O ): V( )bulk bulk
ff LaMnO T pg LaMnO E      (56) 

where 

     23 3 3
1: :
2

bulk bulk bulk
O O LaMnOf OLaMnO V LaMnO VE E E E    (57) 

is the formation energy of a neutral oxygen vacancy with respect to the calculated energy 

2
1
2 OE  for oxygen atom in the molecule. The variation of oxygen chemical potential 
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2( , )O T pO  due to T, pO2 is described by Eq. (50). Similarly, the vacancy formation energy 
for the surface vacancy can be presented as  

  3 O 2O3 O : V ( , ): V( )surf surf
ff LaMnO T pOg LaMnO E      (58) 

where 

   23 33 O
1 : 2: V
2

( )surf slab slab
O LaMnOOf LaMnO VE LaMnO E E E    (59) 

Here we accounted for the fact that we use a symmetrical slab with an oxygen vacancy at 
each side of the slab. The total energy of such a slab is written as  3 : 2slab

OLaMnO VE ,  
because the slab has two vacancies. 3

slab
LaMnOE   is the total energy of the slab without defects. 

The Gibbs free energies of adsorption can be written in a  similar way: 

    33
:  :surf surf

adsads Oads ads
g LaMnO OLaMnO O E      (60) 

     23 3 3
1:   : 2
2

surf slab slab
ads ads LaMnOads OLaMnO O LaMnO OE E E E    (61) 

and  

     23 32, ads 2, ads: : surf surf
ads Oadsg LaMnO O E LaMnO O       (62) 

     2 33 32, ads 2, ads

1 : : 2 22 surf slab
LaMnOads slab OE LaMnO O E LaMnO O E E    (63) 

Here µO2=2µO, and we have to take account for two adsorbed O or O2 on the symmetrical 
slab. It is important to remember that the adsorption energy (60) for atomic O species is 
given relative to half an O2 molecule, but not with respect to gaseous O atoms. 
In the present Chapter we will describe the vacancy formation energies and the adsorption 
energies of O atoms and O2 molecules obtained with plane wave BS and PW91 functional.  

4. Results and discussions 

4.1 Stability of LMO surface terminations: Plane-wave DFT simulations 
Based on the results of plane-wave calculations and theoretical considerations described in 
Section 3, the phase diagrams characterizing stability of different LMO surfaces have been 
drawn in Figure 1. These diagrams were built for both low-temperature orthorhombic and 
high-temperature cubic phases. For O-terminated [011] and LaO+O [001] surfaces it was not 
possible to keep the cubic structure during lattice relaxation. Therefore, we used i values 
for the orthorhombic phase for both phase diagrams in Figure 1, as it was done, for instance, 
by Bottin et al., 2003. The calculated input data used for drawing this figure are collected in 
Tables 2 and 3. Optimized geometries for the slabs can be found in Mastrikov et al., 2009. 
The surface stability regions in the diagrams are limited by the lines 2, 6 and 4. These lines 
correspond to boundaries where coexistence occurs of LMO with La2O3, MnO2 and Mn3O4 , 
respectively. Because of the DFT deficiencies in describing the relative energies for materials 
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3.4 Thermodynamic consideration of oxygen adsorption and vacancy formation  
Let us consider formation of relevant oxygen species and point defects in the bulk and at the 
LaMnO3 surface. We use the same approximation as in the previous sections: we neglect the 
changes of vibrational entropy in the solid, thus only states comprising gaseous O2 exhibit 
the temperature-dependent Gibbs free energy contribution. In this approximation, 
differences between the Gibbs energies for bulk crystals or slabs (including defects and 
adsorbates) can be replaced with the differences in the total energy calculated from DFT, 
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where 
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Here we accounted for the fact that we use a symmetrical slab with an oxygen vacancy at 
each side of the slab. The total energy of such a slab is written as  3 : 2slab

OLaMnO VE ,  
because the slab has two vacancies. 3
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LaMnOE   is the total energy of the slab without defects. 
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Here µO2=2µO, and we have to take account for two adsorbed O or O2 on the symmetrical 
slab. It is important to remember that the adsorption energy (60) for atomic O species is 
given relative to half an O2 molecule, but not with respect to gaseous O atoms. 
In the present Chapter we will describe the vacancy formation energies and the adsorption 
energies of O atoms and O2 molecules obtained with plane wave BS and PW91 functional.  

4. Results and discussions 

4.1 Stability of LMO surface terminations: Plane-wave DFT simulations 
Based on the results of plane-wave calculations and theoretical considerations described in 
Section 3, the phase diagrams characterizing stability of different LMO surfaces have been 
drawn in Figure 1. These diagrams were built for both low-temperature orthorhombic and 
high-temperature cubic phases. For O-terminated [011] and LaO+O [001] surfaces it was not 
possible to keep the cubic structure during lattice relaxation. Therefore, we used i values 
for the orthorhombic phase for both phase diagrams in Figure 1, as it was done, for instance, 
by Bottin et al., 2003. The calculated input data used for drawing this figure are collected in 
Tables 2 and 3. Optimized geometries for the slabs can be found in Mastrikov et al., 2009. 
The surface stability regions in the diagrams are limited by the lines 2, 6 and 4. These lines 
correspond to boundaries where coexistence occurs of LMO with La2O3, MnO2 and Mn3O4 , 
respectively. Because of the DFT deficiencies in describing the relative energies for materials 
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surface 
 ,

i
La O  ,

i
La Mn  i

La  

(eV/unit cell) 

i
La  

(J/m2) 
orientation termination 

[001] LaO -1 -0.5 5.38    (5.42) 5.67    (5.70) 
[001] LaO+O -0.875 -0.5 4.90 5.16 
[001] MnO2 1 0.5 -3.02   (-2.93) -3.18   (-3.08) 
[001] MnO2+O 1.125 0.5 -3.16   (-3.53) -3.33   (-3.72) 
[110] LaMnO -1 0 6.13    (6.05) 4.56    (4.51) 
[110] O2 1 0 -1.16   (-1.26) -0.86   (-0.94) 
[110] O 0 0 1.09 0.81 

Table 2. Parameters defining the surface Gibbs free energies Ωi  (Eq. 13) as function of O and 
Mn chemical potentials : excesses ,

i
La O  and ,

i
La Mn  of O and Mn atoms in the surfaces with 

respect to La atoms  (7), and free energy of formation i
La  (14) at ΔμO = ΔμMn = 0 eV for the 

LaMnO3 surfaces under consideration. These results produced with plane wave BS and 
PW91 functional. Values of i

La  without brackets are for the orthorhombic phase, values in 
brackets are for the cubic phase. Reprinted with permission from Mastrikov et al., 2010 . 
Copyright 2010 American Chemical Society. 

 

Crystal Calculated 0
O  

Plane wave BS + PW91 LCAO + B3LYP
La2O3 -0.41 -0.64 
Mn2O3 -0.87 -0.53 
MnO -0.52 -0.59 
MnO2 -1.14 -0.09 
Mn3O4 -0.90 -0.15 
average -0.77 -0.40 

Table 3. The chemical potential correction (eV), Eq.(54), calculated for different oxides for 
both employed modeling techniques: (i) plane wave BS and PW91 functional and (ii) LCAO 
approach based on Gaussian-type atom-centered BS and hybrid B3LYP functional . The last 
line gives the average correction used in plotting the oxygen chemical potentials of the 
phase diagrams in Figures 1, 3, and 6.  

with different degrees of oxidation, one should treat the obtained data with some precaution. 
Thus, we highlighted by solid lines the boundaries where metal oxides La2O3 and Mn2O3 
with metals in oxidation state 3+ (lines 2 and 5) begin to precipitate in the perovskite. In 
these oxides, metal oxidation numbers coincide with the oxidation states for the same metals 
in LaMnO3. Right hand side of the diagrams in Figure 1 contains a family of chemical 
potentials of O atoms (50) as functions of temperature and partial pressure of oxygen gas. 
This part of the figures allows us to translate easily-measurable external parameters 
(temperature and oxygen gas pressure) into oxygen chemical potential, which is one of the 
variables determining explicitly the SGFE. Using this part of the figures, we can relate points 
on the phase diagrams with the conditions under which experiments and/or industrial 
processes occur. To do this, one can just to draw a vertical line for a given temperature  

 
Thermodynamics of ABO3-Type Perovskite Surfaces 

 

505 
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(b) 

 

Fig. 1. Phase diagrams calculated with plane wave BS and PW91 GGA functional: The 
regions of stability of LaMnO3 surfaces with different terminations (LaO- and MnO2- 
terminated [001] surfaces without and with adsorbed O atom, O2- and O-terminated [011] 
surfaces) for both orthorhombic (a) and cubic (b) phases as functions of manganese and 
oxygen atoms chemical potential variations. Parameters for all lines on the left side of the 
figures are collected in Table 2. The encircled  numbers  point to lines, where metals or their 
oxides begin to precipitate: (1) metal La, (2) La2O3, (3) MnO, (4) Mn3O4, (5) Mn2O3, (6) MnO2, 
and (7) metal Mn. The right side of the figures contains a family of ΔμO as functions of 
temperature at various oxygen gas pressures according to Eq. (50) and Table 1. The labels m 
on the lines specifies the pressure according to: pO2 = 10m atm. Reprinted with permission 
from Mastrikov et al., 2010. Copyright 2010 American Chemical Society. 
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Fig. 1. Phase diagrams calculated with plane wave BS and PW91 GGA functional: The 
regions of stability of LaMnO3 surfaces with different terminations (LaO- and MnO2- 
terminated [001] surfaces without and with adsorbed O atom, O2- and O-terminated [011] 
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Fig. 2. Surface Gibbs Free Energies i for LaMnO3 in (a) orthorhombic and (b) cubic phases 
as functions of ΔμMn at T = 1200 K and pO2 = 0.2 atm Line numbers are the same as in Figure 
4.1. The red lines indicate the most stable surface in the stability window between the 
precipitation lines for La2O3 and Mn2O3. Reprinted with permission from Mastrikov et al., 
2010. Copyright 2010 American Chemical Society. 
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and its crossings with lines corresponding to different gas pressures creates a pressure scale 
for this particular temperature. This can replace the axis for oxygen chemical potential. 
Alternatively, moving along the lines for chemical potential at a particular gas pressure, we 
can study the phase behavior with temperature. Figure 1 shows such a consideration for 
T=1200 K which is a typical condition for SOFC operations. We marked on these phase 
diagrams the most important range of oxygen gas partial pressures (between pO2 =0.2 atm. 
and 1 atm). Oxygen-rich conditions with a larger O chemical potential correspond to higher 
oxygen gas partial pressures and/or lower temperatures; in turn, oxygen-pure conditions 
with the lower O chemical potentials correspond to smaller oxygen gas partial pressures 
and/or higher temperatures.  
Consistent positioning of these experimental curves with respect to our computed stability 
diagram requires also the correction described by Eq. (54). When drawing the right side of 
Figure 1, we used the correction of -0.77 eV (Table 3) calculated as average of a series of 
different oxides. It was calculated using the same set of oxides, which precipitation is 
considered in our plane-wave modeling. Both the values and the scattering (±0.37 eV) of 
calculated corrections are much larger than in similar studies (Heifets et al., 2007a, 2007b; 
Johnston et al., 2004; Reuter & Schefer, 2001a)  for non-magnetic oxides (e.g. SrTiO3).  
Here we consider manganese oxides which are spin-polarized solids. Besides, we included 
several Mn oxides with various oxidation states. This is a typical situation where DFT 
calculations face well known problems. The scattering of the correction magnitudes 
provides an estimate of uncertainty in positioning of the chemical potentials  for O atoms on 
the right side of the phase diagrams. 
Figure 2 shows cross sections of the phase diagrams at T = 1200 K and pO2 = 0.2 atm., i.e. in 
the range of typical SOFC operational conditions. Correspondingly, at the cross sections of 
the diagrams (Figure 2), the stability region lies between lines 2 and 6. This figure helps to 
clarify behavior of the SGFEs for surfaces with various terminations. 
As it can be seen from Figures 1 and 2, under fuel cell operational conditions in both LMO 
phases the MnO2-terminated [001] surface is the most stable one. In the orthorhombic phase it 
is the clean MnO2-terminated surface, whereas in the high-temperature cubic phase the most 
stable surface contains adsorbed O atoms. This indicates that under identical conditions higher 
O adsorbate coverage is expected for the cubic LMO phase. Modeling with plane-wave BS and 
PW91 functional suggest that, when LMO crystal is heated, precipitation of La2O3 or Mn3O4 

occurs, depending on chemical potentials variations during heating. 

4.2 Stability of LMO surface terminations: LCAO simulations 
Calculations performed within the LCAO approach combined with hybrid B3LYP 
functional were also employed in order to draw the phase diagram for stability of different 
LMO surface terminations (Figure 3). These calculations were carried out for a cubic phase 
and A-AFM magnetic ordering, where spins have the same orientations in the planes 
parallel to the surfaces of the slabs, but have opposite directions in neighbor planes. The 
comparison of stability shown in this figure includes only two primary candidates for the 
stable surfaces: LaO- and MnO2-terminated (001) surfaces. The stability range is limited by 
lines 2, 3, and 5, which correspond to precipitation of La2O3, MnO, and Mn2O3. These are 
substantially different oxides than suggested above in computations performed with plane-
wave BS and PW91 functional. Indeed, the gap between precipitation of La2O3  and Mn2O3 
shifted down significantly. Now the boundary between stability regions for LaO- and 
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Fig. 2. Surface Gibbs Free Energies i for LaMnO3 in (a) orthorhombic and (b) cubic phases 
as functions of ΔμMn at T = 1200 K and pO2 = 0.2 atm Line numbers are the same as in Figure 
4.1. The red lines indicate the most stable surface in the stability window between the 
precipitation lines for La2O3 and Mn2O3. Reprinted with permission from Mastrikov et al., 
2010. Copyright 2010 American Chemical Society. 
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and its crossings with lines corresponding to different gas pressures creates a pressure scale 
for this particular temperature. This can replace the axis for oxygen chemical potential. 
Alternatively, moving along the lines for chemical potential at a particular gas pressure, we 
can study the phase behavior with temperature. Figure 1 shows such a consideration for 
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diagrams the most important range of oxygen gas partial pressures (between pO2 =0.2 atm. 
and 1 atm). Oxygen-rich conditions with a larger O chemical potential correspond to higher 
oxygen gas partial pressures and/or lower temperatures; in turn, oxygen-pure conditions 
with the lower O chemical potentials correspond to smaller oxygen gas partial pressures 
and/or higher temperatures.  
Consistent positioning of these experimental curves with respect to our computed stability 
diagram requires also the correction described by Eq. (54). When drawing the right side of 
Figure 1, we used the correction of -0.77 eV (Table 3) calculated as average of a series of 
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Johnston et al., 2004; Reuter & Schefer, 2001a)  for non-magnetic oxides (e.g. SrTiO3).  
Here we consider manganese oxides which are spin-polarized solids. Besides, we included 
several Mn oxides with various oxidation states. This is a typical situation where DFT 
calculations face well known problems. The scattering of the correction magnitudes 
provides an estimate of uncertainty in positioning of the chemical potentials  for O atoms on 
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occurs, depending on chemical potentials variations during heating. 
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lines 2, 3, and 5, which correspond to precipitation of La2O3, MnO, and Mn2O3. These are 
substantially different oxides than suggested above in computations performed with plane-
wave BS and PW91 functional. Indeed, the gap between precipitation of La2O3  and Mn2O3 
shifted down significantly. Now the boundary between stability regions for LaO- and 
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MnO2-terminated surfaces crosses the gap where LMO is stable, while PW91-GGA 
calculations described above and by Mastrikov et al., 2009, 2010 suggested that only the 
MnO2-terminated surface was stable. In calculations with hybrid B3LYP functional the 
MnO2-terminated surface seems to be stable, up to SOFC operational temperatures (1200 K) 
under ambient oxygen gas partial pressures (pO2=0.2 atm.). Above this temperature LaO-
terminated surface gradually becomes more stable in the larger range in LMO crystal 
stability region until at ~1900 K it becomes the only stable surface. A  precipitation of MnO 
or La2O3 has to occur while LMO crystal is heated. 
Positioning the family of O atom chemical potential curves on the right side of  Figure 3 was 
done in the same way as for Figure 1, but using LCAO calculations with hybrid B3LYP 
functional. The averaged correction 0

O  (54) in this case is noticeably smaller ( -0.40 eV) than 
it was for PW91-GGA functional. However, deviations of this correction from its average value 
(±0.3 eV) is still large. This fact likely comes from the DFT difficulties, taking place even within 
hybrid functionals for spin-polarized systems. For diamagnetic systems, for instance SrTiO3, 
such deviation drops down, from ~0.25 eV in LDA calculations (Johnston et al., 2004) to ~0.03 
eV in calculations (Heifets et al., 2007b) with the hybrid functional. 
 

 
Fig. 3. Thermodynamic LaMnO3 [001] surface stability diagram as a function of O and Mn 
chemical potentials. It compares  stabilities of both LaO- and MnO2-terminated [001] 
surfaces and accounts for precipitation conditions for (1) metal La, (2) La2O3, (3) MnO, (4) 
Mn3O4, (5) Mn2O3, (6) MnO2, and (7) metal Mn, the same set as at Figures 1 and 2. The stable 
region is shown as lightened  area between precipitation lines 2,3, and 5. The right side 
shows a family of oxygen chemical potentials under different conditions. The label m 
indicates the O2 gas partial pressure: 10m atm. Red line corresponds to oxygen partial 
pressure p=0.2p0 as in the ambient atmosphere. 
 

surface 
,

i
La O  ,

i
La Mn i

La  

(eV/unit cell)

i
La  

(J/m2) orientation termination

[001] LaO -1 -0.5 6.32 6.46 
[001] MnO2 1 0.5 -0.42 -0.43 

Table 4. Parameters defining the surface Gibbs free energies Ωi  (Eq. 13) and used to build 
diagram in Figure 3. The same as Table 2, but for the cubic phase of LMO only and 
produced with LCAO approach and hybrid B3LYP functional. 
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4.3 Stability of surface terminations for LSM: LCAO simulations 
Since the SGFEs for LSM surfaces depend now on three variables, it is a little more 
complicated to draw corresponding phase diagrams. Therefore, we have drawn only several 
sections for the most interesting parts of the phase diagram for bulk concentration of Sr 
atoms xb= 1/8. Thus, Figure 4 shows the section of surface stability phase diagram under 
ambient oxygen gas partial pressure pO2=0.2 atm. and three various temperatures: a) 300 K - 
room temperature (RT), b) 1100 K, which is approximately the SOFC operational 
temperature, and c) 1500 K, which is close to sintering temperatures. We compared several 
terminations of LSM (100) surfaces: 2 1,  ,  x xs s

MnO La Sr O  in the last case concentrations of 
Sr atoms in the surface layer were varied: xs= 0.25, 0.5, 0.75 and 1 (which simulates a 
segregation effect).  Only three terminations appear at the shown sections: 

2 0.75 0.25,  ,  and SrOMnO La Sr O . Here we accounted for precipitation of metals (La, Mn, Sr), 
Mn2O3 and La2O3 oxides, and LaMnO3 and SrMnO3 perovskites. These sections of the 
surface phase diagram indicate that the LSM crystal can be stable only within a small 
quadrangle region in the presented sections. At low, room temperature  two of considered 
terminations - MnO2 and La0.75Sr0.25O - are stable. At the higher temperatures La0.75Sr0.25O-
terminated surface gradually occupies a larger portion of the stability region. Already at 
SOFC operational temperatures (T1100 K) this termination becomes stable in the entire 
stability region. Thus,  Sr dopant atoms in LSM cause a relative stabilization of  the  
 

 
Fig. 4. Sections of surface stability diagram for LSM (001) surface structures for O2 partial 
pressure p=0.2p0 and temperatures of (a) 300 K (RT), (b) 1100 K (SOFC operational 
temperature), and (c) 1500 K (sintering temperature) (Piskunov et al., 2008). The region, 
where LSM (xb= 1/8 ) is stable, is the shaded area between LaMnO3, La2O3, Mn2O3, and SrO 
precipitation lines. The numbers from 1 to 11 in the circles indicate precipitation lines for (1) 
La, (2) La2O3, (3) MnO, (4) Mn3O4, (5) Mn2O3, (6) MnO2, (7) Mn, (8) Sr, (9) SrO, (10) LaMnO3, 
(11) SrMnO3. (Some of the mentioned oxides are not considered in this Figure, but the 
numbering is designed to keep consistency of notations between figures.) Hollow arrows 
indicate the sides from respective precipitation lines where the precipitation occurs. Insets 
show magnified areas with the region of LSM stability (a shaded quadrangle). Reprinted 
with permission from Piskunov et al., 2008. Copyright  2008 American Physical Society. 
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1 x xs s
La Sr O - terminated surface with respect to the MnO2-terminated surface. However, as 
soon as Sr concentration xs at the 1 x xs s

La Sr O -terminated surface becomes 0.5 or larger due 
to Sr segregation, such a surface becomes unstable.  
For better understanding changes in the surface stability with temperature, we have drawn 
two additional cross-sections along the precipitation lines for SrO and LaMnO3 at pO2=0.2 
atm. These cross-sections are presented in Figure 5. It can be seen here that upon heating the 
MnO2-terminated surface leaves the stability region and becomes replaced by the 
La0.75Sr0.25O-terminated surface. As heating continues, precipitation of La2O3 or MnO begins. 
This is consistent with experimental observations by Kuo et al., 1989. A similar degradation 
process without Sr doping would require stronger overheating or very strongly reducing 
conditions. Detailed LCAO hybrid functional calculations of oxygen atom adsorption are  
necessary (see preliminary results in Piskunov et al, 2011), in order to check PW91-GGA 
prediction (discussed in previous subsection) that the MnO2-terminated surface is stabilized 
by adsorbed oxygen atoms. 
 

 
Fig. 5. LCAO calculated cross-sections of surface stability diagram for LSM (001) surface 
structures along (a) SrO and (b) LaMnO3  precipitation lines for O2 partial pressure p=0.2p0 . 
Meaning of colors (terminations) and numbers (correspond to precipitation lines) are the 
same as in Figure 4.  

4.4 Oxygen adsorption and vacancy formation in LMO  
As shown above, the MnO2-terminated (001) surface of LaMnO3 appears to be the most 
stable one. Therefore, we optimized the atomic structure of surface oxygen vacancies, as 
well as O atoms and O2 molecules adsorbed at different sites on this surface. For a 
comparison we also optimized the structure of oxygen vacancies in the LaMnO3 bulk and at 
the LaO-terminated [001] surface. These simulations were performed using plane wave BS 
and PW91 functional. Details of the atomic position optimization are described by 
Mastrikov et al., 2010. In this Chapter, we limit our discussion only to the energies of 
different adsorbed species and vacancies and thermodynamic consideration of the relevant 
processes. Note that some adsorbed species have tilted geometry. For example, the lowest 
energy for the adsorbed O2 molecule on MnO2-terminated surface is atop of Mn ion with the 
angle between O-O bond and Mn-O direction being ~50o .  
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The adsorption energies for O atoms (  3 :surf
adsads LaMnO OE  and O2 molecules 

(  3 2, :surf
adsads LaMnO OE ), as well as the surface and bulk formation energies 

( 3 O( :  V )surf
fE LaMnO and 3 O( :  V )bulk

fE LaMnO )  for oxygen vacancies are collected in Table 
5. For a classification of different molecular oxygen species we considered atomic charges 
and the O-O bond length. The data in Table 5 suggest that atomic adsorption of O atoms is 
energetically more preferable than  adsorption of O2 molecule. In both cases the best 
adsorption site for both O atom and O2 molecule on MnO2-terminated surface is on top of 
surface Mn ion. Oxygen vacancies have smaller formation energy on MnO2-terminated 
surface than in the bulk suggesting vacancy segregation towards this surface. In contrary, 
much more energy is required to create an oxygen vacancy on LaO-terminated surface. 
 

Label of 
configuration 

-Ef  or Eads , 
eV 

Charge, 
e0 

O-O distance, 
Å "chemical assignment" 

  0. 1.30 gaseous O2 

I -1.1a) -0.42 1.36 tilted superoxide atop one 
Mnsurf 

II -0.9a) -0.65 1.42 horizontal peroxide atop 
one Mnsurf 

III -0.9a) -0.69 1.41 horiz. peroxide atop Osurf 

VII -0.5 a) -0.84 1.62 
TS of dissociation without 

..
OV , atop Osurf and 

bridging two Mnsurf 

IV -2.8a) -1.19 1.50 tilted peroxide in ..
OV  

V -2.4a) -1.25 1.50 "vertical peroxide" in ..
OV  

V +0.9b) -1.25 1.50 TS of O- diffusion along 
surface 

VI -1.1b) -0.62  O- adsorbed atop Mn 

VI’ -1.8 b)   O- adsorbed next to a 
surface vacancy 

VIII -3.3b) -1.19  O ion in MnO2[001] 
surface layer 

IX -4.3b) -1.25  bulk O ion 

X -5.1b) -1.32  O ion in LaO[001] surface 
layer 

Table 5. Bond lengths, Bader charges and "chemical assignment" of the different oxygen 
species. Experimental O-O bond lengths (NIST, 2010) for comparison: gaseous O2 1.21 Å, 
hydrogen superoxide radical HO2 1.33 Å, hydrogen peroxide H2O2 1.48 Å. TS = transition 
state. Energies (compare Figure 4.6; for adsorbate coverage of 12.5 %): a) relative to gaseous 
O2 in triplet state over defect-free surface, b) relative to half a gaseous O2 over defect-free 
surface. 
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Fig. 6. Spectrum of possible “one-particle“ states, where “particles“ are  O atoms (right 
panel) and O2 molecules (left panel). Each level in these panels corresponds to relative 
energies  (∆Er) of different molecular and atomic species occurring during oxygen 
incorporation reaction on the MnO2[001]-terminated surface of LaMnO3, cf. Table 5. The 
axes on the left and right give the energy ∆Er relative to resting O2 molecule away from the 
surface (on the left) or an atom in such  O2 molecule (on the right). In the ground state of the 
crystal all lattice sites in crystal bulk (states X) and I surface (states VIII) are occupied (red 
levels) and the rest of the “one-particle” states  vacant. The numbers at levels correspond to 
the numbers assigned to respective states in Table 5. The highest level on the right panel 
corresponds to a free (not in a molecule) O atom away from the crystal. The central panel 
shows the experimental T- and pO2-dependence of the Gibbs energy of gaseous O2 (Table 1 
and Eq.(50)), its energy scale refers to an O2 molecule on the left and to an O atom in an O2 
molecule on the right. The labels m on the lines represent the pressure: pO2=10m atm. The 
arrows indicate various Gibbs reaction energies due to moving of a “particle” between 
crystal and gas: red = formation of adsorbed superoxide 2O  on defect-free surface; green = 
formation of adsorbed O- atop Mn on defect-free surface; black = incorporation of oxygen 
into a surface oxygen vacancy. 
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The collected energies allow us to draw the diagram shown in Figure 6. This diagram is 
based on a standard model of “non-interacting particles”, where “particles” are O atoms 
and O2 molecules in different positions. The energy levels drawn at the side panels 
represent single- particle energies corresponding to bringing a particle to a given position at 
the surface or in the bulk. The left hand panel refers to bringing a free gas-phase O2 
molecule to the crystal surface. Similarly, the right hand panel refers to taking an O atom 
from a free O2 molecule and placing it on the crystal surface. These processes include also 
placing of an atom or a molecule into surface vacancies: this is a process inverse to the 
formation of a vacancy. Therefore, to place the corresponding energy level (at right hand 
panel), one has to use the vacancy formation energy with the opposite sign. A similar logic 
was applied in placing the energy level for bringing an oxygen atom into vacancy in the 
bulk. Such an O atom in a vacancy becomes actually a regular O atom in the crystal lattice 
(wherever, in the bulk or in the surface). Therefore, the energies of such states can be 
considered as those for an O atom in the bulk or on the surface. In the ground state of the 
crystal all lattice sites (states VIII, IX and X) are occupied and all other states  vacant.  
The variation of the oxygen chemical potential is drawn in the central panel as a function of 
temperature for several gas partial pressures. These curves are drawn in the same way as 
similar lines on the right hand side in Figure 1, including the offset defined by Eq. (54). 
Because the energy scale at the left panel is twice as large as at the right panel, the same 
curves represent variations either in the chemical potentials for an O2 molecule, if they are 
referred to the left panel, or for O atom, if they are referred to the right one. In such an 
arrangement, the diagram in Figure 6 can be used to represent the Gibbs energies for 
reactions of exchange with O atoms or O2 molecules between oxygen gas and both crystal 
bulk and surfaces. For example, red arrow represents an adsorption of an O2 molecule atop 
surface Mn ion in the tilted position (configuration I) from oxygen gas under partial 
pressure pO2=1 atm. and T=1000 K. The Gibbs free energy of corresponding reaction can be 
obtained by subtracting the energy of the initial state from that of the final state. For the 
reaction described by the red arrow this energy indeed corresponds to the adsorption 
energy for O2 molecule. Similarly, the green arrow describes the adsorption of O atom atop 
Mn ion in MnO2 –terminated surface. Lastly, the black arrow describes incorporation of an 
O atom into a surface oxygen vacancy. In the latter case, an arrow with opposite direction 
corresponds to the formation of a surface oxygen vacancy, as it can be confirmed by a 
comparison with Eqs. (60, 61).  
The diagram in Figure 6 is very suitable way of a graphical representation of the exchange 
between a gas and a crystal with various species and the analysis of corresponding 
processes. For a given temperature and oxygen partial pressure this diagram allows one to 
read the Gibbs reaction energy of a process and thus to obtain its mass action constant. As 
an example, let us discuss some processes under typical fuel cell conditions of T = 1000 K 
and pO2 = 1 atm. The formation of molecular adsorbates (superoxide I = red arrow, and 
peroxide II) is endergonic by ∆rG  +2 eV per O2 since the entropy loss overcompensates the 
electronic energy gain. Even the formation of adsorbed atomic O- (species VI, green arrow) 
is still slightly endergonic, by ∆rG  +0.5 eV per O, what leads the low adsorbate coverage 
under SOFC conditions. Only the oxygen incorporation into a surface vacancy (black arrow) 
is strongly exergonic, by ∆rG  -1.7 eV per O (i.e. the inverse process, surface oxygen 
vacancy formation, is endergonic by +1.7 eV). Also, changes in temperature and/or partial 
pressure can change the sign of the reaction energy. To give an example: while oxygen atom 
adsorption is exothermic here, it changes from exergonic at low temperatures and/or high 
partial pressures to endergonic at higher temperatures and/or lower pressures. 
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Fig. 6. Spectrum of possible “one-particle“ states, where “particles“ are  O atoms (right 
panel) and O2 molecules (left panel). Each level in these panels corresponds to relative 
energies  (∆Er) of different molecular and atomic species occurring during oxygen 
incorporation reaction on the MnO2[001]-terminated surface of LaMnO3, cf. Table 5. The 
axes on the left and right give the energy ∆Er relative to resting O2 molecule away from the 
surface (on the left) or an atom in such  O2 molecule (on the right). In the ground state of the 
crystal all lattice sites in crystal bulk (states X) and I surface (states VIII) are occupied (red 
levels) and the rest of the “one-particle” states  vacant. The numbers at levels correspond to 
the numbers assigned to respective states in Table 5. The highest level on the right panel 
corresponds to a free (not in a molecule) O atom away from the crystal. The central panel 
shows the experimental T- and pO2-dependence of the Gibbs energy of gaseous O2 (Table 1 
and Eq.(50)), its energy scale refers to an O2 molecule on the left and to an O atom in an O2 
molecule on the right. The labels m on the lines represent the pressure: pO2=10m atm. The 
arrows indicate various Gibbs reaction energies due to moving of a “particle” between 
crystal and gas: red = formation of adsorbed superoxide 2O  on defect-free surface; green = 
formation of adsorbed O- atop Mn on defect-free surface; black = incorporation of oxygen 
into a surface oxygen vacancy. 
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and O2 molecules in different positions. The energy levels drawn at the side panels 
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was applied in placing the energy level for bringing an oxygen atom into vacancy in the 
bulk. Such an O atom in a vacancy becomes actually a regular O atom in the crystal lattice 
(wherever, in the bulk or in the surface). Therefore, the energies of such states can be 
considered as those for an O atom in the bulk or on the surface. In the ground state of the 
crystal all lattice sites (states VIII, IX and X) are occupied and all other states  vacant.  
The variation of the oxygen chemical potential is drawn in the central panel as a function of 
temperature for several gas partial pressures. These curves are drawn in the same way as 
similar lines on the right hand side in Figure 1, including the offset defined by Eq. (54). 
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referred to the left panel, or for O atom, if they are referred to the right one. In such an 
arrangement, the diagram in Figure 6 can be used to represent the Gibbs energies for 
reactions of exchange with O atoms or O2 molecules between oxygen gas and both crystal 
bulk and surfaces. For example, red arrow represents an adsorption of an O2 molecule atop 
surface Mn ion in the tilted position (configuration I) from oxygen gas under partial 
pressure pO2=1 atm. and T=1000 K. The Gibbs free energy of corresponding reaction can be 
obtained by subtracting the energy of the initial state from that of the final state. For the 
reaction described by the red arrow this energy indeed corresponds to the adsorption 
energy for O2 molecule. Similarly, the green arrow describes the adsorption of O atom atop 
Mn ion in MnO2 –terminated surface. Lastly, the black arrow describes incorporation of an 
O atom into a surface oxygen vacancy. In the latter case, an arrow with opposite direction 
corresponds to the formation of a surface oxygen vacancy, as it can be confirmed by a 
comparison with Eqs. (60, 61).  
The diagram in Figure 6 is very suitable way of a graphical representation of the exchange 
between a gas and a crystal with various species and the analysis of corresponding 
processes. For a given temperature and oxygen partial pressure this diagram allows one to 
read the Gibbs reaction energy of a process and thus to obtain its mass action constant. As 
an example, let us discuss some processes under typical fuel cell conditions of T = 1000 K 
and pO2 = 1 atm. The formation of molecular adsorbates (superoxide I = red arrow, and 
peroxide II) is endergonic by ∆rG  +2 eV per O2 since the entropy loss overcompensates the 
electronic energy gain. Even the formation of adsorbed atomic O- (species VI, green arrow) 
is still slightly endergonic, by ∆rG  +0.5 eV per O, what leads the low adsorbate coverage 
under SOFC conditions. Only the oxygen incorporation into a surface vacancy (black arrow) 
is strongly exergonic, by ∆rG  -1.7 eV per O (i.e. the inverse process, surface oxygen 
vacancy formation, is endergonic by +1.7 eV). Also, changes in temperature and/or partial 
pressure can change the sign of the reaction energy. To give an example: while oxygen atom 
adsorption is exothermic here, it changes from exergonic at low temperatures and/or high 
partial pressures to endergonic at higher temperatures and/or lower pressures. 
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5. Conclusions and perspectives 
In this Chapter, combining ab initio calculations of the atomic and electronic structure with 
chemical thermodynamics, we have described how to predict surface stabilities with 
different orientations and terminations for ABO3 perovskite materials and solid solutions. 
We considered also adsorption and formation of vacancies in the bulk and at the surfaces. 
The input data for such thermodynamic analyses are available from standard DFT 
calculations. We neglected vibrational contributions to the Gibbs free energies in present 
simulations, since there are good arguments that these contributions are quite small. 
However, the latest versions of the computer codes used here (VASP and CRYSTAL) are 
capable to perform the calculations of phonon spectra, which can be used to include 
vibration contributions into thermodynamic potentials. Despite currently such surface 
phonon calculations are computationally very expensive, with development of new 
algorithms and faster computers such analysis in near future could become a routine 
practice.  
We have applied the described techniques to experimentally well studied SOFC cathode 
materials (LMO and LSM). The energies calculated by DFT techniques allow us to draw the 
surface stability diagrams showing that under the SOFC operational conditions MnO2-
terminated surface of defect/dopant-free LMO is the most stable. The MnO2-terminated 
surface with adsorbed O atoms becomes more stable in a cubic phase of LMO. (The analysis 
based on results of calculations with hybrid functional gives higher precision of the obtained 
diagrams). Introduction of Sr dopant into LMO leads to a significant decrease of stability of 
MnO2-terminated surface with respect to stability of Sr-containing  

1 x xs s
La Sr O


-terminated 

surface. At elevated temperatures only the latter one can be found within an entire region of 
LSM stability which definitely should affect the LSM cathode performance due to our 
prediction that oxygen vacancies easily segregate from LMO bulk towards MnO2-
terminated surface but not to the LaO-terminated one (Mastrikov et al, 2010).  
Thermodynamic consideration of oxygen adsorption and formation of surface vacancies 
allowed us to move beyond the usual analysis of purely DFT electronic energy differences in 
these processes at zero K and to describe changes in the Gibbs free energies under realistic 
environmental conditions (high temperature and partial pressure of oxygen gas). In 
particular, we have shown that an oxygen adsorption from the gas phase is exergonic at low 
temperatures, but becomes endergonic at SOFC operational temperatures. Consideration of 
the energy differences between O atoms and O2 molecules in the gas phase and at surfaces 
makes it possible to determine theoretically preferred adsorption sites, adsorption energies 
and formation energies for vacancies (e.g. Kotomin et al., 2008, Mastrikov et al., 2010, and 
Piskunov et al, 2011). Thus the obtained data can be used for analysis of the kinetics of 
chemical reactions and investigation of their mechanisms. For example, we performed such 
an analysis (Mastrikov et al., 2010) in the study of oxygen reduction and incorporation into 
the LMO surfaces.  
Note also that under realistic experimental conditions in a multinary crystal typically only 
one component is reversibly exchangeable so that only one chemical potential can be varied 
in-situ. Typically the others are varied under preparation conditions, and then so-
established sublattice  stoichiometry is frozen  under experimental conditions. This complex 
interplay of in-situ and ex-situ  parameters  has been discussed by Maier, 2003.  
Various questions, where thermodynamic approach is necessary, are still open. One 
example is Sr segregation towards LSM surfaces which was experimentally observed e.g. by 
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Fister et al., 2008 and Herger et al., 2008. In the study by Herger et al., 2008, the Sr 
segregation energy was estimated to be ~0.16 eV while preliminary theoretical estimate gave 
the segregation energy ~0.54 eV (Piskunov et al., 2008). Another question is, how vacancy 
formation and oxygen adsorption energies depend on surface Sr concentration. Lastly, our 
present simplified simulations assume that LMO and LSM have large flat surfaces. 
However, one can expect in reality much more rough surface structure containing many 
facets and steps. This is important also because SOFC cathode materials are polycrystalline. 
Therefore, there is a necessity to check, which kinds of  steps and facets are the most stable 
ones and likely to exist at LMO and LSM surfaces and how their presence affects adsorption 
of oxygen atoms and molecules, vacancy formation and reactions occurring at the surfaces.  
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1. Introduction 
Interfacial processes are central to understanding many processes in environmental sciences 
and technologies, chemical engineering, earth sciences, ocean sciences and atmospheric 
sciences. Thermodynamics has been used as a classical method to describe interfacial 
equilibrium properties over the last century. Experimentally measurable macroscopic 
parameters of adsorption density and concentration are widely used as the basic parameters 
in many equations/models to describe the equilibrium characteristics of adsorption 
reactions at solid-water interfaces. For instance, methods of equilibrium adsorption 
constants or adsorption isotherms are commonly used to describe the equilibrium 
relationship between concentration in solution and adsorption density on solid surfaces. 
However, thermodynamics has limitations in describing the equilibrium properties for 
surface adsorption reactions at solid-water interfaces. A fundamental principle has been 
missing in the conventional theoretical system where the microscopic structures on the solid 
surfaces are not taken into account in the conventional macroscopic methodology such as 
equilibrium adsorption constants and/or adsorption isotherms. The equilibrium properties 
for surface adsorption were conventionally described by macroscopic parameters such as 
adsorption density. Unfortunately, adsorption density is not a thermodynamic state variable 
and is generally affected by the microscopic metastable equilibrium surface structures, 
which make the equilibrium properties, such as equilibrium constants and/or adsorption 
isotherms, be fundamentally dependent on the kinetic paths and/or the reactant 
concentration conditions (e.g. the “adsorbent concentration effect” and “adsorbate 
concentration effect”). Failure in recognizing this theoretical gap has greatly hindered our 
understanding on many adsorption related issues especially in applied science and 
technology fields where the use of surface concentration (mol/m2) is common and 
inevitable. 
With the application of spectroscopy and quantum chemical calculation techniques to solid-
liquid interface systems, such as synchrotron based X-ray absorption spectroscopy, it is now 
possible to develop new thermodynamic methodologies to describe the real equilibrium 
properties of surface adsorption reactions and to reveal the relationships between 
macroscopic equilibrium properties and the microscopic metastable equilibrium adsorption 
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1. Introduction 
Interfacial processes are central to understanding many processes in environmental sciences 
and technologies, chemical engineering, earth sciences, ocean sciences and atmospheric 
sciences. Thermodynamics has been used as a classical method to describe interfacial 
equilibrium properties over the last century. Experimentally measurable macroscopic 
parameters of adsorption density and concentration are widely used as the basic parameters 
in many equations/models to describe the equilibrium characteristics of adsorption 
reactions at solid-water interfaces. For instance, methods of equilibrium adsorption 
constants or adsorption isotherms are commonly used to describe the equilibrium 
relationship between concentration in solution and adsorption density on solid surfaces. 
However, thermodynamics has limitations in describing the equilibrium properties for 
surface adsorption reactions at solid-water interfaces. A fundamental principle has been 
missing in the conventional theoretical system where the microscopic structures on the solid 
surfaces are not taken into account in the conventional macroscopic methodology such as 
equilibrium adsorption constants and/or adsorption isotherms. The equilibrium properties 
for surface adsorption were conventionally described by macroscopic parameters such as 
adsorption density. Unfortunately, adsorption density is not a thermodynamic state variable 
and is generally affected by the microscopic metastable equilibrium surface structures, 
which make the equilibrium properties, such as equilibrium constants and/or adsorption 
isotherms, be fundamentally dependent on the kinetic paths and/or the reactant 
concentration conditions (e.g. the “adsorbent concentration effect” and “adsorbate 
concentration effect”). Failure in recognizing this theoretical gap has greatly hindered our 
understanding on many adsorption related issues especially in applied science and 
technology fields where the use of surface concentration (mol/m2) is common and 
inevitable. 
With the application of spectroscopy and quantum chemical calculation techniques to solid-
liquid interface systems, such as synchrotron based X-ray absorption spectroscopy, it is now 
possible to develop new thermodynamic methodologies to describe the real equilibrium 
properties of surface adsorption reactions and to reveal the relationships between 
macroscopic equilibrium properties and the microscopic metastable equilibrium adsorption 
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(MEA) structures. These studies represent advances on how microscopic surface molecule 
structures affect the macroscopic relationships in surface adsorption thermodynamics. 
Surface microstructures greatly affect the local chemical properties, long-range interaction, 
surface reactivity, and bioavailability of pollutants in the environment. Both experimental 
techniques and thermodynamic theoretical development on interfacial processes are 
essential for the development of molecular environmental and geological sciences. 
It has been a basic concept in traditional thermodynamic adsorption theories that adsorption 
density (  , mol/m2 ) is a state variable (a function that is only determined by the state and 
not affected by the path), so that the equilibrium adsorption constants defined by the ratio of  
equilibrium adsorption density on solid surfaces to the concentration in solution should be 
constant that is the reflection of the unique equilibrium characteristic of the reaction.1 Over 
the last century, the macroscopic methodology (e.g. surface complexation models) of 
equilibrium adsorption constants and adsorption isotherms are widely used to describe the 
equilibrium limits of adsorption reactions and predict the theoretical yield in many fields.2, 3 
These relationships were deemed to obey the basic properties of chemical thermodynamics, 
i.e. the equilibrium constant should be constant and be independent of kinetics or initial 
reactant concentrations under fixed thermodynamic conditions.  
However, an abnormal phenomenon called particle/adsorbent concentration effect (Cp 
effect), i.e. the dependence of adsorption isotherms on one of the reactant concentrations Cp, 
has caused great confusion over the last three decades because it cannot be interpreted by 
the existing thermodynamic theories.2, 4-8 Several hundreds of papers have been published 
on this issue but the underlined theoretical reason, which is far more important than the Cp 
effect itself, still remains not clear to most researchers. Most studies so far attribute Cp effect 
to various experimental artifacts.9, 10 However, after these artifacts are excluded from the 
experiments, Cp effect may disappear in some systems,9 but still exist in other systems.3, 11 
Thus, the problem becomes rather confused based on empirical or experimental analysis 
only. 
Metastable-equilibrium adsorption (MEA) theory indicates that,12-14 for a given adsorption 
reaction under fixed thermodynamic conditions, a polyhedral adsorbate molecule is 
generally ended in various MEA states with different energies and geometries rather than a 
unique equilibrium state when the reaction reaches to the apparent equilibrium. Unlike 
concentration in solutions, adsorption density (mol/m2) on solid surfaces no longer 
unambiguously corresponds to thermodynamic state variables, because adsorption density 
can only count for the mass but not the chemical potentials/energies of different 
microscopic MEA states that construct the real equilibrium adsorption state. When the 
adsorption density is not treated as a thermodynamic state variable, a theoretical equation 
known as “MEA inequality” is deducted from the fundamental thermodynamic laws.12 

2. Metastable-equilibrium adsorption inequality 
Suppose the adsorption of a pure solute A in a pure solvent onto a solid surface can be 
schematically represented by the equation (1, 2) 

  
(1)
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where A stands for solute in solution, for adsorbed solvent,  for adsorbed A, and 
H2O for solvent in solution. 
Since the Gibbs free energy is a state function and its change depends only on the initial and 
final states of the system, we can replace the real adsorption process of [1], which is 
generally thermodynamically irreversible, with two ideal reversible processes that lead to 
the same final state, in order to calculate the Gibbs free energy change, 

  

(2)

 
where " " indicates that the real adsorption process can be irreversible. Step 1 
represents an imagined reversible adsorption process where the final concentration of A on 
the solid surface is the same as that in the real irreversible process [1]. represents an ideal 
equilibrium stable state of adsorbed A, and  represents a real metastable-equilibrium 
adsorption state. and  represent different thermodynamic states of adsorbed A, 
although they have the same value of adsorption density. ΔG1 and Keq are the change in 
Gibbs free energy and equilibrium constant of step 1, respectively. ΔG2 of step 2 is the 
difference in Gibbs free energy between the reaction products of the real irreversible process 
[1] and the ideal reversible process (step 1) . Kme is the equilibrium constant of step 2. 
Thus, 

 1 2realG G G               (3) 

since 

lnG RT K    

Thus, 
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2. Metastable-equilibrium adsorption inequality 
Suppose the adsorption of a pure solute A in a pure solvent onto a solid surface can be 
schematically represented by the equation (1, 2) 
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where A stands for solute in solution, for adsorbed solvent,  for adsorbed A, and 
H2O for solvent in solution. 
Since the Gibbs free energy is a state function and its change depends only on the initial and 
final states of the system, we can replace the real adsorption process of [1], which is 
generally thermodynamically irreversible, with two ideal reversible processes that lead to 
the same final state, in order to calculate the Gibbs free energy change, 

  

(2)

 
where " " indicates that the real adsorption process can be irreversible. Step 1 
represents an imagined reversible adsorption process where the final concentration of A on 
the solid surface is the same as that in the real irreversible process [1]. represents an ideal 
equilibrium stable state of adsorbed A, and  represents a real metastable-equilibrium 
adsorption state. and  represent different thermodynamic states of adsorbed A, 
although they have the same value of adsorption density. ΔG1 and Keq are the change in 
Gibbs free energy and equilibrium constant of step 1, respectively. ΔG2 of step 2 is the 
difference in Gibbs free energy between the reaction products of the real irreversible process 
[1] and the ideal reversible process (step 1) . Kme is the equilibrium constant of step 2. 
Thus, 

 1 2realG G G               (3) 

since 

lnG RT K    

Thus, 

                         real eq meK K K               (4) 

In step2 

    2 22
solid solid

H O A H O Areal ideal
G G G G G          (5) 

assuming 

   2 2H O H Oreal ideal
G G  

    2 0solid solid
A Areal ideal

G G G         (6) 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

522 

where ‘‘=’’ represents a reversible process and ‘‘>’’ corresponds to an irreversible process. 
Equation [6] indicates that if the process is not thermodynamically reversible, then for the 
same amount of adsorbed A, the real state of , which is of metastable equilibrium in 

nature, will have a higher Gibbs free energy  solid
A real

G  than the ideal equilibrium state 

 solid
A ideal

G . Step 2 is therefore not a thermodynamically spontaneous process. 

Since 2
me

G RTK e  and 2 0G  , 

 0 1meK   (< for irreversible process, = for reversible process).   (7) 

We call Kme the metastable-equilibrium coefficient. It measures the deviation of a 
metastable-equilibrium state from the ideal equilibrium state. Combining [4] and [7], we get 
the MEA inequality: 

 real eqK K  (< for irreversible process, = for reversible process).    (8) 

Keq is the ideal equilibrium constant for an ideal reversible process which has a unique value 
under constant temperature, pressure, and composition of the solution. Kreal is the 
experimentally measured equilibrium constant for a real adsorption process and is not 
necessarily constant under fixed temperature, pressure, and composition of solution, but 
decreases as Kme decreases. 
MEA inequality indicates that equilibrium constants or adsorption isotherms are 
fundamentally affected by the kinetic factor of thermodynamic irreversibility (including 
both mass and energetic irreversibility for a forward-backward reaction), because when the 
surface reaction is processed through different irreversible kinetic pathways it may reach to 
different MEA states under the same thermodynamic conditions. By using the MEA 
inequality to reformulate the existing equilibrium adsorption theories, it is possible to 
modify some of the existing isotherm equations into metastable-equilibrium equations. 

2.1 Langmuir-type metastable equilibrium adsorption isotherm 
The equilibrium constant for the adsorption process [1] is 
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where ai stands for the activity of a given component in [1], the subscripts s and l refer to 
surface and bulk values, respectively, ( fi )s is the surface activity coefficient, and (xi )s is the 
mole fraction surface concentration. 
In dilute solution, the surface activity coefficient in the solid may be set equal to unity (1), so 
that 
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According to Eq. [4], we have 
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By multiplying both  A sx  and  2H O s
x  by the total surface area AT, and assuming that the 

molecular size of solute and solvent are similar, we have  A A Tsx A   , and 

 2 2H O H O Ts
x A   , where i  is the fraction of the surface occupied by component i. 

Because 
2

1A H O   , [11] becomes  
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Since the activity of solvent  2H O l
a  can be considered constant, Keq/  2H O l

a  may be 

defined as a constant b, 
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Practically, the adsorption amount is often expressed in terms of the adsorption density  ; 
thus, 

 
max

 



                   (14) 

where max  is the characteristic saturation adsorption capacity for a given reaction, which is 
the maximum value of the equilibrium   as the equilibrium concentration of the solute 
increases. In dilute solution, activity  A la  is approximately equal to concentration CA , so 
[13] becomes  

 
'

'1
me eq

me eq

b K C

b K C

 
 

  
           (15) 

where '
maxb b  ; b and b' are constant under fixed temperature and pressure, and are 

truly independent of the kinetics of the process. 
Equations [13] and [15] are called Langmuir-type metastable-equilibrium isotherm equations, 
since when Kme =1, i.e., under the ideal equilibrium condition, they are reduced to the 
conventional Langmuir equation. Only under this ideal condition (Kme = 1) can the isotherm 
be independent of the kinetic process. Generally, the equilibrium relationship between 
 and Ceq would be influenced by the metastability of the adsorption state.  

2.2 Freundlich-type metastable-equilibrium adsorption isotherm 
By assuming an exponential distribution of adsorption energy, and assuming that for each 
energy level the adsorbate coverage   follows the Langmuir-type metastable-equilibrium 
isotherm [13] , a Freundlich-type metastable isotherm equation can be obtained,12 
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 me eqK C                 (16) 

where   is a constant under isothermal conditions. Under ideal equilibrium conditions  
(Kme = 1) , [16] is reduced to the conventional Freundlich equation. Equation [16] indicates 
that the adsorption isotherm is shifted to the lower   as Kme decreases. 

2.3 Particle concentration (Cp) effect isotherm equations  
According to reaction rate theory, adsorption speed should increase as particle 
concentration (i.e., reactant concentration) increases.15, 16 Since the reversibility for a 
physical adsorption process on a plain solid surface generally declines as the speed of the 
process increases, the adsorption reversibility could decline as the particle concentration 
increases. Here, we assume that changes in Cp can affect the metastable-equilibrium 
adsorption state,  

 n
me pK C           (17) 

where   is a constant and n is an empirical parameter, n ≥ 0. 
Substituting [17] into [15] , we obtain a semi-empirical Langmuir-type Cp effect isotherm 
equation 
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where ' 'k   b    and k  b    . For a given adsorption reaction, k' and k are equilibrium 
adsorption constants which are independent of the Ceq and Cp conditions. 
Substituting [17] into [16] , we obtain a Freundlich-type Cp effect isotherm equation, 

 n
sp p eqk C C         (19) 

 

where spk    . For a given adsorption reaction, ksp is an equilibrium adsorption constant 

which is independent of the Ceq and Cp conditions. 
The Cp effect isotherm equations [18] and [19] predict that, by affecting the metastable-
equilibrium adsorption state (or the adsorption reversibility ), particle concentration can 
fundamentally influence the equilibrium constants or adsorption isotherms. 

3. Macroscopic thermodynamic evidences of metastable-equilibrium 
adsorption 
After Screening study of many adsorption systems, we found that there are obvious Cp 
effect in many irreversible adsorption systems (e.g., Zn-goethite, Zn-manganite, Zn-anatase, 
As(V)-anatase), and no Cp effect in reversible adsorption systems (e.g., Cd-goethite and Zn-
δ-MnO2). Taking the adsorption of Zn and Cd on goethite as a typical example, the detailed 
interpretation of the existence and disappearance of the Cp effect using the metastable-
equilibrium adsorption (MEA) theory are presented below.11, 17 
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Fig. 1. Adsorption (solid lines, closed symbols) and desorption (dotted lines, open symbols) 
isotherms under different Cp conditions in Zn–goethite (a) and Cd–goethite (b) systems. (a) 
Cp1=0.38 g/L, Cp2=1.53 g/L, Cp3=2.3 g/L, pH=6.4, equilibration time for adsorption and 
desorption are 12 days and 10 days, respectively. a', a comparison of the sizes of hysteresis 
in Figure 1a, when the first points of the desorption isotherms are translationally moved to 
the same point. (b) pH=7.1, equilibration time for adsorption and desorption are 20 days 
and 14 days, respectively. 

 

 
Fig. 2. Adsorption (a) and desorption (b) kinetic curves under different Cp conditions in Zn–
goethite system. pH=6.4. The inset chart in (a) shows the initial stage of the adsorption. The 
final Zn concentrations of the four experiments in (a) are (Ceq )Cp1=0.18 ppm, (Ceq )Cp2=0.17 
ppm, (Ceq )Cp3=0.16 ppm, (Ceq )Cp4=0.15 ppm. In order to examine the desorption rate 
effectively, only the initial stage of desorption is presented in (b). 
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Fig. 2. Adsorption (a) and desorption (b) kinetic curves under different Cp conditions in Zn–
goethite system. pH=6.4. The inset chart in (a) shows the initial stage of the adsorption. The 
final Zn concentrations of the four experiments in (a) are (Ceq )Cp1=0.18 ppm, (Ceq )Cp2=0.17 
ppm, (Ceq )Cp3=0.16 ppm, (Ceq )Cp4=0.15 ppm. In order to examine the desorption rate 
effectively, only the initial stage of desorption is presented in (b). 
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Fig. 3. Adsorption (a) and desorption (b) kinetic curves under different Cp conditions in Cd–
goethite system. pH=7.1. The final Cd concentrations of the three experiments in (a) are 
(Ceq)Cp1=0.235 ppm, (Ceq )Cp2=0.211 ppm, (Ceq )Cp3=0.210 ppm. 

In a controlled simple aqueous system containing Zn–goethite, where a clear Cp effect is 
observed, an increase in particle concentration causes a simultaneous decrease in adsorption 
reversibility and in the adsorption isotherm (Figure 1a). At the same time, Zn adsorbed 
under a lower Cp condition desorbs faster (indicating more adsorption reversibility ) than 
that under a higher Cp condition (Figure 2). In another controlled simple aqueous system of 
Cd–goethite, where no Cp effect is observed, changes in Cp does not cause discernible 
changes in adsorption hysteresis and in the adsorption isotherm (Figure 1b). Little difference 
in desorption rate is observed for the Cd adsorbed under different Cp conditions (Figure 3). 
Both the Cp effect and the non-Cp effect results can be qualitatively explained and 
quantitatively described by the MEA theory. 
In the Freundlich-type Cp effect isotherm equation [19], we called ksp the specific adsorption 
constant and n the Cp effect index. ksp is a measure of adsorption capacity and n is a measure 
of the degree of the Cp effect. Like b, ksp and n can be calculated from adsorption isotherm 
data. The method is described below. 
Take the logarithm of both sides of Eq. [19] , 

 log log log logsp p eqk n C C         (20) 

For a given adsorption isotherm ( e.g., isotherm a, b, or c in Figure 4) , Cp is a constant, and 
Eq. [20] becomes: 

 log log eqA C         (21) 

where log logsp pA k n C  . It can be seen from [21] that, if the relationship between   and 

Ceq under a specified Cp condition can be described by Eq. [19], then the plot of log  vs 
log eqC  should be a straight line. From the slope of the straight line,  can be obtained. 

Under a given Ceq ( e.g., data for ‘ 1 , Cp1,’ ‘ 2 , Cp2,’ ‘ 3 , Cp3’ in Figure 4), Eq. [20] becomes 

 log log pB n C          (22) 
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where log logsp eqB k C  . Under this condition, if the plot of log  vs log pC is a straight 
line, then the influence of Cp on the isotherm can be described by Eq. [19]. From the slope of 
the straight line, n is obtained.  
From the intercepts of either Eq. [21] or Eq. [22], ksp can be calculated. 
Based on the adsorption isotherm data of Figure 1, the plots of log vs log eqC  and the plots 

of log  vs log pC  for Zn–goethite and Cd–goethite systems are presented in Figure 5 and 6, 
respectively. Good linear relationships were obtained. For the Zn–goethite system, ksp=1.381, 
β=0.4136, n=0.0819. For the Cd–goethite system, ksp=1.778, β=0.435, n  0. 
 

 
Fig. 4. Data of (  , Ceq) under constant Cp are used to calculate b. Data of (  , Cp) under 
constant Ceq are used to calculate n. 

 

 
Fig. 5. Plot of log pC vs log  under the condition of Ceq=0.2 ppm for Zn–goethite and Cd–

goethite systems, respectively. The different slopes of the two lines indicate that the size of 
the Cp effect is different in these two systems. 
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Fig. 6. Plot of log eqC  vs log  under the condition of Cp=1.534 g/L for Zn–goethite and Cd–

goethite systems, respectively. The similar slope of the two lines indicates that both the 
adsorption of Zn and Cd on goethite have similar β values. 

After the specific adsorption constant (ksp ), the Cp effect index (n), and β are calculated, the 
Cp effect adsorption isotherm equations for Zn–goethite and Cd–goethite systems can be 
expressed as 0.0819 0.41361.381 p eqC C     and 0.4351.778 eqC   , respectively. Figures 7 and 8 

show that the calculated isotherms fit the experimental data well.  

 
Fig. 7. Comparison between calculated and measured isotherms under different Cp 
conditions in the Zn–goethite system. Lines are calculated from the Cp effect isotherm 
equation 0.0819 0.41361.381 p eqC C    . Points are adsorption data from Figure 1a. 
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Fig. 8. Comparison between calculated and measured isotherms under different Cp 
conditions in Cd–goethite system. Lines are calculated from the Cp effect isotherm equation 

0.4351.778 eqC   . Points are adsorption data from Figure 1b. 

According to MEA theory, for the ideal reversible adsorption reactions, changes in Cp have 
no influence on the reversibility of MEA states, and it should have no Cp effect in such 
systems when experimental artifacts are excluded.11, 18 For partially irreversible adsorption 
reactions, changes in Cp may significantly affect the irreversibility and the microscopic MEA 
structures, and a Cp effect should fundamentally exist in irreversible adsorption systems.11, 17 
Therefore, the MEA theory provided a rational explanation for the phenomena of Cp effect 
and non-Cp effect from the fundamental thermodynamic principle. 

4. Microscopic measurement of metastable-equilibrium adsorption state 
It should be noted that, when the Cp effect isotherm equations are used in the modeling of 
practical adsorption processes, they may be totally empirical and does not imply particular 
physical mechanism. The macroscopic adsorption behavior is fundamentally controlled by 
the microscopic reaction mechanism of adsorbed molecules on solid surfaces. Therefore, the 
direct Measurement on the microstructures at solid-water interfaces is crucial to verifying 
the MEA principle. 
Macroscopic thermodynamic results19, 20 showed that Zn(II) adsorbed on manganite was 
largely irreversible (adsorption and desorption isotherms corresponding to the forward and 
backward reactions did not coincide, see Figure 9), but the adsorption of Zn (II) on δ-MnO2 
was highly reversible (there was no apparent hysteresis between the adsorption and 
desorption isotherms, see Figure 10). This contrast adsorption behavior between the two 
forms of manganese oxides could be explained from the different microscopic structures 
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0.4351.778 eqC   . Points are adsorption data from Figure 1b. 
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between δ-MnO2 and manganite, as well as the linkage modes of adsorbed Zn(II) on δ-
MnO2 and manganite.19 
 

 
Fig. 9. Adsorption (closed symbols) and desorption (open symbols) isotherms of Zn(II) on 
manganite. EXAFS samples were indicated by arrows. 
 

 
Fig. 10. Adsorption (■) and desorption (□) isotherms of Zn(II) on δ-MnO2. EXAFS samples 
were symboled with blank triangles (Δ). 

Manganite had a structure with rows of edge-sharing Mn(II)O6 octahedra linked to adjacent 
rows through corners. Due to the Jahn–Teller effect of Mn(II) ions and to the presence of 
both O and OH groups, the MnO6 octahedra were highly distorted: each Mn is bound to 
four equatorial oxygen and two axial oxygen atoms.21, 22 This distortion gave rise to a mild 
layered structure. Hydrolyzable Zn could be bonded on MnO6 octahedra of manganite 
surface via edge and corner-sharing coordination modes.21, 22 The basic structure of δ-MnO2 
consisted of layers of edge-sharing MnO6 octahedra alternating with a layer of water 
molecules. One-sixth of Mn4+ positions were empty, which gave a layer charge that was 
compensated by two Zn atoms located above and below the vacancy.23, 24 Hydrolyzable Zn 
could be taken up in the interlayer to form tridentate corner-sharing complexes.25, 26 These 
differences in crystallographic structure resulted in different linkage modes for the 
adsorption of Zn on manganite and δ-MnO2. 
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Fig. 11. Corner-sharing linkage (a) and interlayer structures of Zn(II) adsorbed on δ-MnO2 
(b). (a) RZn–O = 2.07 Å, RMn–O = 1.92 Å, RZn–Mn = 3.52 Å. (b) Squares were vacant sites, 
illustration diagram adapted from Wadsley,27 Post and Appleman,28 and Manceau et al..25 
 

 
Fig. 12. Two types of linkage between adsorbed Zn(II) (octahedron and tetrahedron) and 
MnO6 octahedra on the γ-MnOOH surfaces. (a) Double-corner linkage mode; (b) edge-
linkage mode. 

Extended X-ray absorption fine structure (EXAFS) analysis showed that Zn(II) was adsorbed 
onto δ-MnO2 in a mode of corner-sharing linkage, which corresponded to only one Zn–Mn 
distance of 3.52 Å (Figure 11). However, there were two linkage modes for adsorbed Zn(II) 
on manganite surface as inner-sphere complexes, edge-sharing linkage and corner-sharing 
linkage, which corresponded to two Zn–Mn distances of 3.07 and 3.52 Å (Figure 12). The 
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edge-sharing linkage was a stronger adsorption mode than that of the corner-sharing 
linkage, which would make it more difficult for the edge linkage to be desorbed from the 
solid surfaces than the corner linkage.20 So adsorption of Zn(II) onto manganite was more 
irreversible than that on δ-MnO2. This implied that the adsorption reversibility was 
influenced by the proportion of different bonding modes between adsorbate and adsorbent 
in nature. 
Due to the contrast adsorption linkage mode, Zn(II) adsorbed on δ-MnO2 and manganite can 
be in very different metastable-equilibrium adsorption (MEA) states, which result in the 
different macroscopic adsorption–desorption behavior. For example, the extents of 
inconstancy of the equilibrium adsorption constant and the particle concentration effect are 
very different in the two systems. Adsorption of metals on δ-MnO2 and manganite may 
therefore be used as a pair of model systems for comparative studies of metastable-
equilibrium adsorption. 

5. Temperature dependence of metastable-equilibrium adsorption 
Since temperature (T) is expected to affect both adsorption thermodynamics and kinetics, 
the adsorption–desorption behavior may be T-dependent. The adsorption irreversibility of 
Zn(II) on anatase at various temperatures was studied using a combination of macroscopic 
thermodynamic methods and microscopic spectral measurement.  
Adsorption isotherm results29 showed that, when the temperature increased from 5 to 40 °C, 
the Zn(II) adsorption capacity increased by 130% (Figure 13). The desorption isotherms 
significantly deviate from the corresponding adsorption isotherms, indicating that the 
adsorption of zinc onto anatase was not fully reversible. The thermodynamic index of 
irreversibility (TII) proposed by Sander et al.30 was used to quantify the adsorption 
irreversibility. The TII was defined as the ratio of the observed free energy loss to the 
maximum possible free energy loss due to adsorption hysteresis, which was given by 
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where eq
SC  is the solution concentration of the adsorption state S ( eq

SC , eqqS ) from which 
desorption is initiated; eq

DC  is the solution concentration of the desorption state D ( eq
DC , 

eqqD ); eqC  is the solution concentration of hypothetical reversible desorption state γ ( eqC , 
eqq ). eq

SC  and eq
DC  are determined based on the experimental adsorption and desorption 

isotherms, and are easily obtained from the adsorption branch where the solid-phase 
concentration is equal to eqqD . 
Based on the definition, the TII value lies in the range of 0 to 1, with 1 indicating the 
maximum irreversibility. The TII value (0.63, 0.34, 0.20) decreased by a factor of >3 when the 
temperature increased from 5 to 40 °C. This result indicated that the adsorption of Zn(II) on 
the TiO2 surfaces became more reversible with increasing temperature.29 
EXAFS spectra results showed that the hydrated Zn(II) was adsorbed on anatase through 
edge-sharing linkage mode (strong adsorption) and corner-sharing linkage mode (weak 
adsorption), which corresponded to two average Zn–Ti atomic distances of 3.25±0.02 and 
3.69±0.03 Å, respectively.29 According to the DFT results (Figure 14),13 EXAFS measured the  
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Fig. 13. Adsorption and desorption isotherms of Zn(II) on anatase at various temperatures. 
Symbols, experimental data; solid lines, model-fitted adsorption isotherms; dashed lines, 
model-fitted desorption isotherms. S5, S20, and S40 indicate where desorption was initiated 
and samples selected for subsequent EXAFS analysis. Data given as mean of duplicates and 
errors refer to the difference between the duplicated samples. 

corner-sharing linkage mode at the Zn-Ti distance of 3.69 Å may be a mixture of 4-
coordinated bidentate binuclear (BB, 3.48 Å) and 6-coordinated monodentate mononuclear 
(MM, 4.01 Å) MEA states. DFT calculated energies showed that the MM complex was an 
energetically unstable MEA state compared with the BB (-8.58 kcal/mol) and BM (edge-
sharing bidentate mononuclear, -15.15 kcal/mol) adsorption modes,13 indicating that the 
MM linkage mode would be a minor MEA state, compared to the BB and BM MEA state. In 
the X-ray absorption near-edge structure analysis (XANES), the calculated XANES of BB 
and BM complexes reproduced all absorption characteristics (absorption edge, post-edge 
absorption oscillation and shape resonances) from the experimental XANES spectra (Figure 
15).13 Therefore, the overall spectral and computational evidence indicated that the corner-
sharing BB and edge-sharing BM complexation mode coexisted in the adsorption of Zn(II) 
on anatase. 
As the temperature increased from 5 to 40 °C, the number of strong adsorption sites (edge 
linkage) remained relatively constant while the number of the weak adsorption sites (corner 
linkage) increased by 31%.29 These results indicate that the net gain in adsorption capacity 
and the decreased adsorption irreversibility at elevated temperatures were due to the 
increase in available weak adsorption sites or the decrease in the ratio of edge linkage to 
corner linkage. Both the macroscopic adsorption/desorption equilibrium data and the 
molecular level evidence indicated a strong temperature dependence for the metastable-
equilibrium adsorption of Zn(II) on anatase. 
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Fig. 13. Adsorption and desorption isotherms of Zn(II) on anatase at various temperatures. 
Symbols, experimental data; solid lines, model-fitted adsorption isotherms; dashed lines, 
model-fitted desorption isotherms. S5, S20, and S40 indicate where desorption was initiated 
and samples selected for subsequent EXAFS analysis. Data given as mean of duplicates and 
errors refer to the difference between the duplicated samples. 

corner-sharing linkage mode at the Zn-Ti distance of 3.69 Å may be a mixture of 4-
coordinated bidentate binuclear (BB, 3.48 Å) and 6-coordinated monodentate mononuclear 
(MM, 4.01 Å) MEA states. DFT calculated energies showed that the MM complex was an 
energetically unstable MEA state compared with the BB (-8.58 kcal/mol) and BM (edge-
sharing bidentate mononuclear, -15.15 kcal/mol) adsorption modes,13 indicating that the 
MM linkage mode would be a minor MEA state, compared to the BB and BM MEA state. In 
the X-ray absorption near-edge structure analysis (XANES), the calculated XANES of BB 
and BM complexes reproduced all absorption characteristics (absorption edge, post-edge 
absorption oscillation and shape resonances) from the experimental XANES spectra (Figure 
15).13 Therefore, the overall spectral and computational evidence indicated that the corner-
sharing BB and edge-sharing BM complexation mode coexisted in the adsorption of Zn(II) 
on anatase. 
As the temperature increased from 5 to 40 °C, the number of strong adsorption sites (edge 
linkage) remained relatively constant while the number of the weak adsorption sites (corner 
linkage) increased by 31%.29 These results indicate that the net gain in adsorption capacity 
and the decreased adsorption irreversibility at elevated temperatures were due to the 
increase in available weak adsorption sites or the decrease in the ratio of edge linkage to 
corner linkage. Both the macroscopic adsorption/desorption equilibrium data and the 
molecular level evidence indicated a strong temperature dependence for the metastable-
equilibrium adsorption of Zn(II) on anatase. 
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Fig. 14. Calculated Zn(II)–TiO2 surface complexes using density functional theory: (a) 
dissolved Zn(II) with six outer-sphere water molecules; (b) monodentate mononuclear 
(MM); (c) bidentate binuclear (BB); (d) bidentate mononuclear (BM). Purple, red, big gray, 
small gray circles denote Zn, O, Ti, H atoms, respectively. Distances are shown in 
angstroms. 
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Fig. 15. Calculated XANES spectra of 4-oxygen coordinated BB and 5-oxygen coordinated 
BM complex and experimental XANES spectra. 

6. pH dependence of metastable-equilibrium adsorption 
According to MEA theory, both adsorbent/particle concentration (i.e., Cp) and adsorbate 
concentration could fundamentally affect equilibrium adsorption constants or isotherms 
when a change in the concentration of reactants (adsorbent or adsorbate) alters the reaction 
irreversibility or the MEA states of the apparent equilibrium. On the other hand, a general 
theory should be able to predict and interpret more phenomena. To test new phenomenon 
predicted by MEA theory can not only cross-confirm the theory itself but also provide new 
insights/applications in broadly related fields. The influence of adsorbate concentration on 
adsorption isotherms and equilibrium constants at different pH conditions was therefore 
studied in As(V)-anatase system using macroscopic thermodynamics and microscopic 
spectral and computational methods.14, 31, 32 
The thermodynamic results14 showed that, when the total mass of arsenate was added to the 
TiO2 suspension by multiple batches, the adsorption isotherms declined as the multi-batch 
increased, and the extent of the decline decreased gradually as pH decreased from 7.0 to 5.5 
(Figure 16). This result provided a direct evidence for the influence of adsorption kinetics (1-
batch/multi-batch) on adsorption isotherm and equilibrium constant, and indicated that the 
influence varied with pH. 
According to MEA theory, for a given batch adsorption reaction under the same 
thermodynamic conditions, when the reaction is conducted through different kinetic 
pathways (1-batch/multi-batch), different MEA states (rather than a unique ideal 
equilibrium state) could be reached when the reaction reaches an apparent equilibrium 
(within the experimental time such as days).14 Equilibrium constants or adsorption 
isotherms, which are defined by adsorption density, are inevitably affected by the reactant 
concentration when they alter the final MEA states.11, 12 
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Fig. 14. Calculated Zn(II)–TiO2 surface complexes using density functional theory: (a) 
dissolved Zn(II) with six outer-sphere water molecules; (b) monodentate mononuclear 
(MM); (c) bidentate binuclear (BB); (d) bidentate mononuclear (BM). Purple, red, big gray, 
small gray circles denote Zn, O, Ti, H atoms, respectively. Distances are shown in 
angstroms. 
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Fig. 15. Calculated XANES spectra of 4-oxygen coordinated BB and 5-oxygen coordinated 
BM complex and experimental XANES spectra. 

6. pH dependence of metastable-equilibrium adsorption 
According to MEA theory, both adsorbent/particle concentration (i.e., Cp) and adsorbate 
concentration could fundamentally affect equilibrium adsorption constants or isotherms 
when a change in the concentration of reactants (adsorbent or adsorbate) alters the reaction 
irreversibility or the MEA states of the apparent equilibrium. On the other hand, a general 
theory should be able to predict and interpret more phenomena. To test new phenomenon 
predicted by MEA theory can not only cross-confirm the theory itself but also provide new 
insights/applications in broadly related fields. The influence of adsorbate concentration on 
adsorption isotherms and equilibrium constants at different pH conditions was therefore 
studied in As(V)-anatase system using macroscopic thermodynamics and microscopic 
spectral and computational methods.14, 31, 32 
The thermodynamic results14 showed that, when the total mass of arsenate was added to the 
TiO2 suspension by multiple batches, the adsorption isotherms declined as the multi-batch 
increased, and the extent of the decline decreased gradually as pH decreased from 7.0 to 5.5 
(Figure 16). This result provided a direct evidence for the influence of adsorption kinetics (1-
batch/multi-batch) on adsorption isotherm and equilibrium constant, and indicated that the 
influence varied with pH. 
According to MEA theory, for a given batch adsorption reaction under the same 
thermodynamic conditions, when the reaction is conducted through different kinetic 
pathways (1-batch/multi-batch), different MEA states (rather than a unique ideal 
equilibrium state) could be reached when the reaction reaches an apparent equilibrium 
(within the experimental time such as days).14 Equilibrium constants or adsorption 
isotherms, which are defined by adsorption density, are inevitably affected by the reactant 
concentration when they alter the final MEA states.11, 12 
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Fig. 16. Adsorption isotherms of As (V) on TiO2 in 0.01mol/L NaNO3 solution at 25 °C 
under different pH. TiO2 particle concentration is 1g/L. 1-batch stands for a series of total 
arsenate being added to TiO2 suspension in one time, and 3-batch stands for the total 
arsenate being added averagely to TiO2 suspension in 3 times every 4 hours. EXAFS samples 
were marked by ellipse, in which the initial total As (V) concentration is 0.80 mmol/L. 
 

Sample 
As-O 

As-Ti 

Res. CN1/CN2 BB MM 

CN R(Å) σ2 CN1 R1(Å) σ2 CN2 R2(Å) σ2 

1-batch pH5.5 3.9 1.68 0.002 1.9 3.17 0.008 1.1 3.60 0.01 8.6 1.8 
3-batch pH5.5 4.0 1.68 0.002 2.2 3.26 0.01 0.9 3.61 0.008 14.2 2.4 
1-batch pH6.2 4.0 1.68 0.002 1.8 3.16 0.007 1.0 3.59 0.006 11.0 1.7 
3-batch pH6.2 3.9 1.68 0.002 2.1 3.19 0.008 0.8 3.59 0.01 9.0 2.5 
1-batch pH7.0 4.1 1.69 0.002 1.8 3.17 0.007 1.1 3.59 0.001 13.2 1.6 
3-batch pH7.0 4.1 1.68 0.002 2.2 3.22 0.004 1.0 3.60 0.001 10.9 2.2 
As(V)-pH5.5 4.1 1.68 0.004       6.7  
As(V)-pH7.0 4.1 1.69 0.003       5.3  

Calculated values 4.0 1.70  2.0 3.25  1.0 3.52    

Table 1. Summary of As(V) K-edge EXAFS results for 1-batch and 3-batch adsorption 
samples at pH 5.5, 6.2 and 7.0. 

The comparison of EXAFS measured and DFT calculated results indicated that arsenate 
mainly formed inner-sphere bidentate binuclear (BB) and monodentate mononuclear (MM) 
surface complexes on TiO2, where EXAFS measured two As-Ti distances of 3.20±0.05 and 
3.60±0.02 Å (Table 1) corresponded to the DFT calculated values of BB (3.25 Å) and MM 
(3.52 Å) complexes (Figure 17), respectively.14 
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Fig. 17. DFT calculated structure of inner-sphere and H-bond adsorption products of arsenate 
on TiO2: (a) monodentate mononuclear arsenate H-bonded to a H2O surface functional group 
occupying the adjacent surface site (MM1); (b) monodentate mononuclear arsenate H-bonded 
to a -OH surface functional group occupying the adjacent surface site (MM2); (c) bidentate 
binuclear (BB) complex; (d) H-bonded complex. Red, big gray, small gray, purple circles 
denote O, Ti, H, As atoms, respectively. Distances are shown in angstroms. 

The EXAFS coordination number of CN1 and CN2 represented statistically the average 
number of nearest Ti atoms around the As atom corresponding to a specific interatomic 
distance. We used the coordination number ratio of CN1/CN2 to describe the relative 
proportion of BB mode to MM mode in adsorption samples. The CN1/CN2 was 1.6 and 2.2 
for 1-batch and 3-batch adsorption samples at pH 7.0, respectively (Table 1),14 indicating that 
3-batch adsorption samples contained more BB adsorbed arsenate than that of 1-batch 
adsorption samples. This result was cross-confirmed by measuring the spectral shift of X-ray 
absorption near edge structure (XANES) and Fourier transform infrared spectroscopy 
(FTIR). 
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Fig. 16. Adsorption isotherms of As (V) on TiO2 in 0.01mol/L NaNO3 solution at 25 °C 
under different pH. TiO2 particle concentration is 1g/L. 1-batch stands for a series of total 
arsenate being added to TiO2 suspension in one time, and 3-batch stands for the total 
arsenate being added averagely to TiO2 suspension in 3 times every 4 hours. EXAFS samples 
were marked by ellipse, in which the initial total As (V) concentration is 0.80 mmol/L. 
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1-batch pH6.2 4.0 1.68 0.002 1.8 3.16 0.007 1.0 3.59 0.006 11.0 1.7 
3-batch pH6.2 3.9 1.68 0.002 2.1 3.19 0.008 0.8 3.59 0.01 9.0 2.5 
1-batch pH7.0 4.1 1.69 0.002 1.8 3.17 0.007 1.1 3.59 0.001 13.2 1.6 
3-batch pH7.0 4.1 1.68 0.002 2.2 3.22 0.004 1.0 3.60 0.001 10.9 2.2 
As(V)-pH5.5 4.1 1.68 0.004       6.7  
As(V)-pH7.0 4.1 1.69 0.003       5.3  

Calculated values 4.0 1.70  2.0 3.25  1.0 3.52    

Table 1. Summary of As(V) K-edge EXAFS results for 1-batch and 3-batch adsorption 
samples at pH 5.5, 6.2 and 7.0. 

The comparison of EXAFS measured and DFT calculated results indicated that arsenate 
mainly formed inner-sphere bidentate binuclear (BB) and monodentate mononuclear (MM) 
surface complexes on TiO2, where EXAFS measured two As-Ti distances of 3.20±0.05 and 
3.60±0.02 Å (Table 1) corresponded to the DFT calculated values of BB (3.25 Å) and MM 
(3.52 Å) complexes (Figure 17), respectively.14 
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Fig. 17. DFT calculated structure of inner-sphere and H-bond adsorption products of arsenate 
on TiO2: (a) monodentate mononuclear arsenate H-bonded to a H2O surface functional group 
occupying the adjacent surface site (MM1); (b) monodentate mononuclear arsenate H-bonded 
to a -OH surface functional group occupying the adjacent surface site (MM2); (c) bidentate 
binuclear (BB) complex; (d) H-bonded complex. Red, big gray, small gray, purple circles 
denote O, Ti, H, As atoms, respectively. Distances are shown in angstroms. 

The EXAFS coordination number of CN1 and CN2 represented statistically the average 
number of nearest Ti atoms around the As atom corresponding to a specific interatomic 
distance. We used the coordination number ratio of CN1/CN2 to describe the relative 
proportion of BB mode to MM mode in adsorption samples. The CN1/CN2 was 1.6 and 2.2 
for 1-batch and 3-batch adsorption samples at pH 7.0, respectively (Table 1),14 indicating that 
3-batch adsorption samples contained more BB adsorbed arsenate than that of 1-batch 
adsorption samples. This result was cross-confirmed by measuring the spectral shift of X-ray 
absorption near edge structure (XANES) and Fourier transform infrared spectroscopy 
(FTIR). 
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DFT calculation showed that the theoretical XANES transition energy of BB complex was 
0.62eV higher than that of MM complex. Therefore, the blue-shift of As (V) K-absorption 
edge observed from 1-batch to 3-batch adsorption samples suggested a structural evolution 
from MM to BB adsorption as the multi-batch increased (Figure 18).31 
 

 
Fig. 18. The first derivative K-edge XANES spectra of As (V) adsorption on anatase. 

The DFT calculated frequency analysis showed that the As-OTi asymmetric stretching 
vibration (υas) of MM and BB complexes located at 855 and 835 cm-1, respectively. On the 
basis of this theoretical analysis, the FTIR measured red-shift of As-OTi υas vibration from 1-
batch sample (849 cm-1) to 3-batch sample (835 cm-1) suggested that the ratio of BB/MM in 
3-batch sample was higher than that in 1-batch sample (Figure 19).32 
The good agreement of EXAFS results of CN1/CN2 with XANES and FTIR analysis also 
validated the reliability of the CN ratio used as an index to approximate the proportion 
change of surface complexation modes. BB complex occupies two active sites on adsorbent 
surface whereas MM occupies only one. For monolayer chemiadsorption, a unit surface area 
of a given adsorbent can contain more arsenate molecules adsorbed in MM mode than that 
in BB mode. Therefore, the increase of the proportion of BB complex from 1-batch to 3-batch 
addition mode was shown as the decrease of adsorption density in 3-batch isotherm  
(Figure 16). 
Table 1 showed that the relative proportion of BB and MM complex was rarely affected by 
pH change from 5.5 to 7.0, indicating that the pH dependence for the influence of adsorption 
kinetics (1-batch/multi-batch) on adsorption isotherm was not due to inner-sphere 
chemiadsorption.14 The influence of pH on adsorption was simulated by DFT theory 
through changing the number of H+ in model clusters. Calculation of adsorption energy 
showed that the thermodynamic favorability of inner-sphere and outer-sphere adsorption 
was directly related to pH (Table 2).14 As pH decreased, the thermodynamic favorability of 
inner-sphere and outer-sphere arsenate adsorption on Ti-(hydr)oxides increased. This DFT 
result explained why the adsorption densities of arsenate (Figure 16) and equilibrium 
adsorption constant (Table 2) increased with the decrease of pH.  

Advances in Interfacial Adsorption Thermodynamics:  
Metastable-Equilibrium Adsorption (MEA) Theory 

 

539 

1000 950 900 850 800 750

adsorbed As(V)-1 batch

86
8

90
3

77
1

78
6

77
8

78
6

80
3

80
3

81
8

82
2

83
5

84
9

87
3

87
390
3

90
3

96
3

96
3

A
bs

or
ba

nc
e

wavenumber(cm-1
)

 

adsorbed As(V)-3 batches

dissolved arsenate

TiO2

 
Fig. 19. ATR-FTIR spectra of adsorbed As(V) of 1-batch and 3-batch adsorption samples, 
dissolved arsenate, and TiO2 at pH 7.0. 

Theoretical equilibrium adsorption constant (K) of calculated surface complexes (BB, MM 
and H-bonded complexes in this adsorption system) that constructed real equilibrium 
adsorption constant were significantly different in the order of magnitude under the same 
thermodynamic conditions (Table 2). The theoretical K were in the order of BB (6.80×1042) 
>MM (3.13×1039) >H-bonded complex (3.91×1035) under low pH condition, and in the order 
of MM (1.54×10-5) > BB (8.72×10-38) >H-bonded complex (5.01×10-45) under high pH 
condition. Therefore, even under the same thermodynamic conditions, the real equilibrium 
adsorption constant would vary with the change of the proportion of different surface 
complexes in real equilibrium adsorption. 
DFT results (Table 2) showed that H-bond adsorption became thermodynamically favorable 
(-203.1 kJ/mol) as pH decreased. H-boned adsorption is an outer-sphere electrostatic 
attraction essentially (see Figure 17d), so it was hardly influenced by reactant concentration 
(multi-batch addition mode).14 Therefore, as the proportion of outer-sphere adsorption 
complex increased under low pH condition, the influence of adsorption kinetics (1-
batch/multi-batch) on adsorption isotherm would weaken (Figure 16).  
Both the macroscopic adsorption data and the microscopic spectral and computational 
results indicated that the real equilibrium adsorption state of As(V) on anatase surfaces is 
generally a mixture of various outer-sphere and inner-sphere metastable-equilibrium states. 
The coexistence and interaction of outer-sphere and inner-sphere adsorptions caused the 
extreme complicacy of real adsorption reaction at solid-liquid interface, which was not taken 
into account in traditional thermodynamic adsorption theories for describing the 
macroscopic relationship between equilibrium concentrations in solution and on solid 
surfaces. The reasoning behind the adsorbent and adsorbate concentration effects is that the 
conventional adsorption thermodynamic methods such as adsorption isotherms, which are 
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Fig. 19. ATR-FTIR spectra of adsorbed As(V) of 1-batch and 3-batch adsorption samples, 
dissolved arsenate, and TiO2 at pH 7.0. 

Theoretical equilibrium adsorption constant (K) of calculated surface complexes (BB, MM 
and H-bonded complexes in this adsorption system) that constructed real equilibrium 
adsorption constant were significantly different in the order of magnitude under the same 
thermodynamic conditions (Table 2). The theoretical K were in the order of BB (6.80×1042) 
>MM (3.13×1039) >H-bonded complex (3.91×1035) under low pH condition, and in the order 
of MM (1.54×10-5) > BB (8.72×10-38) >H-bonded complex (5.01×10-45) under high pH 
condition. Therefore, even under the same thermodynamic conditions, the real equilibrium 
adsorption constant would vary with the change of the proportion of different surface 
complexes in real equilibrium adsorption. 
DFT results (Table 2) showed that H-bond adsorption became thermodynamically favorable 
(-203.1 kJ/mol) as pH decreased. H-boned adsorption is an outer-sphere electrostatic 
attraction essentially (see Figure 17d), so it was hardly influenced by reactant concentration 
(multi-batch addition mode).14 Therefore, as the proportion of outer-sphere adsorption 
complex increased under low pH condition, the influence of adsorption kinetics (1-
batch/multi-batch) on adsorption isotherm would weaken (Figure 16).  
Both the macroscopic adsorption data and the microscopic spectral and computational 
results indicated that the real equilibrium adsorption state of As(V) on anatase surfaces is 
generally a mixture of various outer-sphere and inner-sphere metastable-equilibrium states. 
The coexistence and interaction of outer-sphere and inner-sphere adsorptions caused the 
extreme complicacy of real adsorption reaction at solid-liquid interface, which was not taken 
into account in traditional thermodynamic adsorption theories for describing the 
macroscopic relationship between equilibrium concentrations in solution and on solid 
surfaces. The reasoning behind the adsorbent and adsorbate concentration effects is that the 
conventional adsorption thermodynamic methods such as adsorption isotherms, which are 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

540 

defined by the macroscopic parameter of adsorption density (mol/m2), can be inevitably 
ambiguous, because the chemical potential of mixed microscopic MEA states cannot be 
unambiguously described by the macroscopic parameter of adsorption density. Failure in 
recognizing this theoretical gap has greatly hindered our understanding on many 
adsorption related issues especially in applied science and technology fields where the use 
of surface concentration (mol/m2) is common or inevitable. 
 
HO/AsO4 Adsorption reaction equations ΔG K 

Bidentate binuclear complexes 

0 H2AsO4- ( H2O)12+ [Ti2(OH)4(H2O)6]4+ → 
       [Ti2(OH)4(H2O)4AsO2(OH)2]3+(H2O)2+ 12H2O -244.5 6.80×1042 

1 H2AsO4- ( H2O)12+ [Ti2(OH)5(H2O)5]3+ → 
       [Ti2(OH)4(H2O)4AsO2(OH)2]3+(H2O)2  + OH-( H2O)11 

13.1 5.15×10-3 

2 H2AsO4- ( H2O)12+  [Ti2(OH)6(H2O)4]2+ → 
       [Ti2(OH)4(H2O)4AsO2(OH)2]3+(H2O)2 + 2OH-(H2O)10 

211.5 8.72×10-38 

Monodentate mononuclear complexes 

0 H2AsO4- ( H2O)12+ [Ti2(OH)4(H2O)6]4+→ 
       [Ti2(OH)4(H2O)5AsO2(OH)2]3+ H2O + 12H2O -225.4 3.13×1039 

1-1 H2AsO4- ( H2O)12+ [Ti2(OH)5(H2O)5]3+→ 
       [Ti2(OH)4(H2O)5AsO2(OH)2]3+ H2O + OH-( H2O)11 

32.1 2.37×10-6 

1-2 H2AsO4- ( H2O)12+ [Ti2(OH)5(H2O)5]3+ → 
       [Ti2(OH)5(H2O)4AsO2(OH)2]2+ H2O + 12H2O -135.6 5.72×1023 

2 H2AsO4- ( H2O)12+  [Ti2(OH)6(H2O)4]2+→ 
       [Ti2(OH)5(H2O)4AsO2(OH)2]2+ H2O + OH-( H2O)11 

27.5 1.54×10-5 

H-bond complexes 

0 H2AsO4- ( H2O)12+ [Ti2(OH)4(H2O)6]4+ → 
       [Ti2(OH)4(H2O)6AsO2(OH)2]3+ + 12H2O -203.1 3.91×1035 

1 H2AsO4- ( H2O)12+ [Ti2(OH)5(H2O)5]3+ → 
       [Ti2(OH)4(H2O)6AsO2(OH)2]3+  + OH-( H2O)11 

54.4 2.96×10-10 

2 H2AsO4- ( H2O)12+  [Ti2(OH)6(H2O)4]2+ → 
       [Ti2(OH)4(H2O)6AsO2(OH)2]3+  + 2OH-(H2O)10 

252.9 5.01×10-45 

Table 2. Calculated ΔGads (kJ/mol) and equilibrium adsorption constant K at 25 °C of 
arsenate on various protonated Ti-(hydr)oxide surfaces. 

Metastable-equilibrium adsorption (MEA) theory pointed out that adsorbate would exist on 
solid surfaces in different forms (i.e. MEA states) and recognized the influence of adsorption 
reaction kinetics and reactant concentrations on the final MEA states (various outer-sphere 
and inner-sphere complexes) that construct real adsorption equilibrium state. Therefore, 
traditional thermodynamic adsorption theories need to be further developed by taking 
metastable-equilibrium adsorption into account in order to accurately describe real 
equilibrium properties of surface adsorption. 
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1. Introduction

A phase diagram is considered as a starting point to design new materials. Let us quote the
statements by DeHoff (1993):

A phase diagram is a map that presents the domains of stability of phases and their
combiations. A point in this space, which represents a state of the system that is of
interest in a particular application, lies within a specific domain on the map.

In practice, for example to calculate the lattice stability, the construction of the phase diagram
is to find the phase equilibria based on the comparison of the Gibbs free energies among
the possible phases. Hence, the most important factor is the accuracy and precesion of the
given Gibbs free energy values, which are usually acquired by the experimental assessments.
Once the required thermodynamic data are obtained, the phase diagram construction
becomes rather straightforward with modern computation techniques, so called CALPHAD
(CALculation of PHAse Diagrams) (Spencer, 2007). Hence, the required information for
constructing a phase diagram is the reliable Gibbs free energy information. The Gibbs free
energy G is defined by

G = E + PV − TS, (1)

where E is the internal energy, P is the pressure, V is the volume of the system, T is
the temperature and S is the entropy. The state which provides the minimum of the
free energy under given external conditions at constant P and T is the equilibrium state.
However, there is a critical issue to apply the conventional CALPHAD method in general
materials design. Most thermodynamic information is relied on the experimental assessments,
which do not available occasionally to be obtained, but necessary. For example, the direct
thermodynamic information of silicon solubility in cementite had not been available for long
time (Ghosh & Olson, 2002; Kozeschnik & Bhadeshia, 2008), because the extremely low silicon
solubility which requires the information at very high temperature over the melting point
of cementite. The direct thermodynamic information was available recently by an ab initio
method (Jang et al., 2009). However, the current technology of ab initio approaches is usually
limited to zero temperature, due to the theoretical foundation; the density functional theory
(Hohenberg & Kohn, 1964) guarrentees the unique total energy of the ground states only. The
example demonstrates the necessity of a systematic assessment method from first principles.
In order to obtain the Gibbs free energy from first principles, it is convenient to use the
equilibrium statistical mechanics for grand canonical ensemble by introducing the grand
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partition function

Ξ (T, V, {μi}) = ∑
Ni

∑
ζ

exp

(
−β

(
Eζ (V)− ∑

i
μiNi

))
, (2)

where β is the inverse temperature (kBT)−1 with the Boltzmann’s constant kB, μi is the
chemical potential of the ith component, Ni is the number of atoms. The sum of ζ runs
over all accessible microstates of the system; the microstates include the electronic, magnetic,
vibrational and configurational degrees of freedom. The corresponding grand potential Ω is
found by

Ω (T, V, {μi}) = −β−1 ln Ξ. (3)

The Legendre transformation relates the grand potential Ω and the Helmholtz free energy F as

Ω (T, V, {μi}) = F − ∑
i

μiNi = E − TS − ∑
i

μi Ni. (4)

It is noticeable to find that the Helmholtz free energy F is able to be obtained by the relation

F (T, V, N) = −β−1 ln Z, (5)

where Z is the partition function of the canonical ensemble defined as

Z (T, V, N) = ∑
ζ

exp
(−βEζ (V, N)

)
. (6)

Finally, there is a further Legendre transformation relationship between the Helmholtz free
energy and the Gibbs free energy as

G = F + PV. (7)

Let us go back to the grand potential in Eq. (4). The total differential of the grand potential is

dΩ = −SdT − PdV − ∑
i

Nidμi, (8)

with the coefficients

S = −
(

∂Ω
∂T

)

Vμ

, P = −
(

∂Ω
∂V

)

Tμ

, Ni = −
(

∂Ω
∂μi

)

TV
. (9)

The Gibss-Duhem relation,
E = TS − PV + ∑

i
μiNi, (10)

yields the thermodynamic functions as

F = −PV + ∑
i

μi Ni, G = ∑
i

μi Ni, Ω = −PV. (11)

Since the thermodynamic properties of a system at equilibrium are specified by Ω and
derivatives thereof, one of the tasks will be to develop methods to calculate the grand potential
Ω.
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In principle, we can calculate any macroscopic thermodynamic states if we have the complete
knowledge of the (grand) partition function, which is abled to be constructed from first
principles. However, it is impractical to calculates the partition function of a given system
because the number of all accessible microstates, indexed by ζ, is enormously large.
Struggles have been devoted to calculate the summation of all accessible states. The number of
all accessible states is evaluated by the constitutents of the system and the types of interaction
among the constituents. The general procedure in statistical mechanics is nothing more than
the calculation of the probability of a specific number of dice with the enormous number
of repititions of the dice tosses. The fundamental principles of statistical mechanics of a
mechanical system of the degrees of freedom s is well summarized by Landau & Lifshitz
(1980). The state of a mechanical system is described a point of the phase space represented
by the generalized coordinates qi and the corresponding generalized momenta pi, where the
index i runs from 1 to s. The time evolution of the system is represented by the trajectory in
the phase space. Let us consider a closed large mechanical system and a part of the entire
system, called subsystem, which is also large enough, and is interacting with the rest part of
the closed system. An exact solution for the behavior of the subsystem can be obtained only
by solving the mechanical problem for the entire closed system.
Let us assume that the subsystem is in the small phase volume ΔpΔq for short intervals. The
probability w for the subsystem stays in the ΔpΔq during the short interval Δt is

w = lim
D→∞

Δt
D

, (12)

where D is the long time interval in which the short interval Δt is included. Defining the
probability dw of states represented in the phase volum,

dpdq = dp1dp2 . . . dpsdq1dq2 . . . dqs,

may be written
dw = ρ (p1, p2, . . . , ps, q1, q2, . . . , qs)dpdq, (13)

where ρ is a function of all coordinates and momenta in writing for brevity ρ (p, q). This
function ρ represents the density of the probability distribution in phase space, called
(statistical) distribution function. Obviously, the distribution function is normalized as

∫
ρ (p, q)dpdq = 1. (14)

One should note that the statistical distribution of a given subsystem does not depend on
the initial state of any other subsystems of the entire system, due to the entirely outweighed
effects of the initial state over a sufficiently long time.
A physical quantity f = f (p, q) depending on the states of the subsystem of the solved
entire system is able to be evaluated, in the sense of the statistical average, by the distribution
function as

f̄ =
∫

f (p, q)ρ(p, q)dpdq. (15)

By definition Eq. (12) of the probability, the statistical averaging is exactly equivalent to a time
averaging, which is established as

f̄ = lim
D→∞

1
D

∫ D

0
f (t)dt. (16)
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In addition, the Liouville’s theorem

dρ

dt
=

s

∑
i=1

(
∂ρ

∂qi
q̇i +

∂ρ

∂pi
ṗi

)
= 0 (17)

tells us that the distribution function is constant along the phase trajectories of the subsystem.
Our interesting systems are (quantum) mechanical objects, so that the counting the number of
accessible states is equivalent to the estimation of the relevant phase space volume.

2. Phenomenological Landau theory

A ferromagnet in which the magnetization is the order parameter is served for illustrative
purpose. Landau & Lifshitz (1980) suggested a phenomenological description of phase
transitions by introducing a concept of order parameter. Suppose that the interaction
Hamiltonian of the magnetic system to be

∑
i,j

JijSi · Sj, (18)

where Si is a localized Heisenberg-type spin at an atomic site i and Jij is the interaction
parameter between the spins Si and Sj.
In the ferromagnet, the total magnetization M is defined as the thermodynamic average of the
spins

M =

〈
∑

i
Si

〉
, (19)

and the magnetization m denotes the magnetization per spin

m =

〈
1
N ∑

i
Si

〉
, (20)

where N is the number of atomic sites. The physical order is the alignment of the microscopic
spins.
Let us consider a situation that an external magnetic field H is applied to the system. Landau’s
idea1 is to introduce a function, L (m, H, T), known as the Landau function, which describes
the “thermodynamics” of the system as function of m, H, and T. The minimum of L indicates
the system phase at the given variable values. To see more details, let us expand the Ladau
function with respect to the order parameter m:

L (m, H, T) =
4

∑
n

an (H, T) mn, (21)

where we assumed that both the magnetization m and the external magnetic field H are
aligned in a specific direction, say ẑ. When the system undergoes a first-order phase transition,
the Landau function should have the properties

∂L
∂m

∣∣∣∣
mA

=
∂L
∂m

∣∣∣∣
mB

= 0, L (mA) = L (mB) , (22)

1 The description in this section is following Negele & Orland (1988) and Goldenfeld (1992).
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for the minima points A and B. For the case of the second-order phase transition, it is required
that

∂L
∂m

=
∂2L
∂m2 =

∂3L
∂m3 = 0,

∂4L
∂m4 > 0. (23)

The second derivative must vanish because the curve changes from concave to convex and the
third derivative must vanish to ensure that the critical point is a minimum. It is convenient
to reduce the variables in the vicinity of the critical point t ≡ T − TC and h ≡ H − Hc = H,
where TC is the Curie temperature and Hc is the critical external field, yielding the Landau
coefficient

an (H, T) �→ an (h, t) = bn + cnh + dnt, (24)

and then the Ladau function near the critical point is

L (m, h, t) = c1hm + d2tm2 + c3hm3 + b4m4, d2 > 0, b4 > 0. (25)

Enforcing the inversion symmetry, L (m, H, T) = L (−m,−H, T), the Landau function will be

L (m, h, t) = d2tm2 + b4m4.

In order to see the dependency to the external field H, we add an arbitrary H field coupling
term and change the symbols of the coefficients d2 to a and b4 to 1

2 b:

L = atm2 +
1
2

bm4 − Hm. (26)

Let us consider the second-order phase transition with H = 0. For T > TC, the minimum of
L is at m = 0. For T = TC, the Landau function has zero curvature at m = 0, where the point
is still the global minimum. For T < TC, the Landau function Eq. (26) has two degenerate
minima at ms = ms (T), which is explicitly

ms (t) = ±
√−at

b
, for t < 0. (27)

When H �= 0, the differentiation of L with respect to m gives the magnetic equation of state
for small m as

atm + bm3 =
1
2

H. (28)

The isothermal magnetic susceptibility is obtained by differentiating Eq. (28) with respect to
H:

χT (H) ≡ ∂m (H)

∂H

∣∣∣∣
T
=

1

2
{

at + 3b (m (H))2
} , (29)

where m (H) is the solution of Eq. (28). Let us consider the case of H = 0. For t > 0, m = 0
and χT = 1/ (2at), while m2 = −at/b and χT = −1/ (4at). As the system is cooled down,

the nonmagnetized system, m = 0 for t > 0, occurs a spontaneous magnetization of (−at/b)
1
2

below the critical temperature t < 0, while the isothermal magnetic susceptibility χT diverges
as 1/t for t → 0 both for the regions of t > 0 and t < 0.
For the first-order phase transition, we need to consider Eq. (25) with c1 = 0 and changing the
coefficient symbols to yield

L = atm2 +
1
2

m4 + Cm3 − Hm. (30)
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For H = 0, the equilibrium value of m is obtained as

m = 0, m = −c ±
√

c2 − at/b, (31)

where c = 3C/4b. The nonzero solution is valid only for t < t∗, by defining t∗ ≡ bc2/a. Let
Tc is the temperature where the coefficient of the term quadratic in m vanishes. Suppose t1
is the temperature where the value of L at the secondary minimum is equal to the value at
m = 0. Since t∗ is positive, this occurs at a temperature greater than Tc. For t < t∗, a secondary
minimum and maximum have developed, in addition to the minimum at m = 0. For t < t1,
the secondary minimum is now the global minimum, and the value of the order parameter
which minimizes L jumps discontinuously from m = 0 to a non-zero value. This is a first-order
transition. Note that at the first-order transition, m (t1) is not arbitrarily small as t → t−1 . In
other words, the Landau theory is not valid. Hence, the first-order phase transition is arosen
by introducing the cubic term in m.
Since the Landau theory is fully phenomenological, there is no strong limit in selecting order
parameter and the corresponding conjugate field. For example, the magnetization is the order
parameter of a ferromagnet with the external magnetic field as the conjugate coupling field,
the polarization is the order parameter of a ferroelectric with the external electric field as
the conjugate coupling field, and the electron pair amplitude is the order parameter of a
superconductor with the electron pair source as the conjugate coupling field. When a system
undergoes a phase transition, the Landau theory is usually utilized to understand the phase
transition.
The Landau theory is motivated by the observation that we could replace the interaction
Hamiltonian Eq. (18)

∑
i,j

JijSiSj = ∑
i

Si ∑
j

Jij

[
�Sj�+

{
Sj − �Sj�

}]
(32)

by ∑ij Si Jij�Sj�. If we can replace SiSj by Si�Sj�, it is also possible to replace �SiSj� by �Si��Sj�
on average if we assume the translational invariance. The fractional error implicit in this
replacement can be evaluated by

ε ij =

∣∣∣�SiSj� − �Si��Sj�
∣∣∣

�Si��Sj� , (33)

where all quantities are measured for T < TC under the Landau theory. The numerator is just

a correlation function C and the interaction range
∣∣∣ri − rj

∣∣∣ ∼ R will allow us to rewrite ε ij as

εR =
|C (R)|

m2
s

, (34)

where we assume the correlation function being written as

C (R) = g f
(

R
ξ

)
, (35)

where f is a function of the correlation length ξ. For T � TC, the correlation length ξ ∼ R,
and the order parameter m is saturated at the low temperature value. The error is roughly
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estimated as

εR �
(

T
TC

)( a
R

)d
, (36)

where a is the lattice constant and d is the dimensionality of the interaction. In Eq. (36),
(a/R)−d is essentially the corrdination number z > 1, so that εR < 1 and the mean field
theory is self-consistent.
On the other hand, the correlation length grows toward infinity near the critical point; R �
ξ for t → 0. A simple arithematics yields m ∼ |t|β, where a critial exponent β is 1

2 for a
ferromagnet. This result leaves us the error

εR ∼ 1

|t|2β

( a
R

)d
, (37)

which tends to infinity as t → 0. Hence, the Landau theory based on the mean-field
approximation has error which diverges as the system approaches to the critical point.
Mathematically, the Landau theory expands the Landau function in terms of the order
parameter. The landau expansion itself is mathematically non-sense near the critical point
for dimensions less than four. Therefore, the Landau theory is not a good tool to investigate
significantly the phase transitions of the system.

3. Matters as noninteracting gases

Materials are basically made of atoms; an atom is composed of a nucleus and the surrounding
electrons. However, it is convenient to distinguish two types of electrons; the valence electrons
are responsible for chemical reactions and the core electrons are tightly bound around the
nucleus to form an ion for screening the strongly divergent Coulomb potential from the
nucleus. It is customary to call valence electrons as electrons.
The decomposition into electrons and ions provides us at least two advantages in treating
materials with first-principles. First of all, the motions of electrons can be decoupled
adiabatically from the those of ions, since electrons reach their equilibrium almost
immediately by their light mass compared to those factors of ions. The decoupling of
the motions of electrons from those of ions is accomplished by the Born-Oppenheimer
adiabatic approximation (Born & Oppenheimer, 1927), which decouples the motions of
electrons approximately begin independent adiabatically from those of ions. In practice, the
motions of electrons are computed under the external potential influenced by the ions at
their static equilibrium positions, before the motions of ions are computed under the external
potential influenced by the electronic distribution. Hence, the fundamental information for
thermodynamics of a material is its electronic structures. Secondly, the decoupled electrons of
spin half are identical particles following the Fermi-Dirac statistics (Dirac, 1926; Fermi, 1926).
Hence, the statistical distribution function of electrons is a closed fixed form. This feature
reduces the burdens of calculation of the distribution function of electrons.

3.1 Electronic subsystem as Fermi gas
The consequence of the decoupling electrons from ions allows us to treat the distribution
functions of distinguishable atoms, for example, an iron atom is distinguished from a carbon
atom, can be treated as the source of external potential to the electronic subsystem. Modelling
of electronic subsystem was suggested firstly by Drude (1900), before the birth of quantum
mechanics. He assumes that a metal is composed of electrons wandering on the positive
homogeneous ionic background. The interaction between electrons are cancelled to allow us
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For H = 0, the equilibrium value of m is obtained as
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c2 − at/b, (31)
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which tends to infinity as t → 0. Hence, the Landau theory based on the mean-field
approximation has error which diverges as the system approaches to the critical point.
Mathematically, the Landau theory expands the Landau function in terms of the order
parameter. The landau expansion itself is mathematically non-sense near the critical point
for dimensions less than four. Therefore, the Landau theory is not a good tool to investigate
significantly the phase transitions of the system.

3. Matters as noninteracting gases

Materials are basically made of atoms; an atom is composed of a nucleus and the surrounding
electrons. However, it is convenient to distinguish two types of electrons; the valence electrons
are responsible for chemical reactions and the core electrons are tightly bound around the
nucleus to form an ion for screening the strongly divergent Coulomb potential from the
nucleus. It is customary to call valence electrons as electrons.
The decomposition into electrons and ions provides us at least two advantages in treating
materials with first-principles. First of all, the motions of electrons can be decoupled
adiabatically from the those of ions, since electrons reach their equilibrium almost
immediately by their light mass compared to those factors of ions. The decoupling of
the motions of electrons from those of ions is accomplished by the Born-Oppenheimer
adiabatic approximation (Born & Oppenheimer, 1927), which decouples the motions of
electrons approximately begin independent adiabatically from those of ions. In practice, the
motions of electrons are computed under the external potential influenced by the ions at
their static equilibrium positions, before the motions of ions are computed under the external
potential influenced by the electronic distribution. Hence, the fundamental information for
thermodynamics of a material is its electronic structures. Secondly, the decoupled electrons of
spin half are identical particles following the Fermi-Dirac statistics (Dirac, 1926; Fermi, 1926).
Hence, the statistical distribution function of electrons is a closed fixed form. This feature
reduces the burdens of calculation of the distribution function of electrons.

3.1 Electronic subsystem as Fermi gas
The consequence of the decoupling electrons from ions allows us to treat the distribution
functions of distinguishable atoms, for example, an iron atom is distinguished from a carbon
atom, can be treated as the source of external potential to the electronic subsystem. Modelling
of electronic subsystem was suggested firstly by Drude (1900), before the birth of quantum
mechanics. He assumes that a metal is composed of electrons wandering on the positive
homogeneous ionic background. The interaction between electrons are cancelled to allow us
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for treating the electrons as a noninteracting gas. Albeit the Drude model oversimplifies the
real situation, it contains many useful features of the fundamental properties of the electronic
subsystem (Aschcroft & Mermin, 1976; Fetter & Walecka, 2003; Giuliani & Vignale, 2005).
As microstates is indexed as i of the electron subsystem, the Fermi-Dirac distribution function
is written in terms of occupation number of the state i,

n0
i =

1
eβ(�i−μ) + 1

, (38)

where �i is the energy of the electronic microstate i and μ is the chemical potential of the
electron gas. At zero-temperature, the Fermi-Dirac distribution function becomes

1
eβ(�−μ) + 1

= θ (μ − �) (39)

and the chemical potential becomes the Fermi energy �F. In the high-temperature limit, the
Fermi-Dirac distribution function recudes to

n0 = eβ(�−μ), (40)

the Maxwell-Boltzmann distribution function. With the nonrelativistic energy spectrum

�p =
p2

2m
=

h̄2k2

2m
= �k, (41)

where p is the single-particle momentum, k is the corresponding wave vector, the grand
potential in Eq. (3) is calculated in a continuum limit2 as

− βΩ0 = βPV =
2
3

gV
3π2

(
2m

h̄2

) 3
2
∫ ∞

0
d�

�
3
2

eβ(�−μ) + 1
(42)

and the number density is written as

N
V

=
g

4π2

(
2m

h̄2

) 3
2
∫ ∞

0
d�

�
1
2

eβ(�−μ) + 1
, (43)

where g is 2, the degeneracy factor of an electron. After math (Fetter & Walecka, 2003), we
can obtain the low-temperature limit (T → 0) of the grand potential of the noninteractic
homogeneous electron gas as

PV =
2
3

gV
4π2

(
2m
h̄

) 3
2
[

2
5

μ
5
2 + β−2 π2

4
μ

1
2 + · · ·

]
(44)

2 It is convenient to convert a summation over single-particle spectra to an integral over wavenumbers
according to ∑i → g

∫
d3n = gV (2π)−3 ∫ d3k for a very large periodic system, hence a continuum case.

If we have knowledge of the single-particle energy dispersion relation, the wavenumber integral is also
replaced by an integral over energy as gV (2π)−3 ∫ d3kF (�k) → g

∫ ∞
−∞ d�D (�) F (�) , where D (�) is

the density of states.

550 Thermodynamics – Interaction Studies – Solids, Liquids and Gases Towards the Authentic Ab Intio Thermodynamics 9

and the chemical potential from the relation N = (∂ (PV) /∂μ)TV as

μ = �F

[
1 − π2

12

(
1

β�F

)2
+ · · ·

]
. (45)

The low temperature limit entropy S is calculated as

S (β, V, μ) =

(
∂ (PV)

∂T

)

Vμ

=
gV
4π2

(
2m
h̄

) 3
2 2

3

[
2π2

4
kB
β

+ · · ·
]

. (46)

It is thus the heat capacity of the noninteracting homogeneous electron gas to be

CV = T
(

∂S
∂T

)

VN
=

π2

2
NkB

1
�Fβ

. (47)

The internal energy is simply calculated by a summation of the microstate energy of all the
occupied states to yield

E
V

=
g

4π2

∫ μ

0
�

3
2 d� =

g
4π2

(
2m

h̄2

) 3
2 2

5
μ

5
2 . (48)

All the necessary thermodynamic information of the homogeneous noninteracting electron
subsystem is acquired.

3.2 Elementary excitation as massive boson gas
For the case of ions, the treatment is rather complex. One can immediately raise the same
treatment of the homogeneous noninteracting ionic gas model as we did for the electronic
subsystem. Ignoring the nuclear spins, any kinds of ions are composed of fully occupied
electronic shells to yield the effective zero spin; ions are massive bosons. It seems, if the system
has single elemental atoms, that the ionic subsystem can be treated as an indistinguishable
homogeneous noninteracting bosonic gas, following the Bose-Einstein statistics (Bose, 1926;
Einstein, 1924; 1925). However, the ionic subsystem is hardly treated as a boson gas.
Real materials are not elemental ones, but they are composed of many different kinds of
elements; it is possible to distinguish the atoms. They are partially distinguishable each
other, so that a combinatorial analysis is required for calculating thermodynamic properties
(Ruban & Abrikosov, 2008; Turchi et al., 2007). It is obvious that the ions in a material
are approximately distributed in the space isotropically and homogeneously. Such phases
are usually called fluids. As temperature goes down, the material in our interests usually
crystalizes where the homogeneous and isotropic symmetries are broken spontaneously and
individual atoms all occupy nearly fixed positions.
In quantum field theoretical language, there is a massless boson, called Goldstone boson,
if the Lagrangian of the system possesses a continuous symmetry group under which the
the ground or vacuum state is not invariant (Goldstone, 1961; Goldstone et al., 1962). For
example, phonons are emerged by the violation of translational and rotational symmetry of
the solid crystal; a longitudinal phonon is emerged by the violation of the gauge invariance
in liquid helium; spin waves, or magnons, are emerged by the violation of spin rotation
symmetry (Anderson, 1963). These quasi-particles, or elementary excitations, have known in
many-body theory for solids (Madelung, 1978; Pines, 1962; 1999). One has to note two facts:
(i) the elementary exciations are not necessarily to be a Goldstone boson and (ii) they are not
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for treating the electrons as a noninteracting gas. Albeit the Drude model oversimplifies the
real situation, it contains many useful features of the fundamental properties of the electronic
subsystem (Aschcroft & Mermin, 1976; Fetter & Walecka, 2003; Giuliani & Vignale, 2005).
As microstates is indexed as i of the electron subsystem, the Fermi-Dirac distribution function
is written in terms of occupation number of the state i,

n0
i =

1
eβ(�i−μ) + 1

, (38)

where �i is the energy of the electronic microstate i and μ is the chemical potential of the
electron gas. At zero-temperature, the Fermi-Dirac distribution function becomes
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= θ (μ − �) (39)

and the chemical potential becomes the Fermi energy �F. In the high-temperature limit, the
Fermi-Dirac distribution function recudes to

n0 = eβ(�−μ), (40)

the Maxwell-Boltzmann distribution function. With the nonrelativistic energy spectrum
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where g is 2, the degeneracy factor of an electron. After math (Fetter & Walecka, 2003), we
can obtain the low-temperature limit (T → 0) of the grand potential of the noninteractic
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2 It is convenient to convert a summation over single-particle spectra to an integral over wavenumbers
according to ∑i → g

∫
d3n = gV (2π)−3 ∫ d3k for a very large periodic system, hence a continuum case.

If we have knowledge of the single-particle energy dispersion relation, the wavenumber integral is also
replaced by an integral over energy as gV (2π)−3 ∫ d3kF (�k) → g
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and the chemical potential from the relation N = (∂ (PV) /∂μ)TV as
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1 − π2

12

(
1

β�F
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3
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2π2

4
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β

+ · · ·
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It is thus the heat capacity of the noninteracting homogeneous electron gas to be
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The internal energy is simply calculated by a summation of the microstate energy of all the
occupied states to yield
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5
μ

5
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All the necessary thermodynamic information of the homogeneous noninteracting electron
subsystem is acquired.

3.2 Elementary excitation as massive boson gas
For the case of ions, the treatment is rather complex. One can immediately raise the same
treatment of the homogeneous noninteracting ionic gas model as we did for the electronic
subsystem. Ignoring the nuclear spins, any kinds of ions are composed of fully occupied
electronic shells to yield the effective zero spin; ions are massive bosons. It seems, if the system
has single elemental atoms, that the ionic subsystem can be treated as an indistinguishable
homogeneous noninteracting bosonic gas, following the Bose-Einstein statistics (Bose, 1926;
Einstein, 1924; 1925). However, the ionic subsystem is hardly treated as a boson gas.
Real materials are not elemental ones, but they are composed of many different kinds of
elements; it is possible to distinguish the atoms. They are partially distinguishable each
other, so that a combinatorial analysis is required for calculating thermodynamic properties
(Ruban & Abrikosov, 2008; Turchi et al., 2007). It is obvious that the ions in a material
are approximately distributed in the space isotropically and homogeneously. Such phases
are usually called fluids. As temperature goes down, the material in our interests usually
crystalizes where the homogeneous and isotropic symmetries are broken spontaneously and
individual atoms all occupy nearly fixed positions.
In quantum field theoretical language, there is a massless boson, called Goldstone boson,
if the Lagrangian of the system possesses a continuous symmetry group under which the
the ground or vacuum state is not invariant (Goldstone, 1961; Goldstone et al., 1962). For
example, phonons are emerged by the violation of translational and rotational symmetry of
the solid crystal; a longitudinal phonon is emerged by the violation of the gauge invariance
in liquid helium; spin waves, or magnons, are emerged by the violation of spin rotation
symmetry (Anderson, 1963). These quasi-particles, or elementary excitations, have known in
many-body theory for solids (Madelung, 1978; Pines, 1962; 1999). One has to note two facts:
(i) the elementary exciations are not necessarily to be a Goldstone boson and (ii) they are not
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necessarily limited to the ionic subsystem, but also electronic one. If the elementary excitations
are fermionic, thermodynamics are basically calculable as we did for the non-interacting
electrons gas model, in the beginning of this section. If the elementary excitations are
(Goldstone) bosonic, such as phonons or magnons, a thermodynamics calculation requires
special care. In order to illustrative purpose, let us see the thermodynamic information of a
system of homogeneous noninteracting massive bosons.
The Bose-Einstein distribution function gives the mean occupation number in the ith state as

n0
i =

1
eβ(�i−μ) − 1

. (49)

Since the chemical potential of a bosonic system vanishes at a certain temperature T0, a special
care is necessary during the thermodynamic property calculations (Cornell & Wieman, 2002;
Einstein, 1925; Fetter & Walecka, 2003). The grand potential of an ideal massive boson gas,
where the energy spectrum is also calculated as in Eq. (41), is

− βΩ0 = βPV = − gV
4π2

(
2m

h̄2

) 3
2
∫ ∞

0
d� �

1
2 ln

(
1 − eβ(μ−�)

)
. (50)

The integration by part yields

PV =
gV
4π2

(
2m

h̄2

) 3
2 2

3

∫ ∞

0
d�

�
3
2

eβ(�−μ) − 1
. (51)

The internal energy is calculated to be

E = ∑
i

n0
i �i =

3
2

PV =
gV
4π2

(
2m

h̄2

) 3
2
∫ ∞

0
d�

�
3
2

eβ(�−μ) − 1
, (52)

and the number density is calculated to be

N
V

=
g

4π2

(
2m

h̄2

) 3
2
∫ ∞

0
d�

�
1
2

eβ(μ−�) − 1
. (53)

A care is necessary in treating Eq. (53), because it is meaningful only if � − μ ≥ 0, or

μ ≤ 0 (54)

with the consideration of the fact � ≥ 0.
In the classical limit T → ∞, or β → 0, for fixed N, we have

βμ → −∞. (55)

Recall that the classical limit yields the Maxwell-Boltzmann distribution

n0
i = e−β(�i−μ) (56)

for both fermions and bosons, and the corresponding grand potential becomes

Ω0 = −PV = − 1
β ∑

i
eβ(μ−�i). (57)
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The classical chemical potential μc is now calculated as

βμc = ln

⎡
⎣ N

gV

�
2πh̄2

m

� 3
2

β
3
2

⎤
⎦ . (58)

As β increases at fixed density, βμc passes through zero and becomes positive, diverging to
infinity at β → ∞. This contradicts to the requirement Eq. (54). The critical temperature β0,
where the chemical potential of an ideal boson gas vanishes, is calculated by using Eq. (53)
with μ = 0 to be

1
β0

=
h̄2

2m

⎛
⎝ 4π2

gΓ
�

3
2

�
ζ
�

3
2

�
⎞
⎠

2
3 �

N
V

� 2
3

, (59)

where Γ and ζ are Gamma function and zeta function, respectively. For μ = 0 and β > β0, the
integral in Eq. (53) is less than N/V because these conditions increase the denominator of the
integrand relative to its value at β0.
The breakdown of the theory was noticed by Einstein (1925) and was traced origin of
the breakdown was the converting the conversion of the summation to the integral of the
occupation number counting in Eq. (53). The total number of the ideal massive Bose gas is
counted, using the Bose-Einstein distribution function Eq. (49), by

N = ∑
i

1
eβ(�i−μ) − 1

. (60)

It is obvious that the bosons tends to occupy the ground state for the low temperature
range β > β0, due to the lack of the limitation of the occupation number of bosons. As
temperature goes down, the contribution of the ground state occupation to the number
summation increases. However, the first term of Eq. (60) is omitted, in the Bose-Einstein
distribution, during the conversion to the integral Eq. (53) as μ → 0− for β > β0, because the
fact that �i = 0 vanishes the denominator �

1
2 of the integrand in Eq. (53). The number density

of the Bose particles with energies � > 0 is computed by Eq. (53) to be

N�>0

V
=

N
V

�
β

β0

�− 3
2

, (61)

while the number density at the ground state is evaluated to be

N�=0

V
=

N
V

�
1 −

�
β

β0

�− 3
2
�

, (62)

with the chemical potential μ = 0− for β > β0. The internal energy density of the degenerate
massive boson gas for β > β0 is then computed (Fowler & Jones, 1938) as

E
V

=
g

4π2

�
2m

βh̄2

� 3
2 1

β
Γ
�

5
2

�
ζ

�
5
2

�
. (63)
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necessarily limited to the ionic subsystem, but also electronic one. If the elementary excitations
are fermionic, thermodynamics are basically calculable as we did for the non-interacting
electrons gas model, in the beginning of this section. If the elementary excitations are
(Goldstone) bosonic, such as phonons or magnons, a thermodynamics calculation requires
special care. In order to illustrative purpose, let us see the thermodynamic information of a
system of homogeneous noninteracting massive bosons.
The Bose-Einstein distribution function gives the mean occupation number in the ith state as

n0
i =

1
eβ(�i−μ) − 1

. (49)

Since the chemical potential of a bosonic system vanishes at a certain temperature T0, a special
care is necessary during the thermodynamic property calculations (Cornell & Wieman, 2002;
Einstein, 1925; Fetter & Walecka, 2003). The grand potential of an ideal massive boson gas,
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The internal energy is calculated to be
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and the number density is calculated to be
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A care is necessary in treating Eq. (53), because it is meaningful only if � − μ ≥ 0, or

μ ≤ 0 (54)

with the consideration of the fact � ≥ 0.
In the classical limit T → ∞, or β → 0, for fixed N, we have

βμ → −∞. (55)
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n0
i = e−β(�i−μ) (56)
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β ∑

i
eβ(μ−�i). (57)
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The classical chemical potential μc is now calculated as
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2

⎤
⎦ . (58)

As β increases at fixed density, βμc passes through zero and becomes positive, diverging to
infinity at β → ∞. This contradicts to the requirement Eq. (54). The critical temperature β0,
where the chemical potential of an ideal boson gas vanishes, is calculated by using Eq. (53)
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where Γ and ζ are Gamma function and zeta function, respectively. For μ = 0 and β > β0, the
integral in Eq. (53) is less than N/V because these conditions increase the denominator of the
integrand relative to its value at β0.
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occupation number counting in Eq. (53). The total number of the ideal massive Bose gas is
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It is obvious that the bosons tends to occupy the ground state for the low temperature
range β > β0, due to the lack of the limitation of the occupation number of bosons. As
temperature goes down, the contribution of the ground state occupation to the number
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while the number density at the ground state is evaluated to be
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with the chemical potential μ = 0− for β > β0. The internal energy density of the degenerate
massive boson gas for β > β0 is then computed (Fowler & Jones, 1938) as
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The constant-volume heat capacity for β > β0 becomes
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2

⎤
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and the pressure for β > β0 becomes
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4π2 Γ

�
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2

�
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�
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2

�
m

3
2 g

h̄3 β−
5
2 . (65)

It is interesting to find that the pressure approaches to zero as temperature goes to zero,
i.e. β → ∞. In other words, the Bose gas exerts no force on the walls of the container at
T = 0, because all of the particles condensate in the zero-momentum state. The pressure
is independent of the number density N/V, depending only on temperature β. The two
different summations above and below the temperature β0 lead us that the heat capacity as a
function of temperature has discontinuity in its slope (Landau & Lifshitz, 1980) as

Δ
�

∂CV

∂V

�

β0

= − 27
4

⎡
⎣Γ

�
3
2

�
ζ
�

3
2

�

π

⎤
⎦

2

Nk2
Bβ−1

0 . (66)

This implies that a homogeneous massive ideal Bose gas system exhibits a phase transition at
β0 without interaction. This phenomenon is known as the Bose-Einstein condensation. A good
review for the realization of the Bose-Einstein condensation is provided by Cornell & Wieman
(2002).

3.3 Elementary excitations as massless boson gas
As we stated previously, some elementary excitations emerged by the spontaneous symmetry
breaking are massless bosons (Goldstone, 1961; Goldstone et al., 1962) as well as gauge bosons,
which are elemental particles, e.g. photons, arosen from the fundamental interactions,
electromagnetic fields for photons, with gauge degrees of freedom. Whether a boson is a
Goldstone boson or a gauge one, the procedure described above is not appliable to the
massless character of the boson, because its energy spectrum is not in the form of Eq. (41).
One has to remind that a masselss boson does not carry mass, but it carries momentum and
energy. The energy spectrum of a massless boson is given by

� = h̄ω (67)

and the frequency ω is obtained by the corresponding momentum p = h̄k through a
dispersion relation

ω = ω (k) . (68)

The number of bosons N in the massless boson gas is a variable, and not a given constants
as in an ordinary gas. Therefore, N itself must be determined from the thermal equilibrium
condition, the (Helmholtz) free energy minimum (∂F/∂N)T,V = 0. Since (∂F/∂N)T,V = μ,
this gives

μ = 0. (69)
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In these conditions, the mean occupation number is following the Planck distribution function
(Planck, 1901)

n0
k =

1
eβh̄ωk − 1

, (70)

which was originally suggested for describing the distribution function problem of
black-body radiations. Note that the Planck distribution function is a special case of the
Bose-Einstein distribution function with zero chemical potential.
Considering the relation Eq. (4) and the condition Eq. (69), the grand potential of a massless
Bose gas subsystem becomes the same as the Helmholtz free energy. The details of the
thermodynamic properties are depending on the dispersion relation of the bosons. Photons
are quantized radiations based on the fact of the linearity of electrodynamics,3 so that photons
do not interact with one another. The photon dispersion relation is linear,

ω = ck, (71)

where k includes the definite polarizations. The photon Helmholtz free energy is calculated
as

F0 = T
V

π2c3

∫ ∞

0
dωω2 ln

(
1 − e−βh̄ω

)
. (72)

The standard integration method yields

F = − 4
3

σV
c

T4, (73)

where σ is called the Stefan-Boltzmann constant defined as

σ =
π2

60
k4

B

h̄3c2
. (74)

The entropy is

S = − ∂F
∂T

=
16
3

σV
c

T3. (75)

The total radiation energy E = F + TS is

E =
4σV

c
T4 = −3F, (76)

which propotional to the fourth power of the temperature; Boltzmann’s law. The constant
volume heat capacity of the radiation is

CV =

(
∂E
∂T

)

V
=

16σV
c

T3, (77)

and the pressure is

P = −
(

∂F
∂V

)

T
=

4σ

3c
T4. (78)

Hence, the equation of states of the photon gas is

PV =
1
3

E. (79)

3 The nonlinear character appeared in the qunatum electrodynamics will not be discussed here.
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The procedure for the photonic subsystem is quite useful in computing thermodynamics
for many kinds of elementary exciations, which are usually massless (Goldstone) bosons
in a condensed matter system. It is predicted that any crystal must be completely
ordered, and the atoms of each kind must occupy entirely definite positions, in a state
of complete thermodynamic equilibrium (Andreev & Lifshitz, 1969; Leggett, 1970). It is
well known that the ions vibrate even in the zero temperature with several vibration
modes (Aschcroft & Mermin, 1976; Callaway, 1974; Jones & March, 1973a; Kittel, 2005;
Landau & Lifshitz, 1980; Madelung, 1978; Pines, 1999). The energy spectrum of a phonon
in a mode j and a wavevector q contains the zero vibration term

�iq =

(
njq +

1
2

)
h̄ωj (q) , (80)

where njq is the occupation number of the single-particle modes of j and q. The corresponding
partition function is then written as

Z = ∑
nj ,q

exp
[
−β�j (q)

]

= ∏
j,q

exp
[
−βh̄ωj (q)

]

1 − exp
[
−βh̄ωj (q)

] . (81)

The Helmholtz free energy of the phonon subsystem is

F = −β ln Z = β ∑
j,q

ln

{
2 sinh

[
βh̄ωj (q)

2

]}
. (82)

In the noninteracting phonon gas condition, the entropy S, internal energy E, and the volume
constant specific heat C becomes

S = −
(

∂F
∂T

)

V

= kB ∑
j,q

[
β

2
h̄ωj (q) coth

(
β

2
h̄ωj (q)

)
− ln

{
2 sinh

(
β

2
h̄ωj (q)

)}]
. (83)

E = F − TS −
(

∂F
∂T

)

V

= ∑
j,q

{
h̄ωj (q)

2
+

h̄ωj (q)

eβh̄ωj(q) − 1

}
, (84)

CV =

(
∂E
∂T

)

V
= kB

∑j,q

[
h̄ωj(q)

2

]2

sinh
[

h̄ωj(q)
2

] . (85)

Although the realistic phonon dispersion relations are complicated (Aschcroft & Mermin,
1976; Kittel, 2005), there are two useful model dispersion relations of phonons. Einstein
(1907; 1911) modelled the density of states as constant frequences in each vibrational mode
as D (ω) = Nδ (ω − ω0), where delta function is centered at ω0. This model is, in turn, useful
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to treat high temperature phonon thermodynamics. The thermal energy of the noninteracting
phonon system is

E = Nn0h̄ω =
Nh̄ω

eβh̄ω − 1
, (86)

and so the heat capacity of the system is

CV =

(
∂E
∂T

)

V
= NkB (βh̄ω)2 eβh̄ω

(
eβh̄ω − 1

)2 . (87)

On the other hand, Debye (1912) approximated that the velocity of sound is taken as constant
for each phonon mode with the dispersion relation ω ∼ q. In this case, the method used for
the photon gas is directly applied. At low temperature limit, the Debye extracted the T3 law
of the heat capacity as

CV � 12π4

5
nkB

(
T

ΘD

)3
, (88)

where ΘD is known as the Debye temperature.

4. Matters as interacting liquids

The discussions in Sec. 3 has succeed to describe the thermodynamic properties of materials
in many aspects, and hence such descriptions were treated in many textbooks. However,
the oversimplified model fails the many important features on the material properties.
One of the important origin of such failures is due to the ignorance of the electromagnetic
interaction among the constituent particles; electrons and ions, which carry electric charges.
However, the inclusion of interactions among the particles is enormously difficult to treat.
To date the quantum field theory (QFT) is known as the standard method in dealing with
the interacting particles. There are many good textbooks on the QFT (Berestetskii et al.,
1994; Bjorken & Drell, 1965; Doniach & Sondheimer, 1982; Fetter & Walecka, 2003; Fradkin,
1991; Gross, 1999; Itzykson & Zuber, 1980; Mahan, 2000; Negele & Orland, 1988; Parisi, 1988;
Peskin & Schroeder, 1995; Zinn-Justin, 1997) in treating the interacting particles systematically
in various aspects. In this article, the idea of the treatments will be reviewed briefly, instead
of dealing with the full details.
The idea of noninteracting particles inspires an idea to deal with the electronic subsystem
as a sum of independent particles under a given potential field (Hartree, 1928), with the
consideration of the effect of Pauli exclusion principle (Fock, 1930), which it is known as
the exchange effect. This idea, known as the Hartree-Fock method, was mathematically
formulated by introducing the Slater determinant (Slater, 1951) for the many-body electronic
wave function. The individual wave function of an electron can be obtained by solving either
Schrödinger equation (Schrödinger, 1926a;b;c;d) for the nonrelativistic cases or Dirac equation
(Dirac, 1928a;b) for the relativistic ones.4

Since an electron carries a fundamental electric charge e in its motion, it is necessary to deal
with electromagnetic waves or their quanta photons. Immediate necessity was arosen in
order to deal with both electrons and photons in a single quantum theoretical framework
in consideration of the Einstein’s special theory of relativity (Einstein, 1905). Jordan & Pauli
(1928) and Heisenberg & Pauli (1929) suggested that a new formalism to treat both the

4 The immediate relativistic version of the Schrödinger equation was derived by Gordon (1926) and Klein
(1927), known as the Klein-Gordon equation. The Klein-Gordon equation is valid for the Bose-Einstein
particles, while the Dirac equation is valid for the Fermi-Dirac particles.
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electrons and the radiations as quantized objects in such a way of a canonical transformation
to the normal modes of their fields; this method is called the second quantization or the
field quantization. The canonical transformation technique to the normal mode is a well
established classical method for continuous media (Goldstein, 1980). The idea treats both
the electrons and radiations as continuous fields and quantized them for their own normal
modes (Heisenberg & Pauli, 1929; Jordan & Pauli, 1928). The practically available solutions
was suggested for the nonrelativistic case by Bethe (1947) followed by the fully relativistic
case by Dyson (1949a;b); Feynman (1949a;b); Schwinger (1948; 1949a;b); Tomonaga (1946),
so called the renormalization for cancelling the unavoidable divergencies appeared in the
quantum field theory. This kind of theory on the electrons and radiations is called as the
quantum electrodynamics (QED), which is known to be the most precise theory ever achieved
(Peskin & Schroeder, 1995) with the error between the theory and experiment to be less than
a part per billion (ppb) (Gabrielse et al., 2006; 2007; Odom et al., 2006).

4.1 The concepts of quantum field theory
Feynman (1949b) visulized the underlying concept of the quantum field theory by
reinterpreting the nonrelativistic Schrödinger equation with the Green’s function concept.
As in classical mechanics, a Hamiltonian operator Ĥ contains all the mechanical interactions
of the system. The necessary physical information of the system is contained in the wave
function ψ. The Schrödinger equation

ih̄
∂ψ

∂t
= Ĥψ, (89)

describes the change in the wave function ψ in an infinitesimally time interval Δt as due to

the operation if an operator is e−i Ĥ
h̄ Δt. This description is equivalent to the description that the

wave function ψ (x2, t2) at x2 and t2 is evolved one from the wave function ψ (x1, t1) at x1 and
t1 through the equation

ψ (x2, t2) =
∫

K (x2, t2; x1, t1)ψ (x1, t1)d3x1, (90)

where K is the kernel of the evolution and t2 > t1. If ψ (x1, t1) is expanded in terms of the eigen
function φn with the eigenvalue En of the constant Hamiltonian operator Ĥ as ∑n cnφn (x), one
can find for t2 > t1

K (2, 1) = ∑
n

φn (x2) φ∗
n (x1) e−i En

h̄ (t2−t1), (91)

where we abbreviated 1 for x1, t1 and 2 for x2, t2 and define K (2, 1) = 0 for t2 < t1. It is
straightforward to show that K can be defined by that solution of

(
ih̄

∂

∂t2
− Ĥ2

)
K (2, 1) = ih̄δ (2, 1) , (92)

where δ (2, 1) = δ (t2 − t1) δ (x2 − x1) δ (y2 − y1) δ (z2 − z1) and the subscript 2 on Ĥ2 means
that the operator acts on the variables of 2 of K (2, 1). The kernel K is now called as the Green’s
function and it is the total amplitude for arrival at x2, t2 starting from x1, t1. The transition
amplitude for finding a particle in state χ (2), if it was in ψ (1), is

∫
χ∗ (2)K (2, 1) ψ (1) d3x1d3x2. (93)
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A quantum mechanical system is described equally well by specifying the function K, or by
specifying the Hamiltonian operator Ĥ from which it results.
Let us consider a situation that a particle propagates from 1 to 2 through 3 in a weak potential
operator Û (3), which differs from zero only for t between t1 and t2. The kernel is expanded
in powers of Û that

K (2, 1) = K0 (2, 1) + K(1) (2, 1) + K(2) (2, 1) + · · · . (94)

To zeroth order in Û, K is that for a free particle, K0 (2, 1). Let us consider the situation if U
differs from zero only for the infinitesimal time interval Δt3 between some time t3 and t3 + Δt3
for t1 < t3 < t2. The particle will propagate from 1 to 3 as a free particle,

ψ (3) =
∫

K0 (3, 1) ψ (1) d3x1. (95)

For the short time interval Δt3, the wave function will change to

ψ (x, t3 + Δt3) = e−i Ĥ
h̄ Δt3 ψ (x, t3) , (96)

after solving the Schrödinger equation in Eq. (89). The particle at 2 then propagates freely from
x3, t3 + Δt3 as

ψ (x2, t2) =
∫

K0 (x2, t2; x3, t3 + Δt3) ψ (x3, t3 + Δt3) . (97)

We can decompose the Hamiltonian operator Ĥ by Ĥ0 + Û, where Ĥ0 is the Hamiltonian
operator of the free particle. The change in wave function by Û will be

Δψ = − i
h̄

Û (3) ψ (3) Δt3. (98)

The wave function at 2 is that of the propagated particle from t3 + Δt3 to be

ψ (2) =
∫

K0
(
2, 3�

)
ψ
(
3�
)

d3x3, (99)

where 3� abbreviates x3, t3 + Δt3, by a free propagation. The difference of the wave function
at 2 is obtained by

Δψ (2) = −Δt3
i
h̄

∫
K0 (2, 3) Û (3) K0 (3, 1)ψ (1) d3x3d3x1. (100)

Therefore, the first order expansion of the kernel K is then

K(1) (2, 1) = − i
h̄

∫
K0 (2, 3) Û (3) K0 (3, 1) d3, (101)

where d3 = d3x3dt3. We can imagine that a particle travels as a free particle from point
to point, but is scattered by the potential operator Û at 3. The higher order terms are also
analyzed in a similar way.
The analysis for the charged free Dirac particle gives a new interpretation of the antiparticle,
which has the reversed charge of the particle; for example, a positron is the antiparticle of
an electron. The Dirac equation (Dirac, 1928a;b) has negative energy states of an electron.
Dirac interpreted himself that the negative energy states are fully occupied in vacuum, and an
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electrons and the radiations as quantized objects in such a way of a canonical transformation
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of the system. The necessary physical information of the system is contained in the wave
function ψ. The Schrödinger equation

ih̄
∂ψ
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which has the reversed charge of the particle; for example, a positron is the antiparticle of
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Dirac interpreted himself that the negative energy states are fully occupied in vacuum, and an
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elimination of one electron from the vacuum will carry a positive charge; the unoccupied
state was interpreted as a hole. Feynman (1949b) reinterpreted that the hole is a positron,
which is an electron propagting backward in time. The interpretation has the corresponding
classical electrodynamic picture. If we record the trajectory of an electron moving in a
magnetic field, the trajectory of the electron will be bent by the Lorentz force exerting on
the electron. When we reverse the record in time of the electron in the magnetic field, the
bending direction of the trajectory is that of the positively charged particle with the same
mass to the electron. Therefore, we understand that a particle is propagting forward in time,
while the corresponding antiparticle or the hole is propagating backward in time. Due to the
negative energy nature of the hole or antiparticle, a particle-hole pair will be annihilated when
the particle meet the hole at a position during their propagations in space-time coincidently.
Reversely, vacuum can create the particle-hole pair from the vacuum fluctuations.
Now consider a system of two particles a and b propagate from 1 to 3 interacting at 5 for the
particle a and from 2 to 4 interacting at 6 for the particle b. In the case of free particles, the
kernel K0 is a simple multiple of two free particle kernels K0a and K0b as

K0 (3, 4; 1, 2) = K0a (3, 1)K0b (4, 2) . (102)

When two particles are interacting through a two particle potential Û, the first-order
expansion term of K may be written (Feynman, 1949a) as

K(1) (3, 4; 1, 2) = − i
h̄

∫∫
K0a (3, 5) K0b (4, 6) Û (5, 6) K0a (5, 1) K0b (6, 2) d5d6. (103)

One important difference from Eq. (101) is that the interaction Û at a specific space-time
position 3 is replaced by the interaction field Û (5, 6). The interaction field is also able to
be quantized and the interaction field Û (5, 6) is interpreted as an interaction field quantum
propagating freely between 5 and 6. For the case of two-electron interaction, the particles
are electrons interacting through the electromagnetic interaction. One electron a propagates
from 1 to 3 and the other b propagates from 2 to 4. During their propagations, the electron
a emits (aborbs) a photon at point 5, while the electron b absorbs (emits) the photon at 6.
The wave function of each electron differs by the emission of the photon at 5 or 6 from its
wave function at the origin of the propagation. The process of emission and absorption of
the photons during the electrons propagations change the energy of the electronic subsystem.
The process to compute the energy of the Fermi liquid in the perturbative treatment of the
interaction requires the consideration of the essential many-body treatment available by the
procedures suggested by Dyson (1949a;b); Feynman (1949a;b); Schwinger (1948; 1949a;b);
Tomonaga (1946).
For the future reasons, it is useful to see the consequence of the step function behavior of the
kernel K. As described above, K (2, 1) has its meaning as the solution of the Green’s function
Eq. (92) only if t2 > t1. It is convenient to use multiply the step function θ (t2 − t1) to the
kernel K for implying the physical meaning. The step function has an integral representation

θ
(
t − t�

)
= −

∫ ∞

−∞

dω

2πi
e−iω(t−t�)

ω + iη
, (104)

where η is an positive real number. If t > t�, then the contour must be closed in the lower-half
ω plane, including the simple pole at ω = −iη with residue −1. If t < t�, then the contour
must be closed in the upper-half ω plane and gives zero, because the integrand has no
singularity for �ω > 0.
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For a noninteracting particle, the eigen function will be a plane wave

φk (x) =
1√
V

eik·x, (105)

and the eigenvalue will be �0
k = h̄ω0

k. In the limit of an infinite volume, the summation over
n, to be over k, in Eq. (91) becomes an integration and then the consideration of the identities
given in Eqs. (104) and (105) yields

K0
(
x, t; x�, t�

)
=

1
2π4

∫
d3k

∫ ∞

−∞
dωeik·xe−iω(t−t�)

[
θ (k − kF)

ω − ω0
k + iη

+
θ (kF − k)

ω − ω0
k − iη

]
,

which immediately yields

K0 (k, ω) =

[
θ (k − kF)

ω − ω0
k + iη

+
θ (kF − k)

ω − ω0
k − iη

]
, (106)

where kF is the Fermi wave vector. Since the ±iη were introduced to render the time integral
in Eq. (104) convergent, it is convenient to take the limit η → 0+. Eq. (106) diverges at
ω = ω0

k ± iη. If we compute the transition amplitude in Eq. (93) from the state ψ (1) to the
state ψ (2) in the Fourier transformed space, the kernel function form of Eq. (106) implies that
the transition amplitude will be maximum around ω = ω0

k ± iη. In the limit η → 0+, the
free particle remains in the state k: the particle will keep its momentum and hence its (kinetic)
energy. This is nothing more than the celebrating statement of inertial motion by Galileo.

4.2 Self-energy
This idea that a particle propagates freely until it faced with the a scattering center, where the
particles emit or absorb the interacting quanta, is nothing more than an extension of the model
introduced by Drude (1900) for electrons in metals. We already obtained the thermodynamic
information of noninteracting gases in Sec. 3. Hence, the remaining task is to see the effects of
the interaction from the noninteracting gas.
Let us come back to the case of a particle propagating from 1 to 2 in the way given in Eq.
(101) by considering the interaction process demonstrated in Eq. (103). The perturbation
procedure for the interacting fermions includes, in its first-order expansion, two fundamental
processes (Fetter & Walecka, 2003), which are the prototypes of the interactions of all order
perturbation expansion. For the first case, the particle a propagates from 1 to 3, emits
(absorbs) a boson propagating to 4, where the other particle b absorbs (emits) the boson.
The particle b propagates after the absoption (emission) at 4 to the position 4 again, just
before it absorbing (emitting) the boson. This process is known as the vacuum polarization
and it is equivalent, for an electronic system, to the method of Hartree (1928). In terms of
the classical electrodynamics, the process is nothing more than that an electron moves in
a Coulomb potential generated by the neighboring charge density. Secondly, the particle
propagates firstly from 1 to 3 and it emits (absorbs) a boson at 3 to change its state. The
particle in the new state then propagates from 3 to 4, where the new state particle absorbs
(emits) the boson propagated from 3, and change its states to the original one in propagating
to 2. This process is known as the exchange and it is equivalent, for the electronic system, to
the Fock (1930) consideration of the Pauli’s exclusion principle.
The energy spectrum of the particle itself will change during both the processes. Dyson
(1949a;b) discussed that the changing the particle energy itself by the perturbative treatment of
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the fermion interaction when we consider single particle propagation from 1 to 2. The energy
of the particle differs from the noninteracting particle propagation, and it can be systematically
included to the particle propagation kernel as

K (2, 1) = K0 (2, 1) +
∫∫

K (2, 4) Σ (4, 3) K (3, 1)d3d4, (107)

where Σ is known as the self-energy. When we consider the all order perturbation, the exact
single-particle propagation can be obtained by using the successive self-energy inclusion as

K (2, 1) = K0 (2, 1) +
∫∫

K (2, 4) Σ (4, 3) K (3, 1) d3d4

+
∫∫∫∫

K (2, 6) Σ (6, 5) K (5, 4) Σ (4, 3)K (3, 1) d3d4d5d6 + · · · , (108)

with the special care of the self-energy to be proper.5 This equation is known as the Dyson
equation.
The consequence of the Dyson equation can be seen easily if we perform a four dimensional
Fourier transform on Eq. (108) with respect to the difference y − x, t2 − t1 into the momentum
space to an algebraic form

K (k) = K0 (k) + K0 (k) Σ (k) K (k) , (109)

where k abbreviates (k, ω). We can solve Eq. (109) as

K (k) =
1

K−1
0 (k)− Σ (k)

. (110)

Considering the self-energy Σ is complex, the iη in the free particle kernel Eq. (106) is no more
relevant. Therefore, we obtain the solution of the Dyson equation as

K (k) = K (k, ω) =
1

ω − h̄−1�0
k − Σ (k, ω)

. (111)

The physical meaning of Eq. (111) is straightforward: an interacting particle propagates as the
free particle does, but its excitation energy differs by a dressing term Σ (k, ω).
Lehmann (1954) and Galitskii & Migdal (1958) discussed the usefulness of Eq. (111) in the
applications for many-body systems. In the Lehmann representation, the frequency ω is a
complex number to be

h̄ω = �k − iγk, (112)

where γk is the damping of the particle. The singularity of the exact Green’s function K (k, ω),
considered as a function of ω, determine both the excitation energy �k of the system and
its damping γk. Furthermore, the chemical potential can be determined as the point where
�Σ (k, ω) changes the sign, because

�Σ (k, ω) ≥ 0, ω < μ/h̄
�Σ (k, ω) ≤ 0, ω > μ/h̄. (113)

5 The proper implies the terms that cannot be disintegrated into the lower order expansion terms during
the perturbation expansion.
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A similar analysis can be carried out for the interaction between two particles, which
always consists of the lowest-order interaction plus a series of proper expansion. The four
dimensional Fourier transformation to the q coordinates yields

U (q) =
U0 (q)

1 − Π (q)U0 (q)
. (114)

Introducing a generalized dielectric function

κ (q) = 1 − U0 (q)Π (q) , (115)
the screening of the lowest-order interaction by the polarization of the medium is obtained as

U (q) =
U0 (q)
κ (q)

. (116)

4.3 Goldstone’s theorem: the many-body formalism
Goldstone (1957) provided a new picture of the many-body systems with the quantum field
theoretic point of view, presented above. Let us the free particle Hamiltonian Ĥ has a
many-body eigenstate Φ, which is a determinant formed from N particles of the ψn, and
which is able to be described by enumerating these N one-particle states. Suppose that Ĥ0
has a non-degenerate ground state Φ0 formed from the lowest N of the ψn. The states ψn
occupied in Φ0 will be called unexcited states, and all the higher states ψn will be called excited
states. An eigenstate Φ of Ĥ0 can be described by enumerating all the excited states which are
occupied, and all the unexcited states which are not occupied. An unoccupied unexcited state
is regarded as a hole, and the theory will deal with particles in excited states and holes in
the unexcited states. In this treatment, the ground state Φ0 is considered as a new vacuum,
a particle is considered as an occupied states in the excited states, and the hole is essentially
different from the positrons, in which are the symmetric counterpart of the electrons.
Goldstone (1957) derived the energy difference between the system with and without
interactions, Ĥ1, in the Dirac notation,6 as

E − E0 = �Φ0| Ĥ1 ∑
n

(
1

E0 − Ĥ0
Ĥ1

)n

|Φ0� , (117)

where the summation should do on the linked7 terms of the perturbation. The noninteracting
Hamiltonian Ĥ0 in the denominator can be replaced by the corresponding eigenvalues,
because Eq. (117) is interpreted by inserting a complete set of eigenstates of Ĥ0 between
each interaction Ĥ1. The physical situation can be visualized as follows: (1) The interaction
Hamiltonian Ĥ1 operate on |Φ0� creates a state with two particles and two holes. This

state propagates with
(
E0 − Ĥ0

)−1. (2) The next Ĥ1 can create more particle-hole pairs
or scatter the existing particle-hole pair and so on. (3) The final Ĥ1 must then return the
system to the ground state |Φ0�. This process gives the difference in energy of the interacting
many-body system from the noninteracting one. By choosing the first-order perturbation in

6 In the Dirac notation, a quantum state n is written in the Hilbert space of form |n� and the corresponding
conjugate state is written as �n|. The wave function is the projection to the position space, such that
ψn (x) = �x| n�. For an operator Â, �m| Â |n� is called as a matrix element to represent the probability
for transtion from the state |n� by the operation Â to the state �m|. Readers can see the details in Dirac
(1998); Sakurai (1994).

7 During the expansion, there are terms describing pair creation and annihilations corresponding to the
free particle Green’s function.
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the fermion interaction when we consider single particle propagation from 1 to 2. The energy
of the particle differs from the noninteracting particle propagation, and it can be systematically
included to the particle propagation kernel as

K (2, 1) = K0 (2, 1) +
∫∫

K (2, 4) Σ (4, 3) K (3, 1)d3d4, (107)

where Σ is known as the self-energy. When we consider the all order perturbation, the exact
single-particle propagation can be obtained by using the successive self-energy inclusion as

K (2, 1) = K0 (2, 1) +
∫∫

K (2, 4) Σ (4, 3) K (3, 1) d3d4

+
∫∫∫∫

K (2, 6) Σ (6, 5) K (5, 4) Σ (4, 3)K (3, 1) d3d4d5d6 + · · · , (108)

with the special care of the self-energy to be proper.5 This equation is known as the Dyson
equation.
The consequence of the Dyson equation can be seen easily if we perform a four dimensional
Fourier transform on Eq. (108) with respect to the difference y − x, t2 − t1 into the momentum
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K (k) = K0 (k) + K0 (k) Σ (k) K (k) , (109)

where k abbreviates (k, ω). We can solve Eq. (109) as

K (k) =
1

K−1
0 (k)− Σ (k)

. (110)

Considering the self-energy Σ is complex, the iη in the free particle kernel Eq. (106) is no more
relevant. Therefore, we obtain the solution of the Dyson equation as

K (k) = K (k, ω) =
1

ω − h̄−1�0
k − Σ (k, ω)

. (111)

The physical meaning of Eq. (111) is straightforward: an interacting particle propagates as the
free particle does, but its excitation energy differs by a dressing term Σ (k, ω).
Lehmann (1954) and Galitskii & Migdal (1958) discussed the usefulness of Eq. (111) in the
applications for many-body systems. In the Lehmann representation, the frequency ω is a
complex number to be

h̄ω = �k − iγk, (112)

where γk is the damping of the particle. The singularity of the exact Green’s function K (k, ω),
considered as a function of ω, determine both the excitation energy �k of the system and
its damping γk. Furthermore, the chemical potential can be determined as the point where
�Σ (k, ω) changes the sign, because

�Σ (k, ω) ≥ 0, ω < μ/h̄
�Σ (k, ω) ≤ 0, ω > μ/h̄. (113)

5 The proper implies the terms that cannot be disintegrated into the lower order expansion terms during
the perturbation expansion.
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A similar analysis can be carried out for the interaction between two particles, which
always consists of the lowest-order interaction plus a series of proper expansion. The four
dimensional Fourier transformation to the q coordinates yields

U (q) =
U0 (q)

1 − Π (q)U0 (q)
. (114)
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κ (q) = 1 − U0 (q)Π (q) , (115)
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occupied in Φ0 will be called unexcited states, and all the higher states ψn will be called excited
states. An eigenstate Φ of Ĥ0 can be described by enumerating all the excited states which are
occupied, and all the unexcited states which are not occupied. An unoccupied unexcited state
is regarded as a hole, and the theory will deal with particles in excited states and holes in
the unexcited states. In this treatment, the ground state Φ0 is considered as a new vacuum,
a particle is considered as an occupied states in the excited states, and the hole is essentially
different from the positrons, in which are the symmetric counterpart of the electrons.
Goldstone (1957) derived the energy difference between the system with and without
interactions, Ĥ1, in the Dirac notation,6 as

E − E0 = �Φ0| Ĥ1 ∑
n

(
1

E0 − Ĥ0
Ĥ1
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|Φ0� , (117)

where the summation should do on the linked7 terms of the perturbation. The noninteracting
Hamiltonian Ĥ0 in the denominator can be replaced by the corresponding eigenvalues,
because Eq. (117) is interpreted by inserting a complete set of eigenstates of Ĥ0 between
each interaction Ĥ1. The physical situation can be visualized as follows: (1) The interaction
Hamiltonian Ĥ1 operate on |Φ0� creates a state with two particles and two holes. This

state propagates with
(
E0 − Ĥ0

)−1. (2) The next Ĥ1 can create more particle-hole pairs
or scatter the existing particle-hole pair and so on. (3) The final Ĥ1 must then return the
system to the ground state |Φ0�. This process gives the difference in energy of the interacting
many-body system from the noninteracting one. By choosing the first-order perturbation in

6 In the Dirac notation, a quantum state n is written in the Hilbert space of form |n� and the corresponding
conjugate state is written as �n|. The wave function is the projection to the position space, such that
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7 During the expansion, there are terms describing pair creation and annihilations corresponding to the
free particle Green’s function.
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the Goldstone scheme, it is successfully reproduced the Hartree-Fock equation. The method
for the perturbation expansion in the Goldstone scheme is usually called as coupled cluster
expansion.

4.4 Matsubara method for finite temperatures
For simplicity, consider a system with one kind of particles in dealing with the grand partition
function defined in Eq. (2), i.e.,

Ξ = ∑
i

e−β(�i−μN). (118)

It is convenient to introduce a grand canonical Hamiltonian operator

K̂ = Ĥ − μN̂. (119)

The operator form forces the equivalent form of Eq. (118) to be a trace

Ξ = e−βΩ = Tre−βK̂, (120)

and its corresponding statistical density matrix in the form

ρ̂ =
e−βK̂

Ξ
= eβ(Ω−K̂). (121)

Armed with Eqs. (120) and (121), all the thermodynamic information are calculable. However,
difficulty is in its thermally evolving nature of those equations, instead of their time evolving
nature of the Schrödinger equation.
In order to compute thermodynamic properties of ferromagnetic materials, Bloch (1932)
suggested a statistical equation, resembling the ordinary Schrödinger equation, by treating
the evolution of the statistical density with respect to temperature as

− ∂ρ

∂β
= Ĥρ. (122)

Matsubara (1955) and Gaudin (1960) proved that the Green’s function formalism in quantum
field theory also satisfies the Wick’s theorem (Wick, 1950), hence the perturbation expansion
in all order satisfies, when the “single-particle” field operator follows the Bloch equation by
switching the real-time t to the imaginary-time, τ = it. Note that the term “single-particle”
does not mean a real single-particle.
The procedure in Sec. 4.1 is applied also. The single-particle temperature Green’s function G
may follow the Green’s function equation

[
h̄

∂

∂τ2
− K̂

]
G (x1τ1; x2τ2) = ±h̄δ(x2 − x1)δ (τ2 − τ1) , (123)

where ± indicates the temperature Green’s function for fermions and bosons, respectively.
However, the temperature Green’s function does not depend on τ1 and τ2 separately, but
it depends on the difference τ ≡ τ1 − τ2. Each imaginary time τ has βh̄ periodicity. The
temperature Green’s function is then in the form

G (x1, τ1; x2, τ2) = G (x1, x2; τ) . (124)
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For both fermionic and bosonic statistics, G is periodic over the range 2βh̄ and may expanded
in a Fourier seriese

G (x1, x2, τ) =
1

βh̄ ∑
n

eiωnτG (x1, x2, ωn) , (125)

where
ωn =

nπ

βh̄
. (126)

This shows that e−iωnβh̄ is equal to e−inπ = (−1)n, and the factor 1
2

(
1 ± e−iωnβh̄

)
reduces to

1
2
[
1 ± (−1)n]. The Fourier coefficient in Eq. (125) is then

G (x1, x2, ωn) =
∫ βh̄

0
dτeiωnτG (x1, x2, τ) , (127)

where

ωn =

{ 2nπ
βh̄ , boson
(2n+1)π

βh̄ , fermion
. (128)

This is known as the Matsubara frequency.
The coordinates in x can be transformed to the momentum space k. There is a corresponding
solution of the Dyson equation in Eq. (110) for the temperature Green’s function as

G (k, ωn) =
1

G−1
0 − Σ (k, ωn)

, (129)

with the noninteracting temperature Green’s function of the form

G0 (k, ωn) =
1

iωn − h̄−1 (�0
k − μ

) . (130)

The thermodynamic variables N, E, and Ω can by obtained by the Eq. (129):
The grand potential is

Ω (T, V, μ) = Ω0 (T, V, μ)

∓V (2s + 1)
∫ 1

0

dλ

λ

∫ d3k

(2π)2
1

βh̄ ∑
n

eiωnη

×
[

1
2

h̄ +
1
2 Σλ (k, ωn)

iωn − h̄−1 (�0
k − μ

)− Σλ (k, ωn)

]
, (131)

where s is the spin of the particles, η is the infinitesimally small positive number, and λ is the
interaction strength control parameter.8 The internal energy is

E (T, V, μ) = ∓V (2s + 1)
∫ d3k

(2π)2
1

βh̄ ∑
n

eiωnη

×
[

1
2

h̄ +
�0

k + 1
2 Σλ (k, ωn)

iωn − h̄−1 (�0
k − μ

)− Σλ (k, ωn)

]
, (132)

8 When an interacting Hamiltonian ĤI is applied to the noninteracting system with the Hamiltonian
Ĥ0, the interaction strength is controlled by the parameter λ to yield Hamiltonian Ĥ = Ĥ0 +
λĤI with its λ parameterized eigenstate |Ψ0 (λ)�. The energy difference E − E0 is calculated by∫ 1

0
dλ
λ �Ψ0 (λ)| λĤI |Ψ0 (λ)�.
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the Goldstone scheme, it is successfully reproduced the Hartree-Fock equation. The method
for the perturbation expansion in the Goldstone scheme is usually called as coupled cluster
expansion.

4.4 Matsubara method for finite temperatures
For simplicity, consider a system with one kind of particles in dealing with the grand partition
function defined in Eq. (2), i.e.,

Ξ = ∑
i

e−β(�i−μN). (118)

It is convenient to introduce a grand canonical Hamiltonian operator

K̂ = Ĥ − μN̂. (119)

The operator form forces the equivalent form of Eq. (118) to be a trace

Ξ = e−βΩ = Tre−βK̂, (120)

and its corresponding statistical density matrix in the form

ρ̂ =
e−βK̂

Ξ
= eβ(Ω−K̂). (121)

Armed with Eqs. (120) and (121), all the thermodynamic information are calculable. However,
difficulty is in its thermally evolving nature of those equations, instead of their time evolving
nature of the Schrödinger equation.
In order to compute thermodynamic properties of ferromagnetic materials, Bloch (1932)
suggested a statistical equation, resembling the ordinary Schrödinger equation, by treating
the evolution of the statistical density with respect to temperature as

− ∂ρ

∂β
= Ĥρ. (122)

Matsubara (1955) and Gaudin (1960) proved that the Green’s function formalism in quantum
field theory also satisfies the Wick’s theorem (Wick, 1950), hence the perturbation expansion
in all order satisfies, when the “single-particle” field operator follows the Bloch equation by
switching the real-time t to the imaginary-time, τ = it. Note that the term “single-particle”
does not mean a real single-particle.
The procedure in Sec. 4.1 is applied also. The single-particle temperature Green’s function G
may follow the Green’s function equation

[
h̄

∂

∂τ2
− K̂

]
G (x1τ1; x2τ2) = ±h̄δ(x2 − x1)δ (τ2 − τ1) , (123)

where ± indicates the temperature Green’s function for fermions and bosons, respectively.
However, the temperature Green’s function does not depend on τ1 and τ2 separately, but
it depends on the difference τ ≡ τ1 − τ2. Each imaginary time τ has βh̄ periodicity. The
temperature Green’s function is then in the form

G (x1, τ1; x2, τ2) = G (x1, x2; τ) . (124)
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For both fermionic and bosonic statistics, G is periodic over the range 2βh̄ and may expanded
in a Fourier seriese

G (x1, x2, τ) =
1

βh̄ ∑
n

eiωnτG (x1, x2, ωn) , (125)

where
ωn =

nπ

βh̄
. (126)

This shows that e−iωnβh̄ is equal to e−inπ = (−1)n, and the factor 1
2

(
1 ± e−iωnβh̄

)
reduces to

1
2
[
1 ± (−1)n]. The Fourier coefficient in Eq. (125) is then

G (x1, x2, ωn) =
∫ βh̄

0
dτeiωnτG (x1, x2, τ) , (127)

where

ωn =

{ 2nπ
βh̄ , boson
(2n+1)π

βh̄ , fermion
. (128)

This is known as the Matsubara frequency.
The coordinates in x can be transformed to the momentum space k. There is a corresponding
solution of the Dyson equation in Eq. (110) for the temperature Green’s function as

G (k, ωn) =
1

G−1
0 − Σ (k, ωn)

, (129)

with the noninteracting temperature Green’s function of the form

G0 (k, ωn) =
1

iωn − h̄−1 (�0
k − μ

) . (130)

The thermodynamic variables N, E, and Ω can by obtained by the Eq. (129):
The grand potential is

Ω (T, V, μ) = Ω0 (T, V, μ)

∓V (2s + 1)
∫ 1

0

dλ

λ

∫ d3k

(2π)2
1

βh̄ ∑
n

eiωnη

×
[

1
2

h̄ +
1
2 Σλ (k, ωn)

iωn − h̄−1 (�0
k − μ

)− Σλ (k, ωn)

]
, (131)

where s is the spin of the particles, η is the infinitesimally small positive number, and λ is the
interaction strength control parameter.8 The internal energy is

E (T, V, μ) = ∓V (2s + 1)
∫ d3k

(2π)2
1

βh̄ ∑
n

eiωnη

×
[

1
2

h̄ +
�0

k + 1
2 Σλ (k, ωn)

iωn − h̄−1 (�0
k − μ

)− Σλ (k, ωn)

]
, (132)

8 When an interacting Hamiltonian ĤI is applied to the noninteracting system with the Hamiltonian
Ĥ0, the interaction strength is controlled by the parameter λ to yield Hamiltonian Ĥ = Ĥ0 +
λĤI with its λ parameterized eigenstate |Ψ0 (λ)�. The energy difference E − E0 is calculated by∫ 1

0
dλ
λ �Ψ0 (λ)| λĤI |Ψ0 (λ)�.
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and the number of particles is

N (T, V, μ) = ∓V (2s + 1)
∫ d3k

(2π)2
1

βh̄ ∑
n

eiωnη

iωn − h̄−1 (�0
k − μ

)− Σλ (k, ωn)
. (133)

The temperature Green’s function in Eq. (129) is very similar to Eq. (110), which includes
the real single-particle energy spectrum. However, there is one important difference that the
frequency is not a real frequency or energy, because ωn is a discrete variable. The computation
of the energy spectra is available by using the temperature Green’s function.
It is convenient to introduce a real-time Green’s function corresponding to the real-time trace
in Eq. (120) multiplied by the statistical grand distribution Eq. (121). The real-time Green’s
function is then written (Fetter & Walecka, 2003) in the momentum space representation as

Ḡ (k, ω) =
1

1 ∓ e−βh̄ω
ḠR (k, ω) +

1
1 ∓ eβh̄ω

ḠA (k, ω) . (134)

Let us introduce a generic real-time Green’s function of a complex variable z which satisfies

Γ̄ (k, z) =
∫ ∞

−∞

dω�
2π

A (k, ω�)
z − ω� , (135)

where A (k, ω�) is the spectral weight function (Galitskii & Migdal, 1958), which yields the
integral representations of the retarded Green’s function

ḠR (k, ω) = Γ̄ (k, ω + iη) =
∫ ∞

−∞

dω�
2π

A (k, ω�)
ω − ω� + iη

, (136)

and the advanced Green’s function

ḠA (k, ω) = Γ̄ (k, ω − iη) =
∫ ∞

−∞

dω�
2π

A (k, ω�)
ω − ω� − iη

. (137)

The spectral weight function should satisfy the sum rule

∫ ∞

−∞

dω�
2π

A
(
k, ω�) = 1 (138)

for both bosons and fermions. With this sum rule, we have an asymptoctic behavior of the
Green’s function

Γ̄ (k, ω) ∼ 1
ω

∫ ∞

−∞

dω�
2π

A
(
k, ω�) ∼ 1

ω
for |ω| → ∞. (139)

The spectral function constructs also the temperature Green’s function

G (k, ωn) =
∫ ∞

−∞

dω�
2π

A (k, ω�)
iωn − ω� . (140)

In other words, the function Γ̄ (k, z) in Eq. (135) determines the temperature Green’s function
G as well as the real-time Green’s funcitons ḠR and ḠA by analytic continuation technique
in the complex ω plane. The sum rule ensures the uniqueness of the analytic continuation
(Baym & Mermin, 1947). Once we evaluate the temperature Green’s function G only at the
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discrete set of points {iωn}, the thermodynamic variables Ω, E, and N are obtained. The
spectral weight function is able to be derived from the temperature Green’s function G . Then
we can have the real-time Green’s functions ḠR and ḠA, which give us the quasiparticle
energy spectrum.
Hence, we complete the equilibrium thermodynamics; information on macroscopic
thermodynamic variables as well as microstates.

5. Irreversible processes

The Green’s function method reviewed above describes the equilibrium thermodynamics
of a matter composed of fermions with the interactions mediated by the corresponding
bosons. The power of the Green’s function method does not limited to the equilibrium
thermodynamics, but does solve many irreversible thermodynamic problems for the situation
not far from the equilbrium states. The information from the irreversible processes of
not-so-far from the equilibrium is extremely important for building an equilibrium phase
diagram.
The procedure for acquiring the thermodynamic information includes a certain perturbation
to the system for equilibrium process. For example, one should apply the external pressure
to the system for changing its volume, one should apply a magnetic field H to the system
for measuring its magnetization, one should should add heat to the system for increasing its
temperature, etc. Such realistic experimental procedure should be considered for comparing
the theoretical and experimental thermodynamic data assessments. However, a certain
kind of phases in the system does not stable under the given condition. Even the Gibbs
free energies for some metastable/unstable structures are undefinable because they are
dynamically unstatble. This kind of problems has been studies extensively in the CALPHAD
society, see Kaufman (2001) for example.
Many difficulties in practical CALPHAD computations arise when the system has magnetic
instabilities. The inclusion of magnetism in the CALPHAD method has been devoted for
long time (Hillert & Jarl, 1978; Midownik, 1977). However, the current methods to build any
phase diagram with magnetism are hardly thought to be completed, in terms of both the
first-principles and the empirical one. The apparent reason for this failure is due to the nature
of magnetism, which we have not understood its underlying physics yet.
Once magnetism involves, we are facing Invar effects (Kim, 1988; 1999), magnetostrictions
(Lines, 1979), and magnetocaloric effects (de Oliveira & von Ranke, 2010). As stated in
Sec. 3.2, there are spontaneous symmetry breaking related with elementary excitations, for
example magnons or spin waves emerge when the spin rotation symmetry is broken. In
a ferromagnetic system, the magnetic susceptibility which is defined by the magnetization
with respect to the external magnetic field diverges below the Curie temperature TC without
external magnetic fields. In general, the computation of the magnetic susceptibility should
consider the correct underlying physical mechanism. The experimental procedure for
measuring any susceptibilities is the irreversible processes. This is also in great importance to
understand the phase transitions.

5.1 Linear response theory
A theory for phase transition should be developed; the theory leaves the non-diverging
error near the critical region, where a set of physical observables diverges. Kubo (1957) and
Kubo et al. (1957) developed such a theory, called as the linear reponse theory, for the case
of not-so-far from equilibrium, by the quantum mechanical interpretations on the Liouville’
theorem in Eq. (17) and the Bloch equation in Eq. (122).
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and the number of particles is

N (T, V, μ) = ∓V (2s + 1)
∫ d3k

(2π)2
1

βh̄ ∑
n

eiωnη

iωn − h̄−1 (�0
k − μ

)− Σλ (k, ωn)
. (133)

The temperature Green’s function in Eq. (129) is very similar to Eq. (110), which includes
the real single-particle energy spectrum. However, there is one important difference that the
frequency is not a real frequency or energy, because ωn is a discrete variable. The computation
of the energy spectra is available by using the temperature Green’s function.
It is convenient to introduce a real-time Green’s function corresponding to the real-time trace
in Eq. (120) multiplied by the statistical grand distribution Eq. (121). The real-time Green’s
function is then written (Fetter & Walecka, 2003) in the momentum space representation as

Ḡ (k, ω) =
1

1 ∓ e−βh̄ω
ḠR (k, ω) +

1
1 ∓ eβh̄ω

ḠA (k, ω) . (134)

Let us introduce a generic real-time Green’s function of a complex variable z which satisfies

Γ̄ (k, z) =
∫ ∞

−∞
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A (k, ω�)
z − ω� , (135)

where A (k, ω�) is the spectral weight function (Galitskii & Migdal, 1958), which yields the
integral representations of the retarded Green’s function

ḠR (k, ω) = Γ̄ (k, ω + iη) =
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−∞

dω�
2π

A (k, ω�)
ω − ω� + iη

, (136)

and the advanced Green’s function

ḠA (k, ω) = Γ̄ (k, ω − iη) =
∫ ∞

−∞

dω�
2π

A (k, ω�)
ω − ω� − iη

. (137)

The spectral weight function should satisfy the sum rule

∫ ∞

−∞

dω�
2π

A
(
k, ω�) = 1 (138)

for both bosons and fermions. With this sum rule, we have an asymptoctic behavior of the
Green’s function

Γ̄ (k, ω) ∼ 1
ω

∫ ∞

−∞

dω�
2π

A
(
k, ω�) ∼ 1

ω
for |ω| → ∞. (139)

The spectral function constructs also the temperature Green’s function

G (k, ωn) =
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−∞

dω�
2π

A (k, ω�)
iωn − ω� . (140)

In other words, the function Γ̄ (k, z) in Eq. (135) determines the temperature Green’s function
G as well as the real-time Green’s funcitons ḠR and ḠA by analytic continuation technique
in the complex ω plane. The sum rule ensures the uniqueness of the analytic continuation
(Baym & Mermin, 1947). Once we evaluate the temperature Green’s function G only at the
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discrete set of points {iωn}, the thermodynamic variables Ω, E, and N are obtained. The
spectral weight function is able to be derived from the temperature Green’s function G . Then
we can have the real-time Green’s functions ḠR and ḠA, which give us the quasiparticle
energy spectrum.
Hence, we complete the equilibrium thermodynamics; information on macroscopic
thermodynamic variables as well as microstates.

5. Irreversible processes

The Green’s function method reviewed above describes the equilibrium thermodynamics
of a matter composed of fermions with the interactions mediated by the corresponding
bosons. The power of the Green’s function method does not limited to the equilibrium
thermodynamics, but does solve many irreversible thermodynamic problems for the situation
not far from the equilbrium states. The information from the irreversible processes of
not-so-far from the equilibrium is extremely important for building an equilibrium phase
diagram.
The procedure for acquiring the thermodynamic information includes a certain perturbation
to the system for equilibrium process. For example, one should apply the external pressure
to the system for changing its volume, one should apply a magnetic field H to the system
for measuring its magnetization, one should should add heat to the system for increasing its
temperature, etc. Such realistic experimental procedure should be considered for comparing
the theoretical and experimental thermodynamic data assessments. However, a certain
kind of phases in the system does not stable under the given condition. Even the Gibbs
free energies for some metastable/unstable structures are undefinable because they are
dynamically unstatble. This kind of problems has been studies extensively in the CALPHAD
society, see Kaufman (2001) for example.
Many difficulties in practical CALPHAD computations arise when the system has magnetic
instabilities. The inclusion of magnetism in the CALPHAD method has been devoted for
long time (Hillert & Jarl, 1978; Midownik, 1977). However, the current methods to build any
phase diagram with magnetism are hardly thought to be completed, in terms of both the
first-principles and the empirical one. The apparent reason for this failure is due to the nature
of magnetism, which we have not understood its underlying physics yet.
Once magnetism involves, we are facing Invar effects (Kim, 1988; 1999), magnetostrictions
(Lines, 1979), and magnetocaloric effects (de Oliveira & von Ranke, 2010). As stated in
Sec. 3.2, there are spontaneous symmetry breaking related with elementary excitations, for
example magnons or spin waves emerge when the spin rotation symmetry is broken. In
a ferromagnetic system, the magnetic susceptibility which is defined by the magnetization
with respect to the external magnetic field diverges below the Curie temperature TC without
external magnetic fields. In general, the computation of the magnetic susceptibility should
consider the correct underlying physical mechanism. The experimental procedure for
measuring any susceptibilities is the irreversible processes. This is also in great importance to
understand the phase transitions.

5.1 Linear response theory
A theory for phase transition should be developed; the theory leaves the non-diverging
error near the critical region, where a set of physical observables diverges. Kubo (1957) and
Kubo et al. (1957) developed such a theory, called as the linear reponse theory, for the case
of not-so-far from equilibrium, by the quantum mechanical interpretations on the Liouville’
theorem in Eq. (17) and the Bloch equation in Eq. (122).
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Let the Hamiltonian of the natural motion of a many-body system to be Ĥ. We would like to
apply an external perturbation Ĥ� to the system, which yields now the total Hamiltonian

Ĥtotal = Ĥ + Ĥ�. (141)

We consider the external perturbation being a time dependent driving force

Ĥ� (t) ∼ −F (t) . (142)

When the system is in its natural motion, the statistical distribution function, or the density
matrix, ρ̂, is calculated by Eq. (121). With the external perturbation Ĥ�, the total density matrix
will be differ from its natural density matrix as

ρ̂total = ρ̂ + ρ̂�. (143)

For any physical observables Â, the thermal expectation value of Â is given by
〈

Â
〉
= Tr

(
ρ̂� (t) Â

) ≡ �A (t)� . (144)

The initial ensemble which represents statistically the initial state of the system is specified by
the density matrix ρ̂ satisfying

[
Ĥ, ρ̂

]
∓ =

[K̂, ρ̂
]
∓ = 0, (145)

where
[
Â, B̂

]
∓ is the Poisson bracket to be ÂB̂ ∓ B̂Â, for any quantum operators Â and B̂. The

symbol ∓ indicates the Poisson bracket for bosons and fermions, respectively. On the other
hand, the motion of the ensemble under the perturbation Eq. (142) is represented by ρ̂� (t),
which obeys the equation

ih̄
∂

∂t

(
ρ̂ + ρ̂�

)
=

[
Ĥ + Ĥ�, ρ̂ + ρ̂�

]
∓

=
[K̂+ Ĥ�, ρ̂ + ρ̂�

]
∓ . (146)

By assuming that the external perturbation is sufficiently weak, we have a linear equation

ih̄
∂

∂t
ρ̂� =

[K̂, ρ̂
]
∓ +

[
Ĥ�, ρ̂

]
∓ , (147)

with Eq. (145) and the neglecting the second order term,
[
Ĥ�, ρ̂�

]
∓.

Let us solve Eq. (147) by introducing the interaction representation of the density matrix as

ρ̂�I (t) = eiK̂t/h̄ ρ̂�e−iK̂t/h̄. (148)

Differntiation both sides of Eq. (148) with respect to t yields

ih̄
∂

∂t
ρ̂�I (t) = − [K̂, ρ̂� (t)

]
∓ + eiK̂t/h̄

(
ih̄

∂

∂t
ρ̂�
)

e−iK̂t/h̄,

where the second term on the right hand side is replaced by Eq. (148) to obtain

ih̄
∂

∂t
ρ̂�I (t) = eiK̂t/h̄ [Ĥ�, ρ̂

]
∓ e−iK̂t/h̄ ≡ k (t) .
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This differential equation is readily solved as

ρ̂�I (t) =
1
ih̄

∫ t

−∞
k
(
t�
)

dt� + c, (149)

where c is a constant. Let us assume that the system is in its equilibrium at t = −∞, i.e.,
Ĥ� (t = −∞) = 0, and consequently ρ̂ = ρ̂� = 0 for t = −∞. In this case, the constant c = 0.
Considering the interaction representation in Eq. (148), we arrive at the solution

ρ̂� (t) = 1
ih̄

e−iK̂t/h̄
∫ t

−∞
dt�k

(
t�
)

eiK̂t/h̄

=
1
ih̄

∫ t

−∞
dt�e−iK̂(t−t�)/h̄ [Ĥ� (t�

)
, ρ̂
]
∓ eiK̂(t−t�)/h̄. (150)

Therefore, the linear response Â (t) by the external perturbation Ĥ� is able to be computed by
using Eqs. (144) and (150) to be

〈
Â (t)

〉
=

1
ih̄

∫ t

−∞
dt�Tr

(
e−iK̂(t−t�)/h̄ [Ĥ� (t�

)
, ρ̂
]
∓ eiK̂(t−t�)/h̄ Â

)
. (151)

When the external perturbation Hamiltonian in Eq. (142) can be written in an oscillatory form

Ĥ� = −B̂eiωt, (152)

we have the linear response as

〈
Â (ω)

〉
= ± i

h̄

∫ ∞

0
eiω(t−t�)Tr

(
ρ̂
[
ÂI

((
t − t�

))
, B̂

]
∓
)

d
(
t − t�

)
, (153)

where AI (t − t�) is in the interaction representation as in Eq. (148) and we use the cyclic
property of trace.
Since the external perturbation Ĥ� does not appear in Eq. (153) at all, we can treat ÂI as the
Heisenberg representation with respect to the natural motion described by K̂. Consequently,
the linear response is determined from a correlation function of the fluctuations of the relevant
quantities in the absence of the external perturbation.
Computation of the dynamic magnetic susceptibility illustrates the usefulness of the linear
response theory. When the oscillatory external field in Eq. (152) is applied in the ν-direction,
the thermal expectation value of the magnetization in the μ-direction is obtained as

〈
M̂μ (ω)

〉
=

i
h̄

∫ ∞

0
eiωτTr

(
ρ̂
[
M̂μ (τ) , M̂ν

]
−
)

Hνdτ, (154)

where we use the abbreviation τ = t − t� and replaces B̂ by M̂ν Hν, where Hν is the ν-the
component of the external magnetic field H. Dynamic magnetic susceptibility, defined as

χμν (ω) ≡
〈

M̂μ (ω)
〉

Hν
, (155)

is then calculated as

χμν (ω) =
i
h̄

∫ ∞

0
eiωτTr

(
ρ̂
[
M̂μ (τ) , M̂ν

]
−
)

dτ. (156)
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]
∓ e−iK̂t/h̄ ≡ k (t) .

568 Thermodynamics – Interaction Studies – Solids, Liquids and Gases Towards the Authentic Ab Intio Thermodynamics 27

This differential equation is readily solved as
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where AI (t − t�) is in the interaction representation as in Eq. (148) and we use the cyclic
property of trace.
Since the external perturbation Ĥ� does not appear in Eq. (153) at all, we can treat ÂI as the
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the linear response is determined from a correlation function of the fluctuations of the relevant
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)
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The extension to the case of the response to an magnetic field oscillating in space with the
wave vector q is straightforward to be

χμν (q, ω) =
i
h̄

∫ ∞

0
eiωτTr

(
ρ̂
[
M̂μ (q, τ) , M̂ν (−q)

]
−
)

dτ. (157)

In general, a linear response function is given in the form

χAB (q, ω) = ± i
h̄

∫ ∞

0
eiωτTr

(
ρ̂
[
Â (q, τ) , B̂ (−q)

]
∓
)

dτ. (158)

This is the virtue of the linear response theory.

5.2 Fluctuation-dissipation theorem
The Kubo formula of the linear response function, or the generalized susceptibilty, is given
in Eq. (158). By extending the interval of integration to (−∞, ∞) in Eq. (158), we define a
function f as

fAB (q, ω) = ± i
h̄

∫ ∞

−∞
eiωτTr

(
ρ̂
[
Â (q, τ) , B̂ (−q)

]
∓
)

dτ. (159)

The integration is now devided into the negative and positive ranges as

fAB (q, ω) = ± i
h̄

∫ ∞

0
eiωτTr

(
ρ̂
[
Â (q, τ) , B̂ (−q)

]
∓
)

dτ

∓ i
h̄

∫ ∞

0
eiωτTr

(
ρ̂
[
Â (q) , B̂ (−q,−τ)

]
∓
)

dτ, (160)

where we changed τ to −τ in the second term of the right hand side, and moved the factors
exp (±iKτ/h̄) around A (q) to aound B (−q) using the cyclic property of trace. Since Eq.
(158) has a symmetry

χ∗
AB (q, ω) = χAB (−q,−ω) , (161)

it is able to denote fAB as
fAB = χAB (q, ω)∓ χ∗

BA (q, ω) . (162)

Eq. (159) is written as

fAB (q, ω) =
(

1 ∓ e−βh̄ω
) i

h̄

∫ ∞

−∞
eiωτTr

(
ρ̂
[
Â (q, τ) , B̂ (−q)

]
∓
)

dτ, (163)

because of the identity
∫ ∞

−∞
eiωτTr

(
ρ̂
[
Â (τ) , B̂

]
∓
)

dτ = ±eβh̄ω
∫ ∞

−∞
eiωτTr

(
ρ̂
[
B̂, Â (τ)

]
∓
)

dτ. (164)

The two representations of fAB in Eqs. (162) and (163) lead us a result
∫ ∞

−∞
eiωtTr

(
ρ̂
[
Â (q, t) , B̂ (−q)

]
∓
)

dt =
ih̄

e−βh̄ω ∓ 1
{χAB (q, ω)∓ χ∗

BA (q, ω)} , (165)

where we changed the variable τ by t. Eq. (165) relates the linear response function and the
ordinary correlation function. For a special case of A = B, Eq. (165) is reduced to

∫ ∞

−∞
eiωtTr

(
ρ̂
[
Â (q, t) , Â (−q)

]
∓
)

dt = − h̄
e−βh̄ω ∓ 1

2�χAA (q, ω) . (166)
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The physical meaning of Eq. (166) is now clear: the correlation function of the thermal
fluctuation determines the imaginary part of the linear response function, i.e., the dissipation
of the system. Therefore, we call Eqs. (165) and (166) as the fluctuation-dissipation theorem.
One can easily find a similarity between the fluctuation-dissipation theorem in Eqs.
(165)–(166) and Eq. (134). The spectral representation of the retarded real-time Green’s
function Eq. (136) is the momentum space Lehmann representation of the two-time retarded
Green’s function defined by

iḠR
αβ

(
xt, x�t�

)
= θ

(
t − t�

)
Tr

(
ρ̂
[

ψ̂α (xt) , ψ̂†
β

(
x�t�

)]
∓

)
. (167)

The corresponding advanced Green’s function is defined by

iḠA
αβ

(
xt, x�t�

)
= −θ

(
t − t�

)
Tr

(
ρ̂
[
ψ̂α (xt) , ψ̂†

β

(
x�t�

)]
∓

)
. (168)

In these definitions of the two-time Green’s functions, ψ̂ and ψ̂† are respectively the field
annihilation and creation operators in the Heisenberg representation

Â (xt) ≡ eiK̂t/h̄ Âe−iK̂t/h̄. (169)

A two-time Green’s function represents the correlation of thermal fluctuation of the process
that a particle created at x�t� and it annihilated at xt. In other words, the two-time Green’s
functions are nothing more than the correlation functions of two operators ψ̂α and ψ̂†

β. Note

that all the quantum operators are composed of the field operators ψ̂α and ψ̂†
β, so that the

two-time Green’s function can be used to describe all the physical correlations of the system.
In the linear response theory, the interaction representation of an operator is not different
from the Heisenberg representation in the two-time Green’s functions. Therefore, the linear
response is nothing more than the retarded two-time Green’s function. Note that the causality
of any physical process stresses that the dissipation χ should be the imaginary part of the
retarded Green’s function.
Now, we have completed the formal theory for computing thermodynamic properties in
terms of the quantum field theory. An experimental observation is indeed a measurement
of a response of the system by a corresponding external perturbation. The response function
is related to the retarded two-time Green’s function in terms of the fluctuation-dissipation
theory. The two-time Green’s function provides the quasiparticle energy spectra. The
two-time Green’s function can be transformed to a temperature Green’s function by
introducing the spectral weight function. Once we have the temperature Green’s function,
we can calculate the thermodynamic information, such as the number of particles N, the
internal energy E, and the grand potential Ω, directly. By performing derivatives on the grand
potential, the remaining thermodynamic functions can be evaluated. When there is a phase
transition, the response function diverges near the critical region, but the grand potential does
not, because the grand potential is a integrated value of the temperature Green’s function in
the complex ω plane.
Kubo (1966) himself demonstrated the applications of the fluctuation-dissipation theorem
to compute the density response, conduction and diffusion. The fluctuation-dissipation
theorem (Kubo, 1957) is able to explain the irreversible processes related with fluctuations
(Callen & Welton, 1951; Casimir, 1945; Nyquist, 1928; Onsager, 1931a;b). Further applications
are well summarized by Gammaitoni et al. (1998).

571Towards the Authentic Ab Intio Thermodynamics



28 Will-be-set-by-IN-TECH
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Â (q, t) , Â (−q)

]
∓
)

dt = − h̄
e−βh̄ω ∓ 1

2�χAA (q, ω) . (166)

570 Thermodynamics – Interaction Studies – Solids, Liquids and Gases Towards the Authentic Ab Intio Thermodynamics 29

The physical meaning of Eq. (166) is now clear: the correlation function of the thermal
fluctuation determines the imaginary part of the linear response function, i.e., the dissipation
of the system. Therefore, we call Eqs. (165) and (166) as the fluctuation-dissipation theorem.
One can easily find a similarity between the fluctuation-dissipation theorem in Eqs.
(165)–(166) and Eq. (134). The spectral representation of the retarded real-time Green’s
function Eq. (136) is the momentum space Lehmann representation of the two-time retarded
Green’s function defined by

iḠR
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In these definitions of the two-time Green’s functions, ψ̂ and ψ̂† are respectively the field
annihilation and creation operators in the Heisenberg representation

Â (xt) ≡ eiK̂t/h̄ Âe−iK̂t/h̄. (169)

A two-time Green’s function represents the correlation of thermal fluctuation of the process
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functions are nothing more than the correlation functions of two operators ψ̂α and ψ̂†

β. Note

that all the quantum operators are composed of the field operators ψ̂α and ψ̂†
β, so that the

two-time Green’s function can be used to describe all the physical correlations of the system.
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of any physical process stresses that the dissipation χ should be the imaginary part of the
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is related to the retarded two-time Green’s function in terms of the fluctuation-dissipation
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two-time Green’s function can be transformed to a temperature Green’s function by
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the complex ω plane.
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The remained work is mainly on the applications to the realistic matter.

6. Inhomogeneity is reality

We have a brief review on the formalism of the quantum field theoretic approach for
thermodynamics properties of the system in homogeneous (and isotropic) distributions.
The homogeneous approximation of a matter has served as a model system of matter for
investigating the nature of the complex phenomena occuring in the matter. The study on
electron liquid is an example (Fetter & Walecka, 2003; Giuliani & Vignale, 2005; Kim, 1999;
Pines, 1962; 1999). Phonon-mediated superconductivity can be solvable under the method
after performing a suitable transformation for treating Cooper pairs (Schrieffer, 1988). A
relativistic version of the method has been applied to plasmas (Melrose, 2008).
However, the realistic materials has internal (micro-)structures and even pure elemental
materials are not fully homogeneous. Steels as representative structural materials have large
variety of microstructures, which influences on the properties, e.g., strength and elongations
(Bhadeshia & Honeycombe, 2006). In metals and alloys, the internal structures of materials are
governed by the equilibrium thermodynamics and the irreversible processes (Christian, 2002).
It is necessary to deal with the inhomogeneity when we are dealing with thermodynamics and
irreversible processes for materials sciences.

6.1 Density functional theory
The applications of the formal quantum theories, developed in a homogeneous model system,
to the realistic inhomogeneous systems have long time history (Fermi, 1927; Slater, 1951;
Thomas, 1938). An innovative formalism to treat the inhomogeneous electronic system was
suggested by Hohenberg & Kohn (1964). They firstly proved that the ground state energy is
a unique functional of density, E [n (x)]. Due to the uniqueness of the ground state energy, the
discussions in the previous sections can be reformulated with density. This is the reason why
the Hohenberg-Kohn theory is called the density functional theory (DFT). For a slowly vaying
density profile, the density functional theory is a generalization of the Thomas-Fermi theory.
They proved also that the essential density gradient in the inhomogeneous electron gas can
be used for describing the energy functional.
An immediate extension of the Hohenberg-Kohn theory to the finite temperature was done
by Mermin (1965). At a given temperature and chemical potential, no two local potential v (x)
lead to the same equilibrium density. In other words, one can define a density functional
F [n (x)] independent of v (x), such that the quantity

Ω ≡
∫

v (x) n (x) d3x + F [n (x)] , (170)

is at a minimum and equal to the grand potential when n (x) is the equilibrium density in the
grand canonical ensemble in the presence of v (x). Kohn & Sham (1965) themselves were able
to derive the forms for the grand potential, specific heat, and spin susceptibility.
Schneider (1971) provided a general theory of the liquid-solid phase transition by employing
the finite temperature density functional theory by virtue of the fluctuation-dissipation
theorem on the density response. During the construction of the functional F [n], the external
perturbation potential is assumed to be of form

vext (x) =
1
2 ∑

q �=0

(
vext (q) eiq·x + c.c.

)
. (171)
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The density of the system will contain a linear response to be

n (x) = n̄ +
1
2 ∑

q �=0

(
n (q) eiq·x + c.c.

)
, (172)

where n̄ is the mean density and n (q) is the density fluctuations. The Mermin condition
(Mermin, 1965) yields

n (q)
n̄

= χ (q, [n̄]) vext (q) , (173)

where the density response function is

− χ (q, [n̄]) =
1

β−1 + veff (q, [n̄])
, (174)

and veff is the corresponding effective potential. For free energy minimum, the density
response function should satisfy the condition

− 1
χ (q, [n̄])

> 0 (175)

for the system is in an equilibrium state either absolutely stable or metastable. Therfore,
−χ−1 (q, [n̄]) = 0 determines the stability limit of the fluid (qL, PL, TL). The static stability
condition can be written as

− 1
χ−1 (q, [n̄])

=
1

βS (q)
=

1
β
+ veff (q, [n̄]) = 0, (176)

where S (q) is the static mean density fluctuation. The condition Eq. (176) impiles that the
mean density fluctuation S (q) with the particular wave number qL increases as this limit is
approached. Near the stability limit only the region q � qL is important. We may set the
effective potential dependence on T and q as

βveff (q) = −1 + A (T − TL) + B (q − qL)
2 . (177)

Then, the density fluctuation for constant n̄ is wrtten as

S (q) =
1

A (T − TL)

1/ξ2

1/ξ2 + (q − qL)
2 , (178)

where ξ2 = B/A (T − TL). As q approaches to qL, S (q) increases and the peak becomes
sharper. The same effect is also seen in the dynamic mean density fluctuation S (q, ω) at the
static case ω = 0.
This result is consistent with our everyday experiences. In a fluid state, there are random
density fluctuations, which can be seen if there is an interface; a random wave distribution on
a smooth lake surface is an example. Such density fluctuation is represented in the Fourier
terms, by a linear combination of the wave vectors and frequencies. When the temperature
is cooled down with a constant pressure, the fluid transforms to crystals, e.g., ice. A crystal
is by definition a regular arrangement of density, with a spatial period of a corresponding
wave vector. Eq. (178) tells us that the static mean density fluctuation at the critical wave
vector qL with the corresponding regularity will be sustained, even if there is no external

573Towards the Authentic Ab Intio Thermodynamics



30 Will-be-set-by-IN-TECH

The remained work is mainly on the applications to the realistic matter.

6. Inhomogeneity is reality

We have a brief review on the formalism of the quantum field theoretic approach for
thermodynamics properties of the system in homogeneous (and isotropic) distributions.
The homogeneous approximation of a matter has served as a model system of matter for
investigating the nature of the complex phenomena occuring in the matter. The study on
electron liquid is an example (Fetter & Walecka, 2003; Giuliani & Vignale, 2005; Kim, 1999;
Pines, 1962; 1999). Phonon-mediated superconductivity can be solvable under the method
after performing a suitable transformation for treating Cooper pairs (Schrieffer, 1988). A
relativistic version of the method has been applied to plasmas (Melrose, 2008).
However, the realistic materials has internal (micro-)structures and even pure elemental
materials are not fully homogeneous. Steels as representative structural materials have large
variety of microstructures, which influences on the properties, e.g., strength and elongations
(Bhadeshia & Honeycombe, 2006). In metals and alloys, the internal structures of materials are
governed by the equilibrium thermodynamics and the irreversible processes (Christian, 2002).
It is necessary to deal with the inhomogeneity when we are dealing with thermodynamics and
irreversible processes for materials sciences.

6.1 Density functional theory
The applications of the formal quantum theories, developed in a homogeneous model system,
to the realistic inhomogeneous systems have long time history (Fermi, 1927; Slater, 1951;
Thomas, 1938). An innovative formalism to treat the inhomogeneous electronic system was
suggested by Hohenberg & Kohn (1964). They firstly proved that the ground state energy is
a unique functional of density, E [n (x)]. Due to the uniqueness of the ground state energy, the
discussions in the previous sections can be reformulated with density. This is the reason why
the Hohenberg-Kohn theory is called the density functional theory (DFT). For a slowly vaying
density profile, the density functional theory is a generalization of the Thomas-Fermi theory.
They proved also that the essential density gradient in the inhomogeneous electron gas can
be used for describing the energy functional.
An immediate extension of the Hohenberg-Kohn theory to the finite temperature was done
by Mermin (1965). At a given temperature and chemical potential, no two local potential v (x)
lead to the same equilibrium density. In other words, one can define a density functional
F [n (x)] independent of v (x), such that the quantity

Ω ≡
∫

v (x) n (x) d3x + F [n (x)] , (170)

is at a minimum and equal to the grand potential when n (x) is the equilibrium density in the
grand canonical ensemble in the presence of v (x). Kohn & Sham (1965) themselves were able
to derive the forms for the grand potential, specific heat, and spin susceptibility.
Schneider (1971) provided a general theory of the liquid-solid phase transition by employing
the finite temperature density functional theory by virtue of the fluctuation-dissipation
theorem on the density response. During the construction of the functional F [n], the external
perturbation potential is assumed to be of form

vext (x) =
1
2 ∑

q �=0

(
vext (q) eiq·x + c.c.

)
. (171)

572 Thermodynamics – Interaction Studies – Solids, Liquids and Gases Towards the Authentic Ab Intio Thermodynamics 31

The density of the system will contain a linear response to be

n (x) = n̄ +
1
2 ∑

q �=0

(
n (q) eiq·x + c.c.

)
, (172)

where n̄ is the mean density and n (q) is the density fluctuations. The Mermin condition
(Mermin, 1965) yields

n (q)
n̄

= χ (q, [n̄]) vext (q) , (173)

where the density response function is

− χ (q, [n̄]) =
1

β−1 + veff (q, [n̄])
, (174)

and veff is the corresponding effective potential. For free energy minimum, the density
response function should satisfy the condition

− 1
χ (q, [n̄])

> 0 (175)

for the system is in an equilibrium state either absolutely stable or metastable. Therfore,
−χ−1 (q, [n̄]) = 0 determines the stability limit of the fluid (qL, PL, TL). The static stability
condition can be written as

− 1
χ−1 (q, [n̄])

=
1

βS (q)
=

1
β
+ veff (q, [n̄]) = 0, (176)

where S (q) is the static mean density fluctuation. The condition Eq. (176) impiles that the
mean density fluctuation S (q) with the particular wave number qL increases as this limit is
approached. Near the stability limit only the region q � qL is important. We may set the
effective potential dependence on T and q as

βveff (q) = −1 + A (T − TL) + B (q − qL)
2 . (177)

Then, the density fluctuation for constant n̄ is wrtten as

S (q) =
1

A (T − TL)

1/ξ2

1/ξ2 + (q − qL)
2 , (178)

where ξ2 = B/A (T − TL). As q approaches to qL, S (q) increases and the peak becomes
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density fluctuations, which can be seen if there is an interface; a random wave distribution on
a smooth lake surface is an example. Such density fluctuation is represented in the Fourier
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vector qL with the corresponding regularity will be sustained, even if there is no external
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density perturbation, at the given pressure and temperature. In the mean time, the remained
fluctuation modes will be suppressed. This state with the density distribution of a specific
spatial regularity, represented by qL, is the crystal. Hence, the denominator of Eq. (178)
explains the critical properties of the solidification.
Once the liquid transformed to a solid, the description of the system state should be
switched to a new language for solid states. Every crystalline solid is categorized by
its three dimensional translation and rotation symmetries to be the one of the 230 space
groups (Bravais, 1845). Bloch (1928) proved, by using the periodic boundary condition
(Born & von Kármán, 1912; 1913) and the group representation theory (Wigner, 1927), that
the electronic wave function in a crystalline solid should be in the form

ψnk (x) = eik·Runk (x) , (179)

where n is the band index and R is the Bravais lattice vector. The Bloch function has
three consequencies (Aschcroft & Mermin, 1976): (1) The momentum eigenvalue h̄k of the
momenum operator p = (h̄/i)∇ does not conserve, instead the crystal momentum h̄k +

eik·x h̄
i ∇ conserves. (2) The wave vector k is confined to the first Brillouin zone, so that

the index n appear in Eq. (179) represent the multiplicity of the k confinements. (3) The
nonvanishing velocity of a particle in a level specified by band index n and wave vector k is
given by

vn (k) =
1
h̄
∇k�n (k) , (180)

where ∇k is a gradient operator with respect to the wave vector k. Further consequencies can
be found in many solid-state physics text books (Altmann, 1995; Aschcroft & Mermin, 1976;
Callaway, 1974; Jones & March, 1973a;b; Kittel, 2005; Madelung, 1978).
On the other hand, the numerator, 1/ξ2 in Eq. (178) explains another aspect of the
solidificaiton. The numerator describes the width in the wave vector space of the divergying
static mean density fluctuation S (q). As q → qL, the wave vectors in a narow range around
qL also contributes to S (q). When two waves of near wave vector (or frequency) superposes
in the same position, we observe a very well known phenomenon, beats (Landau & Lifshitz,
1978). The broadening in S (q) implies that there are many wave vectors around superposing
in the space to exhibits a complex pattern of spatial beats during the crystallization process.
In other words, the crystallization will not happen in whole the liquid simultaneously, but the
crystal nucleates.
Note that the numerator 1/ξ2 contains the details of the interaction of the liquid. As we seen
in Sec. 5.2, the dissipation of the external perturbation or the system response is determined
by the interal fluctuation of the system. The internal fluctuation is determined by the details
of the interaction of the system. Hence, we need to have the detailed interaction information
of the system also for understanding phase transition phenomena completely.

6.2 Kohn-Sham equations
Kohn & Sham (1965) suggested two approximation methods for treating an inhomogeneous
system of interacting electrons. Let us describe the first approximation first. The ground-state
energy of the system in a static potential v (x) can be written in the form, in Hartree atomic
unit h̄ = e2 = me = 1,

E = T0 [n] +
∫

v (x) n (x)d3x +
1
2

∫∫ n (x) n (x�)
|x − x� | d3xd3x� + Exc [n] , (181)
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where T0 is the kinetic energy functional of a system of noninteracting electrons and Exc [n]
is the exchange and correlation energy functional of an interacting system with density n (x).
By assuming

Exc [n] =
∫

n (x) �xc (n (x)) d3x, (182)

the stationary condition of the energy functional Eq. (181) with respect to the density variation
δn leads us to have an equation

δT0 [n]
δn (x)

+ v (x) + μxc (n (x)) = 0, (183)

where v (x) is the result of the functional derivatives of the static integration terms of Eq. (181)
and μxc is the result of the functional derivatives of the exchange-correlation functional Exc [n].
By assuming μxc (n (x)) to be local, we can imagine a “ficticious” particle that moves by the
single-particle Schrödinger-like first Kohn-Sham equation

(
− 1

2
∇2 + ϕ (x) + μxc (n (x))

)
ψKS

i (x) = �KS
i ψKS

i (x) , (184)

and setting

n (x) =
N

∑
i=1

∣∣∣ψKS
i (x)

∣∣∣2 , (185)

where N is the number of electrons. Since we have no knowledge on the density n (x), it
should be obtained self-consistently starting from a guessed density profile n (x). We compute
the Kohn-Sham orbitals ψKS under the static potential ϕ (x) as well as the exchange-correlation
potential μxc (n (x)) and then evaluate the density from Eq. (185). Once we obtain the
self-consistent density profile n (x), the energy of the system is obtained by Eq. (181), if we
have an explicit functional form of Exc [n]. Indeed the knowledge of the exchange-correlation
functional form is important to obtain the exchange-correlation potential during solving Eq.
(184). The cost of computation Eq. (184) is only that of the Hartree equation times the number
of self-consistent iterations. The cheap Kohn-Sham equation have get superiority in solving
many-body problems as developing computer technology (Argaman & Makov, 2000).
The second approximation by Kohn & Sham (1965) is based on the assumption that

Exc [n] = Ex [n] +
∫

n (x) �c (n (x))d3x. (186)

This assumption yields the Hartree-Fock-like second Kohn-Sham equation
(
− 1

2
∇2 + ϕ (x) + μc (n (x))

)
ψKS

i (x)−
∫ n1 (x, x�)

|x − x� | ψKS
i

(
x�
)

d3x� = �KS
i ψKS

i (x) , (187)

where μc (x) is the correlation potential and

n1
(
x, x�

)
=

N

∑
j=1

ψKS
j (x) ψ∗KS

j
(
x�
)

. (188)

This procedure is similar to the Hartree-Fock method with the local correlation effect, and its
cost of computation is comparable to the computational labor intensive Hartree-Fock method
due to its nonlocal density matrix operation on the Kohn-Sham orbitals ψi (x) appeared in
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Eq. (187). Hence, the application of the Kohn-Sham equation of the type in Eq. (187)
has been hesitated. Although the practical success of the first Kohn-Sham equation in
Eq. (184), the approximations are remained uncontrollable, because there is no known
explicit exchange-correlation functional. Recent developments of computer technology, many
approaches has been tried to utilize the second type Kohn-Sham equation (Kümmel & Kronik,
2008). This kind of approaches has solved many problems in the first-type Kohn-Sham
equation.
However, there is a critical issue on the solutions of the Kohn-Sham equations. Koopmans
(1934) proved that the ith occupied eigenvalues of the Hartree-Fock equation is identified as
the energy required to remove an electron from that orbital without perturbing the rest of the
system. This theorem is not valid in the density functional theory, in general. Only the highest
occupied eigenvalue of the Kohn-Sham equations has a rigorous physical meaning that the
partial derivative is exactly the chemical potential of the system (Almbladh & von Barth,
1985; Levy et al., 1984). In other words, the Kohn-Sham orbitals ψKS

i (x) except the highest
occupied orbital are physically meaningless, but they are useful only for building the density
in Eq. (185). Indeed, the Kohn-Sham charge density generated by Eq. (185) differs hardly to
that of the Hartree-Fock charge density (Stowasser & Hoffmann, 1999). A quantitative linear
scailing interpretation of Kohn-Sham eigenvalues with respect to corresponding Hartree-Fock
eigenvalues was suggested (Stowasser & Hoffmann, 1999).

6.3 Spectral weight function and quasiparticle spectra
As seen in Sec. 6.1, the detailed interaction information of the system is equally important
to understand the phase transition as well as the equilibrium properties of the system.
In the density functional theoretical framework, the Kohn-Sham equations have a critial
problem of the unknown physical meanings of their eigenvalues. The resultant Kohn-Sham
orbitals ensure the ground state energy, the density n (x), and the chemical potential. The
other information obtained by using the Kohn-Sham orbitals are fictitious. It is fortunate or
unfortunate that the Kohn-Sham orbitals are close to the quasiparticle orbitals, which have the
concrete physical meaning through the Koopmans’ theorem (Koopmans, 1934). Since there is
no further proof on the physical meaning of the Kohn-Sham orbitals, a promising way to
build the physically seamless theoretical framework for phase diagrams is starting from the
quantum field theory described in Sec. 4, armed with the Kubo’s framework in Sec. 5.1–5.2.
The Hamiltonian operator Ĥ, the momentum operator P̂, and the number opertator N̂
commute each other. By symmetry, those operators have a set of eigenstates {|m�}
simultaneously (Tinkam, 1964), such that

P̂ |m� = Pm |m� , (189)
(

Ĥ − μN̂
) |m� = (Em − μNm) |m� . (190)

Note that Eq. (190) is understood as

K̂ |m� = Km |m� . (191)

With the aid of the Sokhotsky-Weierstrass theorem (Byron & Fuller, 1992),

1
ω ± iη
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1
ω

∓ iπδ (ω) , (192)
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we will have a Lehmann representation of the real-time Green’s function for real ω such as
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where s is the spin degeneracy and ℘ denotes a principal value. The imaginary part of Eq.
(193) is written as

�Ḡ (k, ω) = − πeβΩ

2s + 1 ∑
m,n

e−βKm (2π)3 δ
[
k − h̄−1 (Pn − Pm)

] ∣∣�m| ψ̂α |n�
∣∣2

×δ
[
ω − h̄−1 (Kn − Km)

] (
1 ± e−β(Kn−Km)

)
. (194)

Landau (1958) proved a relation
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Considering the spectral representation form in Eq. (135) we have the detailed spectral weight
function of form

A (k, ω) =
eβΩ

2s + 1 ∑
m,n

e−βKm (2π)3 δ
[

k − h̄−1 (Pn − Pm)
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Since the spectral weight function A (k, ω) relates the real-time Green’s function and the
temperature Green’s function, we can, in principle, solve all the thermodynamic problems
with detailed interaction information of the system: The thermal Green’s function describes
the equation of states, while the imaginary part of the retarded Green’s function from the
real-time Green’s funciton yields the fluctuations to describe the phase transtion, including
the transport properties. The remained difficulty is to calculate the eigenvalues Km and Pm in
Eqs. (189)–(190) in the case of interacting systems.
Is it able to calculate the eigenvalues of the interacting system at a finite temperature?
Let us come back to the idea of Born & Oppenheimer (1927) adiabatic separation of the
motions of electrons and ions. In the Born-Oppenheimer scheme, we first calculate the
motions of electrons in a given ionic background and then calculate the motions of ions at
the given electronic one. It is well konw that the given symmetry and many-body effects will
emerges as elementary excitations (Pines, 1999), which can be extended even to a macroscopic
levels (Anderson, 1997). Some of the elementary excitations may originated from either
electrons or ions. For example, plasoms are the elementary excitations of collective motions of
electrons, while phonons are the elementary excitation of the collective motions of ions. One
can also interesting to more complex excitations, which are composites of those elementary
excitations. Anyhow, all such properties are computed from the electronic structures of the
system.

577Towards the Authentic Ab Intio Thermodynamics



34 Will-be-set-by-IN-TECH
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The Hamiltonian operator Ĥ, the momentum operator P̂, and the number opertator N̂
commute each other. By symmetry, those operators have a set of eigenstates {|m�}
simultaneously (Tinkam, 1964), such that

P̂ |m� = Pm |m� , (189)
(
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It is instructive to consider the formal form in Eq. (129) of the Dyson’s equation. Since
the Dyson’s equation expresses the difference between the noninteracting and interacting
temperature Green’s functions in terms of the self-energy, Σ (k, ωn); all the many-body effects
are contained in the self-energy. Considering the real space Dyson’s equation form in Eq.
(107), we may have a Hartree-Fock-like self-consistent equation (Fetter & Walecka, 2003)

[
− h̄

2m
∇2

1 + v (x1)

]
ψj (x1) + h̄

∫
d3x2Σ (x1, x2) ψj (x2) = �jψj (x1) , (197)

where v (x1) is the static one-body potential to describe the inhomogeneity as in the density
functional theory, ∇2

1 is the Laplacian operator with respect to the coordinate x1, and μ is the
chemical potential obtained by

N (T, V, μ) = (2s + 1)∑
j

nj, (198)

with the number distribution function

nj =
1

eβ(�j−μ) ∓ 1
. (199)

The chemical potential μ (T, V, N) is, in principle, able to be inverted from Eq. (198) if N is
fixed. In this derivation, we assumed that all the necessary frequency summed are already
done for making Σ being depending explicitly on T and μ, but being independent to the
frequency ωn of the Hartree-Fock form and the temperature Green’s function

G (x1, x2, ωn) = ∑
j

ψj (x1) ψ∗
j (x2)

iωn − h̄−1
(

�j − μ
) , (200)

where ψj is a single-particle wave function with energy �j for forming a complete orthonormal
set, forms the same form of the noninteracting temperature Green’s function G0 (x1, x2, ωn)
with ψ0

j , the solution of a differential equation

[
ih̄ωn +

h̄
2m

∇2
1 + μ − v (x1)

]
ψ0

j (x1) = �0
i ψ0

j (x1) . (201)

In this self-consistent formalism, the quasiparticle energy spectrum becomes

�k = �0
k + h̄Σ (k) , (202)

where we recover the momentum space representation.
This equation tells us that the noninteracting quasiparticle moving with the energy spectrum
�0

k is dressed by the self-energy Σ (k) by the sophisticated many-body interactions. The energy
dispersion of a free particle of mass m∗ will have a dispersion

∇k�k =
k

m∗ .
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Equating this relation to result of the operation of the gradient operator on Eq. (202) yields

m
m∗ = 1 +

h̄∇kΣ (k)
�0

k
. (203)

This means that the motion of the quasiparticle of mass m may be thought as that of a free
particle of mass m∗, of which all the many-body effects are corrected. Now we can call m∗ as
the effective mass of the quasiparticle. The noninteracting quasiparticle Green’s function may
be in the form

Ḡ (k, ω) =
Z

ω − h̄−1 (�k − μ)
, (204)

where Z is called the renormalization factor, which contains the effective mass effect in Eq. (203).
Considering the spectral function relation with the Green’s function, we have

A (k, ω) = Zδ (ω + μ − h̄k) . (205)

In other words, the results of a photoemission spectroscopy are just the renormalization factor
of the system. The photoemission experiments gives the quasiparticle spectra.
The idea of renormalization was utilized by Landau (1957a;b; 1959), known as the
phenomenological Landau Fermi-liquid theory. Landau classified the quasiparticles as the
levels of a Fermi liquid corresponding to the classification of the levels of noninteracting
particles. The interaction is slowly turned on to the particles gradually become quasiparticles.
The methods described above can be directly applied for the quasiparticles. Using this
concept, Landau (1957a;b; 1959) was able to calculate the macroscopic quantities, such as
specific heat, entroy, magnetic susceptibility, kinetic motions, thermal conductivity, viscocity,
dispersion and absorption of sound, and fluctuations in the distribution function. The
relation with the quantum field theory of the Landau Fermi liquid theory was investigated
by Nozières & Luttinger (1962) and Luttinger & Nozières (1962), but it is not clear yet. Good
introductory reviews on the Ladau Fermi-liquid theory are given by Abrikosov & Khalatnikov
(1959); Giuliani & Vignale (2005); v. Löhneysen et al. (2006).
Bohm & Pines (1952) suggested a different point of view with a canonical transformation to
treat a particle and its consequent collective excitations simultaneously. In this formalism,
the canonical transformation stresses the elementary ingredients of the Hamiltonian are the
particle-hole pairs, instead of individual particles. Bohm & Pines (1952) approximated the
coupling between the excitations corresponding to different momentum transfers q and q�.
This ignorance is originated from an intuition that the momentum transfer phase q − q� will
be random to be enough for cancelling themselves. Hence, the method is known as the random
phase approximation (RPA). The RPA was applied to the electronic system with plasmons and
refined (Sawada, 1957; Sawada et al., 1957). The RPA picture as the similarity with that of
(Goldstone, 1957) and it deals with the correlation function corresponding to the collective
excitations.
These features of the RPA have been utilized in susceptibility investigations. For
instance, Kim et al. (1973) calculated a spin polarized susceptibility9 based on the
fluctuation-dissipation theorem and the free energy by considering higher order self-energy
correction (Kim, 1974) withn the RPA. Kim (1982; 1989; 1999) used the RPA technique to
demonstrate, within the homogeneous jeullium model, that all the thermodynamic properties,
including the ferromagnetic phase transition, of the metallic ferromagnetism can be obtained
by considering the spin-polarized electrons with the collective excitations of phonons and

9 A practical self-consistent version was given by Lee et al. (1989).
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coupling between the excitations corresponding to different momentum transfers q and q�.
This ignorance is originated from an intuition that the momentum transfer phase q − q� will
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magnons. All those quasiparticles should interact each other, in contrast to the typical
considerations that quasiparticles hardly interacts each other. Lee et al. (2006) confirmed
that there are interactions between phonon and magnetism, and Bodraykov (2007) in his
phenomenological model reproduced the invar effect of the temperature dependent thermal
expansion coeffient by considering the results of the interacting phonon-magnon (Kim, 1982).

7. Defects

Although there is criticism on the validaties of the Landau Fermi-liquid concept
(v. Löhneysen et al., 2006), a new insight for dealing macroscopic physical observables, e.g.,
even domain (grain) boundaries and dislocations, combined with the concept of symmetry
breaking (Anderson, 1997). Since the semi-phenomenological construction of the Ladau
Fermi-liquid theory, it is possible to switch our intersts from the quasiparticle space to the
order parameter space. This transformation to the order parameter space is familiar with
that of Landau theory of phase transition. Toulouse & Kléman (1976) suggested an innovative
idea that the defects in ordered media can be classified in terms of the topological defects of
the corresponding order parameter. This topological concept was immediately applied to the
vortex textures in superfluid 3He for showing that the textures with vorticity without vortex
core can be constructed (Anderson & Toulouse, 1977). One of the most striking application
of the topological defects theory may be the explanation of the entanglement free dislocation
crossings (Poénaru & Toulouse, 1977); dislocations can be entangled if and only if they are
members of separate class of π1 (R). We will see the meaning of π1 (R) later. A pedagogical
review on the topological defects was given by Mermin (1979). Recenlty, Kleman & Friedel
(2008) reviewed the practical interpretations of the homotopy group theory of the topological
disclination, dislocations, and continuous defects.

7.1 Topological defects
In a periodic solid, the elastic variable is the vector displacement field u (x). Changes of u by
a Bravais lattice vector R leave the lattice unchanged. Thus the order parameter space for the
solid is the three-dimensional space of displacements u with lattice points. A dislocation with
a core along l is characterized by10

∮
du =

∮

C

du
ds

ds = R ≡ b, (206)

where C is a curve enclosing the core and b is called the Burgers vector. The construction of
the Burgers vector is fully topological, but there are two nontopological descriptions; screw
dislocations if b � l and edge dislocations if b ⊥ l. Since the Bravais lattice vector, which
leaves after a single winding curve C passed to enclose the core, is discrete, the dislocation is,
from homotopy group theory, line.
Let us look at the characters of dislocations with little rigor (Mermin, 1979). Suppose that R
is an order-parameter space. There is a map f (z) of interval 0 ≤ z ≤ 1 into R defining the
real-space loop or circles into order-parameter space to give closed curves in order-parameter
space itself. A continuous directed curve described by maps f passing through a base point x
in R. The close curve is decribed by f (0) = f (1) = x. Two loops f and g are homotopic at x, if
there is a continous family of loops, all passing through x. The classes of homotopic loops at x
form a group, called π1 (R, x), and is known as the fundamental group of R at x. There are other
groups associated with the mappings of the surface of an n sphere Sn in Euclidean n + 1 space

10 Here, we follow the definition by Chaikin & Lubensky (1995).
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called πn (R, x). The fundamental group is called the first homotopy group and πn is then called
the nth homotopy group. For example, π2 (S2, x) is called when the maps f at the base point
x is on the sphere S, i.e., say, u and v into R, of three dimensional order-parameter space. For
an integer Z, if π1 (S1) = Z, the group structure does not depend on the choice of base point
x and the map is topologically the same as the circle. Any mapping of a loop into a sphere can
be shrunk to a point, so that the fundamental group of the surface of a sphere consists only
of the identity, π1 (S1) = 0. Trivial point defects are associated with mappings that can be
deformed to the constant map.
Let us say the group G containing translations as well as proper rotations, i.e. the proper
part of the full Euclidean group. Let H be the subgroup of G containing those rigid body
rotations that leave the reference system invariant. Naively the order-parameter space R is
the coset space G/H. If we ignore of the rotational symmetries of crystals, the full proper
Euclidean group can be replaced by the subgroup T (3) of translations. On the other hand
the isotropy subgroup H becomes the subgroup of T (3) consisting of translations through
Bravais lattice vectors. Since T (3) is parameterized by all of Euclidean three-space, it is
connected and simply connected. Since H is discrete, we identifies π1 (G/H) with H itself.
Thus the line defects, in our case dislocations, are characterized by Bravais lattice vectors.
The vector is usually known as the Burgers vectors. Because H is discrete π2 (G/H) = 0.
In this case, the homotopy theory says notopologically stable point defects. However, we
know thermodynamically stable point defects, e.g., vacancies or voids. The physical means
of removing a void are reminiscent of the nonlocal means available for the elimination of
topologically stable defects.
Now let us recover the operations of the rigid body rotations. The fundamental group
is identified with the double group. The three dimensional rotational parts of the group
operations are lifted from SO(3) rotation to SU(2). Discrete operations in the space group
with no translational part correspond to line defects, in which the local crystal structure rotates
through an angle associated with a point group operation as the line is encircled. Such defects
are known as disclinations. Although the π3 (R) has the classification problem (Mermin,
1979), the domain walls (grain boundaries) are thought as the string bounded topological
defects by the broken discrete symmetry (Vilenkin, 1985), hence so that textures evolve.

7.2 Renormalization group and gauge theory
Once the order parameter class is identified, the partition functions are divided by the
corresponding topologically invariant number. Indeed, Burakovski et al. (2000) rederived
the free energy density as a function of dislocation density depending on temperature,
starting from the partition function computation for the indistinguishable dislocation loops.
The resultant free energy density function is very similar to that out of the constitutional
approach (Cotterill, 1980). The free-energy is in the form of the two-dimensional xy
model, which should undergoes a two-dimensional Kosterlitz-Thouless phase transtion
(Kosterlitz & Thouless, 1973). The theory break down point, i.e., the melting temperature is
also derived. They also showed that the dislocation density ρ cannot be a continuous function
of temperature, but it is a gap function

ρ (T) =
{

0, T < Tm,
ρ (Tm) ∼ b−2, T = Tm,

(207)

where Tm is the melting temperature. The dislocation-mediated melting mechanism was
observed in a bulk colloidal crystals (Alsayed et al., 2005). A good review on two-dimensional
melting phenomena is given by Strandburg (1986; 1989).
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∮
du =

∮

C

du
ds

ds = R ≡ b, (206)

where C is a curve enclosing the core and b is called the Burgers vector. The construction of
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10 Here, we follow the definition by Chaikin & Lubensky (1995).
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Since the inclusion of the symmetry classfication, the renormalization group approach is
appropriate to order parameters, or phase fields. The renormalization group theory has
been served as the most appropriate tool for investigating phase transitions and critical
phenomena (Anderson, 1997; Fradkin, 1991; Goldenfeld, 1992; Zinn-Justin, 1997). The idea
of the renormalization group approach is a sucessive scaling transformation of the system
interaction in real space, known as coarse-graining, or cutoff the high momentum fluctuations
larger than arbitrary value Λ to eliminate the ultraviolet catastrophe of the perturbation
expansion (Wilson, 1975; 1983). During the successive scaling, the interaction Hamiltonian
of the phase field should keep its symmetry. The resultant Hamiltonian is arrived at a fixed
point independent on the scale of the system, so it gives the universal behavior of the critical
phenomena. The singlularity in the order parameter equation gives the dissipation of the
order parameter. The good examples of the RG procedure with the topological defects were
given by Fradkin (1991).
Elegance is in the renormalization group theory, because it does not depend on the system
scale but on the symmetry. For example, the dislocation-mediated melting transition is
categorized as the problems of the vortex formation in superfluid 3He (Anderson & Toulouse,
1977). In this sense, transition phenomena in the world can be categorized by universality class
defined by the critical exponents.
However, is it enough?
Teichler (1981) criticised the above approach, because it is unsolved how we see the deviation
of the equations of motion of elementary excitations in an ordinary medium with topological
defects to the corresponding equations in the ideal configuration. He also showed that the
transformed single electron Hamiltonian for describing the distorted crystal by dislocation
(Brown, 1845) is described in terms of gauge fields in addition to the well-known deformation
potentials. Gauge means the redundant degrees of freedom in Hamiltonian or Lagrangian,
but its transformation behavior characterizes the interaction. The quantization of gauge field
is gauge boson; e.g., photons are a kind of gauge bosons out of the gauge degree of freedom
of electromagnetic fields.
The quantum motions of electrons in a gauge field due to the topological dislocation defects
have been investigated (Bausch, Schmitz & Truski, 1999; Bausch, Schmitz & Turski, 1999;
Turski & Mińkowski, 2009). The main conclusions of the gauge field theory (Bausch et al.,
1998) are that the motion of a quantum particle is described in a curved-twisted space, as
in gravitational field, called Rieman-Cartan manifold and that the Hamiltonian is separated
in two parts that the covariant part and noncovariant parts (Larzar, 2010). The gauge
field method has been applied to the elastic properties of solids (Dietel & Kleinert, 2006;
Kleinert & Jiang, 2003; Turski et al., 2007) by modelling the elastic energy of the lattices by
harmonic displacement fields. The computed melting temperatures of selected bcc and fcc
elemental crystals agrees acceptably with the experimental values (Kleinert & Jiang, 2003).
The most striking result of the defect gauge theory is the Aharonov & Bohm (1949) type
interferences near the dislocation. This fact indicates that the dislocations are not be classical
objects anymore, but are qunatum mechanical ones.

8. Outlook and proposal

We have arrived at the stage to consider the applications of the theoretical framework in
materials science.
Given a problem, we have to identify the order paramers governed by a certain set of
symmetries. Based on the symmetry we need to classify the possible topological defects.
The problem is separated into two parts: the scale independent universal properties and the
elementary excitations. The tools for the universal properties are the homotopy theory and the
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renormalization group, while those for elementary excitations are conventional perturbative
renormalization technique with the finite temperature Green’s function. The effects of the
identified topological defects on the elementary excitations can be dealt with the gauge field
theory. The phase transition mechanism of each object can be understood by utilizing the
fluctuation-dissipation theorem. Note that all the methods are based on the computation of
partition functions by quantum field theoretic manner.
A reversed approach, seems more practical, is also possible. One can firstly identify the
ideal structure and compute the equilibrium thermodynamics using the Green’s function
technique. The fundamental irreversible processes are also available from this technique.
When one is faced a problem related with (topological) defects, the renormalization group
and the defect gauge theory should be considered.
They usually raise a question on the practicality of the quantum field theoretic approach.
Theories introduced here are nothing new, but tried to describe them in a unified way. Those
theories have been developed and published from individual schools. This fact implies that
the methods can be applied to materials engineering with a suitable software package and
computers. There are the other approach for materials design. For example, Olson (2000)
viewed a material as a system rather than a set of matters. Once an engineering target is
given, one has to identifies the required properties in terms of materials properties and the
corresponding structure with a suitable set of processes. The basic assumption is that the
necessary theoretical and experimental tools are already prepared in a database and identified
for the purpose. The length and time scales are covered from electronic scale to devices. A
well organized spin-off company indeed does this business. The practicality awareness can
be solved if we have a unified theoretical tool. This approach is an ad hoc combination of the
current methods. The quantum field theoretic approach proposed in this article removes such
ad hoc awareness.
In view point of computer resources, the required computer performance of Olson’s
multiscase approach may be of order from peta-floating point operations per second
(peta-FLOPS) to exa-FLOPS. The individual sectors of the theories introduced here utilize
from a desktop personal computer to one of order tera-FLOPS. If there is a computer software
package in a unified theoretical framework, the required computer performance may sit on
the performance of order peta-FLOPS. Hence, the practicality will not be a major problem.
In order to utilize a theoretical framework in engineering, a unified software package
development is necessary. Unfortunately, such unified theoretical scheme has not been
established yet. The reason can be thought in two-folds. Firstly, the theoretical maturity
may not been achieved satisfactory by means of both theory itself and its implementation
into a computer software package. When the author (hereafter referred as I) experienced
first density functional calculation in 1994, I could remember the names of most researchers
working in the density functional world. Now the number of citation of Kohn & Sham (1965)
paper is approaching to 20,000 at the time of writing this manuscript. Most of them are using
the software package as a black-box, due to the maturity of the software packages and the
developments of computer technology. This example demonstrates the power of the matured
theory and the corresponding computer softwares.
Secondly, the quantum field theory itself is too difficult to understand for beginners. Cardy
(2000) explained, at the preface of his book, this situation as

. . . and the the student, if he or she is lucky, has just about time to learn how to calculate
the critical exponents of the Ising model in 4− ε dimensions before the course comes to
an end.

The Ising model is considered as one of the simplest solvable “toy” model. In addition, many
researchers in quantum field theory are working with their own “toys.” The maturity of such
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toys seems enough to evolve to as tools. Covering many topics in the renormalization group
and quantum field theory is not so practical to learn in depth for typical material scientists.
Such study will be done by the experts. The pedagogy for understanding the quantum field
theory is also equally important.
To date there is no further fundamental theoretical tool in describing our physical world rather
than the quantum field theory. It is hardly necessary to go beyond the quantum field theory
for materials scientists. I would like to emphasize that we are standing at the starting point
for a long journey to utilize the unified method with the reinterpreted terminology, ab initio
thermodynamics authentically.
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• ḠA: advanced Green’s function
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• q: norm of wavevector q

• qL: liquifying wavevector

• q: wavevector

• qi: generalized coordinate of the ith degree of freedom

• s: degree of freedom of the system; number of spins (depending on context)

• t: time; reduced temperature T − TC (depending on context)

• t∗: critical temperature

• u (x): vector displacement field at position x

• unk (k): Bloch function of band n and wavevector k at position x

• v: static potential
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• vext: static external potential

• vn (k): nonvanishing velocity of a Bloch wavefunction of the band n and the wavevector
k

• x: base point of order parameter space R

• x: position

• ΔpΔq: small phase interval

• z: coordinate of the order parameter space R

• Γ: gamma function

• Γ̄: generic real-time Green’s function in Lehmann representation

• Π: generalized polarization

• Σ: self-energy

• Σλ: self-energy for the interaction strength of λ

• ΘD: Debye temperature

• |Φ0�: ground state of the system

• Ξ: grand partition function

• Ω: grand (thermodynamic) potential

• Ω0: grand potential of the noninteracting system

• β: inverse temperature 1/kBT

• γk: damping of the quasiparticle of wavevector k

• δ: Dirac delta function

• �: single-particle energy

• �F: Fermi energy

• �k: energy spectrum of the particle at the wavevector k

• �p: energy spectrum of the particle at the momentum p

• �0
k: energy spectrum of the noninteracting single-particle at wavevector k

• �c: correlation energy density

• �xc: exchange-correlation energy density

• ε ij: fractional error of the Landau theory as function of the ith and jth sites

• εR: fractional error of the Landau theory as function of R

• η: infinitesimal real positive convergence factor

• κ: generalized dielectric function

• λ: interaction control parameter

• μ: chemical potential

• μi: chemical potential of ith component

• μc: correlation energy potential

• μxc: exchange-correlation potential

• ψ: wavefunction
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• c.c.: complex conjutate

• d: dimensionality of the interaction

• d1: differential operator for x1, t1

• dw: propability of states represented in the phase volume

• fAB: generalized response function

• f (p, q): any physical quantity as a function of p and q

• f̄ : average of f (p, q)

• f (z): order parameter map

• g: spin degeneracy factor

• h: reduced external magnetic field (H − Hc)

• h̄: Planck’s constant

• i: index for the microstates

• k: wavevector

• kB: Boltzmann’s constant

• kF: norm of the Fermi wavevector

• k (t): solution of the equation of motion

• l: dislocation core axis vector

• m: mass of the particle
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• n: band index
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• q: norm of wavevector q
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• q: wavevector
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• u (x): vector displacement field at position x

• unk (k): Bloch function of band n and wavevector k at position x

• v: static potential

586 Thermodynamics – Interaction Studies – Solids, Liquids and Gases Towards the Authentic Ab Intio Thermodynamics 45

• vext: static external potential

• vn (k): nonvanishing velocity of a Bloch wavefunction of the band n and the wavevector
k

• x: base point of order parameter space R

• x: position

• ΔpΔq: small phase interval

• z: coordinate of the order parameter space R

• Γ: gamma function

• Γ̄: generic real-time Green’s function in Lehmann representation

• Π: generalized polarization

• Σ: self-energy

• Σλ: self-energy for the interaction strength of λ

• ΘD: Debye temperature

• |Φ0�: ground state of the system

• Ξ: grand partition function

• Ω: grand (thermodynamic) potential

• Ω0: grand potential of the noninteracting system

• β: inverse temperature 1/kBT

• γk: damping of the quasiparticle of wavevector k

• δ: Dirac delta function

• �: single-particle energy

• �F: Fermi energy

• �k: energy spectrum of the particle at the wavevector k

• �p: energy spectrum of the particle at the momentum p

• �0
k: energy spectrum of the noninteracting single-particle at wavevector k

• �c: correlation energy density

• �xc: exchange-correlation energy density

• ε ij: fractional error of the Landau theory as function of the ith and jth sites

• εR: fractional error of the Landau theory as function of R

• η: infinitesimal real positive convergence factor

• κ: generalized dielectric function

• λ: interaction control parameter

• μ: chemical potential

• μi: chemical potential of ith component

• μc: correlation energy potential

• μxc: exchange-correlation potential

• ψ: wavefunction

587Towards the Authentic Ab Intio Thermodynamics



46 Will-be-set-by-IN-TECH

• ψ̂α: field annihilation operator at the state α

• ψ̂†
α: field creation operator at the state α

• ψKS
i : ith Kohn-Sham orbital

• φn: nth eigenfunction of Ĥ

• ρ: statistical distribution function

• ρ̂: statistical distribution function operator of unperturbed system

• ρ̂�: statistical distribution function operator by perturbation

• θ: step function

• χT (H): isothermal magnetic susceptibility as function of H

• χμν: μ-direction magnetic susceptibility with respect to ν-direction external field

• χ∗: final state wavefunction

• σ: Stefan-Boltzmann constant

• τ: imaginary time; time difference (depending on context)

• πn (R, x): nth homotopy group of R at base point x

• ξ: correlation length

• ζ: index for microstates of the system; zeta function (depending on context)

• ω: frequency of a single-particle

• ωn: Matsubara frequency

•
[
Â, B̂

]
: Poisson bracket of operators Â and B̂

• 4 − �: near four dimension
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compounds. Experimental and calculation methods for determination of the properties rely 
mostly on the LLT-school.  
Freons are halogen derivatives of ethane and propane which possess a unique combination 
of the useful properties: high volatility, high enthalpy of vaporization, no combustibility, 
biological inertness, etc. Due to these properties, freons have found a wide application in 
many areas of science, technology, and medicine (Varushchenko et. al., 2007).  
Alkyl derivatives of adamantine, C10H16,  , are of an interest due to tendency to form 
plastic crystals. Bicyclical cis- and trans- isomers of decaline, C10H18,  , and hydrindane, 
C9H16, , have poor intermolecular interactions and also form plastic crystals. Their 
perfluoride counterparts exhibit high chemical stability, absolute biological inertness, and 
capacity for dissolving and transferring large amounts of gases, in particular, oxygen and 
carbon dioxide. Due to these properties, perfluorocarbons have found wide application in 
biology and medicine as effective gas-transferring media and artificial blood substitutes. A 
mixture of perfluorodecaline, C10F18, and perfluoro-N-(4-methylcyclohexyl)piperidine, 
C12F23N, forms of the “Ftorosan” blood substitute (Russia) (Ries, 1991). Bicyclical cis- and 
trans- isomers of decaline and hydrindane are of the interest in study of an interconnection 
between thermodynamic properties and the structure of the compounds when passing from 
perfluorocarbons to their hydrocarbon counterparts. 
Alkyl- and acyl- ferrocene derivatives [FD] are the sandwich-type organometallic 
compounds discovered in the 50th years of the XX century. Owing to favourable conjunction 
of the chemical and physical properties, namely low toxicity, high thermal stability, and 
volatility, some FD has found ever-increasing application in technology (electric materials, 
regulators of fuel combustion etc.) and medicine (anti-cancer and blood-creating drugs).  
This chapter is intended for researchers with an interest in measuring characteristics of the 
phase transitions and in determination of the equilibrium properties by experimental and 
theoretical methods. A number of relationships for practical use are represented with 
illustrative examples and necessary recommendations. The chapter contains main references 
to the literature used in reviewing and summarizing the numerous data on the properties of 
some functional organic compounds. 
Part 2 deals with the ebulliometric and transpiration methods for determination of the 
saturation vapor pressure in dependence on the temperature. Design of devices and 
experimental techniques and mathematical processing of the vapor pressures are given. A 
modified ebulliometer of an original construction was given for determination of the 
pT parameters in moderate (“atmospheric”) pressure region. The enthalpies of vaporization 
obtained by direct calorimetric method and those ones calculated from the vapor pressure 
are compared for justifying their reliability. An interconnection between the properties 
derived from the vapor pressure and some structural parameters of the substances are 
analyzed. 
Part 3 considers the low-temperature adiabatic calorimetry for measuring the heat capacity 
and studying the properties of the phase transitions. Experimental technique has been 
presented by modern completely automated adiabatic calorimeter used in LLT. 
Experimental determination and mathematical processing of the phase transitions were 
given including an X-ray analysis of crystal structure and the infrared and Raman 
spectroscopy for interpretation of the processes occurring during the solid-phase transitions. 
Main thermodynamic functions (changes of the entropy, enthalpy, and Gibb’s energy) in 
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condensed states were calculated on the basis of the heat capacities and the properties of the 
solid-to-solid transitions and fusion. 
Part 4 deals with 1) determination of the ideal gas thermodynamic functions by 
experimental and theoretical methods, 2) verification of the thermodynamic functions by 
comparing the absolute entropies calculated on the basis of the third thermodynamic law 
and by statistical thermodynamics, and 3) the methods of extending the saturated vapor 
pressure of the “atmospheric” range of pressure to entire region of liquids from the triple to 
the critical temperatures.  
Parts 5, 6, 7, and 8 present Conclusion, Acknowledgments, References, and Appendix, 
respectively.  

2. Temperature dependence of saturated vapor pressure 

The values of the vapor pressure of liquid substances are mostly determined by the static 
and dynamic (mainly ebulliometric) methods. A comparative ebulliometry is frequently 
employed due to its simpler technique and suitability for the series of determinations. The 
greatest number of saturated vapor pressure of organic compounds was obtained by this 
method in the moderate (“atmospheric”) range of pressure 2-3   ( , )p kPa 100-150. The 
highest accurate of vapor pressure is usually attained in this range that makes it possible to 
obtain reliable derivative values, in particular, the enthalpies of vaporization. Few pT data 
are available in the literature for the entire region of liquid phase because of methodical 
difficulties and high errors of determination at low (<1 kPa) and high (>200 kPa) pressures.  

2.1 Experimental and mathematical processing 
Fig. 1 presents a schematic view of a setup designed for determinations of the temperature 
dependence of saturation vapor pressure by comparative ebulliometry (Varouchtchenko & 
Droujinina, 1995).  
 

 
Fig. 1. The setup for determination of the pT parameters: DE, differential ebulliometer; MS, 
manometer system; (1) mercury-contact manometer; (2) electromagnetic valve; (3) roughing 
pump; (4) ballast reservoir; (5) traps 
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Fig. 1. The setup for determination of the pT parameters: DE, differential ebulliometer; MS, 
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Fig. 2. The differential ebulliometer: I, boiling section; II, rectification column; III, 
condensation section; IV, system of coolers for returning and collecting a condensate; (1, 1’) 
platinum resistance thermometers; (21, 21’) glass screens of thermometers; (22, 22’) silver 
radiation screens; (23, 23’) vacuum shells; (24, 24’) heat-insulating layer (asbestos); (25, 25’) 
shells for heating the thermometer parts extending from the ebulliometer; (3) boiler; (3’) U-
shaped liquid valve; (4) Cottrell pump; (5) spherical reservoir; (6 (13), 6’) differential 
Chromel-Alumel thermocouples; (7, 7’) droplet counters; (8, 8’) branches for outlet and inlet 
of liquid; (9) sensing element of platinum resistance thermometer; (10) platinum wires; (11) 
protective glass tube; (12) Pyrex-tungsten glass-molybdenum glass transition. 
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The setup consists of a differential ebulliometer used for measuring the boiling and 
condensation temperatures and manometer system operating in the manostat mode. The 
main part of MS system is a mercury-contact (tungsten) manometer that serves for 
automatic control and determination of the pressure inside the ebulliometer. Argon was 
introduced into the system to maintain the constant pressure equal to that of the saturation 
vapors of the substance under study. The temperature of the (liquid + vapor) equilibrium 
was measured at 20 fixed pressures controlled by manometer system.  
A schematic view of modified Swietoslawski –type ebulliometer is given in Fig. 2. The 
differential ebulliometer was used for determination of the temperature dependence of the 
vapor pressure by measuring the boiling, Tboil , or (rarely) condensation, Tcond , 
temperatures and for estimation of an ebulliometric degree of purity for the samples by the 
difference ( T Tboil cond ). The latter is below 0.005 K for the pure substances. The boiling 
and condensation sections and other parts of differential ebulliometer were made of “Pyrex” 
glass and were sealed together. The modification of the ebulliometer was directed for 
solving three basic problems: 1) increasing the thermometric sensitivity of a system used for 
temperature measurements of the (liquid – vapor) equilibrium; 2) decreasing a heat 
exchange of the temperature sensors with the surrounding, and 3) reducing the 
superheating of the boiling liquid, that leads to increasing the accuracy of the temperature 
measurements.  
For increasing the sensitivity of the thermometers, their protecting tubes were soldered in 
the boiling and condensation sections of the ebulliometer. Sensing elements of vibration – 
resistant thermometers (  100R ) consisted of a few platinum spirals wound around glass 
capillaries. The latter had coefficients of linear expiation close to that of platinum. 
Connecting wires (current and potential) of the thermometer were vacuum – tight sealed 
through the glass-molybdenum part of a passage (12, Fig. 2) of the protecting tube. The 
thermometers were graduated in Mendeleev’s Institute of Metrology (S. Petersburg) at the 
triple – point temperature of water (273.16 K) and melting temperatures of tin (505.118 K) 
and gallium (302.920 K). The summary error of graduation is   33 10 K . A special system of 
heat insulation of the thermometers was employed. It consisted of: glass screens washed by 
boiling liquid or by condensate (21 or 21’), respectively (Fig. 2); silver radiation screens; 
vacuum jackets (   31.3 10p Pa ); heat – insulating layers (asbestos), and electrically heated 
screens (25 and 25’) for upper parts of thermometers overhanging from ebulliometer. 
Application of such heat – insulating system made it possible to conduct precision 
temperature measurements without heating the main part of the ebulliometer. The error of 
temperature measurements caused by heat exchange of the thermometers with the 
surroundings, were estimated on the basis of heat – exchange laws to be   31 10 K . The 
superheating of the liquid was reduced by using several internal and two external boiler 
heaters which promoted to smooth boiling of the liquid. Performed modification of the 
ebulliometer allowed cutting down substantially the amount of liquid which was spent for 
heating the inner surfaces of instrument up to working temperature.  

Thus, the necessary volume of liquid was reduced several times: down to  35cm  when 

measuring only the boiling temperature and to  38cm when both boiling and condensation 
temperatures were measured. The use of the comparison method makes it possible to 
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reduce the pT parameters determination to the precision temperature measurements. The 
temperature was automatically measured by potentiometer method and the results were 
displayed on a personal computer [PC] screen with the aid of the AK-6.25 computer-
measurement system designed at All-Russia Research Institute of Physico-technical and 
Radio-technical Measurements [VNIIFTRI].  
An automatic maintenance of the constant pressure was attained by a mercury-contact 
manometer which was controlled by vacuum pump via an electromagnetic valve (Fig. 1). 
The pressure of argon fluctuated in the limits from ( 20 to 40 ) Pa. The boiling temperature 
was measured at the highest pressure in the cycle at the moment of mercury-to-tungsten 
contact. The manometer was thermostated at the temperature (300.00±0.02) K. The 
measurements of the boiling and condensation temperatures were conducted after attaining 
thermodynamic equilibrium in the ebulliometer. To be assured that the liquid under study 
had not decomposed, the boiling temperature at one of initial points of the pT curve was 
measured several times during the ebulliometric experiments. 
Errors of temperature ST and vapor pressure Sp measurements were calculated as: 

   
1/22 2S (t ) (S )T1 2ST T   

 d d d d 3
1/ 22 2 2 2S ( p / T) (t S ) ( p / T) (t S )p 1 T1 3 T       

where  1t ST  and  3t ST denote the instrumental errors of the temperature measurements 

(   35 10 K ) at the substance research and at graduation of the mercury-contact 

manometer; t is Student’s criterion;   33 102S KT denotes the error of graduation of the 

thermometer; and ( / )1dp dT and ( / )3dp dT are temperature coefficients of the pressure for 
standard and studied substances, respectively. The total uncertainty of temperature 

measurement was   36 10S KT . The error of graduation of the mercury-contact 

manometer by means of water and n-decane and the error of determination of the vapor 

pressure of the substance under study were equal to ( .)S gradp = (13 to 20) Pa and Sp = (20 

to 26) Pa, respectively.  
The accuracy of ebulliometric measurements was checked by determinations of the 
saturation vapor pressures of substances having significantly different boiling temperatures, 
namely benzene and undecane. The normal boiling temperatures of the standard substances 
obtained in this work agree within errors limits   0.01 K with precise values of reference 
(Boublik et al., 1984).  
Comparative ebulliometry was employed for determination a series of saturation vapor 
pressures in dependence on temperature for some freons; halogen - ethanes and –propanes; 
alkyladamantanes; cis- and trans- hydrindanes, cis- and trans- decalines, and their 
fluoridated counterparts. 
The mathematical processing of the observed boiling temperatures and vapor pressures 
were conducted by the semi -empirical equation: 
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where T  denotes the mean temperature and   ( ), ,1 2H Tm , and 3 are parameters. 
Equation (1) was derived by integration of the Clapeyron equation: 
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The treatment of the pT parameters was carried out by the least-squares method [LSM] 
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saturation vapor pressures is given in Appendix. A system of normal equations of LSM is a 
diagonal matrix relative to the orthogonal functions. The latter are mutually independent 
that allows to evaluate their uncertainties and those ones for the ln{ ( )p T /Pa} and 
 ( )H Tvap m  functions and, as a result, to choice of an adequate number of terms of relations 
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relations without a new treatment of pT data. Final equations for these functions are set out 
for compactness, as:  
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where A, B, C, and D are constants related to the parameters of equation (1) by linear 
correlations; { ( )}s H Tm  is the uncertainty of  Hvap m value  resulting from errors of ( ,p T ) 
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are evaluated by the law of random errors accumulation on the basis of dispersions of the 
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Because the coefficients of equations (4) and (5) are correlated, the numbers of digits in A, B, 
C, and D coefficients were selected so that the calculated p  values would not exceed the 
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and (5)) was evaluated by the Fisher criterion, F . If the inequality: 
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Compounds Purity,
mol. %

T  ( pT ), 
K 

n A -B -C D·103 Sp ,  

Pa 
Freons and halogen -ethanes and –propanes

CFCl2CFCl2 99.30 a 313–361 12 59.2013 5922.1 6.71105 3.3075 2.1 
CF2ClCFCl2 99.80 a 298-316 7 42.1123 4680.0 3.96897 - 19.0 
CF2ClCF2Cl 99.79 a 178 -277 10 320.3557 10029.4 55.11366 110.0486 34.5 
CF2BrCF2Br 99.50 c 298–320 8 43.4680 4732.1 4.17343 - 10.5 
CF2ClCHCl2 99.64 b 297–345 14 141.7579 7982.7 21.01696 25.5415 15.0 
CFCl2CHFCl 99.38 b 289–346 16 137.9719 7912.3 20.33885 24.3167 11.0 

CF3CHCl2 99.83 a 256–454 45 90.4773 5766.1 12.41706 13.8312 3.8 
CF2ClCHFCl 99.51 a 278-303 9 655.6005 20714.9 111.4046 177.9514 10.0 
CF3CHClBr 99.7 a 297-323 8 45.2236 4950.1 4.37789 - 5.6 

CF3CH2CH2Cl 99.90 a 297-315 8 47.6041 5040.0 4.71465 - 11.9 
CF3CH2CHCl2 99.30 c 302-341 12 133.0670 8026.1 19.24539 21.0475 13.9 
CF3CH2CCl3 99.59 a 321-364 12 243.2798 11578.6 38.06825 48.1087 20.3 

CF3CH2CFCl2 99.9 b 297-333 9 1415.3662 43459.2 241.45741 366.8286 36.8 
CHCl2CH3 99.9 b 294-330 11 135.6402 7511.9 20.10746 25.2571 10.1 

CH2ClCH2Cl 99.9 b 299-356 15 83.3156 6652.5 10.77546 9.2008 6.2 
CH2BrCH2Br 99.9 b 331-426 12 127.1428 8810.4 17.99911 18.0408 23.1 
CHCl2CH2Cl 99.9 b 316-384 11 90.36301 7530.3 11.71063 9.0204 7.1 

CHCl2CH2CH3 99.9 b 312-362 14 89.3533 6827.0 11.8439 10.8245 4.5 
CH2ClCHClCH3 99.9 b 303-368 15 98.1061 7219.8 13.2971 12.6285 14.4 
CH2ClCH2CH2Cl 99.8 b 330-393 14 140.9922 9134.9 20.33477 21.1678 5.1 

CH3CCl2CH3 99.72 a 295-341 12 176.6209 8828.3 27.13786 35.4801 11.6 
CH3CCl3 99.99 a 296-371 18 44.7407 5209.8 4.29370 - 8.0 
CH3CCl3 99.95 b 174-223 8 117.9294 4801.5 18.43752 34.8788 6.3 

Alkylderivatives of adamantane
1,3,5-TMA 99.98 a 385-482 16 130.7579 10220.9 18.22485 15.8278 10.0 
1,3-DMA 99.9 a 352-526 24 101.7980 9034.5 13.50183 10.5779 2.0 

1-EA 99.93 a 387-498 14 115.7566 10147.8 15.57166 11.9069 10.6 
Bicyclic hydrocarbons

cis-C9H16 99.99 a 351-442 18 118.1951 9158.1 16.27432 14.2522 9.2 
trans-C9H16 99.98 a 345-435 18 107.7679 8639.8 14.60163 12.5083 11.3 
cis-C10H18 99.87 a 373-470 19 129.3296 10107.8 17.94129 15.3346 7.5 

trans-C10H18 99.98 a 366-461 19 105.6064 9031.6 14.11863 11.3055 5.1 
Bicyclic perfluorocarbons

cis-C9F16 99.69 a 316–392 17 160.6582 9773.9 22.20257 21.4086 8.0 
trans-C9F16 99.40 a 314-389 17 153.5136 9444.2 21.06404 20.3262 6.0 
cis-C10F18 99.57 a 315-416 19 218.3225 12353.8 32.91383 34.7585 6.4 

trans-C10F18 99.46 a 313-414 18 195.0918 11539.7 29.04017 29.8875 10.9 
C5F10N-C6F10-CF3 99.66 a 374-461 18 210.0577 13500.8 30.83011 28.0834 5.0 

aAdiabatic calorimetric; b DSC. 

Table 1. Thermodynamic parameters of comparative ebulliometry for compounds studied: 
freons; halogen -ethanes and –propanes; 1,3-dimethyladamahtane [1,3-DMA], 1,3,5-
trimethyladamahtane [1,3,5-TMA] and 1-ethyladamahtane [1-EA]; perfluorobicyclo(4,3,0)-
nonanes [cis- and trans- C9F16], bicyclo(4,3,0)nonanes, [cis- and trans- C9H16], perfluoro-
bicyclo(4,4,0)decane, [cis- and trans- C10F18], bicyclo(4,4,0)decanes [cis- and trans- C10H18]; 
perfluoro-N-(4-methyl-cyclohexyl)piperidine [C5F10N-C6F10-CF3 ](Varushchenko et al., 2007; 
Boublik et al., 1984)  
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is satisfied, the parameter 3 (D) may be accepted as a reliable one. Here F  and (1, )0.05F f  
denote evaluated and tabulated values of the F -criterion, and f is a number of degrees of 
freedom. Comparing the criteria F and (1, )0.05F f according to (6) showed an adequate fit of 
the pT parameters. 
Table 1 summarizes the purity of the compounds determined by gas – liquid 
chromatography [g.l.c.] and adiabatic calorimetry, the temperature interval, T  ( pT ), and 
number, n, of pT -parameters, the coefficients of equations (4) and (5) and mean-square 
deviation [MSD] of calculated pcalc -values from experimental ones, p , 

     1 / 22{ ( ) /( 4)}S p p np calc  

2.2 The enthalpy of vaporization 
Experimental determinations of the enthalpies of vaporization were carried out by direct 
calorimetric methods and by indirect ones, on the basis of the temperature dependences of 
saturation vapor pressures. The first method is more precise but the second one is more 
often used because of it’s applicability for wider series of the substances.   
The enthalpies of vaporization of some compounds under study were determined at T = 
298.15 K by calorimetric method using a carrier gas (nitrogen) (Wadsö, 1966). The method is 
based on measuring the energy dissipated in calorimeter for compensation of the 
endothermic vaporization effect. The carrier gas was employed for hastening an evaporation 
process and, thus, for increasing an accuracy. A modified LKB 8721-3 setup consists of some 
commercial parts, namely calorimetric vessel with an air brass jacket and a carrier gas 
system and three missing parts designed in (Varushchenko et. al., 1977): precise water 
thermostat, electrical scheme, and an air thermostat. The latter replaced a thermostated 
room that was provided for operating by this method. The calorimeter is intended for the 
substances with vapor pressures from 0.066 kPa to 26.6 kPa at 298 K (or normal boiling 
temperatures from (335 to 470) K). A mass (0.5 to 1.0) g of substance was required for a 
series from 6 to 8 experiments.  
The calorimetric experiment was conducted at an adiabatic and, at the same time, at 
isothermal conditions. The temperature of the calorimetric vessel measured by a thermistor 
was maintained constant and equal to that of the thermostat (298.15±0.02) K. Electrical 
energy used for compensation of the energy of vaporization (20 to 40) J was measured by a 
potentiometer method with accuracy 0.01 per cent. The mass, m, of a substance evaporated 
(0.07 to 0.3) g was determined to   41 10 g as the difference between masses of calorimetric 
vessel before and after an experiment. As the calorimeter was non-hermetic, the main error 
in mass determination arose from a loss of substance in weighing the vessel due to 
connecting and disconnecting it with the calorimetric system. All preliminary procedures 
such as filling the vessel with liquid, weighing it, and placing into its air jacket were made 
inside an air thermostat at  298T  K. In so doing, we reduced a loss of the substance from 
the vessel and the temperature over fall of the latter.  
The value of  Hvap was corrected for a small quantity of energy absorbed during the 
passage of nitrogen through the calorimeter under low pressure. The calorimeter was tested 
by measuring the enthalpies of vaporization of n-alkanes from C6 to C10. Obtained values of 
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 Hvap at  298.15T K agree with well established literature values (Majer & Svoboda, 
1985) within (0.2 to 0.5) per cent. 
A main method of determination of the enthalpies of vaporization is until now an indirect 
one based on the temperature dependence of the vapor pressure. This is caused by a less 
complicated technique for precise vapor pressure determinations than direct calorimetric 
measurements of  Hvap m . The best-accuracy estimations of  Hvap m values are attained 
for a moderate range of vapor pressure (5 to 150) kPa. The literature data on the enthalpies 
of vaporization obtained by indirect method are usually published without uncertainties, 
that can be explained by fitting the pT -parameters with ln( ) ( )p f T equations, coefficients 
of which were correlated. An accuracy determination of the enthalpies of vaporization in 
indirect method is given in Appendix. The  Hvap m values obtained by indirect method 
were computed by equation (5) using the Z difference which took into account the vapor 
deviation from ideality and volume changes of both phases. The Z values were calculated 
from formula: 

     { /( )} { ( ) ( )}.Z p R T V g V liqm m                          (7) 

The molar volume ( )V liqm of liquid was evaluated on the basis of density; an adequate 
value for the volume of vapor, ( )V gm , was calculated from the volume-explicit virial 
expansion truncated after the second virial coefficient Bv . The values of Bv were evaluated 
on the basis of critical quantities (part 4.2) by the Tsonopolous extension of Pitzer and Curl’s 
method (Poling et al., 2001). Comparing two series of Z values estimated from 
experimental and calculated values of ( )V gm of hydrocarbons enable us to accept the errors 
of Z evaluation ≤ 1 per cent.  
Freons and halogenalkanes. Table 2 presents the normal boiling temperatures, . .Tn b , and 
the enthalpies of vaporization at  298.15T  K and . .Tn b for freons and hologenalkanes, 
calculated from equation (4) and (5), respectively and calorimetric  Hvap m  values.   
The enthalpies of vaporization obtained both by direct and indirect methods at the 
saturated vapor pressure, were recalculated to the standard values by means of correction 

     ( ) { ( / ) }.H p T dB dT Bm v v  The reliability of the calculated  Hvap m  values were 
proved by their agreement with the calorimetric ones within the error limits (Table 2). 
Due to smaller extrapolation intervals, the errors of the enthalpies of vaporization at the 
normal boiling temperatures are less than  (298.15 )H Kvap m values.  Extrapolation 
capabilities of equations (3) and (5) were verified by comparison of calculated  Hvap m  
values at  298.15T K with experimental ones for some well studied alkanes and 
alkanethiols (Boublik et al., 1984). It has been shown that these equations allowed us to 
estimate the  Hvap m values with uncertainties  2 per cent in extrapolation intervals 
  50T K.  
Mutual congruence of some thermodynamic properties in set of related compounds (Table 
2) can be drawn from comparison of these properties in dependence on some physico-
chemical characteristics having influence upon intermolecular interactions in liquid state. 
Fig. 3 represent critical temperatures, Tc , normal boiling temperatures, . .Tn b , and enthalpies 
of vaporization,  (298.15 )H Kvap m , for freons and chloroalkanes C2, C3 depending on the 
dipole moments, ( )liq , and coefficients of molecular packing, Km , in the liquids. The  
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Compounds . .Tn b  

K 

 0 (298.15 )H Kvap m
(calor) 

kJmol-1 

 0 (298.15 )H Kvap m

 (р-Т) 
kJmol-1 

 0 ( ). .H Tvap m n b
 (р-Т) 

kJmol-1 

Freons and halogen -ethanes and –propanes 

CFCl2CFCl2 R-112 366.00±0.01 - 34.98±0.39 31.26±0.33 

CF2ClCFCl2 R-113 320.76±0.01 28.61±0.09 28.71±0.41 27.21±0.44 

CF2ClCF2Cl R-114 276.65 - - 24.9±±1.1 

CF2BrCF2Br R-114b2 320.36±0.01 28.61±0.09 28.63±0.34 27.11±0.32 

CF2ClCHCl2 R-122 345.01±0.01 32.91±0.09 32.84±0.40 29.84±0.36 

CFCl2CHFCl R-122a 346.34±0.01 33.10±0.06 33.04±0.36 29.95±0.35 

CF3CHCl2 R-123 300.981±0.008 - 26.35±0.33 26.14±0.34 

CF2ClCHFCl R-123a 303.02±0.01 - 26.82±0.28 26.45±0.32 

CF3CHClBr R-123b1 323.41±0.01 29.80±0.09 30.01±0.33 28.36±0.31 

CF3CH2CH2Cl R-253fa 318.84±0.01 - 29.86±0.39 28.39±0.40 

CF3CH2CHCl2 R-243 345.47±0.01 34.05±0.04 34.40±0.57 31.14±0.47 

CF3CH2CCl3 R-233 368.28±0.01 36.76±0.08 37.4±1.4 32.62±0.57 

CF3CH2CFCl2 R-234fb 333.74±0.01 - 33.59±0.65 29.80±0.62 

CHCl2CH3 1,1-DClE 330.35±0.01 30.62±0.14 31.12±0.34 29.24±0.35 

CH2ClCH2Cl 1,2-DClE 356.61±0.01 32.15±0.01 35.36±0.39 32.18±0.35 

CH2BrCH2Br 1,2-DBrE 404.55±0.01 41.73±0.02 41.97±0.95 36.23±0.51 

CHCl2CH2Cl 1,1,2-TClE 386.98±0.01 40.28±0.10 40.23±0.56 35.09±0.42 

CH3CCl3 1,1,1-TClE 347.21±0.01 32.62±0.09 32.58±0.35 29.89±0.34 

CHCl2CH2CH3 1,1-DClP 361.53±0.01 35.10±0.11 35.34±0.45 31.85±0.35 

CH2ClCHClCH3 1,2-DClP 369.50±0.01 36.20±0.08 36.37±0.49 32.45±0.41 

CH2ClCH2CH2Cl 1,3-DClP 393.95±0.01 40.75±0.04 41.18±0.55 35.56±0.38 

CH3CCl2CH3 2,2-DClP 342.67±0.01 - 32.22±0.38 29.66±0.37 

CH3CFl3 R-143a 225.85±0.01 - - 19.40±0.24 

Table 2. Normal boiling temperatures, . .Tn b , molar enthalpies of vaporization, 

 (298.15 )H Kvap m , measured calorimetrically and calculated from pT data at  298.15T K 

and . .Tn b for some freons and halogen-alkanes (Varushchenko et al., 2007; Majer & Svoboda, 

1985; Boublik et al., 1984)  
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 Hvap at  298.15T K agree with well established literature values (Majer & Svoboda, 
1985) within (0.2 to 0.5) per cent. 
A main method of determination of the enthalpies of vaporization is until now an indirect 
one based on the temperature dependence of the vapor pressure. This is caused by a less 
complicated technique for precise vapor pressure determinations than direct calorimetric 
measurements of  Hvap m . The best-accuracy estimations of  Hvap m values are attained 
for a moderate range of vapor pressure (5 to 150) kPa. The literature data on the enthalpies 
of vaporization obtained by indirect method are usually published without uncertainties, 
that can be explained by fitting the pT -parameters with ln( ) ( )p f T equations, coefficients 
of which were correlated. An accuracy determination of the enthalpies of vaporization in 
indirect method is given in Appendix. The  Hvap m values obtained by indirect method 
were computed by equation (5) using the Z difference which took into account the vapor 
deviation from ideality and volume changes of both phases. The Z values were calculated 
from formula: 

     { /( )} { ( ) ( )}.Z p R T V g V liqm m                          (7) 

The molar volume ( )V liqm of liquid was evaluated on the basis of density; an adequate 
value for the volume of vapor, ( )V gm , was calculated from the volume-explicit virial 
expansion truncated after the second virial coefficient Bv . The values of Bv were evaluated 
on the basis of critical quantities (part 4.2) by the Tsonopolous extension of Pitzer and Curl’s 
method (Poling et al., 2001). Comparing two series of Z values estimated from 
experimental and calculated values of ( )V gm of hydrocarbons enable us to accept the errors 
of Z evaluation ≤ 1 per cent.  
Freons and halogenalkanes. Table 2 presents the normal boiling temperatures, . .Tn b , and 
the enthalpies of vaporization at  298.15T  K and . .Tn b for freons and hologenalkanes, 
calculated from equation (4) and (5), respectively and calorimetric  Hvap m  values.   
The enthalpies of vaporization obtained both by direct and indirect methods at the 
saturated vapor pressure, were recalculated to the standard values by means of correction 

     ( ) { ( / ) }.H p T dB dT Bm v v  The reliability of the calculated  Hvap m  values were 
proved by their agreement with the calorimetric ones within the error limits (Table 2). 
Due to smaller extrapolation intervals, the errors of the enthalpies of vaporization at the 
normal boiling temperatures are less than  (298.15 )H Kvap m values.  Extrapolation 
capabilities of equations (3) and (5) were verified by comparison of calculated  Hvap m  
values at  298.15T K with experimental ones for some well studied alkanes and 
alkanethiols (Boublik et al., 1984). It has been shown that these equations allowed us to 
estimate the  Hvap m values with uncertainties  2 per cent in extrapolation intervals 
  50T K.  
Mutual congruence of some thermodynamic properties in set of related compounds (Table 
2) can be drawn from comparison of these properties in dependence on some physico-
chemical characteristics having influence upon intermolecular interactions in liquid state. 
Fig. 3 represent critical temperatures, Tc , normal boiling temperatures, . .Tn b , and enthalpies 
of vaporization,  (298.15 )H Kvap m , for freons and chloroalkanes C2, C3 depending on the 
dipole moments, ( )liq , and coefficients of molecular packing, Km , in the liquids. The  
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Compounds . .Tn b  

K 

 0 (298.15 )H Kvap m
(calor) 

kJmol-1 

 0 (298.15 )H Kvap m

 (р-Т) 
kJmol-1 

 0 ( ). .H Tvap m n b
 (р-Т) 

kJmol-1 

Freons and halogen -ethanes and –propanes 

CFCl2CFCl2 R-112 366.00±0.01 - 34.98±0.39 31.26±0.33 

CF2ClCFCl2 R-113 320.76±0.01 28.61±0.09 28.71±0.41 27.21±0.44 

CF2ClCF2Cl R-114 276.65 - - 24.9±±1.1 

CF2BrCF2Br R-114b2 320.36±0.01 28.61±0.09 28.63±0.34 27.11±0.32 

CF2ClCHCl2 R-122 345.01±0.01 32.91±0.09 32.84±0.40 29.84±0.36 

CFCl2CHFCl R-122a 346.34±0.01 33.10±0.06 33.04±0.36 29.95±0.35 

CF3CHCl2 R-123 300.981±0.008 - 26.35±0.33 26.14±0.34 

CF2ClCHFCl R-123a 303.02±0.01 - 26.82±0.28 26.45±0.32 

CF3CHClBr R-123b1 323.41±0.01 29.80±0.09 30.01±0.33 28.36±0.31 

CF3CH2CH2Cl R-253fa 318.84±0.01 - 29.86±0.39 28.39±0.40 

CF3CH2CHCl2 R-243 345.47±0.01 34.05±0.04 34.40±0.57 31.14±0.47 

CF3CH2CCl3 R-233 368.28±0.01 36.76±0.08 37.4±1.4 32.62±0.57 

CF3CH2CFCl2 R-234fb 333.74±0.01 - 33.59±0.65 29.80±0.62 

CHCl2CH3 1,1-DClE 330.35±0.01 30.62±0.14 31.12±0.34 29.24±0.35 

CH2ClCH2Cl 1,2-DClE 356.61±0.01 32.15±0.01 35.36±0.39 32.18±0.35 

CH2BrCH2Br 1,2-DBrE 404.55±0.01 41.73±0.02 41.97±0.95 36.23±0.51 

CHCl2CH2Cl 1,1,2-TClE 386.98±0.01 40.28±0.10 40.23±0.56 35.09±0.42 

CH3CCl3 1,1,1-TClE 347.21±0.01 32.62±0.09 32.58±0.35 29.89±0.34 

CHCl2CH2CH3 1,1-DClP 361.53±0.01 35.10±0.11 35.34±0.45 31.85±0.35 

CH2ClCHClCH3 1,2-DClP 369.50±0.01 36.20±0.08 36.37±0.49 32.45±0.41 

CH2ClCH2CH2Cl 1,3-DClP 393.95±0.01 40.75±0.04 41.18±0.55 35.56±0.38 

CH3CCl2CH3 2,2-DClP 342.67±0.01 - 32.22±0.38 29.66±0.37 

CH3CFl3 R-143a 225.85±0.01 - - 19.40±0.24 

Table 2. Normal boiling temperatures, . .Tn b , molar enthalpies of vaporization, 

 (298.15 )H Kvap m , measured calorimetrically and calculated from pT data at  298.15T K 

and . .Tn b for some freons and halogen-alkanes (Varushchenko et al., 2007; Majer & Svoboda, 

1985; Boublik et al., 1984)  
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Fig. 3. Variations of thermodynamic properties Tc , . .Tn b and  (298.15 )H Kvap m  in 

dependence on the dipole moments, ( )liq , and coefficients of molecular packing, Km , in 

series of liquid halogenated ethanes (a): CF3CHCl2 [1], CF2ClCHFCl [2], CF2ClCFCl2 [3], 
CH3CHCl2 [4], CH2ClCH2Cl [5], CHCl2CH2Cl [6]; and propanes (b): CF3CH2CF2Cl [1], 
CF3CH2CFCl2 [2], CF3CH2CCl3 [3], CF3CH2CHCl2 [4], CF3CH2CH2Cl [5] 

coefficients Km were calculated by analogy with (Varushchenko et al., 2007). In spite of the 
large atomic weight of fluorine in comparison with hydrogen, thermodynamic values of 
compounds decrease when hydrogen is substituted for fluorine that can be explained by 
decreasing of the ( )liq  and Km  parameters. Minimum Tc , . .Tn b , and  (298.15 )H Kvap m  
values are inherent to completely halogenated 1,1,1-trifluoro-2,2-dichloroethane, which has 
the lowest values of dipole moment and Km coefficient. Maximum values of corresponding 
properties are observed for the most polar compounds, 1,1,2,-trichloroetane, the gauche 
conformer of which is stabilized by the dipole interaction in the liquid phase.  
Analysis of the data shown in Fig. 3 allows to conclude that the values of critical and normal 
boiling temperatures and enthalpy of vaporization vary in a series of compounds according 
to the combined action of the parameters responsible for intermolecular interactions and 
short range order of the liquid phase, thus proving the mutual consistency of the 
thermodynamic data in the series of halogenated ethane and propane. 
Cyclic perfluorocarbons and hydrocarbons. A thermodynamic study of perfluorated cyclic 
organic compounds has scientific and practical importance. Perfluorocarbons [PFC] have 
high chemical and thermal stability, absolute biological inertness, and weak intermolecular 
interactions [IMI]. The combination of these properties can be assigned to high C-F bond 
strength and the shielding effect of fluorine atoms towards the carbon framework. The 
weakness of IMI is responsible for the ability of PFC to dissolve and transfer considerable 
amounts of gases, in particular, oxygen and carbon dioxide. On account of these properties, 
PFC have found wide application in biology and medicine as efficient gas-transfer media 
(blood substitutes).  
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Compounds 
. .Tn b  

 
K 

 0 (298.15 )H Kvap m  

(calor), 
kJmol-1 

 0 (298.15 )H Kvap m
(р-Т), 

kJmol-1 

 0 ( ). .H Tvap m n b
(р-Т), 

kJmol-1 

( )2   
(298.15), 

cm3/100 ml 
Bicyclic perfluorocarbons 

cis-C9F16 391.52±0.01 41.98±0.14  41.95±0.52 34.43±0.37 44.91 
trans-C9F16 389.02±0.01 41.34±0.05  41.22±0.51 34.11±0.36 46.11 
cis-C10F18 416.96±0.01 46.19±0.12  46.79±0.62 36.57±0.43 40.30 

trans-C10F18 414.70±0.01 45.40±0.08  46.02±0.60 36.26±0.43 41.10 
C5F10N-C6F10-

CF3 
460.74±0.01 56.56±0.24 56.58±0.88 40.68±0.44 34.30 

Bicyclic hydrocarbons 
cis-C9H16 a 440.99±0.01 - 46.34±0.82 38.01±0.44 25.22 

trans-C9H16 a 434.22±0.01 - 44.88±0.78 37.21±0.43 28.84 
cis-C10H18 a 468.93±0.01 - 50.90±0.94 40.46±0.45 21.25 

trans-C10H18 a 460.43±0.01 - 48.45±0.78 39.29±0.43 25.05 
Alkylderivatives of adamantane 

1,3,5-TMA 483.31±0.01 51.74±0.20  51.50±0.52 40.52±0.50 - 
1,3-DMA a  476.441 49.71±0.20  49.47±0.54 39.71±0.41 - 

1-EA 498.86±0.01 54.96±0.28  54.6±1.3 42.56±0.51 - 
a . .Tn b and  (298.15 )H Kvap m values were calculated from literature data of (Boublik et. al., 1984). 

Table 3. Normal boiling temperatures, . .Tn b , molar enthalpies of vaporization, 

 (298.15 )H Kvap m , obtained by direct and indirect methods, and oxygen capacities, 

( )2  (298.15K), for bicyclic hydrocarbons, perfluorocarbons, and derivatives of 
adamantine 

The saturated vapor pressure of bicyclic PFC at temperature (310 K) of the human 

body, 310ps , is one of the key properties of the blood substitute, which ranges from 0.16 to 
2.66 kPa. A stability of an aqueous emulsion of fluorocarbon and its delivery rate from the 

body depends on 310ps value. Medicine employs bicyclic perfluorocarbon composition with 
high and low vapor pressures. Perfluoro-N-(4-methylcyclohexyl)piperidine, C5F10N-C6F10-

CF3, having the low value of 310ps =0.157 kPa, is a component of “Ftorosan” (Russia) blood 
substitute in mixture with cis- and trans- perfluorodecalines, which  have higher (1.54 and 

1.72) kPa values of 310ps , respectively. Another key property of the blood substitutes is an 
oxygen capacity, ( )2  (cm3/100 ml), which is defined as a volume of oxygen, dissolved in 

100 ml of the liquid. The ( )2  values were evaluated on the basis of the enthalpies of 

vaporization by empirical method developed within a theory of regular solutions (Lawson 
et al., 1978). 
Table 3 presents derived thermodynamic values of cyclic compounds. The values of the 
normal boiling temperatures and the enthalpies of vaporization of cis-isomers are more than 
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Fig. 3. Variations of thermodynamic properties Tc , . .Tn b and  (298.15 )H Kvap m  in 

dependence on the dipole moments, ( )liq , and coefficients of molecular packing, Km , in 

series of liquid halogenated ethanes (a): CF3CHCl2 [1], CF2ClCHFCl [2], CF2ClCFCl2 [3], 
CH3CHCl2 [4], CH2ClCH2Cl [5], CHCl2CH2Cl [6]; and propanes (b): CF3CH2CF2Cl [1], 
CF3CH2CFCl2 [2], CF3CH2CCl3 [3], CF3CH2CHCl2 [4], CF3CH2CH2Cl [5] 

coefficients Km were calculated by analogy with (Varushchenko et al., 2007). In spite of the 
large atomic weight of fluorine in comparison with hydrogen, thermodynamic values of 
compounds decrease when hydrogen is substituted for fluorine that can be explained by 
decreasing of the ( )liq  and Km  parameters. Minimum Tc , . .Tn b , and  (298.15 )H Kvap m  
values are inherent to completely halogenated 1,1,1-trifluoro-2,2-dichloroethane, which has 
the lowest values of dipole moment and Km coefficient. Maximum values of corresponding 
properties are observed for the most polar compounds, 1,1,2,-trichloroetane, the gauche 
conformer of which is stabilized by the dipole interaction in the liquid phase.  
Analysis of the data shown in Fig. 3 allows to conclude that the values of critical and normal 
boiling temperatures and enthalpy of vaporization vary in a series of compounds according 
to the combined action of the parameters responsible for intermolecular interactions and 
short range order of the liquid phase, thus proving the mutual consistency of the 
thermodynamic data in the series of halogenated ethane and propane. 
Cyclic perfluorocarbons and hydrocarbons. A thermodynamic study of perfluorated cyclic 
organic compounds has scientific and practical importance. Perfluorocarbons [PFC] have 
high chemical and thermal stability, absolute biological inertness, and weak intermolecular 
interactions [IMI]. The combination of these properties can be assigned to high C-F bond 
strength and the shielding effect of fluorine atoms towards the carbon framework. The 
weakness of IMI is responsible for the ability of PFC to dissolve and transfer considerable 
amounts of gases, in particular, oxygen and carbon dioxide. On account of these properties, 
PFC have found wide application in biology and medicine as efficient gas-transfer media 
(blood substitutes).  
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Compounds 
. .Tn b  

 
K 

 0 (298.15 )H Kvap m  

(calor), 
kJmol-1 

 0 (298.15 )H Kvap m
(р-Т), 

kJmol-1 

 0 ( ). .H Tvap m n b
(р-Т), 

kJmol-1 

( )2   
(298.15), 

cm3/100 ml 
Bicyclic perfluorocarbons 

cis-C9F16 391.52±0.01 41.98±0.14  41.95±0.52 34.43±0.37 44.91 
trans-C9F16 389.02±0.01 41.34±0.05  41.22±0.51 34.11±0.36 46.11 
cis-C10F18 416.96±0.01 46.19±0.12  46.79±0.62 36.57±0.43 40.30 

trans-C10F18 414.70±0.01 45.40±0.08  46.02±0.60 36.26±0.43 41.10 
C5F10N-C6F10-

CF3 
460.74±0.01 56.56±0.24 56.58±0.88 40.68±0.44 34.30 

Bicyclic hydrocarbons 
cis-C9H16 a 440.99±0.01 - 46.34±0.82 38.01±0.44 25.22 

trans-C9H16 a 434.22±0.01 - 44.88±0.78 37.21±0.43 28.84 
cis-C10H18 a 468.93±0.01 - 50.90±0.94 40.46±0.45 21.25 

trans-C10H18 a 460.43±0.01 - 48.45±0.78 39.29±0.43 25.05 
Alkylderivatives of adamantane 

1,3,5-TMA 483.31±0.01 51.74±0.20  51.50±0.52 40.52±0.50 - 
1,3-DMA a  476.441 49.71±0.20  49.47±0.54 39.71±0.41 - 

1-EA 498.86±0.01 54.96±0.28  54.6±1.3 42.56±0.51 - 
a . .Tn b and  (298.15 )H Kvap m values were calculated from literature data of (Boublik et. al., 1984). 

Table 3. Normal boiling temperatures, . .Tn b , molar enthalpies of vaporization, 

 (298.15 )H Kvap m , obtained by direct and indirect methods, and oxygen capacities, 

( )2  (298.15K), for bicyclic hydrocarbons, perfluorocarbons, and derivatives of 
adamantine 

The saturated vapor pressure of bicyclic PFC at temperature (310 K) of the human 

body, 310ps , is one of the key properties of the blood substitute, which ranges from 0.16 to 
2.66 kPa. A stability of an aqueous emulsion of fluorocarbon and its delivery rate from the 

body depends on 310ps value. Medicine employs bicyclic perfluorocarbon composition with 
high and low vapor pressures. Perfluoro-N-(4-methylcyclohexyl)piperidine, C5F10N-C6F10-

CF3, having the low value of 310ps =0.157 kPa, is a component of “Ftorosan” (Russia) blood 
substitute in mixture with cis- and trans- perfluorodecalines, which  have higher (1.54 and 

1.72) kPa values of 310ps , respectively. Another key property of the blood substitutes is an 
oxygen capacity, ( )2  (cm3/100 ml), which is defined as a volume of oxygen, dissolved in 

100 ml of the liquid. The ( )2  values were evaluated on the basis of the enthalpies of 

vaporization by empirical method developed within a theory of regular solutions (Lawson 
et al., 1978). 
Table 3 presents derived thermodynamic values of cyclic compounds. The values of the 
normal boiling temperatures and the enthalpies of vaporization of cis-isomers are more than 
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those of trans-isomers in the series of perfluorobicyclo-nonanes and –decanes and their 
hydrocarbons analogues. Despite the more molecular mass, the normal boiling temperatures 

. .Tn b and the  Hvap m values of the perfluorocarbons are less than those of the 

hydrocarbons. On the contrary, the oxygen capacities are two times more in the series of 
perfluorocarbons which can be explanted by more poor  intermolecular interactions of PFC. 
Fig. 4 presents the critical temperatures, enthalpies of vaporization, and oxygen capacities, 

( )2   , for cis- and trans- perfluorobicyclo(4,3,0)nonanes (1 and 2), for components of 
Ftorosan blood substitute (Ries, 1991), namely perfluorobicyclo(4,4,0)-decanes (3 and 4), 
perfluoro-N-(4-methylcyclohexyl)piperidine (5), and for some of their hydrocarbon 
analogues (6-9), respectively.  
Due to smaller energies of intermolecular interactions, the critical temperatures and 
enthalpies of vaporization of perfluorocarbons are less, but oxygen capacities are more, than 
appropriate properties of appropriate hydrocarbons. 
 

 
Fig. 4. Critical temperatures, Tc , enthalpies of vaporization,  (298.15 )H Kvap m , and oxygen 

capacities, ( )(298.15 )2 K   , for perfluorinated compounds 1-5   and their 

hydrocarbon analogues 6-9  

Despite the more molecular mass, the normal boiling temperatures and enthalpies of 
vaporization of perfluorocarbons are less than those of appropriate hydrocarbon. This can 
be explained less coefficients of molecular packing, Km , and therefore by more 
intermolecular distances, and as a consequence less intermolecular interactions of 
perfluorocarbons in comparison with their hydrogen – containing counterparts.  

2.3 The vapor pressure and enthalpies of vaporization of the hard-volatile compounds 
The saturation vapor pressures of the solid and liquid substances having p < 1 kPa were 
determined by a dynamic method of evaporating the sample in a stream of the carrier inert 
gas. In calculation of the enthalpy of vaporization, the volume of vapor is well described by 
the ideal gas law and the volume of liquid can be easily neglected without introducing 
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essential error into the  Hvap m  value. But the /dP dT or ln( ) /d p dT derivatives are 
determined not enough reliably because the saturation vapor pressure is a weak function of 
the temperature. Thus, an accuracy of determination of the enthalpy of vaporization is 
restricted for the compounds with low vapor pressures at about 298 K temperature.  
The temperature dependences of the vapor pressures for the ferrocene derivatives [FD] were 
determined by a transpiration method elaborated and fully described by Verevkin S.P. and 
coathers (Emel’yanenko et al., 2007). Here, only the main features of the method are given. 
The determination of the vapor pressure is based on the measurements of the mass of 
substance transpired in the stream of carrier gas (nitrogen) and the volume of the gas 
flowing. The vapor pressure of the substances was obtained by Dalton law for partial vapor 
pressures of the ideal gas mixture. A sample of the substance (~0.5 g) was placed into the U-
tube, temperature of which was controlled with accuracy ±0.1 K. A nitrogen flow, controlled 
by a precision Hoke valve and measured with a bubble gauge, was passed through the tube. 
The transferred substance was condensed in a cooled trap and was analyzed 
chromatographically using the external standard (hydrocarbons). The rate of the nitrogen 
flow was adjusted to ensure that the condensed and vapor phases were in stable 
equilibrium. The saturation vapor pressure psat  was calculated by the formula: 

  /p mRT VMsat                 (8) 

where V = V(N2) + V(DF); R = 8.314472; m and M are the mass of the sample under study 
and molecular weight of FD, respectively; V(N2) and V(FD) are the nitrogen and FD 
volumes, respectively, V(N2) > V(FD); and T is the U-tube temperature. The V(N2) value was 
determined from the flow rate and the measurement time.  
The pT parameters of the solid FD were measured in the pressure and temperature 
intervals from (0.01/0.11 to 0.44/4.9) Pa and from (311/342 to 341/379) K, respectively. 
Appropriate pressure and temperature intervals for the liquid FD were from (0.3/1.87 to 
7.88/130) Pa and from (298/384 to 358/430) K, respectively. The vapor pressures of FD were 
approximated by equation: 

      ln( ) / ln( / ),R p a b T C T Tp m st                             (9) 

where a and b are coefficients,   ( ) ( / ), , ,C C g C cr liqp m p m p m is the difference between the 
heat capacities of the vapor and condensed phases, and Tst  = 298.15 K is the standard 
temperature (arbitrarily chosen). Equation (9) was deduced by integration of the correlation  
      [( ln( )) / (1 / )] ( ),,R d p d T H C T Tvap p m stm T  (Kulikov et al., 2001). The latter was 
obtained on the basis of Clausius-Clapeyron equation   [( ln( )) / (1 / )]R d p d T Hvap m  in 
approximation of    /g V R T pmliq and derivative   ( ) / ,d H dT Cvap m p m  by assuming 
that  ,

g Cp mliq value is independent on the temperature in the pT interval under study. The 
enthalpy of vaporization was calculated by the formula: 

       ( ) ,H H b C Tvap m m p msub                           (10) 

obtained by differentiation  of equation (9) with respect to 1/T. The ideal gas heat capacities 
of the ferrocene derivatives [FD] were obtained by additive Chickos and Acree method 
(Chikos & Acree Jr., 2003) that is defined as “an atom together with all of its ligands”.   
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Fig. 4. Critical temperatures, Tc , enthalpies of vaporization,  (298.15 )H Kvap m , and oxygen 
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hydrocarbon analogues 6-9  

Despite the more molecular mass, the normal boiling temperatures and enthalpies of 
vaporization of perfluorocarbons are less than those of appropriate hydrocarbon. This can 
be explained less coefficients of molecular packing, Km , and therefore by more 
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essential error into the  Hvap m  value. But the /dP dT or ln( ) /d p dT derivatives are 
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Table 4 lists the purity of ferrocene derivatives determined by adiabatic calorimetry (part 
3.2), coefficients a and b of equations (9) and (10), and enthalpies and entropies of 
vaporization and sublimation of FD at T = 298.15 K. 
 

 
Comp
ounds 

 
Purity, 
mol. % 

 
a  

 
b  

)(To
mHvap

 

)(To
mHsub

 

)(To
mSvap

 

)(To
mSsub

 
kJ·mol-1 J·K-1·mol-1 

FM 97.56 a; 
99.0 b 

339.7 111826.0  102.8±2.0  344.8±6.4 
359.5 115237.0 86.97±1.7  291.7±5.7  

BF 99.47 a; 
99.7b 

359.9 121314.1  109.3±2.0  366.6±6.0 
373.9 124422.2 90.64±1.8  304.0±5.8  

BOF 99.6 b 364.8 133682.1  119.9±2.4  402.1±6.3 
382.9 133533.0 98.2±2.0  329.4±5.2  

POF 99.24 a; 
99.0 b 

353.7 112812.1 80.8±1.6 99.1±2.8 c 271.0±5.0 332.4±6.0 

n-PF 98.93 a; 
99.0 b 

320.5 95312.0 69.2±1.4  232.1±4.7  

i-BF 99.41 a; 
99.0 b 

326.6 98138.8 70.7±1.5  237.1±4.9  

a Adiabatic calorimetry; b DSC;  c the value calculated on the basis of correlation 
    H H Hm vap m msub fus . 

Table 4. The purity, coefficients of equations (9) and (10), enthalpies and entropies of 
vaporization,  ( )oH Tvap m and  ( )oS Tvap m , and sublimation,  ( )oH Tmsub and   ( )oS Tmsub of 

ferrocenylmethanol [FM], benzylferrocene [BF], benzoylferrocene [BOF], propionylferrocene [POF],  n-
propylferrocene  [n-PF],  iso-butylferrocene [i-BF] at T = 298.15 K 

For testing the uncertainties of transpiration method in applying to FD, a compilation of the 
literature data on the enthalpy of sublimation of ferrocene were carried in reference 
(Emel’yanenko et al., 2007). A series of 21  (298.15 )oH Kmsub  values ranged from (70.3±1.0 to 
76.78±0.85) kJ·mol-1   was obtained, the most part of the data being focused in the range 
between (72 and 74) kJ·mol-1. Uncertainties of these quantities were probably the random 
errors. Taking into account the uncertainties of the initial vapor pressure data making up 
from (1.5 to 2) per cent, a total value of the random and systematic errors could be  2 %. 
Therefore, the errors of the enthalpies of vaporization and sublimation as derivative values 
of the vapor pressure in the transpiration method were evaluated as ±  2 %. 

3. The heat capacity and thermodynamic properties of the phase transitions 
A heat capacity is a capability of the substance for absorbing some quantity of the energy 
that increases its temperature by 1 degree K. A measurement of the heat capacity is 
performed by adiabatic and isothermal methods. The first one allows attaining the most 
complete thermodynamic equilibrium or, in any case, the thermal balance in the calorimetric 
system. The adiabatic method is used for exploring the thermal processes with different 
times of relaxation and the metastable phases which can exist in wide temperature ranges. 
The heat capacities and thermodynamic properties of the phase transitions were 
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investigated in this work by low-temperature adiabatic calorimetry (Varushchenko et al., 
1997a). 

3.1 Experimental 
The measurements of the heat capacities were conducted in a fully automated setup, 
consisted of a vacuum adiabatic calorimeter, a data acquisition and control system, AK-9.02, 
and a personal computer, PC (Fig. 5). The setup was produced in the National Scientific and  
 

 
Fig. 5. The vacuum adiabatic calorimeter (CA) and cryostat (CR): (1) titanium container (V~1 
cm3); (2) copper sleeve with the heater of calorimeter; (3) adiabatic shield; (4) bronze lid of 
the container; (5) the rhodium-iron resistance thermometer; (6) four-junction battery of 
Cu/Fe - Chromel thermocouples; (7) radiation screen – aluminium- coated Dacron-like 
film; (8) nylon threads; (9) spring; (10) Teflon tube; (11) plug; (12) vacuum jacket; (13) 
grooves of the plug 11; (14) valve; (15) and (16) detachable  vacuum and cable joists, 
respectively; (17) steel tubes; (18) coupling nut; (19) charcoal getter; (20) radiation screens.  

Research Institute of Physical Technical and Radio-Technical Measurements (Mendeleevo, 
Moscow Region). The main principles of its construction were published in (Pavese & 
Malyshev, 1994). 
The calorimetric cell consists of a container, 1, a copper sleeve, 2, in which the container is 
tightly held, and an adiabatic shield, 3. A bronze brass lid, 4, serves for vacuum-tight sealing 
the container by means of indium gasket and a simple manifold. To decrease the heat 
capacity of the empty calorimeter, the miniature rhodium-iron resistance thermometer, 5, 

 ( 50 )0R was mounted on the inner surface of the adiabatic shield. The thermometer, 
which was calibrated on ITS-90, is destined for temperature measurements from (0.5 to 373) 
К with accuracy   33 10 K. The temperature difference between the calorimeter and the 
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Fig. 5. The vacuum adiabatic calorimeter (CA) and cryostat (CR): (1) titanium container (V~1 
cm3); (2) copper sleeve with the heater of calorimeter; (3) adiabatic shield; (4) bronze lid of 
the container; (5) the rhodium-iron resistance thermometer; (6) four-junction battery of 
Cu/Fe - Chromel thermocouples; (7) radiation screen – aluminium- coated Dacron-like 
film; (8) nylon threads; (9) spring; (10) Teflon tube; (11) plug; (12) vacuum jacket; (13) 
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Research Institute of Physical Technical and Radio-Technical Measurements (Mendeleevo, 
Moscow Region). The main principles of its construction were published in (Pavese & 
Malyshev, 1994). 
The calorimetric cell consists of a container, 1, a copper sleeve, 2, in which the container is 
tightly held, and an adiabatic shield, 3. A bronze brass lid, 4, serves for vacuum-tight sealing 
the container by means of indium gasket and a simple manifold. To decrease the heat 
capacity of the empty calorimeter, the miniature rhodium-iron resistance thermometer, 5, 

 ( 50 )0R was mounted on the inner surface of the adiabatic shield. The thermometer, 
which was calibrated on ITS-90, is destined for temperature measurements from (0.5 to 373) 
К with accuracy   33 10 K. The temperature difference between the calorimeter and the 
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adiabatic shield is measured by a four-junction thermocouple, 6, (Cu + 0.1 per cent Fe alloy 
against Chromel), one end of which was mounted on the copper sleeve 2 and the other one 
was placed on the inner surface of the adiabatic shield, 3. A manganin calorimeter heater (R 
= 300 Ω) was wound non-inductively on the sleeve, 2. A well-known three-lead circuit 
diagram was employed for wiring the current and potential leads of the heater. Since the 
resistances of the current leads are equal, this diagram enables us to account for the heat 
generated in the leads between the calorimeter and the shield. To reduce the level of heat 
radiation, the shield was wrapped with several layers of aluminium-coated Lavsan film, 7, 
(ACLF, an analog of Mylar). The container sleeve, 2, is suspended inside the adiabatic shield 
on three nylon threads, 8, which are stretched by a spring, 9 (Fig. 5). The calorimeter cell has 
been fixed on an epoxy/fibre-glass tube, 10, of the cryostat, CR. The tube, 10, is fastened to a 
copper plug, 11, by means of a bayonet joint. The only removable part of the calorimeter cell 
is the container for the specimen.  
The vacuum jacket, 12, is made from oxygen-free copper. The vacuum seal of the cryostat is 
provided by a KPT-8 silicon/boron nitride paste, which has high thermal conductivity value 
and gives a stable vacuum junction after freezing. The paste is put between the upper part of 
the jacket, 12, and the plug, 11, in its grooves, 13. 
The top part of the cryostat (CR) has a valve, 14, detachable vacuum, 15, and cable, 16, joints; 
the latter connects the electrical leads of the calorimeter cell to AK-9.02 and PC. Both parts of 
the cryostat are jointed by the stainless steel tubes, 17. Due to small size (l = 120 mm, d = 22.5 
mm), the cryostat is immersed directly into a commercial transportation Dewar vessels. This 
allows us to exclude an intermediate Dewar vessel and, thus, to reserve the coolants. A 
coupling nut, 18, with a Teflon shell and a rubber ring is used to fasten the cryostat airtight 
inside the neck of the Dewar vessel. A T-connection, fitted on the neck of the nitrogen Dewar 
vessel, enables us to pump out nitrogen vapors to lower the bath temperature if necessary. 
The calorimeter cell is cooled down by thermal conductivity via electrical leads and by 
radiation heat transfer. The leads of the thermometer, heaters, and differential thermocouple 
form a heat shunt with the preset thermal resistance and they provide cooling of the 
calorimeter from room temperature to approximately T = 78 K, and from T = 78 К down to T 
= 5 К for about 7 h in each Dewar vessel. The helium heat-exchange gas is not used for this 
purpose in order to avoid problems, connected with it desorption. To reduce the heat losses 
by radiation, the additional radiation screens, 20, are used (Fig. 5). 
The data acquisition system AK-9.02 is a single unit, connected with a personal computer 
[PC]. The system AK-9.02 and the PC perform the measurements of all values that are 
necessary for the determination of the heat capacity, as well as the control of the 
measurement process and data processing. 
The thermometer resistance and the calorimeter power heating are measured by a 
potentiometer method with cyclic inversion of the direction of thermometer current for 
excluding the thermal electromotive forces. All the procedures that control the measurement 
process are carried out by the PC, which has a simple and user-friendly interface. The 
results of the measurements are printed and displayed on the screen for visual monitoring.  
An adiabatic condition in calorimeter is maintained by the AK-9.02 system, which allows 
keeping the temperature drop between the container and shield on the average within 

   3(1 3) 10 K. Owing to modification of the calorimeter , the drop of temperature was 
reduced to ~ 0.5 mK at the expense of using an eleven - junctions thermocouple instead of 
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four – junction one and employing an additional heater (R ~ 133 Ω) mounted in the upper 
part of the shield, to which electrical wires of the thermometer and the main heater were 
connected. Additional heater allows making up a lack of the second adiabatic shield that is 
usually employed in the adiabatic calorimeters, but cannot be place in our miniature device.  
Due to small size, the cryostat with the calorimeter was placed in the transport Dewar 
vessels with refrigerants (liquid helium or nitrogen), that allows us to exclude an 
intermediate Dewar vessel and, thus, to keep the coolants. There is no   constant pumping of 
the cryostat during the operation, since high vacuum inside the cryostat was kept by means 
of cry-sorption provided with an efficient charcoal getter. The degree of vacuum in cryostat 
is controlled by the value of the heater current in the adiabatic shield. This value was 
determined in a process of the calorimeter production using nitrogen and helium baths. The 
automatic procedure of the heat capacity measurements is performed by AK – 9.02 system 
running under PC control (Pvese & Malishev, 1994). The program realizes a method of the 
discrete input of the energy in two modes: constant increments of temperature, T (from 1 
to 2) K during measurement of the heat capacity and constant impulses of energy in 
studying the phase transitions. 
 

 

 
Fig. 6. Temperature, T, against time,  , curve in a heat capacity measurement.  1 to 6 are 
periods of the calorimetric measurement;  iT   and fT are an initial and final temperatures of 

the calorimeter in 4th main (heating) period;  m is the midpoint. 

The calorimetric experiment consists of six periods (Fig. 6). In the first period the calorimeter 
is heated to a desired temperature. A steady temperature equilibration is attained in the 
second period. In the third period the temperature of the calorimeter is monitored over a 
chosen time interval to acquire information about the temperature drift rate, Vi and to 
obtain the linear relation between the values Vi and the time by the least-squares method. 
During the fourth (heating) period the electrical energy is supplied to the calorimeter, and 
the heating-up time is observed. The fifth period is the same as the second one. In the sixth 
period the linear relation between the temperature drift rate of the calorimeter Vf and the 
time is established exactly in a similar manner to that in the third period. The initial and the 
final temperatures of the calorimeter in the main (heating) period are calculated by 
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was placed on the inner surface of the adiabatic shield, 3. A manganin calorimeter heater (R 
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Fig. 6. Temperature, T, against time,  , curve in a heat capacity measurement.  1 to 6 are 
periods of the calorimetric measurement;  iT   and fT are an initial and final temperatures of 

the calorimeter in 4th main (heating) period;  m is the midpoint. 
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extrapolating the linear dependencies of the drift rates Vi and Vf on time to the midpoint 
( m) temperature (Fig. 6). This method permits the heat interchange between the 
calorimeter and surroundings to be taken into account (Varushchenko et al., 1997a). The 
reliability of this method was proved by a congruence within (0.1 to 0.2) per cent of the heat 
capacity values of an empty calorimeter, measured in the temperature interval (90 to 110) К 
using different refrigerants: liquid helium and nitrogen.  
The values of the heat capacities, ,Cs m , are fitted with polynomials:  

   {( ) / },
iC A T A Bs m i k ki

         (11) 

     ln{( ) / },
iC A T A Bs m i k k

i
       (12) 

where {( ) / }T A Bk k and  {( ) / }T A Bk k are normalizing term, i is degree of polynomials. 

The coefficients of the polynomials Ai and Ai were estimated by the LSM. 

The metrological characteristics of the calorimeter were tested by measuring the heat 
capacity of pure copper having a mass fraction of 0.99995 and n-heptane in the temperature 
intervals (from 8 to 372) K and (from 6 to 354) K, respectively. Obtained ,Cs m values of 

copper and n-heptane came to an agreement with the precise heat capacities of standard 
substances within (0.2 to 1.4) % below the temperature 70 К and decrease to (0.01 and 
0.3) % above T=70 К. 

3.2 Determination of thermodynamic properties of the phase transitions 
The important characteristics of the substances: a triple point temperature, tpT , and a mole 

fraction of impurities, 2N , were determined by calorimetrical method of the fractional 

melting study, developed by Mair, Glasgow and Rossini. A linear dependence between the 
reciprocal fractions of the sample melted, 1 /Fi , and the equilibrium fusion temperatures, 

Ti , makes it possible to calculate both the tpT  value and mole fraction of impurities, 2N , 

by equations: 

    (1 / ),i iT d f F                  (13)  

 m tpfus    2( ) /( )2N H f R T             (14) 

Here  0d T  is the triple point temperature, tpT , of the pure compound,  ( ),1 0f T T  

denotes a depression of the tpT value caused by impurities, T1 is the triple point 

temperature of the completely melted substance (for  1iF ), R = 8.314472 J K-1 mol-1, and 

 Hmfus  is the enthalpy of fusion, determined by independent method. 
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Concave curve of the dependence )/1(
ii

FfT   can be explained by formation of solid 

solution of impurities with main substance. The efficient coefficient of impurities 
distribution between the crystal and liquid phases k is calculated by Mastrangello's and 
Dornte's method. The k value close to zero, proves an absence of the solid solution. 
According to (Alexandrov, 1975), melting curves can be concave not only in the case of solid 
solutions, but also in the absence of equilibrium in the calorimeter at the onset of fusion, 
when the amount of the liquid phase is small and impurities can therefore be distributed no 
uniformly, and at the final stage of melting, when sedimentation of crystals to the bottom of 
container interferes with slow attainment of temperature equilibrium. In conformity with 
Alexandrov recommendation (Alexandrov, 1975), the tpT and 2N  values ought to be 

estimated on the basis of the linear dependence for the part of melting curve in the range of 
1 /Fi values from 1.2 to about 8-10.  

In the case of solid solution formation, the mole fraction of impurity, 2N , can be 
determined by the Smit and Alexsandrov method using  (1 / )i iT f F experimental data and 
the equation for 2N  in a binary system with solid solution formation (Van Wijk & Smit, 
1960) and (Alexandrov et al., 1983): 

     1( / ) [(1 ) / ]0 2
kT T N A k Fi ik         (15) 

Here, Ak is cryoscopic constant for the major substance; and k is a distribution coefficient of 
impurities between the solid and liquid phases. An insufficiency of this equation for 
calculating 2N  consists in the need to determine k coefficient by an independent method. By 
differentiating and finding the logarithm, equation (15) was transformed by (Alexandrov et 
al., 1983) to the form: 

      2ln{ / (1 / )} ln{ (1 ) / } ln(1 / )2dT d F N k A k Fi i ik               (16) 

Equation (16) is used in this work for determination of the k coefficient directly from 
experimental dependence of  (1 / )i iT f F  and for calculation of the mole fraction, 2N , of 
impurity. The k and 2N values were calculated by least-squares fits of the 

i
T  and 

i
F  

experimental data using the linear equation (16). Mole fraction of impurity, 2N , was 
computed from the  }/2)1(2ln{ kAkN   term using the k value and the cryoscopic constant 

  0 2/ 0A H RTmk fus  determined by above mentioned Rossini method. The enthalpy of 
fusion  Hmfus is determined by calorimetric method using the total enthalpy absorbed 
during the fusion with following subtraction of the normal heat capacities of the crystal and 
liquid which the substance has in the fusion region. The  Hmfus value is obtained from the 
equation:  

         1 2 3H H H H Hfus m tot                    (17) 

where  Htot is the total enthalpy absorbed in heating the calorimeter from initial 
temperature 1T  < Ttp to final one 2T > Ttp ;  1H and 2H are the changes of  enthalpy 
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calculated from the normal heat capacities of the crystal and liquid in the temperature 
intervals from 1T to Ttp  and from Ttp to 2T , respectively; Hemp is the enthalpy increment 
need for heating the empty calorimeter from 1T to 2T . 

3.3 Crystal phase transitions and molecular dynamics 
The solid state transitions revealed in the molecular crystals can be explained by different 
polymorphous transformations, caused by changing the crystal structure, different location 
of the molecules and their orientational and conformational disorder in the crystal lattice. In 
this chapter, some thermodynamic properties of solid state transitions and fusion are 
reviewed for some compounds, which were studied in the Luginin’s Thermochemistry 
Laboratory of the Moscow State University and in some other thermodynamic Laboratories. 
An interpretation of the solid-state transitions in organic crystals was successfully fulfilled 
in a set of outstanding researcher’s works (Westrum & McCullough, 1965; Kolesov, 1995; 
Adachi, et al., 1968) and the others. An interpretation of calorimetric measurements was 
carried out very often on the basis of the order – disorder concept. Understanding these 
processes requires sometimes exploring the molecular crystals by X-ray crystallography and 
IR and Raman spectroscopy. In this work, the solid state transitions will be discussed 
including some additional physico-chemical properties of the compounds.  
The values of thermodynamic properties of the phase transitions are given in Table 5. 
It was found by exploring IR-spectra of CF2ClCFCl2, that this substance comprises a mixture 
of trans- and gauche- conformers in solid (crystal I) and liquid states (Fig. 7).  The sum 

 0Smtrs +  0Smfus = 20.52 JK-1mol-1 for CF2ClCFCl2 is small, while such sum used to be from 

(42 to 50) JK-1mol-1 for organic crystals. By comparesing the calorimetric and spectroscopic 
0Sm values, it was found that CF2ClCFCl2 has residual entropy, (0)S = 10.1 JK-1mol-1 at T= 

198.15 K (Higgins & Lielmers, 1965; Kolesov, 1995).  
 
 
 

 
 
 

Fig. 7. Heat capacities and phase transitions of CF2ClCFCl2 (a) and CF2ClCHCl2 (b). Freon 
CF2ClCHCl2 was in following states: glass (AB) and supercooled liquid (CE) ( = 0); 
partially crystalline state (BD) and supercooled liquid (DE) ( = 0.076); and liquid (EF) 
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Compounds 
Ttrs  Ttp   0Hmtrs   0Hmfus   0Smtrs   0Smfus  

K kJmol-1 JK-1mol-1 
Freons 

CF2ClCHFCl 86.5±0.1 a 135.74±0.19 - 7.05±0.13 - 51.94±0.71 

CF2ClCF2Cl b 109.3±0.2 
134.6±0.1 180.62±0.02 1.21±0.01

2.63±0.01 1.51±0.01 11.1±0.1 
19.54±0.04 8.36±0.04 

CF2ClCFCl2 b 82.5±0.5 236.92±0.02 0.83±0.01 2.47±0.01 10.1±0.2 10.42±0.04 
Derivatives of ferrocenec 

n-PF 186.7±0.3 276.83±0.50 1.23±0.01 12.74±0.17 6.59±0.06 46.02±0.61 
i-BTF 207.4±0.3a 294.68±0.40 - 15.05±0.08 - 51.07±0.27 

BeF 44.3±0.2 
51.1±0.3 349.57±0.10 23.8±0.2 

46.1±0.4 25.54±0.94 0.54±0.01 
0.83±0.01 73.06±2.70 

POF - 311.62±0.51 - 19.16±0.12 - 61.48±0.39 
i-BF - 279.96±0.10 - 15.33±0.04 - 54.76±0.14 

BeOFd - 380.7 - 29.9 - 78.5 
FM - 347.80±1.0 - 22.91±0.53 - 65.87±1.52 

Alkylderivatives of adamantane 
1,3,5-TMA 234.4±0.1 255.61±0.05 8.19±0.03 2.06±0.03 34.94±0.13 8.06±0.11 
1,3-DMA 223.38±0.01 247.79±0.01 9.31±0.01 1.54±0.01 41.68±0.06 6.21±0.02 

1-EA - 225.56±0.02 - 11.22±0.03 - 49.74±0.08 
Bicyclic hydrocarbons 

cis-C9H16 
182.28 
184.9 236.48 8.26±0.004

0.40±0.002 1.40±0.004 45.3 
2.2 5.92 

trans-C9H16 - 213.86 - 10.90±0.02 - 50.97 
cis-C10H18 216.1 230.18±0.05 2.136 9.489±0.006 9.88 41.22 

trans-C10H18  242.78±0.05  14.414±0.001  59.37 
Bicyclic perfluorocarbons 

cis-C9F16 
200.64±0.03
245.63±0.04 291.27±0.09 8.76±0.03

1.27 2.72±0.03 43.66±0.04 
5.17 9.34±0.09 

trans-C9F16 236.63±0.02 248.05±0.04 8.90 2.63±0.02 37.6 10.60±0.10 
cis-C10F18 232.5±0.2 266.95±0.02 4.24±0.01 10.30±0.01 18.24±0.06 38.58±0.15 

trans-C10F18 - 294.83±0.02 - 17.96±0.04 - 60.92±0.14 
C5F10N-C6F10-CF3 - 293.26±0.20 - 8.32±0.02 - 28.37±0.06 

a Glass like transition, Tg; b(Kolesov, 1995) c n-propylferrocene [n-PF], iso-butyrylferrocene [i-BTF], 
benzylferrocene [BeF], propionylferrocene [POF], iso-butylferrocene [i-BF], benzoylferrocene [BeOF], 
ferrocenylmethanol [FM]; d values were measured by DSC. 

Table 5. The temperatures, Ttrs , Ttp , enthalpies,  0Hmtrs ,  0Hmfus , and entropies, 

 0Smtrs ,  0Smfus of the solid-to-solid transitions and fusions, respectively, for some freons, 

ferrocene derivatives, cyclic hydrocarbons, and perfluorocarbons.  
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calculated from the normal heat capacities of the crystal and liquid in the temperature 
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ferrocene derivatives, cyclic hydrocarbons, and perfluorocarbons.  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

618 

A characteristic feature of solid state transition of organic crystals is a slow thermal 
equilibrium between co-existing phases which very often promote to formation of 
metastable phases existing in a wide temperature range. In Fig. 7(b), the heat capacity 

,Cs m of 1,1-difluoro-1,2,2-trichloroethane, CF2ClCHCl2, is shown in the temperature interval 
studied. Similar  ( ),C f Ts m  dependence has been obtained for isomer of 1,1-difluoro-1,2,2- 
trichloroethane: CFCl2CHFCl. Both isomers were in the forms of glasses, supercooled 
liquids, and partially crystalline states. The latter was attained after annealing the specimen 
at temperatures from (110 to 114) K during 3 days, followed by quenching it at T 78 K 
over a period of 12 h.  The heat capacity jumps, accompanying G-transitions, are observed 
on the C Ts curves of both freons. Taking into account this typical transitions for the 
glasses, the authors of reference (Adachi, et al., 1968) proposed a term “glassy crystal” for 
the frozen – in disordered states (AB) (Fig.7, (b)). The temperatures of the glass transition 

Tg 95.7 K and fusion, Tfus 123.1±0.4 K have been obtained. The degrees of crystallinity, 
 , appropriated to the mole fraction of crystalline samples, equal to 0.076 and 0.116 for 
CF2ClCHCl2 and CFCl2CHFC , respectively, were calculated on the basis of calorimetric data 
on Cs jumps by studying the G-transitions (Varushchenko et al., 1997b).  
Fig. 8 presents the C Ts curve of ferrocenyl-n-propane, which exhibits a fusion and a 
gradual solid-to-solid transition in the temperature range from (156 to 204) K. The 
temperature of the gradual transition of crystal II to crystal I of ferrocenyl-n-propane was 
ascribed to that of the maximum Cs -value in the peak of solid state transition. A test of the 
calorimetric experiment showed that -anomaly was accompanied by decreasing the heat 
capacity, Cs =-2.7 JK-1mol-1 and continuance changing the enthalpy and entropy. Thus, 
the solid-state anomaly is the phase transition of the second order and can be interpreted as 
the “order-disorder” transformation. The changes of the enthalpy,  0Hmtrs , and entropy, 
 0Smtrs  of the thermal anomaly were evaluated by summing up these values in each 
experimental Cs point with subtracting changes of appropriate functions for the empty 
calorimeter and those ones for the hypothetic normal parts of the crystals I and II.  
 

 
Fig. 8. Molar heat capacity, Cs , of ferrocenyl-n-propane as a function of temperature, T, 
where Ttp , and  Ttrs  denote the triple point and temperature of -like transition.  
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The nature of this transition was studied by the X-ray crystallography. Table 6 lists 
crystallographic data of n-propylferrocene in vicinity of the “order-disorder” transition. The 
structure of n-propylferrocene at 200 K contains a propyl- group disordered between two 
positions (in ca. 2:1 ratio) obviously due to thermal motion (Fig. 9). The transition of the 
crystal II (T = 150 K) to the crystal I (T = 200 K) occurred with significant changes of the 
lattice parameters: basis vectors, a, b, c, angle, β, the volume, V, the number of molecule in 
the unit cell, Z, and the factors of the crystal structure quality, R1 and wR2. 

 

 
Fig. 9. The structure of the ferrocenyl-n-propane crystal at the temperatures 150 K (II) and 
200 K (I) 

 

Т/К 
symmetry, 

space 
group 
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200 13.977 (4) 7.621(1) 10.521(2) 96.87 (3) 1112.6(4) 0.064 0.136 

Table 6. Crystallographic data of n-propylferrocene crystal at the temperatures 150 K and 
200 K 

While both a and b parameters became larger during phase transition II to I, the c parameter 
and β angle slightly decreased (Table 6). Structure solution of the crystals I and II revealed 
that lower temperature modification of the n-propylferrocene molecule has only one 
orientation of the propyl group. Apparently, the transitions in reverse order occurred when 
cooling the crystals from (150 to 200) K. Thus, the solid-state anomaly of n-propylferrocene 
is caused by the onset of the internal rotation of propyl groups in the molecules and also by 
a small shift of the pentadienyl cycles around the axis passed through their centers. These 
variations led to some orientation disorder of the crystal phase II (Fig. 9). 
The order-disorder conception is successfully used in exploring the plastic crystals. 
Adamantane and some of its derivatives form disordered plastic crystalline phases. The 
fusion of such substances occurs some times in two stages. First, an orientational disorder 
proceeds in the crystalline lattice because of high mobility of the molecules, and then the 
plastic crystals fuse owing to a translational molecular motion at higher temperature. In this 
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A characteristic feature of solid state transition of organic crystals is a slow thermal 
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glasses, the authors of reference (Adachi, et al., 1968) proposed a term “glassy crystal” for 
the frozen – in disordered states (AB) (Fig.7, (b)). The temperatures of the glass transition 

Tg 95.7 K and fusion, Tfus 123.1±0.4 K have been obtained. The degrees of crystallinity, 
 , appropriated to the mole fraction of crystalline samples, equal to 0.076 and 0.116 for 
CF2ClCHCl2 and CFCl2CHFC , respectively, were calculated on the basis of calorimetric data 
on Cs jumps by studying the G-transitions (Varushchenko et al., 1997b).  
Fig. 8 presents the C Ts curve of ferrocenyl-n-propane, which exhibits a fusion and a 
gradual solid-to-solid transition in the temperature range from (156 to 204) K. The 
temperature of the gradual transition of crystal II to crystal I of ferrocenyl-n-propane was 
ascribed to that of the maximum Cs -value in the peak of solid state transition. A test of the 
calorimetric experiment showed that -anomaly was accompanied by decreasing the heat 
capacity, Cs =-2.7 JK-1mol-1 and continuance changing the enthalpy and entropy. Thus, 
the solid-state anomaly is the phase transition of the second order and can be interpreted as 
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Fig. 8. Molar heat capacity, Cs , of ferrocenyl-n-propane as a function of temperature, T, 
where Ttp , and  Ttrs  denote the triple point and temperature of -like transition.  

 
Thermodynamics of the Phase Equilibriums of Some Organic Compounds 

 

619 

The nature of this transition was studied by the X-ray crystallography. Table 6 lists 
crystallographic data of n-propylferrocene in vicinity of the “order-disorder” transition. The 
structure of n-propylferrocene at 200 K contains a propyl- group disordered between two 
positions (in ca. 2:1 ratio) obviously due to thermal motion (Fig. 9). The transition of the 
crystal II (T = 150 K) to the crystal I (T = 200 K) occurred with significant changes of the 
lattice parameters: basis vectors, a, b, c, angle, β, the volume, V, the number of molecule in 
the unit cell, Z, and the factors of the crystal structure quality, R1 and wR2. 
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While both a and b parameters became larger during phase transition II to I, the c parameter 
and β angle slightly decreased (Table 6). Structure solution of the crystals I and II revealed 
that lower temperature modification of the n-propylferrocene molecule has only one 
orientation of the propyl group. Apparently, the transitions in reverse order occurred when 
cooling the crystals from (150 to 200) K. Thus, the solid-state anomaly of n-propylferrocene 
is caused by the onset of the internal rotation of propyl groups in the molecules and also by 
a small shift of the pentadienyl cycles around the axis passed through their centers. These 
variations led to some orientation disorder of the crystal phase II (Fig. 9). 
The order-disorder conception is successfully used in exploring the plastic crystals. 
Adamantane and some of its derivatives form disordered plastic crystalline phases. The 
fusion of such substances occurs some times in two stages. First, an orientational disorder 
proceeds in the crystalline lattice because of high mobility of the molecules, and then the 
plastic crystals fuse owing to a translational molecular motion at higher temperature. In this 
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case, the magnitudes of enthalpy and entropy of the solid-to-solid transition are several 
times larger than those of the fusion. In accordance with the empirical Timmerman's 

criterion, the  0Smfus values for the plastic crystals are usually less than 20 Jmol-1K-1. There 

are two modifications of the plastic crystals with different molecular reorientations, 
isotropic and anisotropic. Some substances are known to form both of reorientations.  
Fig. 10 presents C Ts curve of 1,3,5-trimethyladamantane (1,3,5-TMA) explored in this 
work (a) and the Raman  spectrum of the substance (b). A spectroscopic investigation of 
1,3,5-TMA was carried out together with that of 1,3-dimethyladamantane (1,3-DMA), which 
also formed plastic crystals. Both compounds have low values of the entropy of  

fusion,  0Smfus = 8.1 (6.2) JK-1mol-1 and narrow temperature intervals of existence of the 

high temperature crystal I, T = 21 (24.2) K, respectively. According to adiabatic 
calorimetry, these properties are typical for the plastic crystals.  Distinct bands were 
observed in their spectra at the low temperatures. As it follows from joint spectra discussion, 
the number of bands for 1,3,5-TMA is about haft of that for the 1,3-DMA crystal. This 
suggests that more symmetric molecules of the former compound compose the lattice of 
higher symmetry and/or with the less quantity of units in a primitive cell. In the vicinity of 
the phase transitions, the changes in spectra become more pronounced. At the transition 
points, all the bands disappear and transform into the wing of a broad Rayleigh scattering. 
This implies that all of them were caused by the librational modes in the low-temperature 
crystals of 1,3- DMA and 1,3,5- TMA and that the character of molecular motion is different 
in high-temperature solid phases. The absence of the preferential axes of molecular 
reorientation in the latter implies that there are isotropic plastic crystals. Analysis of Raman  
 

 
Fig. 10. (a) The heat capacity of 1,3,5-trimethyladamantane in dependence on temperature, 
T, where Ttp , and  Ttrs  denote temperatures of the triple point and the solid-to-solid 

transition. (b) The temperature dependence of low-frequency Raman spectrum of 1,3,5-
trimethyladamantane. 
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spectra is in agreement with the low values of transition entropies measured by adiabatic 
calorimetry for alkylderivatives of adamantane. The cis- and trans- isomers of 
perfluorobicyclo(4,3,0)nonane are almost spherical “globular” molecules, which are able to 
form the plastic crystals due to unusually high molecular mobility. The thermodynamic 
properties of compounds are known to change when going from fluoroorganic compounds 
to their hydrogen containing analogous. With this in mind, the thermodynamic properties of 
the solid state transitions of perfluorocarbons are compared with those of appropriate 
hydrocarbons.  

 

 
Fig. 11. Molar heat capacity, Cs , of cis-perfluorobicyclo(4,3,0)nonane as function of 
temperature, T, where Ttrs (III to II) and Ttrs (II to I) denote the temperatures of the solid-to-
solid transitions and Ttp is the temperature of triple point 

Fig. 11 presents a temperature dependence of the heat capacity of cis-
perfluorobicyclo(4,3,0)nonane. Two solid states transitions can be interpreted as the order-
disorder transformation caused by orientation disorder. Taking into account the high entropy 

values of  0Smtrs = 43.66±0.04 Jmol-1K-1 (Table 5) for transition of the crystal III-to- crystal II, 
this solid phase conversion can  be attributed to an anisotropic molecular reorientation about 
preferential common C-C axis. According to the empirical Timmerman’s criterion, small 

values of the fusion entropy,  0Smfus = 9.34±0.09 Jmol-1K-1 of cis-C9F16 (Table 5) indicates the 

onset of the isotropic molecular reorientation and, thus the formation of the plastic crystals. 
As is seen from Table 5, the cis-bicyclo(4,3,0)nonane has thermodynamic properties of the 
solid-state transition, analogous to its perfluorated counterpart, and forms plastic crystals. 
The trans-perfluorobicyclo(4,3,0)nonane exhibits one solid-state transition and also forms the 
plastic crystals, but its hydrogen analogous, trans-bicyclo(4,3,0)nonane do not form the 
plastic crystals. These properties of the trans-isomers can be explained by their less spherical 
shapes as compared with the cis-isomers.  
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Fig. 12. Molar entropies of fusion 0
mSfus for some bicyclic perfluorocarbons and appropriate 

hydrocarbons: cis- [1] and trans- [2] perfluorobicyclo(4,3,0)nonanes; cis- [3] and trans- [4] 
bicyclo (4,3,0) nonanes; cis- [5] and trans- [6] perfluorobicyclo(4,4,0)decanes; cis- [7] and 
trans- [8] bicyclo(4,4,0)decanes 

Analysis of the entropies of fusion for cis- and trans-isomers of perfluorobicyclo 
(4,3,0)nonanes and -(4,4,0) decanes and appropriate values of hydrogen - containing 
analogous (Table 5, Fig. 12) permits to interpret the influence of the structure and chemical 
nature on molecular mobility and thermodynamic properties of the solids. Comparesing the 
entropies of fusion shows that the mobility of the molecules increases in going from 
hydrocarbons to appropriate perfluorocarbons and from the cis-isomers to the trans-ones. 
The larger molecular mobility of the perfluorocarbons can be explained by more weak 
intermolecular interactions for these compounds compared with the hydrocarbons. The 
greater ability of the molecules of cis-isomer to reorient in the solid state seems to be due to 
the steric factors. The nature of the solid-to-solid transitions in cis- [7] and trans- [8] 
bicyclodecanes and cis- [5] and trans- [6] perfluorobicyclodecanes (Fig. 12) were discussed in 
the order-disorder concept in reference (Kolesov, 1995). 

4. Thermodynamic functions in the ideal gas states 

The absolute entropy, changes of the enthalpy and Gibbs energy in three aggregate states 
are calculated on the basis of smoothed heat capacity values. The experimental data on the 
heat capacities of the substances under study in the temperature intervals from (6/8 to 372) 
K were fitted by polynomial (11). Extending the heat capacities to  0T were performed by 
Debye equation: 

 s,m  ( / )С nD T   (18) 

where D is the Debye function, n = 3, and  denote Debye characteristic temperature.  
Testing the s,mC  values at  0T was performed by fitting the heat capacities in small 
temperature interval below (10 to 12) K by equation:  

  s,m  2/ ,C T T   (19) 

where  and  are coefficients. If  = 0, it can be accepted that s,m  0C  and extrapolation 
of the heat capacity to  0T can be carried out by equation (18) or by Debye cube’s law, 
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s,m
3C AT . But, in the case  0, appropriate extending of the heat capacity could be 

conducted by (18), provided the parameters n  and  are adjusted thus to allow one to 
obtain zero s,mC values at T = 0 K. The      ( / ) ( / ), ,C C T V T p Tp m s m p s  difference 
evaluated at T = 298.15 K was smaller than uncertainties of ,Cs m for the substances under 
study and was not taken into account. The smoothed values of p,mC and thermodynamic 
functions 0

m( )S T , 0 0
m m{ ( ) (0)}H T H , and 0 0

m m{ ( ) (0)}G T H  for the condensed states were 
calculated by numerical integrating the p,m ( )C f T functions obtained by equations (18) 
and (11) and adding the enthalpies and entropies of the solid-to-solid transition and fusion. 
The errors of thermodynamic functions were estimated by the law of random errors 
accumulation using the uncertainties of the heat capacity measurements. The ideal gas 
absolute entropy, 0

m( )S T , the changes of the enthalpy  and the free Gibbs energy at 298.15 K 
were calculated using the appropriate functions in the liquid state, enthalpies and entropy 
of vaporization and the entropy of the ideal gas compression, 
   ln{ ( ) /(101.325) }S R p T kPa   calculated from the vapor pressure data. 

4.1 Theoretical calculations of the thermodynamic functions 
The ideal gas absolute entropy and heat capacity were calculated by statistical 
thermodynamics, additive principle (Poling et al., 2001; Domalski et al., 1993; Sabbe et al., 
2008), and empirical difference method of group equations (Cohen & Benson, 1993). 
The statistical thermodynamic method was used with quantum mechanical [QM] 
calculation on the basis of the density functional theory [DFT]. The QM calculation was 
performed on the level B3LYP/6-31G(d,p) using the Gaussian 98 and 03 software packages 
(Frisch et al., 2003).  As a result, the following constants can be calculated: the moments of 
inertia of the entire molecule, the moments of inertia for internal rotors, the normal 
vibrational frequencies, and the barrier to internal rotation. The potential functions of 
internal rotation were determined by scanning the torsion angles from (0 to 360)o at 10o 
increments and allowing all other structural parameters to be optimized at the same level 
with the subsequent frequency calculation. The calculated potential energies were fitted to 
the cosine-based Fourier series: 

 ( ) 0.5 (1 cos )0V V V nnn
    ,  (20) 

where  )(V denotes potential energy function,   is torsional angle. 
The ideal gas entropies and heat capacities in dependence on the temperature were 
calculated by standard statistical thermodynamics formulae using the rigid-rotor harmonic 
oscillator [RRHO] approximation. To account for the internal rotation processes, the 
torsional frequencies were omitted in the calculation of thermodynamic function. A 
contribution of the internal rotation for each rotor was calculated by direct summation over 
the energy levels obtained by diagonalization of the one-dimensional Hamiltonian matrix 
associated with potential function from equation (20). The RRHO approximation, is known, 
results in overestimated entropy values for flexible molecules due to coupling the internal 
rotations. One-dimensional hindered rotor correction has been applied by (Vansteenkiste et 
al., 2003; Van Speybroeck et al., 2000) assuming decoupled internal rotations. 
The method of group equation is suitable for calculation of some additive properties of a 
compound, namely  ( )mS T ,  ( )C Tp,m ,  oHmf values on the basis of reliable appropriate 
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(4,3,0)nonanes and -(4,4,0) decanes and appropriate values of hydrogen - containing 
analogous (Table 5, Fig. 12) permits to interpret the influence of the structure and chemical 
nature on molecular mobility and thermodynamic properties of the solids. Comparesing the 
entropies of fusion shows that the mobility of the molecules increases in going from 
hydrocarbons to appropriate perfluorocarbons and from the cis-isomers to the trans-ones. 
The larger molecular mobility of the perfluorocarbons can be explained by more weak 
intermolecular interactions for these compounds compared with the hydrocarbons. The 
greater ability of the molecules of cis-isomer to reorient in the solid state seems to be due to 
the steric factors. The nature of the solid-to-solid transitions in cis- [7] and trans- [8] 
bicyclodecanes and cis- [5] and trans- [6] perfluorobicyclodecanes (Fig. 12) were discussed in 
the order-disorder concept in reference (Kolesov, 1995). 

4. Thermodynamic functions in the ideal gas states 

The absolute entropy, changes of the enthalpy and Gibbs energy in three aggregate states 
are calculated on the basis of smoothed heat capacity values. The experimental data on the 
heat capacities of the substances under study in the temperature intervals from (6/8 to 372) 
K were fitted by polynomial (11). Extending the heat capacities to  0T were performed by 
Debye equation: 
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where D is the Debye function, n = 3, and  denote Debye characteristic temperature.  
Testing the s,mC  values at  0T was performed by fitting the heat capacities in small 
temperature interval below (10 to 12) K by equation:  
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where  and  are coefficients. If  = 0, it can be accepted that s,m  0C  and extrapolation 
of the heat capacity to  0T can be carried out by equation (18) or by Debye cube’s law, 
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calculated by numerical integrating the p,m ( )C f T functions obtained by equations (18) 
and (11) and adding the enthalpies and entropies of the solid-to-solid transition and fusion. 
The errors of thermodynamic functions were estimated by the law of random errors 
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were calculated using the appropriate functions in the liquid state, enthalpies and entropy 
of vaporization and the entropy of the ideal gas compression, 
   ln{ ( ) /(101.325) }S R p T kPa   calculated from the vapor pressure data. 

4.1 Theoretical calculations of the thermodynamic functions 
The ideal gas absolute entropy and heat capacity were calculated by statistical 
thermodynamics, additive principle (Poling et al., 2001; Domalski et al., 1993; Sabbe et al., 
2008), and empirical difference method of group equations (Cohen & Benson, 1993). 
The statistical thermodynamic method was used with quantum mechanical [QM] 
calculation on the basis of the density functional theory [DFT]. The QM calculation was 
performed on the level B3LYP/6-31G(d,p) using the Gaussian 98 and 03 software packages 
(Frisch et al., 2003).  As a result, the following constants can be calculated: the moments of 
inertia of the entire molecule, the moments of inertia for internal rotors, the normal 
vibrational frequencies, and the barrier to internal rotation. The potential functions of 
internal rotation were determined by scanning the torsion angles from (0 to 360)o at 10o 
increments and allowing all other structural parameters to be optimized at the same level 
with the subsequent frequency calculation. The calculated potential energies were fitted to 
the cosine-based Fourier series: 

 ( ) 0.5 (1 cos )0V V V nnn
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where  )(V denotes potential energy function,   is torsional angle. 
The ideal gas entropies and heat capacities in dependence on the temperature were 
calculated by standard statistical thermodynamics formulae using the rigid-rotor harmonic 
oscillator [RRHO] approximation. To account for the internal rotation processes, the 
torsional frequencies were omitted in the calculation of thermodynamic function. A 
contribution of the internal rotation for each rotor was calculated by direct summation over 
the energy levels obtained by diagonalization of the one-dimensional Hamiltonian matrix 
associated with potential function from equation (20). The RRHO approximation, is known, 
results in overestimated entropy values for flexible molecules due to coupling the internal 
rotations. One-dimensional hindered rotor correction has been applied by (Vansteenkiste et 
al., 2003; Van Speybroeck et al., 2000) assuming decoupled internal rotations. 
The method of group equation is suitable for calculation of some additive properties of a 
compound, namely  ( )mS T ,  ( )C Tp,m ,  oHmf values on the basis of reliable appropriate 
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properties of the structurally similar compounds.  For example, determination of 
 ( )mS T value of ferrocenylmethanol using absolute entropies of the components of 

hypothetical reaction: 

 Fe(C5H5)(C5H4-CO-H) = [Fe(C5H5)2] + [C6H5-CO-H] – [C6H6]  (21) 
 

The calculation of the absolute entropy by additive methods requires taking into account 
corrections for the symmetry and the optical isomerism of the molecule. Otherwise, the 
principle of group additivity can be broken if these parameters alter when changing the 
structure of the molecules in the series of compounds. Therefore, an additive calculation of 
the absolute entropy, 0

mS , is conducted by using so-called intrinsic entropy, 0
m,intS , which 

allows to exclude an influence of the rotary components, depending on the symmetry and 
optical activity of the molecule: 

 0 0
m totm,int    ln( / )S S R n   (22) 

where tot ln( / )R n  is the correction for the symmetry and the chirality of the molecule, 
tot  and n denote a total number of the symmetry and the number of the optical isomers. 

The total symmetry of the molecule is calculated as extot in    , where ex  is the 
number of symmetry of the external rotation of the molecule, as a whole, and in  denotes 
the number of the internal rotation equal to the product (P) of the order of independent axes 
in the rotating group (l) raised to the power of the number of these axes (k), klin   P . 
Thus, an additive calculation of the absolute entropy by group equation method requires of 
a missing intrinsic entropy 0

intm,S  determination and following recalculation it to the 
0
mS value by formula (20).  

Comparing between the values of absolute entropy determined on the basis of calorimetric 
measurements, ( )( )oS gm expt , group equation method, and statistical thermodynamic 
calculations, )(stato

mS , are applied for prediction of the missing data, verification of their 
reliability, and mutual congruence in the series of the same type compounds, or 
homologous. Below, a critical analysis of the ideal gas entropies is performed for some series 
of functional organic compounds. 
Freons and cloroalkanes. Table 7 lists the ideal gas absolute entropies determined on the 
basis of experimental data and those ones obtained by theoretical calculation for some 
freons [R] and cloroethanes [ClE]. The ( )( )oS gm expt and )(stato

mS values for halogenethanes 
and freons, including )(go

mS values with marks (a and b),   agree within errors limits: from 
(0.1 to 1.3) %. These compounds have rather compact and symmetric molecules and exist as 
an equilibrium mixture of trans- and gauche- conformers in three aggregate states and as 
single more stable conformers in the low-temperature crystal phase. There are 
disagreements between ( )( )oS gm expt and ( )oS statm values in a group of three freons 
CF2ClCFCl2 [R-113], CFCl2CHFCl [R-122a], and CF2ClCHCl2 [R-122]. A characteristic feature 
of these compounds is availability of residual entropies caused by orientational or 
conformational disorders. The mixtures of the trans- and two gauche- conformers of these 
freons were probably frozen at low helium temperatures. The entropy change caused by 
disorder of this type can be evaluated by the formula )

1
/

2
ln( NNRS  , where 

2
N and 
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1
N are the number of states of disordered and ordered phases. Thus, the residual entropy of 

CFCl2CHFCl and CF2ClCHCl2 is )0(o
mS = R·ln(3) = 9.1 JK-1mol-1. The value )0(o

mS = 10.1 
JK-1mol-1 of CF2ClCFCl2, obtained in (Higgins & Lielmers, 1965), is in good agreement with 
the R·ln(3) value. After taking into account residual entropies of these freons, the 
calorimetric and theoretical values of absolute entropies agree within errors limits from (0.1 
to 1.3) %. At the same time, testing the low-temperature ,Cp m  values of CFCl2CHFCl and 
CF2ClCHCl2 by equation (19) showed an absence of the residual entropies for these freons. 
Their heat capacities in the temperature interval from (5 to 8) K obeyed Debye cub’s law 
with experimental error of ,Cp m value, 2 %. A disagreement of two methods evaluation of 
the residual entropy can not be explained on the basis of available physico-chemical data of 
these freons. 
 

Comp 
ounds 

R-112 R-113 R-114 R-122 R-122a R-123 R-
123a 

R-243 R-
253fa 

1,1-
DClE 

1,2-
DClE 

1,1,1-
TClE 

)(g
o
mS

)(expt , 
JK-1mol-1 

 
382.3 

 
378.9 
382.0a 

 
363.8 

 
363.1 
372.2b 

 
366.2 
375.4b 

 
352.4 

 
365.6 

 
394.7 

 
365.3 

 
304.4 

 
307.8 

 
321.0 

)(stat
o
mS  

JK-1mol-1 

 
385.7 

 
386.9 

 
364.2 

 
372.5 

 
378.6 

 
352.6 

 
368.1 

 
399.1 

 
367.1 

 
305.2 

 
306.0 

 
320.1 

a,b Absolute entropies were calculated as ( )( )oS gm expt + (0)oSm , were (0)oSm  a=10.1 JK-1mol-1 
and (0)oSm  b=9.1 JK-1mol-1. 

Table 7. The absolute entropies at T = 298.15 K, calculated by statistical thermodynamic, 
( )oS statm , and determined from the calorimetric data on the heat capacity, entropy of 

vaporization, and the entropy of the ideal gas compression, ( )( )oS gm expt for some freons 
and cloroethanes  

 

Compounds 
C9F16 C9H16 C10F18 C10H18 1,3- 

DMA
1,3,5- 
TMA 

1- 
EA cis- trans- cis- trans- cis- cis- trans- 

( )( )oS gm expt , 
JK-1mol-1 

 
605.3
±3.0 

 
602.8
±3.0 

 
374.20

 
365.39 

 
630.7 
±0.3 

 
378.86 

 

 
374.43 

 
392.9
±1.0 

 
415.2 
±1.0 

 
400.9 
±1.0 

( )oS statm , 
JK-1mol-1 

 
610.83

 

 
606.41

 

 
377.32a

 

 
365.30a

 
633.33 

 

 
378.81 

 

 
373.81 

 

 
391.4

 

 
413.4 

 
400.0 

a   Values were taken from (Frenkel et al., 1994).       

Table 8. The absolute entropies at T = 298.15 K, calculated by statistical thermodynamics, 
( )oS statm , and determined from the calorimetric data on the heat capacity, entropy of 

vaporization, and the entropy of the ideal gas compression, ( )( )oS gm expt for cis- and trans-
perfluorobicyclo(4,3,0)nonanes [cis- and trans- C9F16], cis- and trans- bicyclo(4,3,0)nonane, 
[cis- and trans- C9H16], cis-perfluorobicyclo(4,4,0)decane, [cis-C10F18], cis- and trans-
bicyclo(4,4,0)decanes [cis- and trans- C10H18]; 1,3-dimethyladamahtane [1,3-DMA], 1,3,5-
trimethyladamahtane [1,3,5-TMA] and 1-ethyladamahtane [1-EA] 
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properties of the structurally similar compounds.  For example, determination of 
 ( )mS T value of ferrocenylmethanol using absolute entropies of the components of 

hypothetical reaction: 

 Fe(C5H5)(C5H4-CO-H) = [Fe(C5H5)2] + [C6H5-CO-H] – [C6H6]  (21) 
 

The calculation of the absolute entropy by additive methods requires taking into account 
corrections for the symmetry and the optical isomerism of the molecule. Otherwise, the 
principle of group additivity can be broken if these parameters alter when changing the 
structure of the molecules in the series of compounds. Therefore, an additive calculation of 
the absolute entropy, 0

mS , is conducted by using so-called intrinsic entropy, 0
m,intS , which 

allows to exclude an influence of the rotary components, depending on the symmetry and 
optical activity of the molecule: 

 0 0
m totm,int    ln( / )S S R n   (22) 

where tot ln( / )R n  is the correction for the symmetry and the chirality of the molecule, 
tot  and n denote a total number of the symmetry and the number of the optical isomers. 
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the number of the internal rotation equal to the product (P) of the order of independent axes 
in the rotating group (l) raised to the power of the number of these axes (k), klin   P . 
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intm,S  determination and following recalculation it to the 
0
mS value by formula (20).  
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measurements, ( )( )oS gm expt , group equation method, and statistical thermodynamic 
calculations, )(stato

mS , are applied for prediction of the missing data, verification of their 
reliability, and mutual congruence in the series of the same type compounds, or 
homologous. Below, a critical analysis of the ideal gas entropies is performed for some series 
of functional organic compounds. 
Freons and cloroalkanes. Table 7 lists the ideal gas absolute entropies determined on the 
basis of experimental data and those ones obtained by theoretical calculation for some 
freons [R] and cloroethanes [ClE]. The ( )( )oS gm expt and )(stato

mS values for halogenethanes 
and freons, including )(go

mS values with marks (a and b),   agree within errors limits: from 
(0.1 to 1.3) %. These compounds have rather compact and symmetric molecules and exist as 
an equilibrium mixture of trans- and gauche- conformers in three aggregate states and as 
single more stable conformers in the low-temperature crystal phase. There are 
disagreements between ( )( )oS gm expt and ( )oS statm values in a group of three freons 
CF2ClCFCl2 [R-113], CFCl2CHFCl [R-122a], and CF2ClCHCl2 [R-122]. A characteristic feature 
of these compounds is availability of residual entropies caused by orientational or 
conformational disorders. The mixtures of the trans- and two gauche- conformers of these 
freons were probably frozen at low helium temperatures. The entropy change caused by 
disorder of this type can be evaluated by the formula )

1
/

2
ln( NNRS  , where 

2
N and 
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1
N are the number of states of disordered and ordered phases. Thus, the residual entropy of 

CFCl2CHFCl and CF2ClCHCl2 is )0(o
mS = R·ln(3) = 9.1 JK-1mol-1. The value )0(o

mS = 10.1 
JK-1mol-1 of CF2ClCFCl2, obtained in (Higgins & Lielmers, 1965), is in good agreement with 
the R·ln(3) value. After taking into account residual entropies of these freons, the 
calorimetric and theoretical values of absolute entropies agree within errors limits from (0.1 
to 1.3) %. At the same time, testing the low-temperature ,Cp m  values of CFCl2CHFCl and 
CF2ClCHCl2 by equation (19) showed an absence of the residual entropies for these freons. 
Their heat capacities in the temperature interval from (5 to 8) K obeyed Debye cub’s law 
with experimental error of ,Cp m value, 2 %. A disagreement of two methods evaluation of 
the residual entropy can not be explained on the basis of available physico-chemical data of 
these freons. 
 

Comp 
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a,b Absolute entropies were calculated as ( )( )oS gm expt + (0)oSm , were (0)oSm  a=10.1 JK-1mol-1 
and (0)oSm  b=9.1 JK-1mol-1. 

Table 7. The absolute entropies at T = 298.15 K, calculated by statistical thermodynamic, 
( )oS statm , and determined from the calorimetric data on the heat capacity, entropy of 

vaporization, and the entropy of the ideal gas compression, ( )( )oS gm expt for some freons 
and cloroethanes  

 

Compounds 
C9F16 C9H16 C10F18 C10H18 1,3- 

DMA
1,3,5- 
TMA 

1- 
EA cis- trans- cis- trans- cis- cis- trans- 

( )( )oS gm expt , 
JK-1mol-1 

 
605.3
±3.0 

 
602.8
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374.20

 
365.39 

 
630.7 
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378.86 

 

 
374.43 

 
392.9
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415.2 
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400.9 
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( )oS statm , 
JK-1mol-1 

 
610.83
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377.32a

 

 
365.30a

 
633.33 

 

 
378.81 

 

 
373.81 

 

 
391.4

 

 
413.4 

 
400.0 

a   Values were taken from (Frenkel et al., 1994).       

Table 8. The absolute entropies at T = 298.15 K, calculated by statistical thermodynamics, 
( )oS statm , and determined from the calorimetric data on the heat capacity, entropy of 

vaporization, and the entropy of the ideal gas compression, ( )( )oS gm expt for cis- and trans-
perfluorobicyclo(4,3,0)nonanes [cis- and trans- C9F16], cis- and trans- bicyclo(4,3,0)nonane, 
[cis- and trans- C9H16], cis-perfluorobicyclo(4,4,0)decane, [cis-C10F18], cis- and trans-
bicyclo(4,4,0)decanes [cis- and trans- C10H18]; 1,3-dimethyladamahtane [1,3-DMA], 1,3,5-
trimethyladamahtane [1,3,5-TMA] and 1-ethyladamahtane [1-EA] 
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Cyclic hydrocarbons and perfluorocarbons. The absolute entropies obtained by the third 
thermodynamic law from the experimental data and statistical thermodynamics for some 
cyclic and bicyclic hydrocarbons and perfluorocarbons are listed in Table 8. The values of 
the absolute entropies determined by independent methods agree within errors limits  from 
(0.1 to 1) % that proves their mutual conformity and also the reliability of the all 
experimental data used for computing the value of ( )( )oS gm expt , namely the heat capacities, 
enthalpies of vaporization, and saturation vapor pressures.      
Ferrocene derivatives [FD]. The experimental data on thermodynamics of the phase 
equilibriums for FD are very scarce. Therefore, critical analysis of the available data on 
thermodynamic properties and using them for science prognosis of failing properties are the 
urgent problems. A verification of reliability and mutual congruence of the properties of 
some derivatives of ferrocene were carried out on the basis of absolute entropies, which 
were computed by the third thermodynamic law from the experimental data and by 
statistical thermodynamics and group equation method. Comprising the oSm  
and Cp,m values determined by both theoretical methods showed that they agree within 
errors limits,  1.2 %. The   values of absolute entropies in homologous series of alkyl- and 
acyl-ferrocenes obtained in this work and available in the literature are presented in Table 9. 
 

Compound ( )oS condm  a ( )( )oS gm expt a ( )( )oS g calcm b ( )( )oS g recomm c 
F (cr) 211.85 ± 1.1d 361.0 ± 3.6 362.6 ± 7 362 ± 3.1 

EF(liq) (354.1 ± 1.1)e (525.3 ± 2.9) e 453 ± 7 d 453 ± 7 
n-PF (liq) 356.9 ± 0.9 494.3 ± 5.0 489 ± 7 492 ± 6 
i-BF (liq) 377.6 ± 1.9 517.3 ± 5.2 513 ± 7 515 ± 6 
n-BF (liq) 398.1 ± 1.2 e (586.3 ± 3.4) e 527 ± 7 527 ± 7 

FF (cr) 241.3 ± 0.7 e (398.1 ± 2.8) e 435 ± 7 d 435 ± 7 
AF (cr) 264.6 ± 0.8 478.3 ± 2.9 - 478 ± 3 

POF (cr) 291.0 ± 1.2 502.7 ± 5.1 513 ± 7 507 ± 6 
i-BTF (liq) 379.6 ± 1.2 - 541 ± 7 541 ± 7 

a ( )oS condm  and ( )( )oS gm expt denote the entropies determined based on experimental data;  
b ( )( )oS g calcm are values calculated by DFT and group equation methods; c ( )( )oS g recomm denotes 
recommended values; d (Emel’yanenko et al., 2010); e (Karyakin, et al., 2003). 

Table 9. The absolute entropies (JK-1mol-1) in condensed and ideal gas states of ferrocene, 
[F], and some derivatives of ferrocene: ethylferrocene [EF], n-propylferrocene [n-PF], iso-
butylferrocene [i-BF], n-butylferrocene [n-BF], formylferrocene [FF], acetylferrocene [AF], 
propionylferrocene [POF], iso-butyrylferrocene [i-BTF] at T = 298.15 K 

The ( )( )oS gm expt  and ( )( )oS g calcm values for ferrocene, n-propyl- and iso-butylferrocene 
agree to within their errors that proves the reliability of these values and all the 
thermodynamic data used for their calculation. The mutual consistency of the absolute 
entropies of iso-butyrylferrocene and iso-butylferrocene in the liquid state was revealed 
using the Benson additive method. The difference between the entropies of these 
compounds, S = 2 JK-1mol-1, is close to the entropy increment  S  = 1.4 JK-1mol-1, which 
fit for replacing the СН2 by CO group in the passage from iso-butyl- to iso-butyrylferrocene.    
The difference between the ( )( )oS gm expt  and ( )( )oS g calcm  values for crystal 
propionylferrocene, which exceeds measurement errors, can be explained by uncertainties  
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Fig. 13. Absolute entropies (JK-1mol-1) as functions of molecular weights ( )M  at T = 298.15 
K for (a) series of alkylferrocenes in condensed (F, n-PF, and n-BF) and ideal gas states ( F’, 
EF’, n-PF’, and n-BF’) where straight lines correspond to equations: ( , )oS cond AlFm = 

3.250· M - 377.1 and ( , )oS g AlFm = 3.840· M - 361.8; and (b) series of acylferrocenes in the 
condensed (F, FF, AF, and POF) and ideal gas states (F’, FF’, AF’, and POF’) where the 
straight lines correspond to equations: ( , )oS cond AcFm = 1.392· M - 50.68 and ( , )oS g AcFm = 
2.664· M - 144.6 

of the entropy of vapor compression calculation over the liquid phase because there are no 
vapor pressure data over the crystals. The verification of reliability of the other ( )( )oS gm expt  
values was analyzed on the basis of the additivity principle for extensive properties in 
homologous series of compounds. 
As is seen from Table 9, the discrepancies between ( )( )oS gm expt and ( )oS gm values of EF, n-
BF, and FF are 5-10 times larger than the errors of these values. To find the reasons for these 
discrepancies, the linear correlations between the absolute entropies and molecular weights 
of the compounds were analyzed in homologous series of alkyl-, ( )oS AlFm , and acyl-, 

( )oS AcFm , derivatives of ferrocene (Fig. 13).  
The root-mean-square deviation [RMS] of the calculated ( , )oS cond AlFm values from 
experimental ones was s = 29 JK- 1mol-1. Besides, the entropy of ethylferrocene deviates 
by the value of 10.5 % from the linear dependence of the other homologues. These 
deviations are several times larger than the uncertainty of ( )oS condm values and can be 
explained by errors in calorimetric heat capacities, obtained in (Karyakin, et al., 2003). After 
excluding of this value, the coefficient R2 of linear correlation increased from 0.9147 to 
0.9992, and the s  value decreased to 4 JK-1mol-1. Thus, the value ( )oS condm for EF is 
unreliable. The ( )( )oS gm expt  entropies for n-propylferrocene and n-butylferrocene deviate 
from the smoothed straight line (Fig. 13) by only (3.9 and 3.2) %, respectively, nevertheless the 
RMS deviation of calculated ( )( )oS gm expt values from initial ones s = 29 JK-1mol-1 is fairly 
large. After replacing the absolute entropy of n-BF, obtained from experimental data, on the 

( )( )oS g calcm value, calculated by the empirical method of group equations, the s deviation 
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Cyclic hydrocarbons and perfluorocarbons. The absolute entropies obtained by the third 
thermodynamic law from the experimental data and statistical thermodynamics for some 
cyclic and bicyclic hydrocarbons and perfluorocarbons are listed in Table 8. The values of 
the absolute entropies determined by independent methods agree within errors limits  from 
(0.1 to 1) % that proves their mutual conformity and also the reliability of the all 
experimental data used for computing the value of ( )( )oS gm expt , namely the heat capacities, 
enthalpies of vaporization, and saturation vapor pressures.      
Ferrocene derivatives [FD]. The experimental data on thermodynamics of the phase 
equilibriums for FD are very scarce. Therefore, critical analysis of the available data on 
thermodynamic properties and using them for science prognosis of failing properties are the 
urgent problems. A verification of reliability and mutual congruence of the properties of 
some derivatives of ferrocene were carried out on the basis of absolute entropies, which 
were computed by the third thermodynamic law from the experimental data and by 
statistical thermodynamics and group equation method. Comprising the oSm  
and Cp,m values determined by both theoretical methods showed that they agree within 
errors limits,  1.2 %. The   values of absolute entropies in homologous series of alkyl- and 
acyl-ferrocenes obtained in this work and available in the literature are presented in Table 9. 
 

Compound ( )oS condm  a ( )( )oS gm expt a ( )( )oS g calcm b ( )( )oS g recomm c 
F (cr) 211.85 ± 1.1d 361.0 ± 3.6 362.6 ± 7 362 ± 3.1 

EF(liq) (354.1 ± 1.1)e (525.3 ± 2.9) e 453 ± 7 d 453 ± 7 
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AF (cr) 264.6 ± 0.8 478.3 ± 2.9 - 478 ± 3 

POF (cr) 291.0 ± 1.2 502.7 ± 5.1 513 ± 7 507 ± 6 
i-BTF (liq) 379.6 ± 1.2 - 541 ± 7 541 ± 7 

a ( )oS condm  and ( )( )oS gm expt denote the entropies determined based on experimental data;  
b ( )( )oS g calcm are values calculated by DFT and group equation methods; c ( )( )oS g recomm denotes 
recommended values; d (Emel’yanenko et al., 2010); e (Karyakin, et al., 2003). 

Table 9. The absolute entropies (JK-1mol-1) in condensed and ideal gas states of ferrocene, 
[F], and some derivatives of ferrocene: ethylferrocene [EF], n-propylferrocene [n-PF], iso-
butylferrocene [i-BF], n-butylferrocene [n-BF], formylferrocene [FF], acetylferrocene [AF], 
propionylferrocene [POF], iso-butyrylferrocene [i-BTF] at T = 298.15 K 

The ( )( )oS gm expt  and ( )( )oS g calcm values for ferrocene, n-propyl- and iso-butylferrocene 
agree to within their errors that proves the reliability of these values and all the 
thermodynamic data used for their calculation. The mutual consistency of the absolute 
entropies of iso-butyrylferrocene and iso-butylferrocene in the liquid state was revealed 
using the Benson additive method. The difference between the entropies of these 
compounds, S = 2 JK-1mol-1, is close to the entropy increment  S  = 1.4 JK-1mol-1, which 
fit for replacing the СН2 by CO group in the passage from iso-butyl- to iso-butyrylferrocene.    
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straight lines correspond to equations: ( , )oS cond AcFm = 1.392· M - 50.68 and ( , )oS g AcFm = 
2.664· M - 144.6 

of the entropy of vapor compression calculation over the liquid phase because there are no 
vapor pressure data over the crystals. The verification of reliability of the other ( )( )oS gm expt  
values was analyzed on the basis of the additivity principle for extensive properties in 
homologous series of compounds. 
As is seen from Table 9, the discrepancies between ( )( )oS gm expt and ( )oS gm values of EF, n-
BF, and FF are 5-10 times larger than the errors of these values. To find the reasons for these 
discrepancies, the linear correlations between the absolute entropies and molecular weights 
of the compounds were analyzed in homologous series of alkyl-, ( )oS AlFm , and acyl-, 

( )oS AcFm , derivatives of ferrocene (Fig. 13).  
The root-mean-square deviation [RMS] of the calculated ( , )oS cond AlFm values from 
experimental ones was s = 29 JK- 1mol-1. Besides, the entropy of ethylferrocene deviates 
by the value of 10.5 % from the linear dependence of the other homologues. These 
deviations are several times larger than the uncertainty of ( )oS condm values and can be 
explained by errors in calorimetric heat capacities, obtained in (Karyakin, et al., 2003). After 
excluding of this value, the coefficient R2 of linear correlation increased from 0.9147 to 
0.9992, and the s  value decreased to 4 JK-1mol-1. Thus, the value ( )oS condm for EF is 
unreliable. The ( )( )oS gm expt  entropies for n-propylferrocene and n-butylferrocene deviate 
from the smoothed straight line (Fig. 13) by only (3.9 and 3.2) %, respectively, nevertheless the 
RMS deviation of calculated ( )( )oS gm expt values from initial ones s = 29 JK-1mol-1 is fairly 
large. After replacing the absolute entropy of n-BF, obtained from experimental data, on the 

( )( )oS g calcm value, calculated by the empirical method of group equations, the s deviation 
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decreased to 6.2 JK-1mol-1 and appropriate deviations of ( )( )oS gm expt values for n-PF and 
n-BF from the smoothed straight line did not exceed ~ 1 %.  
Correlations for the absolute entropies of acylferrocenes obtained for the condensed and 
ideal gas states (Table 9) are shown in Fig. 13, b. The RMS deviation s = 6 JK-1mol-1 of the 
experimental ( , )oS cond AcFm  entropies from the smoothed straight line conforms to the 
errors of these values. Appropriate deviation for the ideal gas entropies ( )oSm expt

 
AcF is 

substantially larger, s = 23.4 JK-1mol-1. Besides, the deviation of the entropy of 
formylferrocene (Table 9) from smoothed straight line, 27.5 JK-1mol-1, is ~10 times 
larger than the experimental error, which can be explained by errors in vapor pressure 
and the entropies of sublimation for FF. After replacing this ( )( )oS gm expt  value by the 

( )( )oS g calcm entropy obtained by the method of statistical thermodynamics (Table 9), 
appropriate deviations of the ideal gas entropies from smoothed ),( AcFgo

mS line 
decreased to  1.4 % for the all compounds of the AcF – series. This deviation is close to the 
measurement errors, which indicate to unreliability of the ))(( exptgo

mS value for FF.  
A critical analysis of the absolute entropies of the alkyl and acyl derivatives of 
ferrocene shows that the  ( )( )oS g calcm  and ( )( )oS gm expt values for n-propylferrocene, iso-
butylferrocene, acetylferrocene, propionylferrocene, and iso-butyrylferocene are reliable to 
within errors. The entropies of ethylferrocene in the condensed state and n-butylferrocene 
and formylferrocene in the ideal gas states are not reliable because of errors in EF heat 
capacity measurements and errors of the vapor pressures and enthalpy of vaporization 
and sublimation for n-BF and FF, respectively. On the basis of the critical analyses of the 
absolute entropies of the ferrocene derivatives, the recommended reliable ( )( )oS g recomm  
values have been presented in Table 9. 

4.2 Extrapolation of vapor pressure to entire range of liquid phase  
A saturation vapor pressure of substances for entire liquid region was obtained by 
calculation methods on the basis of the experimental pT  data of moderate "atmospheric 
range" from 2 to 101.6 kPa. Extending the pT parameters to the region of low pressures is 
performed by simultaneous processing the vapor pressure and differences between the heat 
capacities of the ideal gas and liquid. The vapor pressures above 100 kPa are calculated by 
the empirical bimodal equation obtained by processing the pT parameters and densities of 
liquids using the one-parameter corresponding states law in Filippov’s version. 
The extrapolation of vapor pressure to the low-temperature region down to the triple point 
is carried out by a system of two equations: 

  
(23)

 
where <p> is the vapor pressure at the average temperature of experimental range, and A', 
B', C', and D' are coefficients of simultaneous processing of the pT data with 
 ,Cp m differences.  
Mathematical processing by a system of equations (23) requires the use of heat capacities of 
the ideal gas and liquid in the neighbourhood of the triple point, where the linear 
temperature dependence of ,Cp m is valid.  
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The method of extrapolation of the vapor pressure was tested with standard substances 
1,1,1-trifluoro-2,2-dichloroethane and n-decane for which precision pT parameters and heat 
capacities of the ideal gas and liquid are available in a wide temperature range.  
 

 
Fig. 14. Deviation    {( ) / } 100s p p pp recom recomextr  of extrapolated values pextr of the 

vapor pressure of n-decane from experimental recommended values precom as functions of 
temperature range of extrapolation Textr ,: 1 - calculation by a system of equations (23); 2 
and 3 - calculation by equation (4) using full and shortened ( T = 50 K) interval of  
pT parameters 

Fig. 14 presents comparison of the extrapolation capabilities of equations (4) and the system 
of equations (23) by  processing the precision pT  data of n-decane in moderate range of 
pressure and the  ,Cp m differences in the neighbourhood of triple point Ttp  = 243.56 K. 
The deviations of the extrapolated p values from the recommended experimental vapor 
pressures of n-decane (Boublik et al., 1984) and most reliable calculated values (Ruzicka & 
Majer, 1994) were evaluated using equation (4) (curves 2 and 3) and the system of equations 
(23) (curve 1). Curves 2 and 3 were obtained for the complete and shortened temperature 
ranges of the pT data T = (80 and 50) K, respectively. In so doing, the deviation of the 
calculated p values from experimental ones, sp , increase for equation (4) from (5 to 40) % in 
dependence on the temperature range of extrapolation , Textr , from (50 to 120) K. The 
appropriate deviations for the system of equations (23) are much smaller and equal from (2 
to 4) % for this range of extrapolation.  
The results of approximation of pT data for l,l,l-trifluoro-2,2-dichloroethane (Weber, 1992) 
by individual equation (4) and by system of equations (23) are compared in Table 10 . The 
data were processed by the least squares method using the vapor pressure in the 
temperature range from 256 to 299 K and the heat capacities of the ideal gas (Frenkel et al., 
1994) and liquid (Varushchenko et al., 2007)  in the range from 150 to 240 K. 
In so doing, the temperature range of extrapolation of vapor pressure from initial 
temperature 256 K to Ttp = 145.68 K equals Textr  = 111 K. Tentative errors of 
approximation coefficients were evaluated only for revealing the change of extrapolation 
prediction in going from equation (4) to that of (23). As is seen from Table 10, errors of  
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decreased to 6.2 JK-1mol-1 and appropriate deviations of ( )( )oS gm expt values for n-PF and 
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values have been presented in Table 9. 

4.2 Extrapolation of vapor pressure to entire range of liquid phase  
A saturation vapor pressure of substances for entire liquid region was obtained by 
calculation methods on the basis of the experimental pT  data of moderate "atmospheric 
range" from 2 to 101.6 kPa. Extending the pT parameters to the region of low pressures is 
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the empirical bimodal equation obtained by processing the pT parameters and densities of 
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coefficients of equations (23) are approximately ten times lower than those of equation 
(4), which explains increasing the extrapolation capabilities of the system (23). The 
resultant value of the vapor pressure at triple point ptp is about 25% lower than that of 
equation (4). Reducing the temperature range of initial pT data, T , from (25 to 50) K 
(accordingly, extending the range of extrapolation of vapor pressure to ~ 130 K) leads to the 
variation of ptp value by only 4-6%. 
 

Equation /A A  ( / )B B  ( / )C C    3( / ) 10D D  ptp ,Pa 

(4) 98.82786±11.09 
(10%) 

6061.251±273.0 
(4%) 

14.58016±1.97 
(10%) 

17.7902±3.56 
(20%) 0.155 

(23) 78.44263±0.496 
(0.6%) 

5677.915±29.87 
(0.5%) 

10.76986±0.093 
(1%) 

9.0292±0.23 
(2.5%) 0.114 

Table 10. The coefficients of equations (4) and (23) and saturated vapor pressure of 1,1,1-
trifluoro-2,2-dichloroethane at the triple point, Ttp = 145.68±0.02 K (Weber, 1992) 

Analysis of calculated data for n-decane and l,l,l-trifluoro-2,2-dichloroethane revealed 
that the use of  the system of equations (23) for extrapolation of the vapor pressure in a 
wide temperature range  Textr  (120 to130) K enabled one to obtain ( )p Ttp values with 
errors of  10%.  
Extending the saturation vapor pressure to the critical region and computing the critical 
parameters of the substances were performed by the corresponding states law of Filippov’s 
version (Filippov, 1988). A large class of normal (unassociated) liquids obey the one-
parameter law of corresponding states [OLCS] which manifests an existence of the one-
parameter family of     surfaces of liquids. For the saturation curve, the OLCS equation 
has the form    ( , ) 0A or ( , ),A    where A  is the similarity criterion. The latter is 
assigned by ordinate   with abscissa   = 0.625 on the reduced curve of saturated vapor 
pressure,   100AF at  0.625. 
Few literature data are available for critical parameters of organic compounds. The law of 
corresponding states in Filippov’s version enables one both to obtain the required critical 
parameters using precise pT data and density   of liquid and to calculate numerous 
thermophysical properties on the basis of known values of ,Tc ,Vc  and AF . Generalized 
equations for the calculation of the critical parameters and of the thermophysical 
properties were obtained by empirical method using the array of experimental data on 
the appropriate properties for studied compounds (Filippov, 1988). The critical parameters 
were calculated by algorithms (Filippov, 1988) and (Varushchenko et. al., 1987), in which the 
following pairs of input data were used: 

  

(24)
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The derivative ln( ) / (1 / )d p d T was determined by differentiation of the equations 
ln( ) ( )p F T for investigated substances. A random sampling of 14 compounds, having 

reliable data on the vapor pressure, density, and critical parameters was used to 
demonstrate (Varushchenko et. al., 1987) that 1) the employed algorithm is capable to 
produce adequate results in computing ,Tc ,Vc  and AF and 2) the calculation algorithm 
originally developed for compounds with the similarity criterion 1  AF 4 is suitable for a 
wider class of compounds, including polyatomic molecules with the criterion 0.5  AF 4. 
A prediction of the thermophysical properties by the OLCS of Filippov (Filippov, 1988) 
requires following basic quantities: ,Tc ,Vc  and AF . The errors of the latter calculation are 
within ±1—2%; the appropriate errors of ,Pc are higher and amount to ±3—5%. 
The saturation vapor pressure are extrapolated to the critical region using the empirical 
binodal equation with pseudocritical parameters  T Tc and  P Pc : 

         log( / ) log( / ) [ / 1] [ ( / ]P p a T T T T b c T T ,       (25) 

where a  = 3.9726, b = 0.3252, and c = 0.40529. 
Two-parameter formula (25) weakly depends on similarity criterion AF ; therefore, it may be 
employed for curvilinear extrapolation of saturated vapor pressure using only two pairs of 
the pT data. The formula was derived by the similarity conversion, namely using 
superposition of curves   log( ) / log( ) which have the same slope for different 
substances. As a result, the family of curves reduces to a single curve which has segments of 
vapor pressure in the supercritical region. The pair of the  P T parameters is of 
importance for remote point on the binodal curve, which enables one to calculate the vapor 
pressure of a substance in the region from the normal boiling temperature to the critical 
point. The error of the pressure calculation is  (3 to 5) % depending on the temperature 
range of pT data extending and their reliabi lity. 
Therefore, analysis of equations (4) and (23) demonstrated that equation (4) obtained by 
approximation of vapor pressure of the "atmospheric range" gives precision results when it 
used as an interpolation equation. It is further employed for extrapolation of the vapor 
pressure in the temperature range of   50 K with an error of (1 to 2) %. Extending the vapor 
pressure to the entire liquid phase from the critical to the triple points temperatures is 
performed by means of one-parameter law of corresponding states with errors from (3 to 5) 
% and, respectively,  by simultaneous processing of the pT parameters and the differences 
between low-temperature heat capacities   0 0( ) ( ), , ,C C g C liqp m p m p m  with uncertainties of 
  10 %, respectively. The data on extrapolation of the vapor pressure are suitable for many 
technological calculations. 

5. Conclusion 
The fundamental thermodynamic investigations of the phase equilibriums of many 
functional organic compounds were carried out by experimental and calculation methods in 
Luginin’s Thermochemistry Laboratory of the Moscow State University. Modified setups 
have been created for precise determination of the saturation vapor pressures by 
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coefficients of equations (23) are approximately ten times lower than those of equation 
(4), which explains increasing the extrapolation capabilities of the system (23). The 
resultant value of the vapor pressure at triple point ptp is about 25% lower than that of 
equation (4). Reducing the temperature range of initial pT data, T , from (25 to 50) K 
(accordingly, extending the range of extrapolation of vapor pressure to ~ 130 K) leads to the 
variation of ptp value by only 4-6%. 
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version (Filippov, 1988). A large class of normal (unassociated) liquids obey the one-
parameter law of corresponding states [OLCS] which manifests an existence of the one-
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has the form    ( , ) 0A or ( , ),A    where A  is the similarity criterion. The latter is 
assigned by ordinate   with abscissa   = 0.625 on the reduced curve of saturated vapor 
pressure,   100AF at  0.625. 
Few literature data are available for critical parameters of organic compounds. The law of 
corresponding states in Filippov’s version enables one both to obtain the required critical 
parameters using precise pT data and density   of liquid and to calculate numerous 
thermophysical properties on the basis of known values of ,Tc ,Vc  and AF . Generalized 
equations for the calculation of the critical parameters and of the thermophysical 
properties were obtained by empirical method using the array of experimental data on 
the appropriate properties for studied compounds (Filippov, 1988). The critical parameters 
were calculated by algorithms (Filippov, 1988) and (Varushchenko et. al., 1987), in which the 
following pairs of input data were used: 
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used as an interpolation equation. It is further employed for extrapolation of the vapor 
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% and, respectively,  by simultaneous processing of the pT parameters and the differences 
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functional organic compounds were carried out by experimental and calculation methods in 
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have been created for precise determination of the saturation vapor pressures by 
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comparative ebulliometry, the enthalpies of vaporization by evaporation calorimetry, and 
the low temperature heat capacity and phase transitions by vacuum adiabatic calorimetry. 
The saturation vapor pressures were determined in moderate range of pressure 2  (p/kPa) 
 101.6 with accuracy of the temperature   0.01 K, and pressure,   26 Pa, which 
correspond to the modern precision levels. The temperature dependences of the saturation 
vapor pressure, ln( ) ( )p F T , and the enthalpies of vaporization   ( )H f Tvap were 
obtained by mathematical processing of the pT parameters by equation (1), derived on the 
basis of Clapeyron equation using LSM with orthogonal functions. The latter allow one to 
calculate the errors of Hvap values, which are urgent problem because the indirect method 
is the main source for determination of the enthalpies of vaporization. An agreement of the 
Hvap  values obtained by direct (calorimetric) and indirect (calculation) methods proves 
their reliability.  
The precise saturated vapor pressure data are extended to entire region of the liquids under 
study. Extrapolation of the pT parameters down to the triple point temperature are carried 
out by simultaneous processing the vapor pressures and low-temperature differences 
  0 0( ) ( ), , ,C C g C liqp m p m p m , which are the second derivatives of the vapor pressure upon 
the temperature. Extending the pT parameters to the critical region and calculation of the 
critical quantities are performed by Filippov’s one-parameter law of the corresponding states. 
The latter enables us both to calculate the critical parameters on the basis of more readily 
available pT -data and density of liquids and to predict numerous thermo-physical properties 
of the equilibrium liquid – vapor by means of the known critical quantities ,Tc ,Vc and 
criterion of similarity AF . 
The low temperature heat capacity in the temperature region (5 to 373) K, molecular motion 
in crystal and metastable phases, and solid state transitions and fusion were investigated by 
the adiabatic calorimetry. Uncertainties of the ,Cp m measurements are on the average ~0.2 % 
which correspond up-to-date precision level. 
An accurate calorimetric study of the solid states of the functional organic compounds 
revealed different polymorphic modifications of the molecules, order – disorder transitions 
involving orientational and conformational disorder, glass-like transitions, and plastic 
crystalline phases with anisotropic and isotropic reorientations of the molecules. For 
interpretation of these transformations, the X-ray crystallography, infrared and Raman 
molecular spectroscopy were got involved in investigation. 
The main thermodynamic functions in three aggregate states: the absolute entropy by the 3d 
law of thermodynamics, the changes of the enthalpy and free Gibbs energy are derived on 
the basis of the heat capacity and vapor pressure measurements. A critical analysis and 
verification of the reliability of obtained data are very significant parts of the 
thermodynamic investigation. With this in mind, the experimental thermodynamic 
functions are compared with calculated ones by additive principles and by statistical 
thermodynamics coupled with quantum mechanical (QM) calculation on the basis of DFT 
method. The QM calculation are performed on the level B3LYP/6-31G(d,p) by Gaussian 98 
and 03 software packages. 
A qualitative analysis of thermodynamic properties in dependence on some parameters 
responsible for intermolecular interactions and short range order of the liquid phase has 
been carried out for verification of the mutual consistency of the properties in homologous 
series and the series of the same type of compounds. A quantitative verification of the 
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properties were performed by comparison of the absolute entropies, obtained by the third 
thermodynamic law, ( )( )oS gm expt , and calculated by statistical thermodynamics, ( )oS statm . 
The agreement between these quantities confirms their reliability, as well as all experimental 
and calculation data used in computing process.  
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7. Appendix 
7.1 Mathematical processing of saturation vapor pressure 
The vapor pressures in dependence on temperature are treated by a relationship:  
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Coefficients of equation (A1) are calculated by LSM using orthogonal functions (Kornilov & 
Vidavski, 1969). 
Two functions k and s are orthogonal if the following condition is satisfied: 
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where coefficients of orthogonality, pq , are defined from equation (A3) and the orthogonal 

condition as: 
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functions are compared with calculated ones by additive principles and by statistical 
thermodynamics coupled with quantum mechanical (QM) calculation on the basis of DFT 
method. The QM calculation are performed on the level B3LYP/6-31G(d,p) by Gaussian 98 
and 03 software packages. 
A qualitative analysis of thermodynamic properties in dependence on some parameters 
responsible for intermolecular interactions and short range order of the liquid phase has 
been carried out for verification of the mutual consistency of the properties in homologous 
series and the series of the same type of compounds. A quantitative verification of the 
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properties were performed by comparison of the absolute entropies, obtained by the third 
thermodynamic law, ( )( )oS gm expt , and calculated by statistical thermodynamics, ( )oS statm . 
The agreement between these quantities confirms their reliability, as well as all experimental 
and calculation data used in computing process.  
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7. Appendix 
7.1 Mathematical processing of saturation vapor pressure 
The vapor pressures in dependence on temperature are treated by a relationship:  

   (T  )Tln-lnT21Δln  TTT
T

HpRT
 

 
)]ln(ln2/

2
2/2[ TTTTTT  3

    

(A1)

 
where )ln(/(1 T

pRT
T

H  . 

Coefficients of equation (A1) are calculated by LSM using orthogonal functions (Kornilov & 
Vidavski, 1969). 
Two functions k and s are orthogonal if the following condition is satisfied: 

 
 sk  =0  at  sk                    (A2) 

According to Gauss, the 
i

sign was replaced by   . If there are m functions 
m ,...1,0 they may be replaced by linear combination of the orthogonal functions 

p ,...1,0 using Shmidt method: 
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where coefficients of orthogonality, pq , are defined from equation (A3) and the orthogonal 

condition as: 
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  2/ qqppq  

 
       (A4) 

A description of the technique of vapor pressures approximation by equation (A1) is given 
bellow.  
The data on the saturation vapor pressure in dependence on the temperature have unequal 
accuracy; therefore treating those by the LSM were carried out using statistical weights iw : 

 )()}ln({ iTiwipRT  .    (A5) 

The value of iw is introduced by inversely proportional to the dispersion: 

 
2)]}ln([2/{1 ipiRTsiw    (A6) 

In conformity with the law of an accumulation of the random errors, the dispersions were 
calculated from the formula: 

22}/{22)}ln({)}ln({2
psipiRTTsipRipiRTs                  

For simplification of the calculation, equation (A1) is reduced to the linear form: 
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Owing to transition to the orthogonal functions, equation (A7) takes a form: 

 33221100  bbbbY  ,      (A8) 

where 10  ,    01011   x ,     12102022   x ,     

23213103033   x . 

The coefficients of orthogonality, pq (A4), expressed with the use of statistical weights, are: 
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The coefficients pb of equation (A8) were determined by LSM using a minimum of a sum of 
the deviations square of the experimental iwipRTiy )}ln({ values from those ones 
calculated by (A8): 

 
min

2
)]33221100([  

i ibibibbiy 
 

      (A10) 

By differentiation of the expression (A10) upon pb and followed by transformation of the 

obtained equations using a ratio (A2), a system of normal equations were obtained, every 
equation being contained only one unknown coefficient: 
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Thus, the system of the normal equations is a diagonal matrix. The formulae intended for 
calculation of pb coefficients were obtained on the basis of the normal system of equations 

(A11): 
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The )(2
pbs dispersions of the coefficients pb were defined in accordance with the formula 

(A12), as: 
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where  
i iYiyrs 2)(12

0 is dispersion of individual measurement, lnr   denotes a 
number of a freedom degree, n is a number of measurements, l is the number of terms of 
approximation equation, iy  are experimental values of the )(xy function, iY are the values 
of the function calculated from approximated equation. 
The constants ia of equation (A1) were calculated after the coefficients of pb and pq have 
been rounded off. The pb and pq coefficients were rounded up to the values of their 
uncertainties, but one spare digit being excepted. The errors of pb and pq coefficients were 
calculated by formulae:  
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The coefficients pb of equation (A8) were determined by LSM using a minimum of a sum of 
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0 is dispersion of individual measurement, lnr   denotes a 
number of a freedom degree, n is a number of measurements, l is the number of terms of 
approximation equation, iy  are experimental values of the )(xy function, iY are the values 
of the function calculated from approximated equation. 
The constants ia of equation (A1) were calculated after the coefficients of pb and pq have 
been rounded off. The pb and pq coefficients were rounded up to the values of their 
uncertainties, but one spare digit being excepted. The errors of pb and pq coefficients were 
calculated by formulae:  
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2/1]}2/[2
0{05.0 wpstpb   and  2/1]}2/{[ wppxpq   , 

where px is uncertainty of rounding of initial px value. Dispersion of 2
0s value and 

sums ]2[ wp , which were used by computing the pb , pq , and ib constants (A12) were 
rounded off up to three significant figures. On the basis of formula (A7) and uncertainty of 
the temperature measurements of ±0.006 K, the ix errors were evaluated equal to: 1x = 
0.006 K, 2x =0.024 K and 3x =0.048 K2. 
The constants 1a , 2a , and 3a are easily determined by means of coefficients of pb and 

pq as  -functions are linear combination of the 1x , 2x , and 3x variable values: 

 33 ba  ,    33222 bba  ,    3213233122111 bbbba     (A14) 

The constant 0a of equation (A7) are determined when replacing its terms by appropriate 

mean ones, namely iwx and wy : 

 wxawxawxawya 3322110 
 

 (A15) 

A calculation of the pa coefficients by the method described above is simpler than straight 

treating the pT -parameter by equation (A7) using LSM. For decreasing a number of 
tabulated coefficients, the final equation (A7) was transformed to the form: 

 TDTCTBAp  )ln(/)ln(   (A16) 

Here A, B, C, and D are correlated constants, which were obtained by reducing the similar 
terms of equation (A7). A number of significant digits in the coefficients were chosen based 
on a condition: deviations of calculated vapor pressures from the experimental ones should 
not exceed the uncertainties of determination of the p values (13÷26 Pa). Then, the accuracy 
of each coefficient of equation (A16) was designated depending on the accuracy of 

)()ln( Tfp   function using derivatives Kp  /)ln( , where  , ,K A B C  or D coefficients. If 
     ln( ) / ln( ) /p K p K X , then    ln( ) /K p X . This formula was used for evaluation 
of K values on the basis maximum values of p = 101.6 kPa and T = 530 K, determined in 
modified ebulliometer. 
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7.2 Calculation of the enthalpies of vaporization 
Mathematical processing the saturated vapor pressure in dependence on temperature by 
LSM with orthogonal functions makes it possible to calculate both the enthalpy of 
vaporization and its dispersion 2( )s Hvap . The latter for the thermodynamic values 
 F HT is designated based on the law of an accumulation of the random errors by the 

formula: 

   2 2 2( ) ( / )0s F s F yi         (A17) 

An equation for computing the temperature dependence of the enthalpy of vaporization 
was obtained by means of formula (A1) and Clapeyron equation (2) (part 2.1) taking account 
on interconnections between the
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Computing the dispersion, )(2
T

Hs  , caused by errors of the pT -data, was carried out by 

the formula, deduced based on (A17): 
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where    21 2T x Tw , 
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According to approximation accepted by deriving of the equation (A6), the enthalpy of 
vaporization, H

vap
 , equals to product of the )(

T
H   and Z values: 
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where Z is the difference of the compressibility factors, taking into account vapor deviation 
from ideality and volume changes of the vapor and liquid. For decreasing a number of 
tabulated coefficients, the equation (A19) was transformed to the form: 

 
ZDTCTBRH

vap
 )2(      (A21) 

The coefficients of equation (A20) are connected with correlations: 
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where Z is the difference of the compressibility factors, taking into account vapor deviation 
from ideality and volume changes of the vapor and liquid. For decreasing a number of 
tabulated coefficients, the equation (A19) was transformed to the form: 
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As an example, Table A1 lists the parameters of equation for calculating the uncertainties of 
the enthalpies of vaporization caused by errors of the vapor pressures for some freons. 
 

 
Compounds 05.0t a  b  c 310d e  g  )}({ TmHs  ,

J·mol-1 

210}/){ 
m

HmHs , 

% 
CFCl2CFCl2 2.306 0.389 0.0104 339 0.66 56918 337.6 43.1 0.12 
CF2ClCFCl2 2.775 114 21.64 308 - - - 130.6 0.45 
CF2BrCF2Br 2.569 27.8 3.709 310 - - - 60.2 0.21 

Table A1. Parameters of equation for calculation of the )}({ TmHs  values by  

 2/1]2}2)/(5.0)/({2}/{([
05.0

)1/()}({ KTKTgedcKTbatmolJTmHs 
 

 (A22) 

for freons CFCl2CFCl2, CF2ClCFCl2 and CF2BrCF2Br at T = 298.15 K, where 05.0t denotes the 
Student criterion. 
This equation was obtained by summing up dispersions of the orthogonal coefficients of 
equation (A19). Errors of the )(TmHvap values caused by uncertainties of pT data equal 

to those of the direct calorimetric methods (Table 2). 
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As an example, Table A1 lists the parameters of equation for calculating the uncertainties of 
the enthalpies of vaporization caused by errors of the vapor pressures for some freons. 
 

 
Compounds 05.0t a  b  c 310d e  g  )}({ TmHs  ,

J·mol-1 

210}/){ 
m

HmHs , 

% 
CFCl2CFCl2 2.306 0.389 0.0104 339 0.66 56918 337.6 43.1 0.12 
CF2ClCFCl2 2.775 114 21.64 308 - - - 130.6 0.45 
CF2BrCF2Br 2.569 27.8 3.709 310 - - - 60.2 0.21 

Table A1. Parameters of equation for calculation of the )}({ TmHs  values by  

 2/1]2}2)/(5.0)/({2}/{([
05.0

)1/()}({ KTKTgedcKTbatmolJTmHs 
 

 (A22) 

for freons CFCl2CFCl2, CF2ClCFCl2 and CF2BrCF2Br at T = 298.15 K, where 05.0t denotes the 
Student criterion. 
This equation was obtained by summing up dispersions of the orthogonal coefficients of 
equation (A19). Errors of the )(TmHvap values caused by uncertainties of pT data equal 

to those of the direct calorimetric methods (Table 2). 
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1. Introduction 
A scientific understanding of the behaviour of polymers under extreme conditions of 
temperature and pressure becomes inevitably of the utmost importance when the objective 
is to produce materials with well-defined final in-use properties and to prevent the damage 
of materials during on-duty conditions. The proper properties as well as the observed 
damages are related to the phase transitions together with intimate pattern organization of 
the materials. 
Thermodynamic and thermokinetic issues directly result from the thermodynamic 
independent variables as temperature, pressure and volume that can stay constant or be 
scanned as a function of time. Concomitantly, these variables can be coupled with a 
mechanical stress, the diffusion of a solvent, and/or a chemically reactive environment. A 
mechanical stress can be illustrated in a chemically inert environment by an elongation 
and/or a shear. Diffusion is typically described by the sorption of a solvent. A chemical 
environment is illustrated by the presence of a reactive environment as carbon dioxide or 
hydrogen for example.        
Challenging aspects are polymer pattern multi scale organizations, from the nanometric to 
the macrometric scale, and their importance regarding industrial and technological 
problems, as described in the state of the art in Part 2. New horizons and opportunities are 
at hands through pertinent approaches, including advanced ad hoc experimental techniques 
with improved modelling and simulation. Four striking illustrations, from the interactions 
between a solvent and a polymer to the growth patterns, are illustrated in Part 3.  
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1. Introduction 
A scientific understanding of the behaviour of polymers under extreme conditions of 
temperature and pressure becomes inevitably of the utmost importance when the objective 
is to produce materials with well-defined final in-use properties and to prevent the damage 
of materials during on-duty conditions. The proper properties as well as the observed 
damages are related to the phase transitions together with intimate pattern organization of 
the materials. 
Thermodynamic and thermokinetic issues directly result from the thermodynamic 
independent variables as temperature, pressure and volume that can stay constant or be 
scanned as a function of time. Concomitantly, these variables can be coupled with a 
mechanical stress, the diffusion of a solvent, and/or a chemically reactive environment. A 
mechanical stress can be illustrated in a chemically inert environment by an elongation 
and/or a shear. Diffusion is typically described by the sorption of a solvent. A chemical 
environment is illustrated by the presence of a reactive environment as carbon dioxide or 
hydrogen for example.        
Challenging aspects are polymer pattern multi scale organizations, from the nanometric to 
the macrometric scale, and their importance regarding industrial and technological 
problems, as described in the state of the art in Part 2. New horizons and opportunities are 
at hands through pertinent approaches, including advanced ad hoc experimental techniques 
with improved modelling and simulation. Four striking illustrations, from the interactions 
between a solvent and a polymer to the growth patterns, are illustrated in Part 3.  
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2. Multi-length scale pattern formation with in-situ advanced techniques   
2.1 Structure formation in various materials  
2.1.1 Broad multi-length scale organization  
The development of polymer-type patterns is richly illustrated in the case of biological 
materials and metals.  
Pattern growth 
Among the observed morphologies which extend from polymeric to metallic materials and 
to biologic species, similar pattern growth is observed. Patterns extend, with a multilevel 
branching, from the nanometric (Fig. 1.a-b) to the micrometric (Fig. 1.c-d-e) scale structures.   
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Fig. 1. Two-dimensional (2D) observations of various polymer patterns. (a) nanometric scale 
pattern of poly(ethylene-oxide) cylinders (PEO in black dots) in amphiphilic diblock 
copolymer PEOm-b-PMA(Az)n (a, Iwamoto & Boyer, CREST-JSPS, Tokyo, Japan), (b) 
nanometric scale lamellae of an isotactic polypropylene (iPP, crystallization at 0.1 °C.min-1, 
RuCl3 stained) with crystalline lamella thickness of 10 nm in order of magnitude, (c) 
micrometric scale of an iPP spherulite with lamellar crystals radiating from a nucleating 
point (iPP, crystallization at 140 °C), (d) micrometric scale structure of a polyether block 
amide after injection moulding (b-c-d, Boyer, CARNOT-MINES-CEMEF, Sophia Antipolis, 
France), (e) micrometric scale cellular structure of a polystyrene damaged under carbon 
dioxide sorption at 317 K (e, Hilic & Boyer, Brite Euram POLYFOAM Project BE-4154, 
Clermont-Ferrand, France).     

The polycrystalline features, formed by freezing an undercooled melt, are governed by 
dynamical processes of growth that depend on the material nature and on the 
thermodynamic environment. Beautiful illustrations are available in the literature. To cite a 
few, the rod-like eutectic structure is observed in a dual-phase pattern, namely for metallic 
with ceramic, and for polymeric (De Rosa et al., 2000; Park et al., 2003) systems like 
nanometric length scale of hexagonal structure of poly(ethylene-oxide) PEO cylinders in 
amphiphilic diblock copolymer PEOm-b-PMA(Az)n with azobenzene part PMA(Az) (Tian et 
al., 2002). Dendritic patterns are embellished with images like snowflake ice dendrites from 
undercooled water (Kobayashi, 1993) and primary solidified phase in most metallic alloys 
(e.g., steel, industrial alloys) (Trivedi & Laorchan, 1988a-b), and even dendrites in polymer 
blends (Ferreiro et al., 2002a) like PEO polymer dendrites formed under cooling 
PEO/polymethyl methacrylate PMMA blend (Gránásy et al., 2003; Okerberg et al., 2008). In 
the nanometric scale, immiscibility of polymer chains in block copolymers leads to 
microphase-separated structures with typical morphologies like hexagonally packed 
cylindrical structures, lamellae, spheres in centred cubic phases, double gyroid and double 
diamond networks (Park et al., 2003).  
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In polymer physics, the spherulitic crystallization (Fig. 1.c) represents a classic example of 
pattern formation. It is one of the most illustrated in the literature. Besides their importance 
in technical polymers, spherulitic patterns are also interesting from a biological point of 
view like semicrystalline amyloid spherulites associated with the Alzheimer and Kreutzfeld-
Jacob diseases (Jin et al., 2003; Krebs et al., 2005). The spherulitic pattern depends on 
polymer chemistry (Ferreiro et al., 2002b). Stereo irregular atactic or low molecular weight 
compounds are considered as impurities, which are rejected by growing crystals. The 
openness of structure, from spherulite-like to dendrite-like, together with the coarseness of 
texture (a measure of the ‘diameters’ of crystalline fibres between which impurities become 
concentrated during crystal growth) was illustrated in the work of Keith & Padden (1964). 
These processes induce thermal and solute transport. Thus pattern formation is defined by 
the dynamics of the crystal/melt interface involving the interfacial energy. In the 
nanometric scale domain, spherulite is a cluster of locally periodic arrays of crystalline 
layers distributed as radial stacks of parallel crystalline lamellae separated by amorphous 
layers (Fig. 1.b). Molecular chains through the inter-lamellar amorphous layers act as tie 
molecules between crystalline layers, making a confined interphase crystalline 
lamellae/amorphous layer.     
Cross fertilization between polymer crystallization and metal solidification 
Physical chemists and metallurgists alike are constantly confronted with materials 
properties related to (polymer) crystallization (e.g., spherulite size distribution, lamellae 
spacing) or (metal) solidification (e.g., grain size distribution, dendrite arm or eutectic 
spacing), respectively. In metal science, if accurate numerical modelling of dendritic growth 
remains a major challenge even with today’s powerful computers, the growth kinetic 
theories, using accurate surface tension and/or kinetic anisotropies, are well advanced (Asta 
et al., 2009; Flemings, 1974). In polymer science, such approaches exist. But still insight into 
the physics/kinetics connection and morphologies is little known (Piorkowska et al., 2006). 
The most well-known growth kinetics theory is the one of Hoffman and coworkers 
(Hoffman, 1983) which is based on the concept of secondary nucleation; the nucleation and 
overall kinetics of crystallization have been also intensively studied (Avrami, 1939, 1940, 
1941; Binsbergen, 1973; Haudin & Chenot, 2004).    

2.1.2 Practical applications, importance of crystal organization  
The multi-length scale and semi-crystalline structure organizations are intimately linked 
with the chemical, physical, mechanical integrity and failure characteristics of the materials. 
Polymers with well-defined end-used properties 
Semi-crystalline polymers gain increasing importance in manufacturing (extended to 
recycling) industries where the control at the nano- to micro- up to macrometric hierarchical 
levels of the patterns constitutes a major engineering challenge (Lo et al., 2007). The domains 
extend from optics, electronics, magnetic storage, isolation to biosorption, medicine, 
packaging, membranes and even food industry (Rousset et al., 1998; Winter et al., 2002;  
Park et al., 2003; Nowacki et al., 2004; Scheichl et al., 2005; Sánchez et al., 2007; Wang et al., 
2010).     
Control of polymer structure in processing conditions  
Industrial polymer activities, through processes like, for instance, extrusion coating (i.e., the 
food industry with consumption products), injection moulding (i.e., the industry with 
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pattern of poly(ethylene-oxide) cylinders (PEO in black dots) in amphiphilic diblock 
copolymer PEOm-b-PMA(Az)n (a, Iwamoto & Boyer, CREST-JSPS, Tokyo, Japan), (b) 
nanometric scale lamellae of an isotactic polypropylene (iPP, crystallization at 0.1 °C.min-1, 
RuCl3 stained) with crystalline lamella thickness of 10 nm in order of magnitude, (c) 
micrometric scale of an iPP spherulite with lamellar crystals radiating from a nucleating 
point (iPP, crystallization at 140 °C), (d) micrometric scale structure of a polyether block 
amide after injection moulding (b-c-d, Boyer, CARNOT-MINES-CEMEF, Sophia Antipolis, 
France), (e) micrometric scale cellular structure of a polystyrene damaged under carbon 
dioxide sorption at 317 K (e, Hilic & Boyer, Brite Euram POLYFOAM Project BE-4154, 
Clermont-Ferrand, France).     

The polycrystalline features, formed by freezing an undercooled melt, are governed by 
dynamical processes of growth that depend on the material nature and on the 
thermodynamic environment. Beautiful illustrations are available in the literature. To cite a 
few, the rod-like eutectic structure is observed in a dual-phase pattern, namely for metallic 
with ceramic, and for polymeric (De Rosa et al., 2000; Park et al., 2003) systems like 
nanometric length scale of hexagonal structure of poly(ethylene-oxide) PEO cylinders in 
amphiphilic diblock copolymer PEOm-b-PMA(Az)n with azobenzene part PMA(Az) (Tian et 
al., 2002). Dendritic patterns are embellished with images like snowflake ice dendrites from 
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(e.g., steel, industrial alloys) (Trivedi & Laorchan, 1988a-b), and even dendrites in polymer 
blends (Ferreiro et al., 2002a) like PEO polymer dendrites formed under cooling 
PEO/polymethyl methacrylate PMMA blend (Gránásy et al., 2003; Okerberg et al., 2008). In 
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In polymer physics, the spherulitic crystallization (Fig. 1.c) represents a classic example of 
pattern formation. It is one of the most illustrated in the literature. Besides their importance 
in technical polymers, spherulitic patterns are also interesting from a biological point of 
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et al., 2009; Flemings, 1974). In polymer science, such approaches exist. But still insight into 
the physics/kinetics connection and morphologies is little known (Piorkowska et al., 2006). 
The most well-known growth kinetics theory is the one of Hoffman and coworkers 
(Hoffman, 1983) which is based on the concept of secondary nucleation; the nucleation and 
overall kinetics of crystallization have been also intensively studied (Avrami, 1939, 1940, 
1941; Binsbergen, 1973; Haudin & Chenot, 2004).    

2.1.2 Practical applications, importance of crystal organization  
The multi-length scale and semi-crystalline structure organizations are intimately linked 
with the chemical, physical, mechanical integrity and failure characteristics of the materials. 
Polymers with well-defined end-used properties 
Semi-crystalline polymers gain increasing importance in manufacturing (extended to 
recycling) industries where the control at the nano- to micro- up to macrometric hierarchical 
levels of the patterns constitutes a major engineering challenge (Lo et al., 2007). The domains 
extend from optics, electronics, magnetic storage, isolation to biosorption, medicine, 
packaging, membranes and even food industry (Rousset et al., 1998; Winter et al., 2002;  
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2010).     
Control of polymer structure in processing conditions  
Industrial polymer activities, through processes like, for instance, extrusion coating (i.e., the 
food industry with consumption products), injection moulding (i.e., the industry with 
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engineering parts for automotive or medicine needs) (Devisme et al., 2007; Haudin et al., 
2008), deal with polymer formulation and transformation. The viscous polymer melt 
partially crystallizes after undergoing a complex flow history or during flow, under 
temperature gradients and imposed pressure (Watanabe et al., 2003; Elmoumni & Winter, 
2006) resulting into a non homogeneous final macrometric structure throughout the 
thickness of the processed part. The final morphologies are various sizes and shapes of more 
or less deformed spherulites resulting from several origins: i) isotropic spherulites by static 
crystallization (Ferreiro et al., 2002a; Nowacki et al., 2004), ii) highly anisotropic 
morphologies as oriented and row-nucleated structures (i.e., shish-kebabs) by specific shear 
stress (Janeschitz-Kriegl, 2006; Ogino et al., 2006), iii) transcrystalline layer (as columnar 
pattern in metallurgy) by surface nucleation and/or temperature gradient, and iv) teardrop- 
-shaped spherulites or “comets” (spherulites with a quasi-parabolic outline) by temperature 
gradients (Ratajski & Janeschitz-Kriegl, 1996; Pawlak et al., 2002).     
Together with the deformation path (e.g., tension, compression), the morphology strongly 
influences the behaviour of polymers. Some models have attempted to predict the 
properties of spherulites through a simulation of random distributions of flat ellipsoids 
(crystalline lamellae) embedded in an amorphous phase described by a finite extensible 
rubber network (Ahzi et al., 1991; Dahoun et al., 1991; Arruda & Boyce, 1993; Bedoui et al., 
2006).     
Moreover by considering the high-pressure technology, the use of specific fluids plays a non 
negligible role in pattern control. The thermodynamic phase diagrams of fluids implies the 
three coordinates (pressure-volume-temperature, PVT, variables) representation where the 
fluids can be in the solid, gaseous, liquid and even supercritical state. The so-called 
“signature of life” water (H2O) (Glasser, 2004) and the so-called “green solvent” in fact 
“clean safe” carbon dioxide (CO2) (Glasser, 2002) can be cited. The use of H2O is 
encountered in injection moulding assisted with water. CO2 is known as a valuable agent in 
polymer processing thanks to its aptitude to solubilize, to plasticize (Boyer & Grolier, 2005), 
to reduce viscosity, to favour polymer blending or to polymerize (Varma-Nair et al., 2003; 
Nalawade et al., 2006). In polymer foaming, elevated temperatures and pressures are 
involved as well as the addition of chemicals, mostly penetrating agents that act as blowing 
agents (Tomasko et al., 2003; Lee et al., 2005).    

Damage of polymer structure in on-duty conditions 
In the transport of fluids, in particular in the petroleum industry taken as an example, 
flexible hosepipes are used which engineering structures contain extruded thermoplastic or 
rubber sheaths together with reinforcing metallic armour layers. Transported fluids contain 
important amounts of dissolved species, which on operating temperature and pressure may 
influence the resistance of the engineering structures depending on the thermodynamic T, 
P-conditions and various phenomena as sorption/diffusion, chemical interactions (reactive 
fluids, i.e., oxidation), mechanical (confinement) changes. The polymer damage occurs when 
rupture of the thermodynamic equilibrium (i.e., after a sharp pressure drop) activates the 
blistering phenomenon, usually termed as ‘explosive decompression failure’ (XDF) process 
(Dewimille et al., 1993; Rambert et al., 2006; Boyer et al., 2007; Baudet et al., 2009). Damage is 
a direct result of specific interactions between semi-crystalline patterns and solvent with a 
preferential interaction (but not exclusive) in the amorphous phase (Klopffer & Flaconnèche, 
2001).     
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2.2 Development of combined experimental procedures   
The coupling of thermodynamic and kinetic effects (i.e., confinement, shear flow, thermal 
gradient) with diffusion (i.e., pressurizing sorption,) and chemical environment (i.e., polar 
effect, oxidation), and the consideration of the nature of the polymers (i.e., homopolymers, 
copolymers, etc.) require a broad range of indispensable in-situ investigations. They aim at 
providing well-documented thermodynamic properties and phase transitions profiles of 
polymers under various, coupled and extreme conditions.   

2.2.1 Temperature control at atmospheric pressure   
Usual developed devices are based on the control of temperature, while the main concerns 
are high cooling rate control and shearing rate.   
The kinetic data of polymer crystallization are often determined in isothermal conditions or 
at moderate cooling rates. The expressions are frequently interpreted using simplified forms 
of Avrami’s theory involving thus Avrami’s exponent and a temperature function, which 
can be derived from Hoffman-Lauritzen’s equation (Devisme et al., 2007). However, such an 
interpretation cannot be extrapolated to low crystallization temperatures encountered in 
polymer processing, i.e., to high cooling rates (Magill, 1961, 1962, 2001; Haudin et al., 2008; 
Boyer et al., 2011b). In front of the necessity for obtaining crystallization data at high cooling 
rates, different technical solutions are proposed. Specific hot stages (Ding & Spruiell, 1996; 
Boyer & Haudin, 2010), quenching of thin polymer films (Brucato et al., 2002), and 
nanocalorimetry (Schick, 2009) are the main designs.  
Similarly, to generate a controlled melt shearing, various shearing devices have been 
proposed, for instance, home-made sliding plate (Haudin et al., 2008) and rotating parallel 
plate devices (e.g., Linkam temperature controlled stage, Haake Mars modular advanced 
rheometer system). The shear-induced crystallization can be performed according to a ‘long’ 
shearing protocol as compared to the ‘short-term’ shearing protocol proposed by the group 
of Janeschitz-Kriegl (Janeschitz-Kriegl et al., 2003, 2006; Baert et al., 2006).  

2.2.2 Temperature-pressure-volume control  
The design of devices based on the control of pressure requires breakthrough technologies. 
The major difficulty is to generate high pressure.  
In polymer solidification, the effects of pressure can be studied through pressure–volume–
temperature phase diagrams obtained during cooling at constant pressure. The effect of 
hydrostatic (or inert) pressure on phase transitions is to shift the equilibrium temperature to 
higher values, e.g., the isotropic phase changes of complex compounds as illustrated in the 
works of Maeda et al. (2005) by high-pressure differential thermal analyzer and of Boyer et 
al. (2006a) by high-pressure scanning transitiometry, or the melting temperature in polymer 
crystallization as illustrated for polypropylene in the work of Fulchiron et al. (2001) by high-
pressure dilatometry. However, classical dilatometers cannot be operated at high cooling 
rate without preventing the occurrence of a thermal gradient within the sample. This 
problem can be solved by modelling the dilatometry experiment (Fulchiron et al., 2001) or 
by using a miniaturized dilatometer (Van der Beek et al., 2005). Alternatively, other 
promising technological developments propose to couple the pressure and cooling rates as 
shown with an apparatus for solidification based on the confining fluid technique as 
described by Sorrentino et al. (2005). The coupling of pressure and shear is possible with the 
shear flow pressure–volume–temperature measurement system developed by Watanabe et 
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al. (2003). Presently, performing of in-situ observations of phase changes based on the 
optical properties of polymers (Magill, 1961, 2001) under pressure is the object of a research 
project developed by Boyer (Boyer et al., 2011a).  
To estimate the solubility of penetrating agents in polymers, four main approaches are 
currently generating various techniques and methods, namely: gravimetric techniques, 
oscillating techniques, pressure decay methods, and flow methods. However, with many 
existing experimental devices, the gain in weight of the polymer is measured whereas the 
associated volume change is either estimated or sometimes neglected (Hilic et al., 2000; 
Nalawade et al., 2006; Li et al., 2008).  
The determination of key thermo-mechanical parameters coupled with diffusion and 
chemical effects together with temperature and pressure control is not yet well established. 
Approaches addressing the prediction of the multifaceted thermo-diffuso-chemo-
mechanical (TDCM) behaviour are being suggested. Constitutive equations are built within 
a thermomechanical framework, like the relation based on a rigorous thermodynamic 
approach (Boyer et al., 2007), and the proposed formalism based on as well rigorous 
mechanical approach (Rambert et al., 2006; Baudet et al., 2009).   

3. Development and optimization of pertinent models  
Modelling of polymer phase transitions with a specific thermodynamics- and 
thermokinetics-based approach assumes to consider the coupling between thermal, 
diffusion, chemical and mechanical phenomena and to develop advanced physically-based 
polymer laws taking into account the morphologies and associated growth. This implies a 
twofold decisive step, theoretical and experimental.    
As regards specific industrial and technological problems, from polymer formulation to 
polymer damage, passing by polymer processing, the conceptualization involves largely 
different size scales with extensive and smart experimentation to suggest and justify suitable 
approximations for theoretical analyses.  

3.1 Thermodynamics as a means to understand and prevent macro-scale changes 
and damages resulting from molten or solid polymer/solvent interactions   
Thermodynamics is a useful and powerful means to understand and prevent polymer 
macro-scale changes and damages resulting from molten or solid material/solvent 
interactions. Two engineering examples are illustrative: foaming processes with 
hydrochlorofluorocarbons (HCFCs) as blowing agents in extrusion processes with a concern 
on safeguarding the ozone layer and the global climate system, Montreal Protocol (Dixon, 
2011), and transport of petroleum fluids with in-service pipelines made of structural semi-
crystalline polymers which are then exposed to explosive fluctuating fluid pressure 
(Dewimille et al., 1993).    
Solubility and concomitant swelling of solvent-saturated molten polymer  
In the prediction of the relevant thermo-diffuso-chemo-mechanical behaviour of polymers, 
sorption is the central phenomenon. Sorption is by nature complex, since the effects of fluids 
solubility in polymers and of the concomitant swelling of these polymers cannot be separated.  
To experimentally extract reliable solubility data, the development of inventive equipments 
is required. In an original way, dynamic pendulum technology under pressure is used. The 
advanced development proposes to combine the features of the vibrating-wire viscometer 
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with a high pressure decay technique, the whole setup being operated under a fine control 
of the temperature. The limits and performances of this mechanical setup under extreme 
conditions, i.e., pressure and environment of fluid, were theoretically assessed (Boyer et al., 
2007). In the working equation of the vibrating-wire sensor (VW) (eq. (1)), unknowns are 
both the mass msol of solvent absorbed in the polymer and the associated change in volume 
ΔVpol of the polymer due to the sorption.  
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The volume of the degassed polymer is represented by Vpol and g is the density of the 
solvent. The other parameters are the physical characteristics of the wire, namely, 0 and B 
which represent the natural (angular) frequencies of the wire in vacuum and under 
pressure, respectively. And L, R, s are, respectively, the length, the radius and the density 
of the wire. VC is the volume of the polymer container. 
The thermodynamics of solvent-polymer interactions can be theoretically expressed with a 
small number of adjustable parameters. The currently used models are the ‘dual-mode’ 
model (Vieth et al., 1976), the cubic equation of state (EOS) as Peng-Robinson (Zhong & 
Masuoka, 1998) or Soave-Redlich-Kwong (Orbey et al., 1998) EOSs, the lattice-fluid model of 
Sanchez–Lacombe equation of state (SL-EOS) (Lacombe & Sanchez, 1976; Sanchez & 
Lacombe, 1976) with the extended equation of Doghieri-Sarti (Doghieri & Sarti, 1996; Sarti & 
Doghieri, 1998), and the Statistical Associating Fluid Theory (SAFT) (Prigogine et al., 1957; 
Beret & Prausnitz, 1975; Behme et al., 1999).  
From the state of the art, the thermodynamic SL-EOS was preferably selected to theoretically 
estimate the change in volume of the polymer versus pressures and temperatures found in 
eq. (1). In this model, phase equilibria of pure components or solutions are determined by 
equating chemical potentials of a component in coexisting phases. It is based on a well-
defined statistical mechanical model, which extends the basic Flory-Huggins theory 
(Panayiotou & Sanchez, 1991). Only one binary adjustable interaction parameter k12 has to be 
calculated by fitting the sorption data eqs. (2-4). In the mixing rule appears the volume 
fraction of the solvent (index 1, 1) in the polymer (index 2, 2), ( 1 * , 1 *p , 1 *T ) and 
( 2 * , 2 *p , 2 *T ) being the characteristic parameters of pure compounds.     

 1 1 2 2 1 2* * * *p p p p        (2) 

 
1 1 2 2

1 2

**
* *

* *

pT
p p

T T
 




 (3) 

The parameter p* characterizes the interactions in the mixture. It is correlated with the 
binary adjustable parameter k12.  

 * *
12 1 2*p k p p   (4) 

The mass fraction of solvent (the permeant), 1, at the thermodynamical equilibrium is 
calculated with eq. (5).    
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2007). In the working equation of the vibrating-wire sensor (VW) (eq. (1)), unknowns are 
both the mass msol of solvent absorbed in the polymer and the associated change in volume 
ΔVpol of the polymer due to the sorption.  

    
2 2

2 2
0

4 S
sol g pol B g C pol

L Rm V V V
g


   


 
      

  
 (1) 

The volume of the degassed polymer is represented by Vpol and g is the density of the 
solvent. The other parameters are the physical characteristics of the wire, namely, 0 and B 
which represent the natural (angular) frequencies of the wire in vacuum and under 
pressure, respectively. And L, R, s are, respectively, the length, the radius and the density 
of the wire. VC is the volume of the polymer container. 
The thermodynamics of solvent-polymer interactions can be theoretically expressed with a 
small number of adjustable parameters. The currently used models are the ‘dual-mode’ 
model (Vieth et al., 1976), the cubic equation of state (EOS) as Peng-Robinson (Zhong & 
Masuoka, 1998) or Soave-Redlich-Kwong (Orbey et al., 1998) EOSs, the lattice-fluid model of 
Sanchez–Lacombe equation of state (SL-EOS) (Lacombe & Sanchez, 1976; Sanchez & 
Lacombe, 1976) with the extended equation of Doghieri-Sarti (Doghieri & Sarti, 1996; Sarti & 
Doghieri, 1998), and the Statistical Associating Fluid Theory (SAFT) (Prigogine et al., 1957; 
Beret & Prausnitz, 1975; Behme et al., 1999).  
From the state of the art, the thermodynamic SL-EOS was preferably selected to theoretically 
estimate the change in volume of the polymer versus pressures and temperatures found in 
eq. (1). In this model, phase equilibria of pure components or solutions are determined by 
equating chemical potentials of a component in coexisting phases. It is based on a well-
defined statistical mechanical model, which extends the basic Flory-Huggins theory 
(Panayiotou & Sanchez, 1991). Only one binary adjustable interaction parameter k12 has to be 
calculated by fitting the sorption data eqs. (2-4). In the mixing rule appears the volume 
fraction of the solvent (index 1, 1) in the polymer (index 2, 2), ( 1 * , 1 *p , 1 *T ) and 
( 2 * , 2 *p , 2 *T ) being the characteristic parameters of pure compounds.     
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The parameter p* characterizes the interactions in the mixture. It is correlated with the 
binary adjustable parameter k12.  

 * *
12 1 2*p k p p   (4) 

The mass fraction of solvent (the permeant), 1, at the thermodynamical equilibrium is 
calculated with eq. (5).    



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

648 

 

 
1

1
2

1 1
1

*1
*




 



 

 (5) 

Coupled with the equation of DeAngelis (DeAngelis et al., 1999), the change in volume ΔVpol 
of the polymer is accessible via eq. (6):  
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* and   are the mixture characteristic and reduced densities, respectively. 0
2̂  is the 

specific volume of the pure polymer at fixed T, P and composition. The correlation with the 
model is done in conjunction with the optimization of the parameter k12 that minimizes the 
Average of Absolute Deviations (AAD) between the experimental results and the results 
recalculated from the fit.  
The critical comparison between the semi-experimental (or semi-theoretical) data of 
solubility and pure-experimental data available in the literature allows us to validate the 
consistency of the methodology of the calculations. The combination of coupled 
experimental and calculated data obtained from the vibrating-wire and theoretical analyses 
gives access to original solubility data that were not up to now available for high pressure in 
the literature. As an illustration in Fig. 2.a-b is given the solubility of carbon dioxide (CO2) 
and of 1,1,1,2-tetrafluoroethane (HFC-134a) in molten polystyrene (PS). HFC-134a is 
significantly more soluble in PS by a factor of two compared to CO2. The parameter k12 was 
estimated at 0.9232, 0.9342, 0.9140 and 0.9120 for CO2 sorption respectively at 338, 362, 383 
and 402 K. For HFC-134a sorption, it was estimated at 0.9897 and 0.9912 at 385 and 402 K, 
respectively. The maximum of the polymer volume change was in CO2 of 13 % at 25 MPa 
and 338 K, 15 % at 25 MPa and 363 K, 14 % at 43 MPa and 383 K, 13 % at 44 MPa and 403 K, 
and in HFC-134a of 12 % at 16 MPa and 385K, 11 % at 20 MPa and 403 K. The 
thermodynamic behaviour of {PS-permeant} systems with temperature is comparable to a 
lower critical solution temperature (LCST) behaviour (Sanchez & Lacombe, 1976).  
From these data, the aptitude of the thermodynamic SAFT EOS to predict the solubility of 
carbon dioxide and of 1,1,1,2-tetrafluoroethane (HFC-134a) in polystyrene (PS) is evaluated. 
The use of SAF theoretical model is rather delicate because the approach uses a reference 
fluid that incorporates both chain length (molecular size and shape) and molecular 
association. SAF Theory is then defined in terms of the residual Helmholtz energy ares per 
mole. And ares is represented by a sum of three intermolecular interactions, namely, 
segment–segment interactions, covalent chain-forming bonds among segments and site-site 
interactions such as hydrogen bond association. The SAFT equation satisfactorily applies for 
CO2 dissolved in PS with a molecular mass in weight near about 1000 g.mol-1, while it is 
extended to HFC-134a dissolved in PS with a low molecular mass in weight.  
Global cubic expansion coefficient of solvent saturated polymer as thermo-diffuso-
chemo-mechanical parameter for preferential control of solid polymer/solvent 
interactions 
An essential additional information to solubility quantification, in direct relation with polymer 
damage by dissolved gases, is the expansion coefficient of the gas saturated polymer, i.e., the 
mechanical cubic expansion coefficient of the polymer saturated in a solvent, pol-g-int.  
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Fig. 2. Solubility of (a) CO2 (critical pressure (Pc) of 7.375 MPa, critical temperature (Tc) of 
304.13 K) and (b) HFC-134a (Pc of 4.056 MPa, Tc of 374.18 K) in PS with (a-insert) literature 
data from pressure decay measurement (Sato et al., 1996, pressure up to 20 MPa), from 
elongation measurement (Wissinger & Paulaitis, 1987, pressure up to 5 MPa), and (b-insert) 
literature data from volumetric measurement (Sato et al., 2000, pressure up to 3 MPa), from 
gravimetry (Wong et al., 1998, pressure up to 4 MPa). The correlation of CO2 and HFC-134a 
solubility in PS with SAFT is illustrated with solid lines.    

A precise experimental methodology and a mathematical development proposed by Boyer 
(Boyer et al., 2006b, 2007) use the thermodynamic approach of high-pressure-controlled 
scanning transitiometry (PCST) (Grolier et al., 2004; Bessières et al., 2005). The heat resulting 
from the polymer/solvent interactions is measured during pressurization/depressurization 
runs performed under isothermal scans. Several binary polymer/fluid systems with a more 
or less reactive pressurizing medium have been investigated with a view to illustrate the 
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specific volume of the pure polymer at fixed T, P and composition. The correlation with the 
model is done in conjunction with the optimization of the parameter k12 that minimizes the 
Average of Absolute Deviations (AAD) between the experimental results and the results 
recalculated from the fit.  
The critical comparison between the semi-experimental (or semi-theoretical) data of 
solubility and pure-experimental data available in the literature allows us to validate the 
consistency of the methodology of the calculations. The combination of coupled 
experimental and calculated data obtained from the vibrating-wire and theoretical analyses 
gives access to original solubility data that were not up to now available for high pressure in 
the literature. As an illustration in Fig. 2.a-b is given the solubility of carbon dioxide (CO2) 
and of 1,1,1,2-tetrafluoroethane (HFC-134a) in molten polystyrene (PS). HFC-134a is 
significantly more soluble in PS by a factor of two compared to CO2. The parameter k12 was 
estimated at 0.9232, 0.9342, 0.9140 and 0.9120 for CO2 sorption respectively at 338, 362, 383 
and 402 K. For HFC-134a sorption, it was estimated at 0.9897 and 0.9912 at 385 and 402 K, 
respectively. The maximum of the polymer volume change was in CO2 of 13 % at 25 MPa 
and 338 K, 15 % at 25 MPa and 363 K, 14 % at 43 MPa and 383 K, 13 % at 44 MPa and 403 K, 
and in HFC-134a of 12 % at 16 MPa and 385K, 11 % at 20 MPa and 403 K. The 
thermodynamic behaviour of {PS-permeant} systems with temperature is comparable to a 
lower critical solution temperature (LCST) behaviour (Sanchez & Lacombe, 1976).  
From these data, the aptitude of the thermodynamic SAFT EOS to predict the solubility of 
carbon dioxide and of 1,1,1,2-tetrafluoroethane (HFC-134a) in polystyrene (PS) is evaluated. 
The use of SAF theoretical model is rather delicate because the approach uses a reference 
fluid that incorporates both chain length (molecular size and shape) and molecular 
association. SAF Theory is then defined in terms of the residual Helmholtz energy ares per 
mole. And ares is represented by a sum of three intermolecular interactions, namely, 
segment–segment interactions, covalent chain-forming bonds among segments and site-site 
interactions such as hydrogen bond association. The SAFT equation satisfactorily applies for 
CO2 dissolved in PS with a molecular mass in weight near about 1000 g.mol-1, while it is 
extended to HFC-134a dissolved in PS with a low molecular mass in weight.  
Global cubic expansion coefficient of solvent saturated polymer as thermo-diffuso-
chemo-mechanical parameter for preferential control of solid polymer/solvent 
interactions 
An essential additional information to solubility quantification, in direct relation with polymer 
damage by dissolved gases, is the expansion coefficient of the gas saturated polymer, i.e., the 
mechanical cubic expansion coefficient of the polymer saturated in a solvent, pol-g-int.  
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Fig. 2. Solubility of (a) CO2 (critical pressure (Pc) of 7.375 MPa, critical temperature (Tc) of 
304.13 K) and (b) HFC-134a (Pc of 4.056 MPa, Tc of 374.18 K) in PS with (a-insert) literature 
data from pressure decay measurement (Sato et al., 1996, pressure up to 20 MPa), from 
elongation measurement (Wissinger & Paulaitis, 1987, pressure up to 5 MPa), and (b-insert) 
literature data from volumetric measurement (Sato et al., 2000, pressure up to 3 MPa), from 
gravimetry (Wong et al., 1998, pressure up to 4 MPa). The correlation of CO2 and HFC-134a 
solubility in PS with SAFT is illustrated with solid lines.    

A precise experimental methodology and a mathematical development proposed by Boyer 
(Boyer et al., 2006b, 2007) use the thermodynamic approach of high-pressure-controlled 
scanning transitiometry (PCST) (Grolier et al., 2004; Bessières et al., 2005). The heat resulting 
from the polymer/solvent interactions is measured during pressurization/depressurization 
runs performed under isothermal scans. Several binary polymer/fluid systems with a more 
or less reactive pressurizing medium have been investigated with a view to illustrate the 
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importance of dissociating the purely hydrostatic effect from the fluid sorption over an 
extended pressure range.    
Taking advantage of the differential mounting of the high pressure calorimetric detector and 
the proper use of the thermodynamic Maxwell’s relation    / /T PS P V T      , a 
practical expression of the global cubic expansion coefficient pol-g-int of the saturated 
polymer subjected to the compressed penetrating (permeant) solvent under isothermal 
conditions has been established as follows by eq. (7):  
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SS is the cubic expansion coefficient of the stainless steel of which are made the cells. Vpol and 
VSS are the volumes of the polymer sample placed in the measuring cell and of the stainless 
steel (reference) sample placed in the reference cell, respectively. The stainless steel sample is 
identical in volume to the initial polymer sample. Qdiff, pol is the differential heat between the 
measuring cell and the reference cell. Qdiff, SS is the measure of the thermodynamic asymmetry 
of the cells. P is the variation of gas-pressure during a scan at constant temperature T.  
Three quite different pressure transmitting fluids, as regards their impact on a given 
polymer, have been selected: i) mercury (Hg), inert fluid, with well-established thermo-
mechanical coefficients inducing exclusively hydrostatic effect, ii) a non-polar medium 
nitrogen (N2) qualified as “poor” solvent, and iii)  “chemically active” carbon dioxide (CO2) 
(Glasser, 2002; Nalawade et al., 2006). While maintaining the temperature constant, the 
independent thermodynamic variables P or V can be scanned.  Optimization and reliability 
of the results are verified by applying fast variations of pressure (P jumps), pressure scans (P 
scans) and volume scans (V scans) during pressurization and depressurization. 
Additionally, taking advantage of the differential arrangement of the calorimetric detector 
the comparative behaviour of two different polymer samples subjected to exactly the same 
supercritical conditions can be documented. As such, three main and original conclusions 
for quantifying the thermo-diffuso-chemo-mechanical behaviour of two polymers, a 
polyvinylidene fluoride (PVDF) and a medium density polyethylene (MDPE) with similar 
volume fraction of amorphous phase, can be drawn. This includes the reversibility of the 
solvent sorption/desorption phenomena, the role of the solvent (the permeant) state, i.e., 
gaseous or supercritical state, the direct thermodynamic comparison of two polymers in real 
conditions of use.  
The reversibility of the sorption/desorption phenomena is well observed when experiments 
are performed at the thermodynamic equilibrium, i.e., at low rate volume scans. The 
preferential polymer/solvent interaction, when solvent is becoming a supercritical fluid, is 
emphasized with respect to the competition between plasticization and hydrostatic pressure 
effects. In the vicinity of the critical point of the solvent, a minimum of the pol-g-int coefficient is 
observed. It corresponds to the domain of pressure where plasticization due to the solvent 
sorption is counterbalanced by the hydrostatic effect of the solvent. The significant influence of 
the ‘active’ supercritical CO2 is illustrated by more energetic interactions with PVDF than with 
MDPE at pressure below 30 MPa (Boyer et al., 2009). The hetero polymer/CO2 interactions 
appear stronger than the homo interactions between molecular chains. PVDF more easily 
dissolves CO2 than MDPE, the solubility being favoured by the presence of polar groups C-F 
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in the PVDF chain (Flaconnèche et al., 2001). This easiness for CO2 to dissolve is observed at 
high pressure where the parameter pol-g-int is smaller for highly condensed {PVDF-CO2} 
systems than for less condensed {MDPE-CO2} system (Boyer et al., 2007). 
With the objective to scrutinize the complex interplay of the coupled diffusive, chemical and 
mechanical parameters under extreme conditions of P and T, thermodynamics plays a 
pivotal role. Precise experimental approaches are as crucial as numerical predictions for a 
complete understanding of polymer behaviour in interactions with a solvent.    

3.2 Thermodynamics as a means to understand and control nanometric scale length 
patterns using preferential liquid-crystal polymer/solvent interactions 
Thermodynamics is ideally suited to obtain specific nano-scale pattern formation, for 
instance ‘selective decoration’ of arrayed polymer structure through selected additives, by 
controlling simultaneously the phase diagrams of fluids and of semi-crystalline polymers.   
The creation of hybrid metal-polymer composite materials, with a well-controlled structure 
organization at the nanometric scale, is of great practical interest (Grubbs, 2005; Hamley, 
2009), notably for the new generation of microelectronic and optical devices. Inorganic 
nanoparticles possess unique size dependent properties, from electronic, optical to magnetic 
properties. Among them, noble gold nanoparticles (AuNPs) are prominent. Included into 
periodic structures, inorganic nanoparticles can potentially lead to new collective states 
stemming from precise positioning of the nanoparticles (Tapalin et al., 2009). When used as 
thin organic smart masks, block copolymers make ideal macromolecular templates. 
Especially, the unique microphase separated structure of asymmetric liquid-crystal (LC) di-
block copolymer (BC), like PEO-b-PMA(Az), develops itself spontaneously by self 
assemblage to form PEO channels hexagonally packed (Tian et al., 2002; Watanabe et al., 
2008). PEOm-b-PMA(Az)n amphiphilic diblock copolymer consists of hydrophilic 
poly(ethylene oxide) (PEO) entity and hydrophobic poly(methacrylate) (PMA) entity 
bearing azobenzene mesogens (Az) in the side chains, where m and n denote the degrees of 
polymerization of PEO and of photoisomarized molecules azobenzene moieties, 
respectively. By varying m and n, the size of the diameters of PEO cylinders is controlled 
from 5 to 10 nm while the distance between the cylinders is 10 to 30 nm. Four phase 
transitions during BC heating are ascribed to PEO crystal melting, PMA(Az) glass transition, 
liquid crystal transition from the smectic C (SmC) phase to the smectic A (SmA) phase and 
isotropic transition (Yoshida et al., 2004). In PEO114-b-PMA(Az)46, the temperatures of the 
transitions are about 311, 339, 368 and 388 K, respectively. 
As such, for creating smart and noble polymer-metal hybrids possessing a structure in the 
nanometric domain, three original aspects are discussed. They include the initial 
thermodynamic polymer/pressure medium interaction, the modulation of the surface 
topology concomitantly with the swelling of the solvent-modified nano-phase-separated 
organization, the “decorative” particles distribution modulation. All the aspects have an 
eco-aware issue and they are characterized through a rigorous analysis of the specific 
interactions taking place in LC/solvent systems.   

Polymer/pressurizing fluid interactions     
The isobaric temperature-controlled scanning transitiometry (TCST) (Grolier et al., 2004; 
Bessières et al., 2005) is used to investigate the phase changes via the Clapeyron’s equation 
while the pressure is transmitted by various fluids. The enthalpy, volume and entropy 
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importance of dissociating the purely hydrostatic effect from the fluid sorption over an 
extended pressure range.    
Taking advantage of the differential mounting of the high pressure calorimetric detector and 
the proper use of the thermodynamic Maxwell’s relation    / /T PS P V T      , a 
practical expression of the global cubic expansion coefficient pol-g-int of the saturated 
polymer subjected to the compressed penetrating (permeant) solvent under isothermal 
conditions has been established as follows by eq. (7):  
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SS is the cubic expansion coefficient of the stainless steel of which are made the cells. Vpol and 
VSS are the volumes of the polymer sample placed in the measuring cell and of the stainless 
steel (reference) sample placed in the reference cell, respectively. The stainless steel sample is 
identical in volume to the initial polymer sample. Qdiff, pol is the differential heat between the 
measuring cell and the reference cell. Qdiff, SS is the measure of the thermodynamic asymmetry 
of the cells. P is the variation of gas-pressure during a scan at constant temperature T.  
Three quite different pressure transmitting fluids, as regards their impact on a given 
polymer, have been selected: i) mercury (Hg), inert fluid, with well-established thermo-
mechanical coefficients inducing exclusively hydrostatic effect, ii) a non-polar medium 
nitrogen (N2) qualified as “poor” solvent, and iii)  “chemically active” carbon dioxide (CO2) 
(Glasser, 2002; Nalawade et al., 2006). While maintaining the temperature constant, the 
independent thermodynamic variables P or V can be scanned.  Optimization and reliability 
of the results are verified by applying fast variations of pressure (P jumps), pressure scans (P 
scans) and volume scans (V scans) during pressurization and depressurization. 
Additionally, taking advantage of the differential arrangement of the calorimetric detector 
the comparative behaviour of two different polymer samples subjected to exactly the same 
supercritical conditions can be documented. As such, three main and original conclusions 
for quantifying the thermo-diffuso-chemo-mechanical behaviour of two polymers, a 
polyvinylidene fluoride (PVDF) and a medium density polyethylene (MDPE) with similar 
volume fraction of amorphous phase, can be drawn. This includes the reversibility of the 
solvent sorption/desorption phenomena, the role of the solvent (the permeant) state, i.e., 
gaseous or supercritical state, the direct thermodynamic comparison of two polymers in real 
conditions of use.  
The reversibility of the sorption/desorption phenomena is well observed when experiments 
are performed at the thermodynamic equilibrium, i.e., at low rate volume scans. The 
preferential polymer/solvent interaction, when solvent is becoming a supercritical fluid, is 
emphasized with respect to the competition between plasticization and hydrostatic pressure 
effects. In the vicinity of the critical point of the solvent, a minimum of the pol-g-int coefficient is 
observed. It corresponds to the domain of pressure where plasticization due to the solvent 
sorption is counterbalanced by the hydrostatic effect of the solvent. The significant influence of 
the ‘active’ supercritical CO2 is illustrated by more energetic interactions with PVDF than with 
MDPE at pressure below 30 MPa (Boyer et al., 2009). The hetero polymer/CO2 interactions 
appear stronger than the homo interactions between molecular chains. PVDF more easily 
dissolves CO2 than MDPE, the solubility being favoured by the presence of polar groups C-F 
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in the PVDF chain (Flaconnèche et al., 2001). This easiness for CO2 to dissolve is observed at 
high pressure where the parameter pol-g-int is smaller for highly condensed {PVDF-CO2} 
systems than for less condensed {MDPE-CO2} system (Boyer et al., 2007). 
With the objective to scrutinize the complex interplay of the coupled diffusive, chemical and 
mechanical parameters under extreme conditions of P and T, thermodynamics plays a 
pivotal role. Precise experimental approaches are as crucial as numerical predictions for a 
complete understanding of polymer behaviour in interactions with a solvent.    

3.2 Thermodynamics as a means to understand and control nanometric scale length 
patterns using preferential liquid-crystal polymer/solvent interactions 
Thermodynamics is ideally suited to obtain specific nano-scale pattern formation, for 
instance ‘selective decoration’ of arrayed polymer structure through selected additives, by 
controlling simultaneously the phase diagrams of fluids and of semi-crystalline polymers.   
The creation of hybrid metal-polymer composite materials, with a well-controlled structure 
organization at the nanometric scale, is of great practical interest (Grubbs, 2005; Hamley, 
2009), notably for the new generation of microelectronic and optical devices. Inorganic 
nanoparticles possess unique size dependent properties, from electronic, optical to magnetic 
properties. Among them, noble gold nanoparticles (AuNPs) are prominent. Included into 
periodic structures, inorganic nanoparticles can potentially lead to new collective states 
stemming from precise positioning of the nanoparticles (Tapalin et al., 2009). When used as 
thin organic smart masks, block copolymers make ideal macromolecular templates. 
Especially, the unique microphase separated structure of asymmetric liquid-crystal (LC) di-
block copolymer (BC), like PEO-b-PMA(Az), develops itself spontaneously by self 
assemblage to form PEO channels hexagonally packed (Tian et al., 2002; Watanabe et al., 
2008). PEOm-b-PMA(Az)n amphiphilic diblock copolymer consists of hydrophilic 
poly(ethylene oxide) (PEO) entity and hydrophobic poly(methacrylate) (PMA) entity 
bearing azobenzene mesogens (Az) in the side chains, where m and n denote the degrees of 
polymerization of PEO and of photoisomarized molecules azobenzene moieties, 
respectively. By varying m and n, the size of the diameters of PEO cylinders is controlled 
from 5 to 10 nm while the distance between the cylinders is 10 to 30 nm. Four phase 
transitions during BC heating are ascribed to PEO crystal melting, PMA(Az) glass transition, 
liquid crystal transition from the smectic C (SmC) phase to the smectic A (SmA) phase and 
isotropic transition (Yoshida et al., 2004). In PEO114-b-PMA(Az)46, the temperatures of the 
transitions are about 311, 339, 368 and 388 K, respectively. 
As such, for creating smart and noble polymer-metal hybrids possessing a structure in the 
nanometric domain, three original aspects are discussed. They include the initial 
thermodynamic polymer/pressure medium interaction, the modulation of the surface 
topology concomitantly with the swelling of the solvent-modified nano-phase-separated 
organization, the “decorative” particles distribution modulation. All the aspects have an 
eco-aware issue and they are characterized through a rigorous analysis of the specific 
interactions taking place in LC/solvent systems.   

Polymer/pressurizing fluid interactions     
The isobaric temperature-controlled scanning transitiometry (TCST) (Grolier et al., 2004; 
Bessières et al., 2005) is used to investigate the phase changes via the Clapeyron’s equation 
while the pressure is transmitted by various fluids. The enthalpy, volume and entropy 
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changes are quantified versus the (high) pressure of either Hg, CO2, or N2 (Yamada et al., 
2007a-b). The hydrostatic effect of “more or less chemically active” solvent CO2, or N2 is 
smaller than the hydrostatic effect of mercury. The adsorbed solvent induces smaller 
volume changes at the isotropic transition than the mercury pressure. This results from the 
low compressibility of solvent (gas) molecules compared to the free volume compressibility 
induced in BC. A particular behaviour is observed with “chemically active” CO2 where the 
quadrupole-dipole interactions favour the CO2 sorption into the PMA(Az) matrix during the 
isotropic liquid transition (Kamiya et al., 1998; Vogt et al., 2003). The hydrostatic effect by 
CO2 overcomes above 40 MPa with a CO2 desorption at higher pressures explained by the 
large change of molecular motions at the isotropic transition upon the disruption of π-
bounds with azobenzene moieties.  
Modulation of the surface topology and swelling of the CO2-modified nanometric-phase-
separated organization   

Supercritical carbon dioxide (SCCO2) constitutes an excellent agent of microphase 
separation. From ex-situ Atomic Force Microscopy (AFM) and Transmission Electron 
Microscopy (TEM) analysis of the pattern organization, the fine control of the pressure 
together with the temperature at which the CO2 treatment is achieved demonstrates the 
possibility to modulate the surface topology inversion between the copolymer phases 
concomitantly with the swelling of the nano-phase-separated organization. The observed 
phase contrast results from the coupled effect of the different elastic moduli of the two 
domains of the block-copolymer with chemo-diffuso phenomenology.   
Remarkably, the preferential CO2 affinity is associated with the thermodynamic state of 
CO2, from liquid (9 MPa, room temperarture (r.t.)) to supercritical (9 MPa, 353 K) and then 
to gaseous (5 MPa, r.t.) state (Glasser, 2002). This is typically observed when annealing the 
copolymer for 2 hours to keep the dense periodic hexagonal honeycomb array (Fig. 3.a-d). 
Under gaseous CO2, the surface morphology of PEO cylinders is not significantly expanded 
(Fig. 3.a-b). However, liquid CO2 induces a first drastic shift at the surface with the 
emergence of a new surface state of PEO cylinders. This surface state inversion is attributed 
to domain-selective surface disorganization. PMA(Az) in the glassy smectic C (SmC) phase 
cannot expand. PEO cylinders dissolve favourably within liquid CO2, with polar 
interactions, get molecular movement, expand preferentially perpendicularly to the surface 
substrate (Fig. 3.c). By increasing temperature, liquid CO2 changes to supercritical CO2. The 
PMA(Az) domain is in the SmC phase and get potential molecular mobility. At this stage, 
the copolymer chains should be easily swelled. The easiness of SCCO2 to dissolve within 
liquid PEO cylinders deals with a new drastic change of the surface topology where the 
absorbed SCCO2 increases the diameter of the PEO nano-tubes (Fig. 3.d). 
The preferential CO2 affinities produce porous membranes with a selective sorption in 
hydrophilic semicrystalline ‘closed loop’, i.e., PEO channels (Boyer et al., 2006a). More 
especially, under supercritical SCCO2, the PEO cylinders kept in the ordered hexagonal 
display exhibit the highest expansion in diameter. In the case of PEO114-b-PMA(Az)46, the 
exposure to SCCO2 swells the PEO cylinders by 56 %, with arrays from 11.8 nm in diameter 
at r.t. to 18.4 nm in diameter at 353 K. The lattice of the PMA matrix, i.e., periodic plane 
distance between PEO cylinders, slightly increases by 26 %, from 19.8 nm at r.t. to 24.9 nm at 
353 K. This microphase separation is driven by disparity in free volumes between dissimilar 
segments of the polymer chain, as described from the entropic nature of the closed-loop 
miscibility gap (Lavery et al., 2006; Yamada et al., 2007a-b).   
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Fig. 3. Pattern control in the nanometric scale under multifaceted T, P and CO2 constraints, 2 
hrs annealed. AFM phase, tapping mode, illustrations on silicon substrate (a) neat PEO114-b-
PMA(Az)46, PEO ‘softer’ than PMA(Az) appears brighter (whiter), (b) GCO2 saturation (5 
MPa, r.t.), (c) LCO2 saturation (9 MPa, r.t.), PMA(Az) surrounding PEO becomes ‘softer’, (d) 
SCCO2 saturation (9 MPa, 353 K), PEO becomes ‘softer’ while swelling. Inserts (b-c-d) are 
schematic representations of CO2-induced changes of PEO cylinders. (BC film preparation 
before modification: 2 wt% toluene solution spin-coating, 2000 rpm, annealing at 423 K for 
24 hrs in vacuum.) 

Modulation of the decorative particles distribution  
To create nano-scale hybrid of metal-polymer composites, the favourable SCCO2/PEO 
interactions are advantageously exploited, as illustrated in Fig. 4.a-b. They enable a tidy 
pattern of hydrophilic gold nano-particles (AuNPs). AuNPs are of about 3 nm in diameter 
and stabilized with thiol end-functional groups (Boal & Rotello, 2000). Preferentially, the 
metal NPs wet one of the two copolymer domains, the PEO channels, but de-wet the other, 
the PMA(Az) matrix. This requires a high mobility contrast between the two copolymer 
domains, heightened by CO2 plasticization that enhances the free volume disparity between 
copolymer parts. Each SCCO2-swollen PEO hydrophilic hexagonal honeycomb allows the 
metal NPs to cluster. A two-dimensional (2D) periodic arrangement of hydrophilic AuNPs 
is generated in the organic PEO in turn confined into smectic C phase of PMA(Az) matrix 
which has potential molecular mobility. Additionally to the plasticizing action, the force of 
the trap is driving chemically. It is due to the hydrophilic compatibility of AuNPs in PEO 
cylinders by grafted polar groups (Watanabe et al., 2007). 
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Fig. 4. Pattern control in the nanometric scale of PEO-b-PMA(Az) under multifaceted T, P, 
CO2 constraints with AuNPs. TEM illustrations of BC on carbone coated copper grid (a) 
PEO114-b-PMA(Az)46, (b) PEO454-b-PMA(Az)155 doped with AuNPs under SCCO2 (9 MPa, 353 
K). Black spots are AuNPs wetted hexagonal PEO honeycomb, selectively. PEO is (a) 8.6, (b) 
24.3 nm in diameter with a periodicity of (a) 17.1, (b) 36.6 nm. (Step 1, BC film preparation 
before modification: 2 wt% toluene solution solvent-casting, annealing at 423 K for 24 hrs in 
vacuum. Step 2, AuNPs deposition before modification: droplet of an ethanol solution of 
hydrophilic AuNPs (solvent in toluene of 1 %) on dried BC film, drying at r.t. for 2 hrs.)      
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at r.t. to 18.4 nm in diameter at 353 K. The lattice of the PMA matrix, i.e., periodic plane 
distance between PEO cylinders, slightly increases by 26 %, from 19.8 nm at r.t. to 24.9 nm at 
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before modification: 2 wt% toluene solution spin-coating, 2000 rpm, annealing at 423 K for 
24 hrs in vacuum.) 
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The local affinities of AuNPs with PEO/SCCO2 stabilize the thermodynamically unstable 
SCCO2-plasticized network and keep it stable with time, which cannot be observed without 
the insertion of gold nano-particles mainly because of diffusion effect of the solvent (Boyer 
et al., 2006a). The mean height of AuNPs layer is about 3 nm, which is 20 times smaller than 
PEO cylinders with a 60 nm in length. Thus PEO channels could be considered as  nano-dots 
receptors, schematically as a “compact core–shell model” consisting of a spherical or 
isotropic AuNP “core” embedded into a PEO channel “shell”, consequently leading to 
isotropic two- and three-dimensional materials. Nicely, AuNPs clusters on PEO channel 
heads can be numerically expressed. The presence of, 4, 5 and 8 single Au nano-clusters for 
m = 114, 272 and 454 is identified, respectively. It represents a linear function between the 
number of AuNPs on swollen PEO versus SCCO2-swollen diameter with half of ligands of 
AuNPs linked with PEO polymer chain. 
From this understanding, a fine thermodynamic-mechanical control over extended T and P 
ranges would provide a precious way to produce artificial and reliable nanostructured 
materials. SCCO2-based technology guides a differential diffusion of hydrophilic AuNPs to 
cluster selectively along the hydrophilic PEO scaffold. As a result, a highly organized hybrid 
metal-polymer composite is produced. Such understanding would be the origin of a 2D 
nanocrystal growth. 

3.3 Thermokinetics as a means to control macrometric length scale molecular 
organizations through molten to solid transitions under mechanical stress 
A newly developed phenomenological model for pattern formation and growth kinetics of 
polymers uses thermodynamic parameters, as thermo-mechanical constraints and thermal 
gradient. It is a system of physically-based morphological laws-taking into account the 
kinetics of structure formation and similarities between polymer physics and metallurgy 
within the framework of Avrami’s assumptions.   
Polymer crystallization is a coupled phenomenon. It results from the appearance (nucleation 
in a more or less sporadic manner) and the development (growth) of semi-crystalline entities 
(e.g., spherulites) (Gadomski & Luczka, 2000; Panine et al., 2008). The entities grow in all 
available directions until they impinge on one another. The crystallization kinetics is 
described in an overall manner by the fraction (t) (surface fraction in two dimensions (2D) 
or volume fraction in three dimensions (3D)) transformed into morphological entities (disks 
in 2D or spheres in 3D) at each time t.  
The introduction of an overall kinetics law for crystallization into models for polymer 
processing is usually based on the Avrami-Evans‘s (AE) theory (Avrami, 1939, 1940, 1941; 
Evans, 1945). To treat non-isothermal crystallization, simplifying additional assumptions 
have often been used, leading to analytical expressions and allowing an easy determination 
of the physical parameters, e.g., Ozawa (1971) and Nakamura et al. (1972) approaches. To 
avoid such assumptions, a trend is to consider the general AE equation, either in its initial 
form as introduced by Zheng & Kennedy (2004), or after mathematical transformations as 
presented by Haudin & Chenot (2004) and recalled here after. 
General equations for quiescent crystallization 
The macroscopic mechanism for the nucleation event proposed by Avrami remains the most 
widely used, partly because of its firm theoretical basis leading to analytical mathematical 
equations. In the molten state, there exist zones, the potential nuclei, from which the 
crystalline phase is likely to appear. They are uniformly distributed throughout the melt, 
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with an initial number per unit volume (or surface) N0. N0 is implicitly considered as 
constant. The potential nuclei can only disappear during the transformation according to 
activation or absorption (“swallowing”) processes. An activated nucleus becomes a growing 
entity, without time lag. Conversely, a nucleus which has been absorbed cannot be activated 
any longer. In the case of a complex temperature history T(t), the assumption of a constant 
number of nuclei N0 is no more valid, because N0 = N0(T) = N0(T(t)) may be different at each 
temperature. Consequently, additional potential nuclei can be created in the non-
transformed volume during a cooling stage. All these processes are governed by a set of 
differential equations (Haudin & Chenot, 2004), differential equations seeming to be most 
suitable for a numerical simulation (Schneider et al., 1988).   

Avrami’s Equation     

Avrami’s theory (Avrami, 1939, 1940, 1941) expresses the transformed volume fraction ( )t  
by the general differential equation eq. (8): 

 ( ) ( )(1 ( ))d t d tt
dt dt
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( )t  is the “extended” transformed fraction, which, for spheres growing at a radial growth 
rate G(t), is given by eq. (9): 
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Assumptions on Nucleation 
The number of potential nuclei decreases by activation or absorption, and increases by 
creation in the non-transformed volume during cooling. All these processes are governed by 
the following equations: 
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with an initial number per unit volume (or surface) N0. N0 is implicitly considered as 
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( ), ( ), ( ), ( )a c gN t N t N t N t  are the number of potential, activated, absorbed and generated (by 
cooling) nuclei per unit volume (or surface) at time t, respectively. q(t) is the activation 
frequency of the nuclei at time t. The “extended” quantities , aN N   are related to the actual 
ones by:   

 (1 )N N    (11a) 

 (1 )a adN dNqN
dt dt

  


 (11b) 

The System of Differential Equations  
The crystallization process equations are written into a non-linear system of six, eqs. (12, 
13a, 14-17), or seven, eqs. (12, 13b, 14-18), differential equations in 2D or 3D conditions, 
respectively (Haudin & Chenot, 2004):  
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The initial conditions at time t = 0 are:  

0(0)N N  

 (0) (0) (0) (0) (0) (0) 0a aN N F P Q        (19) 

F, P and Q are three auxiliary functions added to get a first-order ordinary differential 
system. The model needs three physical parameters, the initial density of potential nuclei N0, 
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the frequency of activation q  of these nuclei and the growth rate G . In isothermal 
conditions, they are constant. In non-isothermal conditions, they are defined as temperature 
functions, e.g.:  

  0 00 01 0exp ( )N N N T T    (20a) 

  0 1 0exp ( )q q q T T    (20b) 

  0 1 0exp ( )G G G T T    (20c) 

 

General equations for shear-induced crystallization  
Crystallization can occur in the form of spherulites, shish-kebabs, or both. The transformed 
volume fraction is written as (Haudin et al., 2008):  

      d t d t d t
dt dt dt
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 t  and  t  are the thermo-dependent volume fractions transformed versus time into 
spherulites and into shish-kebabs, respectively.   
Spherulitic Morphology 
Modification of eqs. (8) and (10a) gives: 
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 N t  is the number of nuclei per unit volume generated by shear. Two situations are 

possible, i.e., crystallization occurs after shear or crystallization occurs during shear.  
If crystallization during shear remains negligible, the number of shear-generated nuclei is:   
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a and A1 are material parameters, eventually thermo-dependent. As a first approximation, 
1A A   , with   the shear rate.  

If crystallization proceeds during shear, only the liquid fraction is exposed to shear and the 
shear rate '  is becoming:    
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volume fraction is written as (Haudin et al., 2008):  

      d t d t d t
dt dt dt
  

   (21) 

 t  and  t  are the thermo-dependent volume fractions transformed versus time into 
spherulites and into shish-kebabs, respectively.   
Spherulitic Morphology 
Modification of eqs. (8) and (10a) gives: 

 ( ) ( )(1 ( ))d t d tt
dt dt
  


 (22) 

 
( ) ( )( ) ( )( ) ga c dN t dN tdN t dN tdN t

dt dt dt dt dt
      (23) 

 t  and  t  are the actual and extended volume fractions of spherulites, respectively. 
 N t  is the number of nuclei per unit volume generated by shear. Two situations are 

possible, i.e., crystallization occurs after shear or crystallization occurs during shear.  
If crystallization during shear remains negligible, the number of shear-generated nuclei is:   

 ( )
dN

a A N
dt


   if ( ) 0a A N    (24a) 

 0
dN
dt

   if ( ) 0a A N    (24b) 

a and A1 are material parameters, eventually thermo-dependent. As a first approximation, 
1A A   , with   the shear rate.  

If crystallization proceeds during shear, only the liquid fraction is exposed to shear and the 
shear rate '  is becoming:    

 
1/3

' /(1 )      (25) 
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By defining N
  as the extended number of nuclei per unit volume generated by shear in the 

total volume, then:    

 1( )
dN

a A N
dt


   


   (26) 

The number N  of nuclei generated by shear in the liquid fraction is:    

 (1 )N N     (27) 

Under shear, the activation frequency of the nuclei increases. If the total frequency is the 
sum of a static component, stq , function of temperature, and of a dynamic one, flowq , then:   

 st flowq q q   (28) 

flowq  is given by eq. (29) where as a first approximation 2 02q q    and 3q  is constant.    

 2 3(1 exp( ))flowq q q      (29) 

The system of differential equations (12, 13b, 14-18) is finally replaced by a system taking 
the influence of shear into account through the additional unknown N  and through the 
dynamic component of the activation frequency flowq . Two cases are considered, i.e., 
crystallization occurs after shear (37a) or crystallization occurs under (37b) shear.   

 0( )1 (1 )
1

dNdN TdN d dTN q
dt dt dT dt dt

 


        
 (30) 

 24 (1 ) ( 2 )a
d G F N FP Q
dt
     

 (31) 

 adN qN
dt

  (32) 

 1
a qNdN

dt 





 (33) 

 
dF G
dt

  (34) 

 
1

a qNdNdP F F
dt dt 

 



 (35) 

 2 2

1
a qNdNdQ F F

dt dt 
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 1( )
dN

a A N
dt


     (37a) 

  
 

1/3
1 1/31

11

dN N N da A
dt dt

     


 
    
   
   (37b) 

 

The initial conditions at time t = 0 are:   

 0(0)N N   
 (0) (0) (0) (0) (0) (0) 0a aN N F P Q        (38) 
 (0) 0N    

Shish-Kebab Morphology 

Firstly are introduced the notions of real and extended transformed volume fractions of 
shish-kebab,  and  , respectively. Both are related by eq. (39):    

    (1 )
d t d t

dt dt
 

 


 (39) 

( )t  is the total transformed volume fraction for both spherulitic and oriented phases.  
Shish-kebabs are modelled as cylinders with an infinite length. The growth rate H is 
deduced from the radius evolution of the cylinder. The general balance of the number of 
nuclei for the oriented structure is given as:    

        a c dM tdM t dM t dM t
dt dt dt dt

     (40) 

 M t ,  aM t ,  cM t ,  M t  are the numbers of potential, activated, absorbed and 
generated (by shear) nuclei per unit volume, respectively. In the same way as for the 
spherulitic morphology, a set of differential equations can be defined where w is the 
activation frequency of the nuclei, b and B1 the material parameters:    

 
 

 
1/3

1 1/3

1
1

1
11

dM dM w
dt dt

M M db B
dt




  


     
 
    
   
 

 (41) 

 2 (1 ) ( )a
d H RM S
dt
      (42) 

 adM wM
dt

  (43) 

 
1

adM wM
dt 





 (44) 
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 dR H
dt

  (45) 

 
1

adMdS wMR R
dt dt 

 



 (46) 

F, P, Q, R and S are five auxiliary functions giving a first-order ordinary differential system. 
The initial conditions at time t = 0 are:   

 0(0)M M  

  (0) (0) (0) (0) (0) 0a aM M R S       (47) 

Inverse resolution method for a system of differential equations 
The crystallization, and especially the nucleation stage, is by nature a statistical 
phenomenon with large discrepancies between the sets of experimental data. The analytical 
extraction of the relevant crystallization parameters must be then considered as a multi-
criteria optimization problem. As such the Genetic Algorithm Inverse Method is considered.   
The Genetic Algorithm Inverse Method is a stochastic optimization method inspired from 
the Darwin theory of nature survival (Paszkowicz, 2009). In the present work, the Genetic 
Algorithm developed by Carroll (Carroll, “FORTRAN Genetic Algorithm Front-End Driver 
Code”, site: http://cuaerospace.com/ga) is used (Smirnova et al., 2007; Haudin et al., 2008). The 
vector of solutions is represented by a parameter Z. In quiescent crystallization (eqs. 20a-c), 

00 01 0 1 0 1[ , , , , , ]Z N N q q G G  with N00, N01, q0, q1, G0, G1 the parameters of non-isothermal 
crystallization for a spherulitic morphology. In shear-induced crystallization, 

00 01 0 1 02 3 0 1 0 1 1[ , , , , , , , , , , , , , , ]Z N N q q q q G G M w H A a B b  with ( 02 3 1, , ,q q A a ) the parameters of 
shear-induced crystallization for a spherulitic morphology (eqs. 26,29) and ( 0 1, , , ,M w H B b ) 
the parameters of shear-induced crystallization for an oriented, like shish-kebab, 
morphology (eqs. 41,43,45,47).  
The optimization is applied to the experimental evolution of the overall kinetics coupled 
with one kinetic parameter at a lower scale, the number of entities (density of nucleation 
Na(t)). The system of differential equations is solved separately for each experimental set 
and gives the evolutions of (t) and of the nuclei density defining a corresponding data file. 
The optimization function Qtotal is expressed as the sum of the mean square errors of the 
transformed volume fraction Qα and of the number of entities QNa .    

Model-experiment-optimization confrontation   
The structure development parameters are identifiable by using the optical properties of the 
crystallizing entities. The experimental investigations and their analysis are done thanks to 
crossed-polarized optical microscopy (POM) (Magill, 1962, 1962, 2001) coupled with 
optically transparent hot stages, a home-made sliding plate shearing device and a rotating 
parallel plate shearing device (e.g., Linkam). Data accessible directly are: i) the evolution of 
the transformed fraction (t), and the number of activated nuclei Na(t), ii) the approximate 
values of the initial number of potential nuclei N0(T), activation frequency q(T), and growth 
rate G(T) for isothermal conditions and their functions of temperature for non-isothermal 
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conditions (eqs. 20a-c). The exponential temperature evolution of the three key parameters 
N0, q, G is possibly calculated from the values of the physical parameters obtained in three 
different ways: firstly, an approximate physical analysis with direct determination from the 
experiments (APA), secondly, the use of the Genetic Algorithm method for an optimization 
based on several experiments (at least 5) done with the same specimen, thirdly, an 
optimization based on several experiments (at least 8) involving different polymer samples 
for which an important dispersion of the number of nuclei is observed (Haudin et al., 2008, 
Boyer et al., 2009). These sets of optimized temperature functions made it possible to 
validate the mathematical model in the 2D version, as illustrated in Fig. 5.a-b-inserts. The 
selected polymer is a polypropylene that is considered as a ‘model material’ because of its 
aptitude to crystallize with well-defined spherulitic entities in quiescent conditions.  
Shear-induced crystallization, with a spherulitic morphology, gives access to the function 
d N /dt ( N  is the number of nuclei per unit volume generated by shear (eq. 23)) versus 
time and to the shear dependence of the activation frequency for different relatively low 
shear rates (up to 20 s-1). A set of seven optimized parameters are identifiable: N00, q0, G0 
from quiescent isothermal crystallization, and ( 02 3 1, , ,q q A a ) from isothermal shear-induced 
crystallization. The agreement between experiment and theory is better for higher shear 
rates associated with a shorter total time of crystallization. The mean square error does not 
exceed 12 %, the average mean square error for 5 s-1 is equal to 6.7 %. The agreement 
between experiment and theory is less satisfactory for the number of spherulites, the mean 
square error reaches 25 %. Then, the new model is able to predict the overall crystallization 
kinetics under low shear with enough accuracy, when the entities are spherulitic.    
Shear-induced crystallization, with both a spherulitic and an oriented morphology, is a 
different task. High shear rates (from 75 s-1) enhance all the kinetics (nucleation, growth, 
overall kinetics) and lead to the formation of micron-size fibrillar (thread-like) structures 
immediately after shear, followed by the appearance of unoriented spherulitic structures at 
the later stages (Fig. 6insert). The determination of the parameters for this double 
crystallization becomes a complicated task for a twofold reason: the quantitative data for 
both oriented and spherulitic structures are not available at high shear rate, and the double 
crystallization kinetics model requires to additionally determine the four parameters 
( 1, , ,w H B b ). So, optimization is based only on the evolution of the total transformed volume 
fraction (eq. 21). Parameters characterizing quiescent crystallization ( 00 0 0, ,N q G ) and shear-
induced crystallization with the spherulitic morphology ( 02 3 1, , ,q q A a ) are taken from the 
previous ‘smooth’ analysis, so that four parameters ( 1, , ,w H B b ) characterizing the oriented 
structure have to be optimized.  
Fig. 6. gathers the experimental and theoretical variations of the total transformed volume 
fraction for different shear rates. At the beginning, the experimental overall kinetics is faster 
than the calculated one most probably because the influence of shear rate on the activation 
frequency of the oriented structure is not taken into account. Since with higher shear rate 
thinner samples (~30 µm at 150 s-1) are used, and since numerically the growth of entities is 
considered as three dimensional, the condition of 3D experiment seems not perfectly 
respected and the experiments give a slower evolution at the end. The mean square errors 
between numerical and experimental evolutions of the total transformed volume fraction do 
not exceed 19%.  
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Fig. 5. Experimental (symbols) and numerically predicted (lines) of (a) the overall kinetics 
and (b) the number of activated nuclei vs. temperature at constant cooling-rate. The inserts 
illustrate the events at 10, 3 and 1 °C.min-1. Sample: iPP in 2D (5 μm-thick layer). 
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Fig. 6. Experimental (dashed-line curves) and numerically predicted (solid curves) total 
overall kinetics, i.e., spherulitic and oriented structures, vs. time in constant shear, T = 132 °C. The 
insert illustrates the event at 150 s–1. Sample: iPP in 2-3D (~30 μm-thick layer).    

The present differential system, based on the nucleation and growth phenomena of polymer 
crystallization, is adopted to describe the crystalline morphology evolution versus thermo-
mechanical constraints. It has been implemented into a 3D injection-moulding software. The 
implementation allows us to estimate its feasibility in complex forming conditions, i.e., 
anisothermal flow-induced crystallization, and to test the sensitivity to the accuracy of the 
values of the parameters determined by the Genetic Algorithm Inverse Method.   

4. Conclusion 
Fundamental understanding of the inherent links between multiscale polymer pattern and 
polymer behaviour/performance is firmly anchored on rigorous thermodynamics and 
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thermokinetics explicitly applied over extended temperature and pressure ranges, 
particularly under hydrostatic stress generated by pressure transmitting fluids of different 
physico-chemical nature.    
Clearly, such an approach rests not only on the conjunction of pertinent coupled 
experimental techniques and of robust theoretical models, but also on the consistency and 
optimization of experimental and calculation procedures.     
Illustration is made with selected examples like molten and solid polymers in interaction 
with various light molecular weight solvents, essentially gases. Data obtained allow 
evaluating specific thermal, chemical, mechanical behaviours coupled with sorption effect 
during solid to melt as well as crystallization transitions, creating smart and noble hybrid 
metal-polymer composites and re-visiting kinetic models taking into account similarities 
between polymer and metal transformations.  
This work generates a solid platform for polymer science, addressing formulation, 
processing, long-term utilization of end-products with specific performances controlled via 
a clear conception of greatly different size scales, altogether with an environmental aware 
respect.   
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Fig. 5. Experimental (symbols) and numerically predicted (lines) of (a) the overall kinetics 
and (b) the number of activated nuclei vs. temperature at constant cooling-rate. The inserts 
illustrate the events at 10, 3 and 1 °C.min-1. Sample: iPP in 2D (5 μm-thick layer). 
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Fig. 6. Experimental (dashed-line curves) and numerically predicted (solid curves) total 
overall kinetics, i.e., spherulitic and oriented structures, vs. time in constant shear, T = 132 °C. The 
insert illustrates the event at 150 s–1. Sample: iPP in 2-3D (~30 μm-thick layer).    

The present differential system, based on the nucleation and growth phenomena of polymer 
crystallization, is adopted to describe the crystalline morphology evolution versus thermo-
mechanical constraints. It has been implemented into a 3D injection-moulding software. The 
implementation allows us to estimate its feasibility in complex forming conditions, i.e., 
anisothermal flow-induced crystallization, and to test the sensitivity to the accuracy of the 
values of the parameters determined by the Genetic Algorithm Inverse Method.   

4. Conclusion 
Fundamental understanding of the inherent links between multiscale polymer pattern and 
polymer behaviour/performance is firmly anchored on rigorous thermodynamics and 
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thermokinetics explicitly applied over extended temperature and pressure ranges, 
particularly under hydrostatic stress generated by pressure transmitting fluids of different 
physico-chemical nature.    
Clearly, such an approach rests not only on the conjunction of pertinent coupled 
experimental techniques and of robust theoretical models, but also on the consistency and 
optimization of experimental and calculation procedures.     
Illustration is made with selected examples like molten and solid polymers in interaction 
with various light molecular weight solvents, essentially gases. Data obtained allow 
evaluating specific thermal, chemical, mechanical behaviours coupled with sorption effect 
during solid to melt as well as crystallization transitions, creating smart and noble hybrid 
metal-polymer composites and re-visiting kinetic models taking into account similarities 
between polymer and metal transformations.  
This work generates a solid platform for polymer science, addressing formulation, 
processing, long-term utilization of end-products with specific performances controlled via 
a clear conception of greatly different size scales, altogether with an environmental aware 
respect.   

5. Acknowledgments 
The principal author, Séverine A.E. Boyer, wishes to address her grateful acknowledgments 
for financial supports from Centre National de la Recherche Scientifique CNRS (France) ; 
Institut Français du Pétrole IFP (France) with Mrs. Marie-Hélène Klopffer and Mr. Joseph 
Martin ; Core Research for Evolutional Science and Technology - Japan Science and 
Technology Agency CREST-JST (Japan) with Prof. Tomokazu Iyoda (Tokyo Institute of 
Technology TIT, Japan) ; ARMINES-CARNOT-MINES ParisTech (France) ; Conseil Régional 
de Provence-Alpes-Côte d’Azur and Conseil Général des Alpes-Maritimes (France) for 
support in the development of «CRISTAPRESS» project.   
Séverine A.E. Boyer wishes to expresses her acknowledgements to Intech for selectionning 
the current research that has been recognized as valuable and relevant to the given theme.  

6. References   
Ahzi, S.; Parks, D.M.; Argon, A.S. (1991). Modeling of deformation textures evolution in 

semi-crystalline polymers. Textures and Microstructures, Vol.14-18, No1, (January 
1991), pp. 1141-1146, ISSN 1687-5397(print) 1687-5400(web); doi: 10.1155/TSM.14-
18.1141 

Arruda, E.M.; Boyce,  M.C. (1993). A three-dimensional constitutive model for the large 
stretch behaviour of rubber elastic materials. Journal of the Mechanics and Physics of 
Solids, Vol.41, No2, (February 1993), pp. 389-412, ISSN 0022-5096; doi: 
10.1016/0022.5096(93)900 13-6  

Asta, M.; Beckermann, C.; Karma, A.; Kurz, W.; Napolitano, R.; Plapp, M.; Purdy, G.; 
Rappaz, M.; Trivedi, R. (2009). Solidification microstructures and solid-state 
parallels: Recent developments, future directions. Acta Materialia, Vol.57, No4, 
(February 2009), pp. 941-971; ISSN 1359-6454; doi: 10.1016/j.actamat.2008.10.020       



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

664 

Avrami, M. (1939). Kinetics of phase change. I General theory. Journal of Chemical Physics, 
Vol.7, No12, (December 1939), pp. 1103-1112, ISSN 0021-9606(print) 1089-
7690(web); doi: 10.1063/1.1750380   

Avrami, M. (1940). Kinetics of phase change. II Transformation-time relations for random 
distribution of nuclei. Journal of Chemical Physics, Vol.8, No2, (February 1940), pp. 
212-224, ISSN 0021-9606(print) 1089-7690(web); doi: 10.1063/1.1750631    

Avrami, M.  (1941). Granulation, phase change, and microstructure. Kinetics of phase 
change. III. Journal of Chemical Physics, Vol.9, No2, (February 1941), pp. 177-184, 
ISSN 0021-9606(print) 1089-7690(web); doi: 10.1063/1.1750872     

Baert, J.; Van Puyvelde, P.; Langouche, F.; (2006). Flow-induced crystallization of PB-1: From 
the low shear rate region up to processing rates. Macromolecules, Vol.39, No26, 
(November 2006), pp. 9215-9222, ISSN 0024-9297(print) 1520-5835(web); doi: 
10.1021/ma062068q      

Baudet, C.; Grandidier, J.-C.; Cangémi, L. (2009). A two-phase model for the diffuse-
mechanical behaviour of semicrystalline polymers in gaseous environment. 
International Journal of Solids and Structures, Vol.46, No6, (March 2009), pp. 1389-
1401, ISSN 0020-7683; doi: 10.1016/j.ijsolstr.2008.11.010       

Bedoui, F.; Diani, J.; Régnier, G.; Seiler, W. (2006). Micromechanical modelling of isotropic 
elastic behaviour of semicrystalline polymers. Acta Materialia, Vol.54, No6, (April 
2006), pp. 1513-1523, ISSN 1359-6454; doi: 10.1016/j.actamat.2005.11.028    

Behme, S.; Sadowski, G.; Arlt, W. (1999). Modeling of the separation of polydisperse 
polymer systems by compressed gases. Fluid Phase Equilibria, Vol.158-160, (June 
1999), pp. 869-877, ISSN 0378-3812; doi: 10.1016/S0378-3812(99)00055-2     

Beret, S.; Prausnitz, J.M. (1975). Perturbed hard-chain theory: An equation of state for fluids 
containing small or large molecules. AIChe Journal, Vol.21, No6, (November 1975), 
pp. 1123-1132, ISSN 0001-1541(print) 1547-5905(web); doi: 10.1002/aic.690210612 

Bessières, D.; Lafitte, Th.; Daridon, J.-L.; Randzio, S.L. (2005). High pressure thermal 
expansion of gases: measurements and calibration. Thermochimica Acta, Vol.428, 
No1-2, (April 2005), pp. 25-30, ISSN 0040-6031; doi: 10.1016/j.tca.2004.09.020    

Binsbergen, F.L. (1973). Heterogeneous nucleation in the crystallization of polyolefins. III. 
Theory and mechanism. Journal of Polymer Science: Polymer Physics Edition, Vol.11, 
No1, (January 1973), pp. 117-135, ISSN 0098-1273(print) 1542-9385(web); doi: 

 10.1002/pol.1973.180110112  
Boal, A.K.; Rotello, V.M. (2000). Intra- and intermonolayer hydrogen bonding in amide-

functionalized alkanethiol self-assembled monolayers on gold nanoparticles. 
Langmuir, Vol.16, No24, (November 2000), pp. 9527-9532, ISSN 0743-7463(print) 
1520-5827(web); doi: 10.1021/la0012384    

Boyer, S.A.E.; Fournier, F.; Haudin, J.-M.; Gandin, Ch.-A. (2011a). Model experiments and 
structure development in high-pressure crystallization: the CRISTAPRESS project. 
The Polymer Processing Society - 27th Annual Meeting (Key Note), Marrakech (Maroc) 
May 10-14, 2011. (proceeding, 5 pages)   

Boyer, S.A.E.; Ganet, P.; Robinson, P.; Melis, J.-P.; Haudin, J.-M. (2011b). Crystallization of 
polypropylene at high cooling rates. Microscopic and calorimetric studies.  Journal 
of Applied Polymer Science – Invited conference, 4th International Conference on 
Polymer Behavior, International Union of Pure and Applied Chemistry (4ICPB-
IUPAC), Lodz, Poland, September 20-23, 2010-, (Accepted March 2011), ISSN 0021-
8995(print) 1097-4628(web)  

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

665 

Boyer, S.A.E.; Grolier, J.-P.E. (2005). Modification of the glass transitions of polymers by 
high-pressure gas solubility. Pure and Applied Chemistry Science – Invited 
conference, The 11th International Symposium on Solubility Phenomena (11th 
ISSP), Aveiro, Portugal, July 25-29, 2004-, Vol.77, No3, (March 2005), pp. 593-603, 
ISSN 0033-4545(print) 1365-3075(web); doi: 10.1351/pac200577030593 

Boyer, S.A.E.; Grolier, J.-P.E.; Pison, L.; Iwamoto, C.; Yoshida, H.; Iyoda, T. (2006a). Isotropic 
transition behavior of an amphiphilic di-block copolymer under pressure. Carbon 
dioxide or mercury as pressure medium. Journal of Thermal Analysis and Calorimetry, 
Vol.85, No3, (September 2006), pp. 699-706, ISSN 1388-6150(print) 1572-8943(web); 
doi: 10.1007/s10973-006-7633-z   

Boyer, S.A.E.; Grolier, J.-P.E.; Yoshida, H.; Haudin, J.-M.; Chenot, J.-L. (2009). Phase 
transitions of polymers over T and P ranges under various hydraulic fluids: 
Polymer/supercritical gas systems and liquid to solid polymer transitions. Journal 
of Molecular Liquids - Invited conference, Joint Conference of JMLG/EMLG Meeting 
2007 and 30th Symposium on Solution Chemistry of Japan, Molecular Approaches 
to Complex Liquid Systems, Fukuoka, Japan, November 21-25, 2007-, Vol.147, No1-
2, (July  2009), pp. 24-29, ISSN 0167-7322; doi: 10.1016/j.molliq.2009.01.016 

Boyer, S.A.E.; Haudin, J.-M. (2010). Crystallization of polymers at constant and high cooling 
rates: A new hot stage microscopy set-up. Polymer Testing - Invited conference, The 
45th Japanese Conference on Calorimetry and Thermal Analysis, Tokyo, Japan, 
September 28-30, 2009-, Vol.29, No4, (June 2010), pp. 445-452, ISSN 0142-9418; 
doi:10.1016/j.polymertesting.2010.02.003 

Boyer, S.A.E.; Klopffer, M.-H.; Martin, J.; Grolier, J.-P.E. (2007). Supercritical gas-polymer 
interactions with applications in the petroleum industry. Determination of 
thermophysical properties. Journal of Applied Polymer Science, Vol.103, No3, 
(February 2007), pp. 1706-1722, ISSN 0021-8995(print) 1097-4628(web); doi: 
10.1002/app.25085 

Boyer, S.A.E.; Randzio, S.L.; Grolier, J.-P.E. (2006b). Thermal expansion of polymers 
submitted to supercritical CO2 as a function of pressure. Journal of Polymer Science 
Part B: Polymer Physics, Vol.44, No1, (January 2006), pp. 185-194, ISSN 0887-
6266(print) 1099-0488(web); doi: 10.1002/polb.20674 

Brucato, V.; Piccarolo, S.; La Carrubba, V. (2002). An experimental methodology to study 
polymer crystallization under processing conditions. The influence of high cooling 
rates. Chemical Engineering Science, Vol.57, No19, (October 2002), pp. 4129-4143, 
ISSN 0009-2509; doi: 10.1016/S0009-2509(02)00360-3 

Carroll, D.L. (2002). “FORTRAN Genetic Algorithm Front-End Driver Code”, 
http://cuaerospace.com/ga. 

Dahoun, A.; Canova, G.R.; Molinari, A.; Philippe, M. J.; G’Sell, C. (1991). The modelling of 
large strain textures and stress-strain relations of polyethylene. Textures and 
Microstructures, Vol.14-18, No1, (January 1991), pp. 347-354, ISSN 1687-5397(print) 
1687-5400(web); doi: 10.1155/TSM.14-18.347   

De Angelis, M.G.; Merkel, T.C.; Bondar, V.I.; Freeman, B.D.; Doghieri, F.; Sarti, G.C. (1999). 
Hydrocarbon and fluorocarbon solubility and dilation in poly(dimethylsiloxane): 
Comparison of experimental data with predictions of the Sanchez–Lacombe 
equation of state. Journal of Polymer Science Part B: Polymer Physics, Vol.37, No21, 
(November 1999), pp. 3011-3026, ISSN 0887-6266(print) 1099-0488(web); doi: 
10.1002/(SICI)1099-0488(19991101)37:21<3011::AID-POLB11>3.0.CO;2-V 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

664 

Avrami, M. (1939). Kinetics of phase change. I General theory. Journal of Chemical Physics, 
Vol.7, No12, (December 1939), pp. 1103-1112, ISSN 0021-9606(print) 1089-
7690(web); doi: 10.1063/1.1750380   

Avrami, M. (1940). Kinetics of phase change. II Transformation-time relations for random 
distribution of nuclei. Journal of Chemical Physics, Vol.8, No2, (February 1940), pp. 
212-224, ISSN 0021-9606(print) 1089-7690(web); doi: 10.1063/1.1750631    

Avrami, M.  (1941). Granulation, phase change, and microstructure. Kinetics of phase 
change. III. Journal of Chemical Physics, Vol.9, No2, (February 1941), pp. 177-184, 
ISSN 0021-9606(print) 1089-7690(web); doi: 10.1063/1.1750872     

Baert, J.; Van Puyvelde, P.; Langouche, F.; (2006). Flow-induced crystallization of PB-1: From 
the low shear rate region up to processing rates. Macromolecules, Vol.39, No26, 
(November 2006), pp. 9215-9222, ISSN 0024-9297(print) 1520-5835(web); doi: 
10.1021/ma062068q      

Baudet, C.; Grandidier, J.-C.; Cangémi, L. (2009). A two-phase model for the diffuse-
mechanical behaviour of semicrystalline polymers in gaseous environment. 
International Journal of Solids and Structures, Vol.46, No6, (March 2009), pp. 1389-
1401, ISSN 0020-7683; doi: 10.1016/j.ijsolstr.2008.11.010       

Bedoui, F.; Diani, J.; Régnier, G.; Seiler, W. (2006). Micromechanical modelling of isotropic 
elastic behaviour of semicrystalline polymers. Acta Materialia, Vol.54, No6, (April 
2006), pp. 1513-1523, ISSN 1359-6454; doi: 10.1016/j.actamat.2005.11.028    

Behme, S.; Sadowski, G.; Arlt, W. (1999). Modeling of the separation of polydisperse 
polymer systems by compressed gases. Fluid Phase Equilibria, Vol.158-160, (June 
1999), pp. 869-877, ISSN 0378-3812; doi: 10.1016/S0378-3812(99)00055-2     

Beret, S.; Prausnitz, J.M. (1975). Perturbed hard-chain theory: An equation of state for fluids 
containing small or large molecules. AIChe Journal, Vol.21, No6, (November 1975), 
pp. 1123-1132, ISSN 0001-1541(print) 1547-5905(web); doi: 10.1002/aic.690210612 

Bessières, D.; Lafitte, Th.; Daridon, J.-L.; Randzio, S.L. (2005). High pressure thermal 
expansion of gases: measurements and calibration. Thermochimica Acta, Vol.428, 
No1-2, (April 2005), pp. 25-30, ISSN 0040-6031; doi: 10.1016/j.tca.2004.09.020    

Binsbergen, F.L. (1973). Heterogeneous nucleation in the crystallization of polyolefins. III. 
Theory and mechanism. Journal of Polymer Science: Polymer Physics Edition, Vol.11, 
No1, (January 1973), pp. 117-135, ISSN 0098-1273(print) 1542-9385(web); doi: 

 10.1002/pol.1973.180110112  
Boal, A.K.; Rotello, V.M. (2000). Intra- and intermonolayer hydrogen bonding in amide-

functionalized alkanethiol self-assembled monolayers on gold nanoparticles. 
Langmuir, Vol.16, No24, (November 2000), pp. 9527-9532, ISSN 0743-7463(print) 
1520-5827(web); doi: 10.1021/la0012384    

Boyer, S.A.E.; Fournier, F.; Haudin, J.-M.; Gandin, Ch.-A. (2011a). Model experiments and 
structure development in high-pressure crystallization: the CRISTAPRESS project. 
The Polymer Processing Society - 27th Annual Meeting (Key Note), Marrakech (Maroc) 
May 10-14, 2011. (proceeding, 5 pages)   

Boyer, S.A.E.; Ganet, P.; Robinson, P.; Melis, J.-P.; Haudin, J.-M. (2011b). Crystallization of 
polypropylene at high cooling rates. Microscopic and calorimetric studies.  Journal 
of Applied Polymer Science – Invited conference, 4th International Conference on 
Polymer Behavior, International Union of Pure and Applied Chemistry (4ICPB-
IUPAC), Lodz, Poland, September 20-23, 2010-, (Accepted March 2011), ISSN 0021-
8995(print) 1097-4628(web)  

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

665 

Boyer, S.A.E.; Grolier, J.-P.E. (2005). Modification of the glass transitions of polymers by 
high-pressure gas solubility. Pure and Applied Chemistry Science – Invited 
conference, The 11th International Symposium on Solubility Phenomena (11th 
ISSP), Aveiro, Portugal, July 25-29, 2004-, Vol.77, No3, (March 2005), pp. 593-603, 
ISSN 0033-4545(print) 1365-3075(web); doi: 10.1351/pac200577030593 

Boyer, S.A.E.; Grolier, J.-P.E.; Pison, L.; Iwamoto, C.; Yoshida, H.; Iyoda, T. (2006a). Isotropic 
transition behavior of an amphiphilic di-block copolymer under pressure. Carbon 
dioxide or mercury as pressure medium. Journal of Thermal Analysis and Calorimetry, 
Vol.85, No3, (September 2006), pp. 699-706, ISSN 1388-6150(print) 1572-8943(web); 
doi: 10.1007/s10973-006-7633-z   

Boyer, S.A.E.; Grolier, J.-P.E.; Yoshida, H.; Haudin, J.-M.; Chenot, J.-L. (2009). Phase 
transitions of polymers over T and P ranges under various hydraulic fluids: 
Polymer/supercritical gas systems and liquid to solid polymer transitions. Journal 
of Molecular Liquids - Invited conference, Joint Conference of JMLG/EMLG Meeting 
2007 and 30th Symposium on Solution Chemistry of Japan, Molecular Approaches 
to Complex Liquid Systems, Fukuoka, Japan, November 21-25, 2007-, Vol.147, No1-
2, (July  2009), pp. 24-29, ISSN 0167-7322; doi: 10.1016/j.molliq.2009.01.016 

Boyer, S.A.E.; Haudin, J.-M. (2010). Crystallization of polymers at constant and high cooling 
rates: A new hot stage microscopy set-up. Polymer Testing - Invited conference, The 
45th Japanese Conference on Calorimetry and Thermal Analysis, Tokyo, Japan, 
September 28-30, 2009-, Vol.29, No4, (June 2010), pp. 445-452, ISSN 0142-9418; 
doi:10.1016/j.polymertesting.2010.02.003 

Boyer, S.A.E.; Klopffer, M.-H.; Martin, J.; Grolier, J.-P.E. (2007). Supercritical gas-polymer 
interactions with applications in the petroleum industry. Determination of 
thermophysical properties. Journal of Applied Polymer Science, Vol.103, No3, 
(February 2007), pp. 1706-1722, ISSN 0021-8995(print) 1097-4628(web); doi: 
10.1002/app.25085 

Boyer, S.A.E.; Randzio, S.L.; Grolier, J.-P.E. (2006b). Thermal expansion of polymers 
submitted to supercritical CO2 as a function of pressure. Journal of Polymer Science 
Part B: Polymer Physics, Vol.44, No1, (January 2006), pp. 185-194, ISSN 0887-
6266(print) 1099-0488(web); doi: 10.1002/polb.20674 

Brucato, V.; Piccarolo, S.; La Carrubba, V. (2002). An experimental methodology to study 
polymer crystallization under processing conditions. The influence of high cooling 
rates. Chemical Engineering Science, Vol.57, No19, (October 2002), pp. 4129-4143, 
ISSN 0009-2509; doi: 10.1016/S0009-2509(02)00360-3 

Carroll, D.L. (2002). “FORTRAN Genetic Algorithm Front-End Driver Code”, 
http://cuaerospace.com/ga. 

Dahoun, A.; Canova, G.R.; Molinari, A.; Philippe, M. J.; G’Sell, C. (1991). The modelling of 
large strain textures and stress-strain relations of polyethylene. Textures and 
Microstructures, Vol.14-18, No1, (January 1991), pp. 347-354, ISSN 1687-5397(print) 
1687-5400(web); doi: 10.1155/TSM.14-18.347   

De Angelis, M.G.; Merkel, T.C.; Bondar, V.I.; Freeman, B.D.; Doghieri, F.; Sarti, G.C. (1999). 
Hydrocarbon and fluorocarbon solubility and dilation in poly(dimethylsiloxane): 
Comparison of experimental data with predictions of the Sanchez–Lacombe 
equation of state. Journal of Polymer Science Part B: Polymer Physics, Vol.37, No21, 
(November 1999), pp. 3011-3026, ISSN 0887-6266(print) 1099-0488(web); doi: 
10.1002/(SICI)1099-0488(19991101)37:21<3011::AID-POLB11>3.0.CO;2-V 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

666 

De Rosa, C.; Park, C.; Thomas, E.L.; Lotz, B. (2000). Microdomain patterns from directional 
eutectic solidification and epitaxy. Nature, Vol.405, No6785, (May 2000), pp. 433-
437, ISSN 0028-0836(print) 1476-4687(web); doi: 10.1038/35013018   

Devisme, S.; Haudin, J.-M.; Agassant, J.-F.; Rauline, D.; Chopinez, F. (2007). Numerical 
simulation of extrusion coating. Contribution to the understanding of adhesion 
mechanisms between grafted polypropylene and aluminium. International Polymer 
Processing, Vol.22, No1, pp. 90-104, ISSN 0930-777X 

Dewimille, B.; Martin, J.; Jarrin., J. (1993). Behavior of thermoplastic polymers during 
explosive decompressions in a petroleum environment. Journal de Physique. IV, Vol. 
3(2), No7, (July 1993), pp. 1559-1564, ISSN 1155-4339; doi: 10.1051/jp4:19937243      

Ding, Z.; Spruiell, J.E. (1996). An experimental method for studying nonisothermal 
crystallization of polymers at very high cooling rates. Journal of Polymer Science Part 
B: Polymer Physics, Vol.34, No16, (September 1996), pp. 2783-2804, ISSN 0887-
6266(print) 1099-0488(web); doi: 

 10.1002/(SICI)1099-0488(19961130) 34:16<2783::AID-POLB12>3.0.CO;2-6    
Dixon, R.K. (2011). Global environment facility investments in the phase-out of ozone-

depleting substances. Mitigation and Adaptation Strategies for Global Change (online 
firstTM January 2011), ISSN 1381-2386(print) 1573-1596(web); doi: 10.1007/s11027-
011-9281-2    

Doghieri, F.; Sarti, G.C. (1996). Nonequilibrium lattice fluids:  A predictive model for the 
solubility in glassy polymers. Macromolecules, Vol.29, No24, (November 1996), pp. 
7885-7896, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma951366c     

Elmoumni, A.; Winter, H.H. (2006). Large strain requirements for shear-induced 
crystallization of isotactic polypropylene. Rheologica Acta, Vol.45, No6, (August 
2006), pp. 793-801, ISSN 0035-4511(print) 1435-1528(web); doi: 10.1007/s00397-005-
0082-y 

Evans, U.R., (1945). The laws of expanding circles and spheres in relation to the lateral 
growth of surface films and the grain-size of metals. Transactions of the Faraday 
Society, Vol.41, (1945), pp. 365-374, ISSN 0014-7672; doi: 10.1039/TF9454100365  

Ferreiro, V.; Douglas, J.F.; Warren, J.A.; Karim, A. (2002a). Nonequilibrium pattern 
formation in the crystallization of polymer blend films. Physical review E, Statistical, 
nonlinear, and soft matter physics, Vol.65, No4, (April 2002), pp. 042802 1-4, ISSN 
1539-3755(print) 1550-2376(web); doi: 10.1103/PhysRevE.65.042802 

Ferreiro, V.; Douglas, J.F.; Warren, J.A.; Karim, A. (2002b). Growth pulsations in symmetric 
dendritic crystallization in thin polymer blend films. Physical review E, Statistical, 
nonlinear, and soft matter physics, Vol.65, No5, (May 2002), pp. 051606 1-16, ISSN 
1539-3755(print) 1550-2376(web); doi: 10.1103/PhysRevE.65.051606     

Flaconnèche, B.; Martin, J.; Klopffer, M.-H. (2001). Permeability, diffusion, and solubility of 
gases in polyethylene, polyamide 11 and poy(vinylidene fluoride). Oil & Gas Science 
and Technology – Rev. IFP, Vol.56, No3, (May-June 2001), pp. 261-278, ISSN 1294-
4475(print) 1953-8189(web); doi: 10.2516/ogst:2001023   

Flemings, M.C. (1974). Solidification processing. Metallurgical and Materials Transactions B, 
Vol.5, No10, (October 1974), pp. 2121-2134, ISSN 1073-5615(print) 1543-1916(web); 
doi: 10.1007/BF02643923 

Fulchiron, R.; Koscher, E.; Poutot, G.; Delaunay, D.; Régnier, G. (2001). Analysis of the 
pressure effect on the crystallization kinetics of polypropylene: Dilatometric 
measurements and thermal gradient modeling. Journal of Macromolecular Science, 

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

667 

Part B: Physics, Vol.40, No3&4, pp. 297-314, ISSN 0022-2348(print) 1525-609X(web); 
doi: 10.1081/MB-100106159 

Gadomski, A.; Łuczka, J. (2000). On the kinetics of polymer crystallization: A possible 
mechanism. Journal of Molecular Liquids, Vol.86, No1-3, (June 2000), pp. 237-247, 
ISSN 0167-7322; doi: 10.1016/S0167-7322(99)00145-2    

Glasser, L. (2002). Equations of state and phase diagrams. Journal of Chemical Education, 
Vol.79, No7, (July 2002), pp. 874-876, ISSN 0021-9584; doi: 10.1021/ed079p874  

Glasser, L. (2004). Water, water, everywhere: Phase diagrams of ordinary water substance. 
Journal of Chemical Education, Vol.81, No3, (March 2004), pp. 414-418, ISSN 0021-
9584; doi: 10.1021/ed081p414  

Gránásy, L.; Pusztai, T.; Warren, J.A.; Douglas, J.F.; Börzsönyi, T.; Ferreiro, V. (2003). Growth 
of 'dizzy dendrites' in a random field of foreign particles. Nature Materials, Vol.2, 
No2, (February 2003), pp. 92-96, ISSN 1476-1122(print) 1476-4660(web); doi: 
10.1038/nmat815   

Grolier, J.-P.E.; Dan, F.; Boyer, S.A.E.; Orlowska, M.; Randzio, S.L. (2004). The use of 
scanning transitiometry to investigate thermodynamic properties of polymeric 
systems over extended T and p ranges. International Journal of Thermophysics, Vol.25, 
No2, (March 2004), pp. 297-319, ISSN 0195-928X(print) 1572-9567(web); doi: 
10.1023/B:IJOT.0000028469.17288.de    

Grubbs, R.B. (2005). Hybrid metal–polymer composites from functional block copolymers. 
Journal of Polymer Science Part A: Polymer Chemistry, Vol.43, No19, (October 2005), 
pp. 4323-4673, ISSN 0887-624X(print) 1099-0518(web); doi: 10.1002/pola.20946 

Hamley, I.W. (2009). Ordering in thin films of block copolymers: Fundamentals to potential 
applications. Progress in Polymer Science, Vol.34, No11, (November 2009), pp. 1161-
1210, ISSN 0079-6700; doi: 10.1016/j.progpolymsci.2009.06.003    

Haudin, J.-M.; Chenot, J.-L. (2004). Numerical and physical modeling of polymer 
crystallization. Part I: Theoretical and numerical analysis. International Polymer 
Processing, Vol.19, No3, pp. 267-274, ISSN 0930-777X  

Haudin, J.-M.; Smirnova, J.; Silva, L.; Monasse, B.; Chenot, J.-L. (2008). Modeling of structure 
development during polymer processing. Polymer Science, Series A. Polymer Physics, 
Vol.50, No5, (May 2008), pp. 538-549, ISSN 0965-545X(print) 1555-6107(web); doi: 
10.1134/S0965545X08050088   

Hilic, S.; Pádua, A.A.H.; Grolier, J-P.E. (2000). Simultaneous measurement of the solubility 
of gases in polymers and of the associated volume change. Review of Scientific 
Instruments, Vol.71, No11, (November 2000), pp. 4236-4241, ISSN 0034-6748(print) 
1089-7623(web); doi: 10.1063/1.1289675     

Hoffman, J.D. (1983). Regime III crystallization in melt-crystallized polymers: The variable 
cluster model of chain folding. Polymer, Vol.24, No1, (January 1983), pp. 3-26, ISSN 
0032-3861; doi:10.1016/0032-3861(83)90074-5 

Janeschitz-Kriegl, H. (2006). Phases of flow-induced crystallization of i-PP:  How remote 
pieces of the puzzle appear to fit. Macromolecules, Vol.39, No13, (June 2006), pp. 
4448-4454, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma0601215    

Janeschitz-Kriegl, H.; Ratajski, E.; Stadlbauer, M. (2003). Flow as an effective promotor of 
nucleation in polymer melts: A quantitative evaluation. Rheologica Acta, Vol.42, 
No4, (July 2003), pp. 355-364, ISSN 0035-4511(print) 1435-1528(web); doi:  
10.1007/s00397-002-0247-x 

Jin, L.-W.; Claborn, K.A.; Kurimoto,  M.; Geday, M.A.; Maezawa, I.; Sohraby, F.; Estrada, M.; 
Kaminsky, W.; Kahr, B. (2003). Imaging linear birefringence and dichroism in 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

666 

De Rosa, C.; Park, C.; Thomas, E.L.; Lotz, B. (2000). Microdomain patterns from directional 
eutectic solidification and epitaxy. Nature, Vol.405, No6785, (May 2000), pp. 433-
437, ISSN 0028-0836(print) 1476-4687(web); doi: 10.1038/35013018   

Devisme, S.; Haudin, J.-M.; Agassant, J.-F.; Rauline, D.; Chopinez, F. (2007). Numerical 
simulation of extrusion coating. Contribution to the understanding of adhesion 
mechanisms between grafted polypropylene and aluminium. International Polymer 
Processing, Vol.22, No1, pp. 90-104, ISSN 0930-777X 

Dewimille, B.; Martin, J.; Jarrin., J. (1993). Behavior of thermoplastic polymers during 
explosive decompressions in a petroleum environment. Journal de Physique. IV, Vol. 
3(2), No7, (July 1993), pp. 1559-1564, ISSN 1155-4339; doi: 10.1051/jp4:19937243      

Ding, Z.; Spruiell, J.E. (1996). An experimental method for studying nonisothermal 
crystallization of polymers at very high cooling rates. Journal of Polymer Science Part 
B: Polymer Physics, Vol.34, No16, (September 1996), pp. 2783-2804, ISSN 0887-
6266(print) 1099-0488(web); doi: 

 10.1002/(SICI)1099-0488(19961130) 34:16<2783::AID-POLB12>3.0.CO;2-6    
Dixon, R.K. (2011). Global environment facility investments in the phase-out of ozone-

depleting substances. Mitigation and Adaptation Strategies for Global Change (online 
firstTM January 2011), ISSN 1381-2386(print) 1573-1596(web); doi: 10.1007/s11027-
011-9281-2    

Doghieri, F.; Sarti, G.C. (1996). Nonequilibrium lattice fluids:  A predictive model for the 
solubility in glassy polymers. Macromolecules, Vol.29, No24, (November 1996), pp. 
7885-7896, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma951366c     

Elmoumni, A.; Winter, H.H. (2006). Large strain requirements for shear-induced 
crystallization of isotactic polypropylene. Rheologica Acta, Vol.45, No6, (August 
2006), pp. 793-801, ISSN 0035-4511(print) 1435-1528(web); doi: 10.1007/s00397-005-
0082-y 

Evans, U.R., (1945). The laws of expanding circles and spheres in relation to the lateral 
growth of surface films and the grain-size of metals. Transactions of the Faraday 
Society, Vol.41, (1945), pp. 365-374, ISSN 0014-7672; doi: 10.1039/TF9454100365  

Ferreiro, V.; Douglas, J.F.; Warren, J.A.; Karim, A. (2002a). Nonequilibrium pattern 
formation in the crystallization of polymer blend films. Physical review E, Statistical, 
nonlinear, and soft matter physics, Vol.65, No4, (April 2002), pp. 042802 1-4, ISSN 
1539-3755(print) 1550-2376(web); doi: 10.1103/PhysRevE.65.042802 

Ferreiro, V.; Douglas, J.F.; Warren, J.A.; Karim, A. (2002b). Growth pulsations in symmetric 
dendritic crystallization in thin polymer blend films. Physical review E, Statistical, 
nonlinear, and soft matter physics, Vol.65, No5, (May 2002), pp. 051606 1-16, ISSN 
1539-3755(print) 1550-2376(web); doi: 10.1103/PhysRevE.65.051606     

Flaconnèche, B.; Martin, J.; Klopffer, M.-H. (2001). Permeability, diffusion, and solubility of 
gases in polyethylene, polyamide 11 and poy(vinylidene fluoride). Oil & Gas Science 
and Technology – Rev. IFP, Vol.56, No3, (May-June 2001), pp. 261-278, ISSN 1294-
4475(print) 1953-8189(web); doi: 10.2516/ogst:2001023   

Flemings, M.C. (1974). Solidification processing. Metallurgical and Materials Transactions B, 
Vol.5, No10, (October 1974), pp. 2121-2134, ISSN 1073-5615(print) 1543-1916(web); 
doi: 10.1007/BF02643923 

Fulchiron, R.; Koscher, E.; Poutot, G.; Delaunay, D.; Régnier, G. (2001). Analysis of the 
pressure effect on the crystallization kinetics of polypropylene: Dilatometric 
measurements and thermal gradient modeling. Journal of Macromolecular Science, 

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

667 

Part B: Physics, Vol.40, No3&4, pp. 297-314, ISSN 0022-2348(print) 1525-609X(web); 
doi: 10.1081/MB-100106159 

Gadomski, A.; Łuczka, J. (2000). On the kinetics of polymer crystallization: A possible 
mechanism. Journal of Molecular Liquids, Vol.86, No1-3, (June 2000), pp. 237-247, 
ISSN 0167-7322; doi: 10.1016/S0167-7322(99)00145-2    

Glasser, L. (2002). Equations of state and phase diagrams. Journal of Chemical Education, 
Vol.79, No7, (July 2002), pp. 874-876, ISSN 0021-9584; doi: 10.1021/ed079p874  

Glasser, L. (2004). Water, water, everywhere: Phase diagrams of ordinary water substance. 
Journal of Chemical Education, Vol.81, No3, (March 2004), pp. 414-418, ISSN 0021-
9584; doi: 10.1021/ed081p414  

Gránásy, L.; Pusztai, T.; Warren, J.A.; Douglas, J.F.; Börzsönyi, T.; Ferreiro, V. (2003). Growth 
of 'dizzy dendrites' in a random field of foreign particles. Nature Materials, Vol.2, 
No2, (February 2003), pp. 92-96, ISSN 1476-1122(print) 1476-4660(web); doi: 
10.1038/nmat815   

Grolier, J.-P.E.; Dan, F.; Boyer, S.A.E.; Orlowska, M.; Randzio, S.L. (2004). The use of 
scanning transitiometry to investigate thermodynamic properties of polymeric 
systems over extended T and p ranges. International Journal of Thermophysics, Vol.25, 
No2, (March 2004), pp. 297-319, ISSN 0195-928X(print) 1572-9567(web); doi: 
10.1023/B:IJOT.0000028469.17288.de    

Grubbs, R.B. (2005). Hybrid metal–polymer composites from functional block copolymers. 
Journal of Polymer Science Part A: Polymer Chemistry, Vol.43, No19, (October 2005), 
pp. 4323-4673, ISSN 0887-624X(print) 1099-0518(web); doi: 10.1002/pola.20946 

Hamley, I.W. (2009). Ordering in thin films of block copolymers: Fundamentals to potential 
applications. Progress in Polymer Science, Vol.34, No11, (November 2009), pp. 1161-
1210, ISSN 0079-6700; doi: 10.1016/j.progpolymsci.2009.06.003    

Haudin, J.-M.; Chenot, J.-L. (2004). Numerical and physical modeling of polymer 
crystallization. Part I: Theoretical and numerical analysis. International Polymer 
Processing, Vol.19, No3, pp. 267-274, ISSN 0930-777X  

Haudin, J.-M.; Smirnova, J.; Silva, L.; Monasse, B.; Chenot, J.-L. (2008). Modeling of structure 
development during polymer processing. Polymer Science, Series A. Polymer Physics, 
Vol.50, No5, (May 2008), pp. 538-549, ISSN 0965-545X(print) 1555-6107(web); doi: 
10.1134/S0965545X08050088   

Hilic, S.; Pádua, A.A.H.; Grolier, J-P.E. (2000). Simultaneous measurement of the solubility 
of gases in polymers and of the associated volume change. Review of Scientific 
Instruments, Vol.71, No11, (November 2000), pp. 4236-4241, ISSN 0034-6748(print) 
1089-7623(web); doi: 10.1063/1.1289675     

Hoffman, J.D. (1983). Regime III crystallization in melt-crystallized polymers: The variable 
cluster model of chain folding. Polymer, Vol.24, No1, (January 1983), pp. 3-26, ISSN 
0032-3861; doi:10.1016/0032-3861(83)90074-5 

Janeschitz-Kriegl, H. (2006). Phases of flow-induced crystallization of i-PP:  How remote 
pieces of the puzzle appear to fit. Macromolecules, Vol.39, No13, (June 2006), pp. 
4448-4454, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma0601215    

Janeschitz-Kriegl, H.; Ratajski, E.; Stadlbauer, M. (2003). Flow as an effective promotor of 
nucleation in polymer melts: A quantitative evaluation. Rheologica Acta, Vol.42, 
No4, (July 2003), pp. 355-364, ISSN 0035-4511(print) 1435-1528(web); doi:  
10.1007/s00397-002-0247-x 

Jin, L.-W.; Claborn, K.A.; Kurimoto,  M.; Geday, M.A.; Maezawa, I.; Sohraby, F.; Estrada, M.; 
Kaminsky, W.; Kahr, B. (2003). Imaging linear birefringence and dichroism in 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

668 

cerebral amyloid pathologies. Proceedings of the National Academy of Sciences of the 
United States of America, Vol.100, No26, (December 2003), pp. 15294-15298, ISSN 
0027-8424(print) 1091-6490(web); doi: 10.1073/pnas.2534647100    

Kamiya, Y.; Mizoguchi, K.; Terada, K.; Fujiwara, Y.; Wang, J.-S. (1998). CO2 sorption and 
dilation of poly(methyl methacrylate). Macromolecules, Vol.31, No2, (January 1998), 
pp. 472-478, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma970456    

Keith, H.D.; Padden, Jr., F.J. (1964). Spherulitic crystallization from the melt. I. Fractionation 
and impurity segregation and their influence on crystalline morphology. Journal of 
Applied Physics, Vol.35, No4, (April 1964), pp. 1270-1285, ISSN 0021-8979(print) 
1089-7550(web); doi:10.1063/1.1713606     

Klopffer, M.-H.; Flaconnèche, B. (2001). Transport properties of gases in polymers: 
Bibliographic review. Oil & Gas Science and Technology – Rev. IFP, Vol.56, No3, 
(May-June 2001), pp. 223-244, ISSN 1294-4475(print) 1953-8189(web); doi: 
10.2516/ogst:2001021   

Kobayashi, R. (1993). Modeling and numerical simulations of dendritic crystal growth. 
Physica D: Nonlinear Phenomena, Vol.63, No3-4, (March 1993), pp. 410-423, ISSN 
0167-2789; doi: 10.1016/0167-2789(93)90120-P 

Krebs, M.R.H.; Bromley, E.H.C.; Rogers, S.S.; Donald, A.M. (2005). The mechanism of 
amyloid spherulite formation by bovine insulin. Biophysical Journal, Vol.88, No3, 
(March 2005), pp. 2013-2021, ISSN 0006-3495(print) 1542-0086(web); doi: 
10.1529/biophysj.104.051896    

Lacombe, R.H.; Sanchez, I.C. (1976). Statistical thermodynamics of fluid mixtures. The 
Journal of Physical Chemistry C, Vol.80, No23, (November 1976), pp. 2568-2580, ISSN 
1932-7447(print) 1932-7455(web); doi: 10.1021/j100564a009    

Lavery, K.A.; Sievert, J.D.; Watkins, J.J.; Russell, T.P.; Ryu, D.Y.; Kim, J.K. (2006). Influence of 
carbon dioxide swelling on the closed-loop phase behavior of block copolymers. 
Macromolecules, Vol.39, No19, (September 2006), pp. 6580-6583, ISSN 0024-
9297(print) 1520-5835(web); doi: 10.1021/ma060329q     

Lee, L.J.; Zeng, C.; Cao, X.; Han, X.; Shen, J.; Xu, G. (2005). Polymer nanocomposite foams. 
Composites Science and Technology, Vol.65, No15-16, (December 2005), pp. 2344-2363, 
ISSN 0266-3538; doi: 10.1016/j.compscitech.2005.06.016   

Li, Y.G.; Park, C.B.; Li, H.B.; Wang, J. (2008). Measurement of the PVT property of PP/CO2 
solution. Fluid Phase Equilibria, Vol.270, No1-2, (August 2008), pp. 15-22, ISSN 0378-
3812; doi 10.1016/j.fluid.2008.05.007 

Lo, C.-T.; Lee, B.; Pol, V.G.; Dietz Rago, N.L.; Seifert, S.; Winans, R.E.; Thiyagarajan, P. 
(2007). Effect of molecular properties of block copolymers and nanoparticles on the 
morphology of self-assembled bulk nanocomposites. Macromolecules, Vol.40, No23, 
(October 2007), pp. 8302-8310, ISSN 0024-9297(print) 1520-5835(web); doi: 
10.1021/ma070835v    

Maeda, Y.; Niori, T.; Yamamoto, J.; Yokoyama, H. (2005). Effect of pressure on phase 
behavior of a thermotropic cubic mesogen. Thermochimica Acta, Vol.428, No1-2, 
(April 2005), pp. 57-62, ISSN 0040-6031; doi: 10.1016/j.tca.2004.09.030     

Magill, J.H. (1961). Crystallization of isotactic polypropylene using a light depolarization 
technique. Nature, Vol.191, No4793, (September 1961), pp. 1092-1093, ISSN 0028-
0836(print) 1476-4687(web); doi: 10.1038/1911092a0     

Magill, J.H. (1962). A new technique for following rapid rates of crystallization II Isotactic 
polypropylene. Polymer, Vol.3, (April 1962), pp. 35-42, ISSN 0032-3861; doi: 
10.1016/0032-3861(62)90064-2    

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

669 

Magill, J.H. (2001). Review Spherulites: A personal perspective. Journal of Materials Science, 
Vol.36, No13, (July 2001), pp. 3143-3164, ISSN 0022-2461(print) 1573-4803(web); doi: 
10.1023/A:1017974016928    

Nakamura, K.; Watanabe, T.; Katayama, K.; Amano T. (1972). Some aspects of non-
isothermal crystallization of polymers. I. Relationship between crystallization 
temperature, crystallinity, and cooling conditions. Journal of Applied Polymer Science, 
Vol.16, No5, (May1972), pp. 1077-1091, ISSN 0021-8995(print) 1097-4628(web); doi:  
10.1002/app.1972.070160503   

Nalawade, S.P.; Picchioni, F.; Janssen, L.P.B.M. (2006). Supercritical carbon dioxide as a 
green solvent for processing polymer melts: Processing aspects and applications. 
Progress in Polymer Science, Vol.31, No1, (January 2006), pp. 19-43, ISSN 0079-6700; 
doi: 10.1016/j.progpolymsci.2005.08.002 

Nowacki, R.; Monasse, B.; Piorkowska, E.; Galeski, A.; Haudin, J.-M. (2004). Spherulite 
nucleation in isotactic polypropylene based nanocomposites with montmorillonite 
under shear. Polymer, Vol.45, No14, (June 2004), pp. 4877-4892, ISSN 0032-3861; doi: 
10.1016/j.polymer.2004.04.058    

Ogino, Y.; Fukushima, H.; Takahashi, N.; Matsuba, G.; Nishida, K.; Kanaya, T. (2006). 
Crystallization of isotactic polypropylene under shear flow observed in a wide 
spatial scale. Macromolecules, Vol.39, No22, (October 2006), pp. 7617-7625, ISSN 
0024-9297(print) 1520-5835(web); doi: 10.1021/ma061254t   

Okerberg, B.C.; Marand, H.; Douglas, J.F. (2008). Dendritic crystallization in thin films of 
PEO/PMMA blends: A comparison to crystallization in small molecule liquids. 
Polymer, Vol.49, No2, (January 2008), pp. 579-587, ISSN 0032-3861; doi: 
10.1016/j.polymer.2007.11.034    

Orbey, H.; Bokis, C.P.; Chen, C.-C. (1998). Equation of state modeling of phase equilibrium 
in the low-density polyethylene process:  The Sanchez−Lacombe, statistical 
associating fluid theory, and polymer-Soave−Redlich−Kwong equations of state. 
Industrial & Engineering Chemistry Research, Vol.37, No11, (November 1998), pp. 
4481-4491, ISSN 0888-5885(print) 1520-5045(web); doi: 10.1021/ie980220+    

Ozawa, T. (1971). Kinetics of non-isothermal crystallization. Polymer, Vol.12, No3, (March 
1971), pp. 150-158, ISSN 0032-3861; doi: 10.1016/032-3861(71)90041-3 

Panayiotou, C.; Sanchez, I.C. (1991). Statistical thermodynamics of associated polymer 
solutions. Macromolecules, Vol.24, No23, (November 1991), pp. 6231-6237, ISSN 
0024-9297(print) 1520-5835(web); doi: 10.1021/ma00023a027   

Panine, P.; Di Cola, E.; Sztucki, M.; Narayanan, T. (2008). Early stages of polymer melt 
crystallization. Polymer, Vol.49, No3, (February 2008), pp. 676-680, ISSN 0032-3861; 
doi: 10.1016/j.polymer.2007.12.026    

Park, C.; Yoon, J.; Thomas, E.L. (2003). Enabling nanotechnology with self assembled block 
copolymer patterns. Polymer, Vol.44, No22, (October 2003), pp. 6725-6760, ISSN 
0032-3861; doi: 10.1016/j.polymer.2003.08.011     

Paszkowicz, W. (2009). Genetic Algorithms, a nature-inspired tool: Survey of applications in 
materials science and related fields. Materials and Manufacturing Processes, Vol.24, 
No2, (February 2009), pp. 174-197, ISSN 1042-6914(print) 1532-2475(web); doi: 
10.1080/10426910802612270 

Pawlak, A.; Chapel, J.-P.; Piorkowska, E. (2002). Morphology of iPP spherulites crystallized 
in a temperature gradient. Journal of Applied Polymer Science, Vol.86, No6, 
(November 2002), pp. 1318-1328, ISSN 0021-8995(print) 1097-4628(web); doi:  
10.1002/app.11269 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

668 

cerebral amyloid pathologies. Proceedings of the National Academy of Sciences of the 
United States of America, Vol.100, No26, (December 2003), pp. 15294-15298, ISSN 
0027-8424(print) 1091-6490(web); doi: 10.1073/pnas.2534647100    

Kamiya, Y.; Mizoguchi, K.; Terada, K.; Fujiwara, Y.; Wang, J.-S. (1998). CO2 sorption and 
dilation of poly(methyl methacrylate). Macromolecules, Vol.31, No2, (January 1998), 
pp. 472-478, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma970456    

Keith, H.D.; Padden, Jr., F.J. (1964). Spherulitic crystallization from the melt. I. Fractionation 
and impurity segregation and their influence on crystalline morphology. Journal of 
Applied Physics, Vol.35, No4, (April 1964), pp. 1270-1285, ISSN 0021-8979(print) 
1089-7550(web); doi:10.1063/1.1713606     

Klopffer, M.-H.; Flaconnèche, B. (2001). Transport properties of gases in polymers: 
Bibliographic review. Oil & Gas Science and Technology – Rev. IFP, Vol.56, No3, 
(May-June 2001), pp. 223-244, ISSN 1294-4475(print) 1953-8189(web); doi: 
10.2516/ogst:2001021   

Kobayashi, R. (1993). Modeling and numerical simulations of dendritic crystal growth. 
Physica D: Nonlinear Phenomena, Vol.63, No3-4, (March 1993), pp. 410-423, ISSN 
0167-2789; doi: 10.1016/0167-2789(93)90120-P 

Krebs, M.R.H.; Bromley, E.H.C.; Rogers, S.S.; Donald, A.M. (2005). The mechanism of 
amyloid spherulite formation by bovine insulin. Biophysical Journal, Vol.88, No3, 
(March 2005), pp. 2013-2021, ISSN 0006-3495(print) 1542-0086(web); doi: 
10.1529/biophysj.104.051896    

Lacombe, R.H.; Sanchez, I.C. (1976). Statistical thermodynamics of fluid mixtures. The 
Journal of Physical Chemistry C, Vol.80, No23, (November 1976), pp. 2568-2580, ISSN 
1932-7447(print) 1932-7455(web); doi: 10.1021/j100564a009    

Lavery, K.A.; Sievert, J.D.; Watkins, J.J.; Russell, T.P.; Ryu, D.Y.; Kim, J.K. (2006). Influence of 
carbon dioxide swelling on the closed-loop phase behavior of block copolymers. 
Macromolecules, Vol.39, No19, (September 2006), pp. 6580-6583, ISSN 0024-
9297(print) 1520-5835(web); doi: 10.1021/ma060329q     

Lee, L.J.; Zeng, C.; Cao, X.; Han, X.; Shen, J.; Xu, G. (2005). Polymer nanocomposite foams. 
Composites Science and Technology, Vol.65, No15-16, (December 2005), pp. 2344-2363, 
ISSN 0266-3538; doi: 10.1016/j.compscitech.2005.06.016   

Li, Y.G.; Park, C.B.; Li, H.B.; Wang, J. (2008). Measurement of the PVT property of PP/CO2 
solution. Fluid Phase Equilibria, Vol.270, No1-2, (August 2008), pp. 15-22, ISSN 0378-
3812; doi 10.1016/j.fluid.2008.05.007 

Lo, C.-T.; Lee, B.; Pol, V.G.; Dietz Rago, N.L.; Seifert, S.; Winans, R.E.; Thiyagarajan, P. 
(2007). Effect of molecular properties of block copolymers and nanoparticles on the 
morphology of self-assembled bulk nanocomposites. Macromolecules, Vol.40, No23, 
(October 2007), pp. 8302-8310, ISSN 0024-9297(print) 1520-5835(web); doi: 
10.1021/ma070835v    

Maeda, Y.; Niori, T.; Yamamoto, J.; Yokoyama, H. (2005). Effect of pressure on phase 
behavior of a thermotropic cubic mesogen. Thermochimica Acta, Vol.428, No1-2, 
(April 2005), pp. 57-62, ISSN 0040-6031; doi: 10.1016/j.tca.2004.09.030     

Magill, J.H. (1961). Crystallization of isotactic polypropylene using a light depolarization 
technique. Nature, Vol.191, No4793, (September 1961), pp. 1092-1093, ISSN 0028-
0836(print) 1476-4687(web); doi: 10.1038/1911092a0     

Magill, J.H. (1962). A new technique for following rapid rates of crystallization II Isotactic 
polypropylene. Polymer, Vol.3, (April 1962), pp. 35-42, ISSN 0032-3861; doi: 
10.1016/0032-3861(62)90064-2    

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

669 

Magill, J.H. (2001). Review Spherulites: A personal perspective. Journal of Materials Science, 
Vol.36, No13, (July 2001), pp. 3143-3164, ISSN 0022-2461(print) 1573-4803(web); doi: 
10.1023/A:1017974016928    

Nakamura, K.; Watanabe, T.; Katayama, K.; Amano T. (1972). Some aspects of non-
isothermal crystallization of polymers. I. Relationship between crystallization 
temperature, crystallinity, and cooling conditions. Journal of Applied Polymer Science, 
Vol.16, No5, (May1972), pp. 1077-1091, ISSN 0021-8995(print) 1097-4628(web); doi:  
10.1002/app.1972.070160503   

Nalawade, S.P.; Picchioni, F.; Janssen, L.P.B.M. (2006). Supercritical carbon dioxide as a 
green solvent for processing polymer melts: Processing aspects and applications. 
Progress in Polymer Science, Vol.31, No1, (January 2006), pp. 19-43, ISSN 0079-6700; 
doi: 10.1016/j.progpolymsci.2005.08.002 

Nowacki, R.; Monasse, B.; Piorkowska, E.; Galeski, A.; Haudin, J.-M. (2004). Spherulite 
nucleation in isotactic polypropylene based nanocomposites with montmorillonite 
under shear. Polymer, Vol.45, No14, (June 2004), pp. 4877-4892, ISSN 0032-3861; doi: 
10.1016/j.polymer.2004.04.058    

Ogino, Y.; Fukushima, H.; Takahashi, N.; Matsuba, G.; Nishida, K.; Kanaya, T. (2006). 
Crystallization of isotactic polypropylene under shear flow observed in a wide 
spatial scale. Macromolecules, Vol.39, No22, (October 2006), pp. 7617-7625, ISSN 
0024-9297(print) 1520-5835(web); doi: 10.1021/ma061254t   

Okerberg, B.C.; Marand, H.; Douglas, J.F. (2008). Dendritic crystallization in thin films of 
PEO/PMMA blends: A comparison to crystallization in small molecule liquids. 
Polymer, Vol.49, No2, (January 2008), pp. 579-587, ISSN 0032-3861; doi: 
10.1016/j.polymer.2007.11.034    

Orbey, H.; Bokis, C.P.; Chen, C.-C. (1998). Equation of state modeling of phase equilibrium 
in the low-density polyethylene process:  The Sanchez−Lacombe, statistical 
associating fluid theory, and polymer-Soave−Redlich−Kwong equations of state. 
Industrial & Engineering Chemistry Research, Vol.37, No11, (November 1998), pp. 
4481-4491, ISSN 0888-5885(print) 1520-5045(web); doi: 10.1021/ie980220+    

Ozawa, T. (1971). Kinetics of non-isothermal crystallization. Polymer, Vol.12, No3, (March 
1971), pp. 150-158, ISSN 0032-3861; doi: 10.1016/032-3861(71)90041-3 

Panayiotou, C.; Sanchez, I.C. (1991). Statistical thermodynamics of associated polymer 
solutions. Macromolecules, Vol.24, No23, (November 1991), pp. 6231-6237, ISSN 
0024-9297(print) 1520-5835(web); doi: 10.1021/ma00023a027   

Panine, P.; Di Cola, E.; Sztucki, M.; Narayanan, T. (2008). Early stages of polymer melt 
crystallization. Polymer, Vol.49, No3, (February 2008), pp. 676-680, ISSN 0032-3861; 
doi: 10.1016/j.polymer.2007.12.026    

Park, C.; Yoon, J.; Thomas, E.L. (2003). Enabling nanotechnology with self assembled block 
copolymer patterns. Polymer, Vol.44, No22, (October 2003), pp. 6725-6760, ISSN 
0032-3861; doi: 10.1016/j.polymer.2003.08.011     

Paszkowicz, W. (2009). Genetic Algorithms, a nature-inspired tool: Survey of applications in 
materials science and related fields. Materials and Manufacturing Processes, Vol.24, 
No2, (February 2009), pp. 174-197, ISSN 1042-6914(print) 1532-2475(web); doi: 
10.1080/10426910802612270 

Pawlak, A.; Chapel, J.-P.; Piorkowska, E. (2002). Morphology of iPP spherulites crystallized 
in a temperature gradient. Journal of Applied Polymer Science, Vol.86, No6, 
(November 2002), pp. 1318-1328, ISSN 0021-8995(print) 1097-4628(web); doi:  
10.1002/app.11269 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

670 

Piorkowska, E.; Galeski, A.; Haudin, J.-M. (2006). Critical assessment of overall 
crystallization kinetics theories and predictions. Progress in Polymer Science, Vol.31, 
No6, (June 2006), pp. 549-575, ISSN 0079-6700; doi:  
10.1016/j.progpolymsci.2006.05.001   

Prigogine, I.; Bellemans, A.; Mathot, V. (1957). The molecular theory of solutions. North-
Holland Pub. Co.  (Amsterdam) 1957. ID 101-186-725 (Last edited on 2002/02/27 17:06:35 
US/Mountain)     

Rambert, G.; Jugla, G.; Grandidier, J.-C.; Cangémi, L. (2006). A modelling of the direct 
couplings between heat transfer, mass transport, chemical reactions and 
mechanical behaviour. Numerical implementation to explosive decompression. 
Composites Part A: Applied Science and Manufacturing, Vol.37, No4, (April 2006), pp. 
571-584, ISSN 1359-835X; doi: 10.1016/j.compositesa.2005.05.021   

Ratajski, E.; Janeschitz-Kriegl, H. (1996). How to determine high growth speeds in polymer 
crystallization. Colloid & Polymer Science, Vol.274, No10, (October 1996), pp. 938-951, 
ISSN 0303-402X(print) 1435-1536(web); doi: 10.1007/BF00656623     

Rousset, Ph.A.; Rappaz, M.; Minner, E. (1998). Polymorphism and solidification kinetics of 
the binary system POS–SOS. Journal of the American Oil Chemists' Society, Vol.75, 
No7, (July 1998), pp. 857-864, ISSN 0003-021X(print) 1558-9331(web); doi: 
10.1007/s11746-998-0237-y    

Sanchez, I.C.; Lacombe, R.H. (1976). An elementary molecular theory of classical fluids. Pure 
fluids. The Journal of Physical Chemistry, Vol.80, No21, (October 1976), pp. 2352-2362, 
ISSN 1932-7447; doi: 10.1021/j100562a008    

Sánchez, M.S.; Mathot, V.B.F.; Poel, G.V.; Gómez Ribelles, J.L. (2007). Effect of the cooling 
rate on the nucleation kinetics of poly(L-lactic acid) and its influence on 
morphology. Macromolecules, Vol.40, No22, (September 2007), pp. 7989-7997, ISSN 
0024-9297(print) 1520-5835(web); doi: 10.1021/ma0712706    

Sarti, G.C.; Doghieri, F. (1998). Predictions of the solubility of gases in glassy polymers 
based on the NELF model. Chemical Engineering Science, Vol.53, No19, (October 
1998), pp. 3435-3447, ISSN 0009-2509; doi: 10.1016/S0009-2509(98)00143-2   

Sato, Y.; Yurugi, M.; Fujiwara, K.; Takishima, S.; Masuoka, H. (1996). Solubilities of carbon 
dioxide and nitrogen in polystyrene under high temperature and pressure. Fluid 
Phase Equilibria, Vol.125, No1-2, (October 1996), pp. 129-138, ISSN 0378-3812; doi: 
10.1016/S0378-3812(96)03094-4  

Sato, Y.; Iketani, T.; Takishima, S.; Masuoka, H. (2000). Solubility of hydrofluorocarbon 
(HFC-134a, HFC-152a) and hydrochlorofluorocarbon (HCFC-142b) blowing agents 
in polystyrene. Polymer Engineering & Science, Vol.40, No6, (June 2000), pp. 1369-
1375, ISSN 0032-3888(print) 1548-2634 (web); doi: 10.1002/pen.11266    

Schick, C. (2009). Differential scanning calorimetry (DSC) of semicrystalline polymers. 
Analytical and Bioanalytical Chemistry, Vol.395, No6, (November 2009), pp. 1589-
1611, ISSN 1618-2642(print) 1618-2650(web); doi: 10.1007/s00216-009-3169-y     

Scheichl, R.; Klopffer, M.-H.; Benjelloun-Dabaghi, Z.; Flaconnèche, B. (2005). Permeation of 
gases in polymers: Parameter identification and nonlinear regression analysis. 
Journal of Membrane Science, Vol.254, No1-2, (June 2005), pp. 275-293, ISSN 0376-
7388; doi: 10.1016/j.memsci.2005.01.019     

Schneider, W.; Köppl, A.; Berger, J. (1988). Non-isothermal crystallization of polymers. 
System of rate equation. International Polymer Processing, Vol.2, No3-4, pp. 151-154, 
ISSN 0930-777X 

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

671 

Smirnova, J.; Silva, L.; Monasse, B.; Haudin, J.-M.; Chenot, J.-L. (2007). Identification of 
crystallization kinetics parameters by genetic algorithm in non-isothermal 
conditions. Engineering Computations, Vol.24, No5, pp. 486-513, ISSN 0264-4401; doi: 
10.1108/02644400710755889 

Sorrentino, A.; Pantani, R.; Picarella, D.; Titomanlio, G. (2005). A novel apparatus for 
solidification of polymer samples under simultaneous high pressures and high 
cooling rates. Review of Scientific Instruments, Vol.76, No8, (August 2005), pp. 
083901-083905, ISSN 0034-6748(print) 1089-7623(web); doi: 10.1063/1.1986987    

Talapin, D.V.; Shevchenko,  E.V.; Bodnarchuk,  M.I.;  Ye,  X.; Chen, J.;  Murray, C.B. (2009). 
Quasicrystalline order in self-assembled binary nanoparticle superlattices. Nature, 
Vol.461, No7266, (October 2009), pp. 964-967, ISSN 0028-0836(print) 1476-
4687(web); doi: 10.1038/nature08439     

Tian, Y.; Watanabe, K.; Kong, X.; Abe, J.; Iyoda, T. (2002). Synthesis, nanostructures, and 
functionality of amphiphilic liquid crystalline block copolymers with azobenzene 
moieties. Macromolecules, Vol.35, No9, (April 2002), pp. 3739-3747, ISSN 0024-
9297(print) 1520-5835(web); doi: 10.1021/ma011859j     

Tomasko, D.L.; Li, H.; Liu, D.; Han, X.; Wingert, M.J.; Lee, L.J.; Koelling, K.W. (2003). A 
review of CO2 applications in the processing of polymers. Industrial & Engineering 
Chemistry Research, Vol.42, No25, (December 2003), pp. 6431-6456, ISSN 0888-
5885(print) 1520-5045(web); doi: 10.1021/ie030199z   

Trivedi, R.; Laorchan, V. (1988a). Crystallization from an amorphous matrix-I. 
Morphological studies. Acta Metallurgica Materialia, Vol.36, No8, (August 1988), pp. 
1941-1950, ISSN 0001-6160; doi: 10.1016/0001-6160(88)90296-9     

Trivedi, R.; Laorchan, V. (1988b). Crystallization from an amorphous matrix-II. Growth 
kinetics. Acta Metallurgica, Vol.36, No8, (August 1988), pp. 1951-1959, ISSN 0001-
6160; doi: 10.1016/0001-6160(88)90297-0     

Van der Beek, M.H.E.; Peters, G.W.M.; Meijer, H.E.H. (2005). The influence of cooling rate 
on the specific volume of isotactic poly(propylene) at elevated pressures. 
Macromolecular Materials and Engineering, Vol.290, No5, (May 2005), pp. 443-455, 
ISSN 1438-7492(print) 1439-2054(web); doi: 10.1002/mame.200500027     

Varma-Nair, M.; Handa, P.Y.; Mehta, A.K.; Agarwal, P. (2003). Effect of compressed CO2 on 
crystallization and melting behavior of isotactic polypropylene. Thermochimica Acta, 
Vol.396, No1-2, (February 2003), pp. 57-65, ISSN 0040-6031; doi: 10.1016/S0040-
6031(02)00516-6     

Vieth, W.R.; Howell, J.M.; Hsieh J.H. (1976). Dual sorption theory. Journal of Membrane 
Science, Vol.1, (1976), pp. 177-220, ISSN 0376-7388; doi: 10.1016/S0376-
7388(00)82267-X    

Vogt, B.D.; Ramachandra Rao, V.S.; Cupta, R.R.; Lavery, K.A.; Francis, T.J.; Russell, T.P.; 
Watkins, J.J. (2003). Phase behavior of polystyrene-block-poly(n-alkyl methacrylate)s 
dilated with carbon dioxide. Macromolecules, Vol.36, No11, (April 2003), pp. 4029-
4036, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma0300544       

Wang, L.; Li, Q.; Shen, C. (2010). The numerical simulation of the crystallization morphology 
evolution of semi-crystalline polymers in injection molding. Polymer-Plastics 
Technology and Engineering, Vol.49, No10, (August 2010), pp. 1036-1048, ISSN 0360-
2559(print) 1525-6111(web); doi: 10.1080/03602559.2010.482088    

Watanabe, K.; Suzuki, T.; Masubuchi, Y.; Taniguchi, T.; Takimoto, J.-I.; Koyama, K. (2003). 
Crystallization kinetics of polypropylene under high pressure and steady shear 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

670 

Piorkowska, E.; Galeski, A.; Haudin, J.-M. (2006). Critical assessment of overall 
crystallization kinetics theories and predictions. Progress in Polymer Science, Vol.31, 
No6, (June 2006), pp. 549-575, ISSN 0079-6700; doi:  
10.1016/j.progpolymsci.2006.05.001   

Prigogine, I.; Bellemans, A.; Mathot, V. (1957). The molecular theory of solutions. North-
Holland Pub. Co.  (Amsterdam) 1957. ID 101-186-725 (Last edited on 2002/02/27 17:06:35 
US/Mountain)     

Rambert, G.; Jugla, G.; Grandidier, J.-C.; Cangémi, L. (2006). A modelling of the direct 
couplings between heat transfer, mass transport, chemical reactions and 
mechanical behaviour. Numerical implementation to explosive decompression. 
Composites Part A: Applied Science and Manufacturing, Vol.37, No4, (April 2006), pp. 
571-584, ISSN 1359-835X; doi: 10.1016/j.compositesa.2005.05.021   

Ratajski, E.; Janeschitz-Kriegl, H. (1996). How to determine high growth speeds in polymer 
crystallization. Colloid & Polymer Science, Vol.274, No10, (October 1996), pp. 938-951, 
ISSN 0303-402X(print) 1435-1536(web); doi: 10.1007/BF00656623     

Rousset, Ph.A.; Rappaz, M.; Minner, E. (1998). Polymorphism and solidification kinetics of 
the binary system POS–SOS. Journal of the American Oil Chemists' Society, Vol.75, 
No7, (July 1998), pp. 857-864, ISSN 0003-021X(print) 1558-9331(web); doi: 
10.1007/s11746-998-0237-y    

Sanchez, I.C.; Lacombe, R.H. (1976). An elementary molecular theory of classical fluids. Pure 
fluids. The Journal of Physical Chemistry, Vol.80, No21, (October 1976), pp. 2352-2362, 
ISSN 1932-7447; doi: 10.1021/j100562a008    

Sánchez, M.S.; Mathot, V.B.F.; Poel, G.V.; Gómez Ribelles, J.L. (2007). Effect of the cooling 
rate on the nucleation kinetics of poly(L-lactic acid) and its influence on 
morphology. Macromolecules, Vol.40, No22, (September 2007), pp. 7989-7997, ISSN 
0024-9297(print) 1520-5835(web); doi: 10.1021/ma0712706    

Sarti, G.C.; Doghieri, F. (1998). Predictions of the solubility of gases in glassy polymers 
based on the NELF model. Chemical Engineering Science, Vol.53, No19, (October 
1998), pp. 3435-3447, ISSN 0009-2509; doi: 10.1016/S0009-2509(98)00143-2   

Sato, Y.; Yurugi, M.; Fujiwara, K.; Takishima, S.; Masuoka, H. (1996). Solubilities of carbon 
dioxide and nitrogen in polystyrene under high temperature and pressure. Fluid 
Phase Equilibria, Vol.125, No1-2, (October 1996), pp. 129-138, ISSN 0378-3812; doi: 
10.1016/S0378-3812(96)03094-4  

Sato, Y.; Iketani, T.; Takishima, S.; Masuoka, H. (2000). Solubility of hydrofluorocarbon 
(HFC-134a, HFC-152a) and hydrochlorofluorocarbon (HCFC-142b) blowing agents 
in polystyrene. Polymer Engineering & Science, Vol.40, No6, (June 2000), pp. 1369-
1375, ISSN 0032-3888(print) 1548-2634 (web); doi: 10.1002/pen.11266    

Schick, C. (2009). Differential scanning calorimetry (DSC) of semicrystalline polymers. 
Analytical and Bioanalytical Chemistry, Vol.395, No6, (November 2009), pp. 1589-
1611, ISSN 1618-2642(print) 1618-2650(web); doi: 10.1007/s00216-009-3169-y     

Scheichl, R.; Klopffer, M.-H.; Benjelloun-Dabaghi, Z.; Flaconnèche, B. (2005). Permeation of 
gases in polymers: Parameter identification and nonlinear regression analysis. 
Journal of Membrane Science, Vol.254, No1-2, (June 2005), pp. 275-293, ISSN 0376-
7388; doi: 10.1016/j.memsci.2005.01.019     

Schneider, W.; Köppl, A.; Berger, J. (1988). Non-isothermal crystallization of polymers. 
System of rate equation. International Polymer Processing, Vol.2, No3-4, pp. 151-154, 
ISSN 0930-777X 

Thermodynamics and Thermokinetics to Model Phase Transitions of Polymers  
over Extended Temperature and Pressure Ranges Under Various Hydrostatic Fluids 

 

671 

Smirnova, J.; Silva, L.; Monasse, B.; Haudin, J.-M.; Chenot, J.-L. (2007). Identification of 
crystallization kinetics parameters by genetic algorithm in non-isothermal 
conditions. Engineering Computations, Vol.24, No5, pp. 486-513, ISSN 0264-4401; doi: 
10.1108/02644400710755889 

Sorrentino, A.; Pantani, R.; Picarella, D.; Titomanlio, G. (2005). A novel apparatus for 
solidification of polymer samples under simultaneous high pressures and high 
cooling rates. Review of Scientific Instruments, Vol.76, No8, (August 2005), pp. 
083901-083905, ISSN 0034-6748(print) 1089-7623(web); doi: 10.1063/1.1986987    

Talapin, D.V.; Shevchenko,  E.V.; Bodnarchuk,  M.I.;  Ye,  X.; Chen, J.;  Murray, C.B. (2009). 
Quasicrystalline order in self-assembled binary nanoparticle superlattices. Nature, 
Vol.461, No7266, (October 2009), pp. 964-967, ISSN 0028-0836(print) 1476-
4687(web); doi: 10.1038/nature08439     

Tian, Y.; Watanabe, K.; Kong, X.; Abe, J.; Iyoda, T. (2002). Synthesis, nanostructures, and 
functionality of amphiphilic liquid crystalline block copolymers with azobenzene 
moieties. Macromolecules, Vol.35, No9, (April 2002), pp. 3739-3747, ISSN 0024-
9297(print) 1520-5835(web); doi: 10.1021/ma011859j     

Tomasko, D.L.; Li, H.; Liu, D.; Han, X.; Wingert, M.J.; Lee, L.J.; Koelling, K.W. (2003). A 
review of CO2 applications in the processing of polymers. Industrial & Engineering 
Chemistry Research, Vol.42, No25, (December 2003), pp. 6431-6456, ISSN 0888-
5885(print) 1520-5045(web); doi: 10.1021/ie030199z   

Trivedi, R.; Laorchan, V. (1988a). Crystallization from an amorphous matrix-I. 
Morphological studies. Acta Metallurgica Materialia, Vol.36, No8, (August 1988), pp. 
1941-1950, ISSN 0001-6160; doi: 10.1016/0001-6160(88)90296-9     

Trivedi, R.; Laorchan, V. (1988b). Crystallization from an amorphous matrix-II. Growth 
kinetics. Acta Metallurgica, Vol.36, No8, (August 1988), pp. 1951-1959, ISSN 0001-
6160; doi: 10.1016/0001-6160(88)90297-0     

Van der Beek, M.H.E.; Peters, G.W.M.; Meijer, H.E.H. (2005). The influence of cooling rate 
on the specific volume of isotactic poly(propylene) at elevated pressures. 
Macromolecular Materials and Engineering, Vol.290, No5, (May 2005), pp. 443-455, 
ISSN 1438-7492(print) 1439-2054(web); doi: 10.1002/mame.200500027     

Varma-Nair, M.; Handa, P.Y.; Mehta, A.K.; Agarwal, P. (2003). Effect of compressed CO2 on 
crystallization and melting behavior of isotactic polypropylene. Thermochimica Acta, 
Vol.396, No1-2, (February 2003), pp. 57-65, ISSN 0040-6031; doi: 10.1016/S0040-
6031(02)00516-6     

Vieth, W.R.; Howell, J.M.; Hsieh J.H. (1976). Dual sorption theory. Journal of Membrane 
Science, Vol.1, (1976), pp. 177-220, ISSN 0376-7388; doi: 10.1016/S0376-
7388(00)82267-X    

Vogt, B.D.; Ramachandra Rao, V.S.; Cupta, R.R.; Lavery, K.A.; Francis, T.J.; Russell, T.P.; 
Watkins, J.J. (2003). Phase behavior of polystyrene-block-poly(n-alkyl methacrylate)s 
dilated with carbon dioxide. Macromolecules, Vol.36, No11, (April 2003), pp. 4029-
4036, ISSN 0024-9297(print) 1520-5835(web); doi: 10.1021/ma0300544       

Wang, L.; Li, Q.; Shen, C. (2010). The numerical simulation of the crystallization morphology 
evolution of semi-crystalline polymers in injection molding. Polymer-Plastics 
Technology and Engineering, Vol.49, No10, (August 2010), pp. 1036-1048, ISSN 0360-
2559(print) 1525-6111(web); doi: 10.1080/03602559.2010.482088    

Watanabe, K.; Suzuki, T.; Masubuchi, Y.; Taniguchi, T.; Takimoto, J.-I.; Koyama, K. (2003). 
Crystallization kinetics of polypropylene under high pressure and steady shear 



 
 Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

672 

flow. Polymer, Vol.44, No19, (September 2003), pp. 5843-5849, ISSN 0032-3861; doi: 
10.1016/S0032-3861(03)00604-9    

Watanabe, S.; Fujiwara, R.; Hada, M.; Okazaki, Y.; Iyoda, T. (2007). Site-specific recognition 
of nanophase-separated surfaces of amphiphilic block copolymers by hydrophilic 
and hydrophobic gold nanoparticles. Angewandte Chemie International Edition, 
Vol.46, No7, (February 2007), pp. 1120-1123, ISSN 1433-7851(print) 1521-3773(web); 
doi: 10.1002/anie.200603516     

Watanabe, R.; Kamata,  K.; Iyoda, T. (2008). Smart block copolymer masks with molecule-
transport channels for total wet nanopatterning. Journal of Materials Chemistry, 
Vol.18, No45, (October 2008), pp. 5482-5491, ISSN 0959-9428(print+web) 1364-
5501(web only); doi: 10.1039/B806378H      

Winter, H.H.; Gappert, G.; Ito, H. (2002). Rigid pore structure from highly swollen polymer 
gels. Macromolecules, Vol.35, No9, (March 2002), pp. 3325-3327, ISSN 0024-
9297(print) 1520-5835(web); doi: 10.1021/ma0119225 

Wissinger, R.G.; Paulaitis, M.E. (1987). Swelling and sorption in polymer-CO2 mixtures at 
elevated pressures. Journal of Polymer Science Part B: Polymer Physics, Vol.25, No12, 
(December 1987), pp. 2497-2510, ISSN 0887-6266(print) 1099-0488(web); doi: 
10.1002/polb.1987.090251206 

Wong, B.; Zhang, Z.; Handa, Y.P. (1998). High-precision gravimetric technique for 
determining the solubility and diffusivity of gases in polymers. Journal of Polymer 
Science Part B: Polymer Physics, Vol.36, No12, (September 1998), pp. 2025-2032, ISSN 
0887-6266(print) 1099-0488(web); doi: 

 10.1002/(SICI)1099-0488(19980915)36:12<2025::AID-POLB2>3.0.CO;2-W    
Yamada, T.; Boyer, S.A.E.; Iyoda, T.; Yoshida, H.; Grolier, J.-P.E. (2007a). Isotropic transition 

of amphiphilic side-chain type liquid crystalline di-block copolymers. Effects of 
nitrogen pressure. Journal of Thermal Analysis and Calorimetry, Vol.89, No1, (July 
2007), pp. 9-12, ISSN 1388-6150(print) 1572-8943(web); doi: 10.1007/s10973-006-
8451-z 

Yamada, T.; Boyer, S.A.E.; Iyoda, T.; Yoshida, H.; Grolier, J.-P.E. (2007b). Effects of CO2 
pressure on isotropic transition of amphiphilic side-chain type liquid crystalline di-
block copolymers. Journal of Thermal Analysis and Calorimetry, Vol.89, No3, 
(September 2007), pp. 717-721, ISSN 1388-6150(print) 1572-8943(web); doi:  
10.1007/s10973-006-7960-0     

Yoshida, H.; Watanabe, K.; Watanabe, R.; T. Iyoda (2004). Self assembled structure of 
amphiphilic di-block copolymer having azobenzene moieties. Transactions of the 
Materials Research Society of Japan. Vol.29, No3, (May 2004), pp. 861-864, ISSN 1382-
3469   

Zheng, R.; Kennedy, P.K. (2004). A model for post-flow induced crystallization: General 
equations and predictions. Journal of Rheology, Vol.48, No4, (July 2004), pp. 823-842, 
ISSN 0148-6055; doi: 10.1122/1.1763944     

Zhong, C.; Masuoka, H. (1998). Modeling of gas solubilities in polymers with cubic equation 
of state. Fluid phase equilibria, Vol.144, No1-2, (February 1998), pp. 49-57, ISSN 0378-
3812; doi: 10.1016/S0378-3812(97) 00243-4      

24 

Thermodynamics and Reaction Rates 
Miloslav Pekař 

Brno University of Technology 
Czech Republic 

1. Introduction  
Thermodynamics has established in chemistry principally as a science determining 
possibility and direction of chemical transformations and giving conditions for their final, 
equilibrium state. Thermodynamics is usually thought to tell nothing about rates of these 
processes, their velocity of approaching equilibrium. Rates of chemical reactions belong to 
the domain of chemical kinetics. However, as thermodynamics gives some restriction on the 
course of chemical reactions, similar restrictions on their rates are continuously looked for. 
Similarly, because thermodynamic potentials are often formulated as driving forces for 
various processes, a thermodynamic driving force for reactions rates is searched for. 
Two such approaches will be discussed in this article. The first one are restrictions put by 
thermodynamics on values of rate constants in mass action rate equations. The second one is 
the use of the chemical potential as a general driving force for chemical reactions and also 
“directly” in rate equations. These two problems are in fact connected and are related to 
expressing reaction rate as a function of pertinent independent variables. 
Relationships between chemical thermodynamics and kinetics traditionally emerge from the 
ways that both disciplines use to describe equilibrium state of chemical reactions 
(chemically reacting systems or mixtures in general). Equilibrium is the main domain of 
classical, equilibrium, thermodynamics that has elaborated elegant criteria (or, perhaps, 
definitions) of equilibria and has shown how they naturally lead to the well known 
equilibrium constant. On the other hand, kinetics describes the way to equilibrium, i.e. the 
nonequilibrium state of chemical reactions, but also gives a clear idea on reaction 
equilibrium. Combining these two views various results on compatibility between 
thermodynamics and kinetics, on thermodynamic restrictions to kinetics etc. were 
published. The main idea can be illustrated on the trivial example of decomposition reaction 
AB = A + B with rate (kinetic) equation AB A Br kc kc c 

 
 where r is the reaction rate, ,k k

 
are 

the forward and reverse rate constants, and c are the concentrations. In equilibrium, the 
reaction rate is zero, consequently  A B AB eq/ /k k c c c

 
. Because the right hand side 

corresponds to the thermodynamic equilibrium constant (K) it is concluded that /K k k
 

. 
However, this is simplified approach not taking into account conceptual differences 
between the true thermodynamic equilibrium constant and the ratio of rate constants that is 
called here the kinetic equilibrium constant. This discrepancy is sometimes to be removed 
by restricting this approach to ideal systems of elementary reactions but even then some 
questions remain. 
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Chemical potential () is introduced into chemical kinetics by similar straightforward way 
(Qian & Beard, 2005). If it is expressed by lnRT c     , multiplied by stoichiometric 
coefficients, summed  and compared with rate equation it is obtained for the given example 
that: 

  A B
AB A B

AB
ln ln /c cRT RT r r

Kc
         

   (1) 

(note that the equivalence of thermodynamic and kinetic equilibrium constants is supposed 
again; ,r r  are the forward and reverse rates). Equation (1) used to be interpreted as 
determining the (stoichiometric) sum of chemical potentials () to be some 
(thermodynamic) “driving force” for reaction rates. In fact, there is “no kinetics”, no kinetic 
variables in the final expression  ln /RT r r 

   and reaction rates are directly determined 
by chemical potentials what is questionable and calls for experimental verification.  

2. Restrictions put by thermodynamics on values of rate constants 
2.1 Basic thermodynamic restrictions on rate constants coming from equilibrium 
Perhaps the only one work which clearly distinguishes kinetic and thermodynamic 
equilibrium constant is the kinetic textbook by Eckert and coworkers (Eckert et al., 1986); the 
former is in it called the empirical equilibrium constant. This book stresses different 
approaches of thermodynamics and kinetics to equilibrium. In thermodynamics, 
equilibrium is defined as a state of minimum free energy (Gibbs energy) and its description 
is based on stoichiometric equation and thermodynamic equilibrium constant containing 
activities. Different stoichiometric equations of the same chemical equation can give 
different values of thermodynamic equilibrium constant, however, equilibrium composition 
is independent on selected stoichiometric equation. Kinetic description of equilibrium is 
based on zero overall reaction rate, on supposed reaction mechanism or network (reaction 
scheme) and corresponding kinetic (rate) equation. Kinetic equilibrium constant usually 
contains concentrations. According to that book, thermodynamic equilibrium data should 
be introduced into kinetic equations indirectly as shown in the Scheme 1. 
Simple example reveals basic problems. Decomposition of carbon monoxide occurs (at the 
pressure p) according to the following stoichiometric equation: 

 2 CO  =  CO2 + C (R1) 

Standard state of gaseous components is selected as the ideal gas at 101 kPa and for solid 
component as the pure component at the actual pressure (due to negligible effects of 
pressure on behavior of solid components, the dependence of the standard state on pressure 
can be neglected here). Ideal behavior is supposed. Then a = p/p° = prel n/n  for  = CO, 
CO2, where prel = p/p°, and aC = 1; a is the activity, p is the partial pressure, p° the standard 
pressure, n is the number of moles, and n the total number of moles. Thermodynamic 
equilibrium constant is then given by 

 2 2 2CO CO CO CO
2 2

rel CO rel COeq eq

( )n n c c c
K

p n p c
    

          
 (2) 
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Scheme 1. Connecting thermodynamics and kinetics correctly (Eckert et al., 1986) 

On contrary, the ratio of rate constants is given by 

  2CO C
2
COeq eq

c ck
k c

  
         


  (3) 

It is clear that thermodynamic and kinetic equilibrium constants need not be equivalent 
even in ideal systems. For example, the former does not contain concentration of carbon and 
though this could be remedied by stating that carbon amount does not affect reaction rate 
and its concentration is included in the reverse rate constant, even then the kinetic 
equilibrium constant could depend on carbon amount in contrast to the thermodynamic 
equilibrium constant. Some discrepancies could not be remedied by restricting on 
elementary reactions only – in this example the presence of prel and of the total molar 
amount, generally, the presence of quantities transforming composition variables into 
standard state-related (activity-related) variables, and, of course, discrepancy in 
dimensionalities of the two equilibrium constants. 
Let us use the same example to illustrate the procedure suggested by Eckert et al. (1986). 
At 1300 K and 202 kPa the molar standard Gibbs energies are (Novák et al., 1999): 

(CO) 395 3 kJ/molmG .    ,  2(CO ) 712 .7 kJ/molmG   , (C) 20 97 kJ/molmG .   and from 
them the value of thermodynamic equilibrium constant is calculated: K = 0.00515. 
Equilibrium molar balance gives 

2CO eq C eq( ) ( )n n x  , CO eq( ) 1 2n x  , 1n x   . Then 
from (2) follows x = 0.0107 (Novák et al., 1999). Equilibrium composition is substituted 
into (3): 

Thermodynamic data 
(e.g. ΔGf

) 

Equilibrium composition 
(aeq, ceq) 

Substitution into kinetic equation 
r(ceq) = 0 

Kinetic equilibrium constant 

Kinetic data 
(rate coefficients/constants) 
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  2
eq

0.0107 0.0107 0.012
0.09786

k
k

  
   

 


  (4) 

and this is real and true result of thermodynamic restriction on values of rate constants valid 
at given temperature. More precisely, this is a restriction put on the ratio of rate constants, 
values of which are supposed to be independent on equilibrium, in other words, dependent 
on temperature (and perhaps on pressure) only and therefore this restriction is valid also 
out of equilibrium at given temperature. The numerical value of this restriction is dependent 
on temperature and should be recalculated at every temperature using the value of 
equilibrium constant at that temperature. 
Thus, simple and safe way how to relate thermodynamics and kinetics, thermodynamic and 
kinetic equilibrium constants, and rate constants is that shown in Scheme 1. However, it 
gives no general equations and should be applied specifically for each specific reaction 
(reacting system) and reaction conditions (temperature, at least). There are also works that 
try to resolve relationship between the two types of equilibrium constant more generally 
and, in the same time, correctly and consistently. They were reviewed previously and only 
main results are presented here, in the next section. But before doing so, let us note that 
kinetic equilibrium constant can be used as a useful indicator of the distance of actual state 
of reacting mixture from equilibrium and to follow its approach to equilibrium. In the 
previous example, actual value of the fraction 

2

2
CO C CO/c c c  can be compared with the value 

of the ratio /k k
 

 and relative distance from equilibrium calculated, for more details and 
other examples see our previous work (Pekař & Koubek, 1997, 1999, 2000). 

2.2 General thermodynamic restrictions on rate constants 
As noted in the preceding section there are several works that do not rely on simple 
identification of thermodynamic and kinetic equilibrium constants. Hollingsworth (1952a, 
1952b) generalized restriction on the ratio of forward and reverse reaction rates (f) defined 
by 

   ( , ) ( , ) / ( , ) /f c T f c T f c T r r   
     (5) 

Hollingsworth showed that sufficient condition for consistent kinetic and thermodynamic 
description of equilibrium is  

 F(Qr, T) = (Qr/K) and (1) = 1  (6) 

where F is the function f with transformed variables, ( , ) ( , )rF Q T f c T , and Qr is the well 
known reaction quotient. The first equality in (6) says that function F should be expressible 
as a function  of Qr/K. This is too general condition saying explicitly nothing about rate 
constants. Identifying kinetic equilibrium constant with thermodynamic one, condition (6) is 
specialized to 

 (Qr/K) = (Qr/K)–z  (7) 

where z is a positive constant. Equation (7) is a generalization of simple identity /K k k
 

 
from introduction. Hollingsworth also derived the necessary consistency condition: 
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 f – 1 = (Qr/K – 1) (c, T, uj)  (8) 

in the neighbourhood of Qr/K = 1 (i.e., of equilibrium); uj stands for a set of non-
thermodynamic variables. Example of practical application of Hollingsworth’s approach in 
an ideal system is given by Boyd (Boyd, 1977). 
Blum (Blum & Luus, 1964) considered a general mass action rate law formulated as follows: 

  
1 1

m m
r k a k a  

 
 

  

 

  
 

 (9) 

where  is some function of activities, a, of reacting species,  and  are coefficients 
which may differ from the stoichiometric coefficients (), in fact, reaction orders. Supposing 
that both the equilibrium constant and the ratio of the rate constants are dependent only on 
temperature, they proved that 

 / zk k K
 

 (10) 

where 

 ( ) / ; 1, ,z n          (11) 

General law (9) is rarely used in chemical kinetics, in reactions of ions it probably does not 
work (Laidler, 1965; Boudart, 1968). It can be transformed, particularly simply in ideal 
systems, to concentrations. Samohýl (personal communication) pointed out that criteria (11) 
may be problematic, especially for practically irreversible reactions. For example, reaction 
orders for reaction 4 NH3 + 6 NO = 5 N2 + 6 H2O were determined as follows: 

3NH 1  , 
NO 0.5  , 

2 2N H O 0   . Orders for reversed direction are unknown, probably because 
of practically irreversible nature of the reaction. Natural selection could be, e.g., NO 0   
(reaction is not inhibited by reactant), then z = 1/12 and from this follows 

3NH 2 / 3   
which seems to be improbable (rather strong inhibition by reactant). 

2.3 Independence of reactions, Wegscheider conditions 
Wegscheider conditions belong also among “thermodynamic restrictions” on rate constants 
and have been introduced more than one hundred years ago (Wegscheider, 1902). In fact, 
they are also based on equivalence between thermodynamic and kinetic equilibrium 
constants disputed in previous sections. Recently, matrix algebra approaches to find these 
conditions were described (Vlad & Ross, 2009). Essential part of them is to find 
(in)dependent chemical reactions. Problem of independent and dependent reactions is an 
interesting issue sometimes found also in studies on kinetics and thermodynamics of 
reacting mixtures. As a rule, a reaction scheme, i.e. a set of stoichiometric equations 
(whether elementary or nonelementary), is proposed, stoichiometric coefficients are 
arranged into stoichiometric matrix and linear (matrix) algebra is applied to find its rank 
which determines the number of linearly (stoichiometrically) independent reactions; all 
other reactions can be obtained as linear combinations of independent ones. This procedure 
can be viewed as an a posteriori analysis of the proposed reaction mechanism or network. 
Bowen has shown (Bowen, 1968) that using not only matrix but also vector algebra 
interesting results can be obtained on the basis of knowing only components of reacting 
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constants disputed in previous sections. Recently, matrix algebra approaches to find these 
conditions were described (Vlad & Ross, 2009). Essential part of them is to find 
(in)dependent chemical reactions. Problem of independent and dependent reactions is an 
interesting issue sometimes found also in studies on kinetics and thermodynamics of 
reacting mixtures. As a rule, a reaction scheme, i.e. a set of stoichiometric equations 
(whether elementary or nonelementary), is proposed, stoichiometric coefficients are 
arranged into stoichiometric matrix and linear (matrix) algebra is applied to find its rank 
which determines the number of linearly (stoichiometrically) independent reactions; all 
other reactions can be obtained as linear combinations of independent ones. This procedure 
can be viewed as an a posteriori analysis of the proposed reaction mechanism or network. 
Bowen has shown (Bowen, 1968) that using not only matrix but also vector algebra 
interesting results can be obtained on the basis of knowing only components of reacting 
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mixture, i.e. with no reaction scheme. This is a priori type of analysis and is used in 
continuum nonequilibrium (rational) thermodynamics. Because Bowen’s results are 
important for this article they are briefly reviewed now for reader’s convenience.  
Let a reacting mixture be composed from n components (compounds) which are formed by 
z different atoms. Atomic composition of each component is described by numbers T that 
indicate the number of atoms  (= 1, 2,..., z) in component  (= 1, 2,..., n). Atomic masses 

aM  in combination with these numbers determine the molar masses M: 

 
z

a
1

M M T 
 

     (12) 

Although compounds are destroyed or created in chemical reactions the atoms are 
preserved. If J denotes the number of moles of the component  formed or reacted per unit 
time in unit volume, i.e. the reaction rate for the component  (component rate in short), 
then the persistence of atoms can be formulated in the form 

 
1

0; 1,2, ,
n

T J z






     (13) 

This result expresses, in other words, the mass conservation. 
Atomic numbers can be arranged in matrix ║T║ of dimension z  n. Chemical reactions 
are possible if its rank (h) is smaller than the number of components (n), otherwise the 
system (13) has only trivial solution, i.e. is valid only for zero component rates. If h < z then 
a new h  n matrix ║S║ with rank h can be constructed from the original matrix ║T║ 
and used instead of it: 

 
1

0; 1,2, ,
n

S J h






     (14) 

In this way only linearly independent relations from (13) are retained and from the chemical 
point of view it means that instead of (some) atoms with masses aM  only some their linear 

combinations with masses eM  should be considered as elementary building units of 
components: 

  e
1

h
M M S 

 
   (15) 

Example. Mixture of NO2 and N2O4 has the matrix ║T║ of dimension 2  2 and rank 1; the 
matrix ║S║ is of dimension 1  2 and can be selected as  1 2  which means that the 
elementary building unit is NO2 and 1 1 2 N O

e a a a a2 2M M M M M    . 
Multiplying each of the z relations (13) by corresponding aM  and summing the results for 

all  it follows that  
1

0
n

M J


 . This fact can be much more effectively formulated in 

vector form because further important implications than follow. The last equality indicates 
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that component molar masses and rates should form two perpendicular vectors, i.e. vectors 
with vanishing scalar product. Let us introduce n-dimensional vector space, called the 
component space and denoted by U, with base vectors e and reciprocal base vectors e ( = 
1, 2,..., n). Then the vector of molar masses M and the vector of reaction rates J are defined in 
this space as follows: 

 
1 1

,
n n

M J 
 

  
  M e J e   (16) 

To proceed further we use relations (14) and (15) because in contrast to relations (12) and 
(13) the matrix ║S║ is of “full rank” (does not contain linearly dependent rows). The 
product of the two vectors can be then expressed in the following form: 

 e e
1 1 1 1 1 1

. . . 0
n h n h n n

α αM S J M S J   
   

          

       
         
       
     M J e e e e   (17) 

where the latter equality follows using (14). Because the matrix ║S║ has rank h, the 
vectors 
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αS h 





 f e   (18) 

that appear in (17) are linearly independent and thus form a basis of a h-dimensional 
subspace W of the space U (remember that h < n). This subspace unambiguously determines  
complementary orthogonal subspace V (of dimension n–h), i.e. U = V  W, V  W. From (17) 
follows: 

 e
1

h
M


 

 M f   (19) 

which shows that M can be expressed in the basis of the subspace W or M  W. From (14) 
and (16)2 follows: 

 0; 1,2, ,h  J.f     (20) 

which means that J is perpendicular to all basis vectors of the subspace W, consequently, J 
lies in the complementary orthogonal subspace V, J  V. 
Let us now select basis vectors in the subspace V and denote them dp, p = 1, 2,..., n–h. Of 
course, these vectors lie also in the (original) space U and can be expressed using its basis 
vectors analogically to (16): 

 
1

n
p pP 


 

 d e   (21) 

Because of orthogonality of subspaces V and W, their bases conform to equation 
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which can be alternatively written in matrix form as 

 ║Pp║║S║T = ║0║   (23) 

Meaning of the matrix ║Pp║ can be deduced from two consequences. First, because the 
reaction vector J lies in the subspace V, it can be expressed also using its basis vectors, 

1

n h
p

p
p

J



 J d . Substituting for J from (16)2 and for dp from (21), it follows: 
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    (24) 

Second, because the vector of molar masses M is in the subspace W, it is perpendicular to all 
vectors dp and thus 

 
1
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n

p pP M p n h



   d .M   (25) 

as follows after substitution from (19), (21), (220. Eq. (25) shows that matrix ║Pp║ enables to 
express component rates in n–h quantities Jp which are, in fact, rates of n–h independent 
reactions shown by (25) if instead of molar masses M the corresponding chemical symbols 
are used. In other words ║Pp║ is the matrix of stoichiometric coefficients of component  in 
(independent) reaction p. 
Vector algebra thus shows that chemical transformations fulfilling persistence of atoms 
(mass conservation) can be equivalently described either by component reaction rates or by 
rates of independent reactions. The number of the former is equal to the number of 
components (n) whereas the number of the latter is lower (n–h) which could decrease the 
dimensionality of the problem of description of reaction rates. In kinetic practice, however, 
changes in component concentrations (amounts) are measured, i.e. data on component rates 
and not on rates of individual reactions are collected. Reactions, in the form of reaction 
schemes, are suggested a posteriori on the basis of detected components, their 
concentrations changing in time and chemical insight. Then dependencies between reactions 
can be searched. Vector analysis offers rather different procedure outlined in Scheme 2. 
Dependencies are revealed at the beginning and then only independent reactions are 
included in the (kinetic) analysis. Vector analysis also shows how to transform (measured) 
component rates into (suggested, selected) rates of independent reactions. This 
transformation is made by standard procedure for interchange between vector bases or 
between vector coordinates in different bases. First, the contravariant metric tensor with 
components drp = dr.dp is constructed and then its inversion (covariant metric tensor) with 

components drp is found. From 
1

n h
p

p
p

J



 J d  it follows that 

1

n h
p

r p r r
p

J J



 J.d d .d . Using in 

the latter equation the well known relationship between metric tensors and corresponding 
base vectors and the definition of base vectors (21) it finally follows: 
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Of course, so far we have seen only relationships between reaction rates and no explicit 
equations for them like, e.g., the kinetic mass action law. Analysis based only on 
permanence of atoms cannot give such equations – they belong to the domain of chemical 
kinetics although they can also be devised by thermodynamics, see Section 4. 
Simple example on Wegscheider conditions was presented by Vlad and Ross (Vlad & Ross, 
2009) – isomerization taking place in two ways: 

 A = B,  2A = A + B (R2) 

 

 
Scheme 2. Alternative procedure to find reaction rates 

Vlad and Ross note that if the (thermodynamic) equilibrium constant is  B A eq/K c c  and 

if kinetic equations are expressed e.g. 1 1 A 1 Br k c k c 
 

 then the consistency between 
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reacting mixture 

Construct the matrix ║T║  
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n–h independent reactions and  
their rates to describe chemical 

transformations 

Find component rates 
from (24) 

Use the method of Section 4 
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Of course, so far we have seen only relationships between reaction rates and no explicit 
equations for them like, e.g., the kinetic mass action law. Analysis based only on 
permanence of atoms cannot give such equations – they belong to the domain of chemical 
kinetics although they can also be devised by thermodynamics, see Section 4. 
Simple example on Wegscheider conditions was presented by Vlad and Ross (Vlad & Ross, 
2009) – isomerization taking place in two ways: 

 A = B,  2A = A + B (R2) 
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thermodynamic and kinetic description of equilibrium is achieved only if the following 
(Wegscheider) condition holds: 

 1 1 2 2/ /k k k k K 
   

 (27) 

It can be easily checked that in this mixture of one kind of atom and two components the 
rank of the matrix ║T║ (dimension 1  2) is 1 and there is only one independent reaction. 
The matrix ║S║ can be selected as equal to the matrix ║T║ and then the stoichiometric 
matrix can be selected as  1 1  which corresponds to the first reaction (A = B) selected as 
the independent reaction. There is one base vector 1

1 2  d e e  giving one component 
contravariant tensor d11 = 2 and corresponding component of covariant tensor d11 = 1/2. 
Consequently, the rate of the independent reaction is related to component reaction rates by: 

 JA = J1P11 = –J1,    JB = J1P12 = J1 (28) 

and JA = –JB which follows also from (14). Kinetics of transformations in a mixture of two 
isomers can be thus fully described by one reaction rate only – either from the two 
component rates can be measured and used for this purpose, the other component rate is 
then determined by it, can be calculated from it. At this stage of analysis there is no 
indication that two reactions should be considered and this should be viewed as some kind 
of “external” information coming perhaps from experiments. At the same time this analysis 
does not provide any explicit expression for reaction rate and its dependence on 
concentration – this is another type of external information coming usually from kinetics. 
Let us therefore suppose the two isomerization processes given above and their rates 
formulated in the form of kinetic mass action law: 

 2
1 1 A 1 B 2 2 A 2 A B,r k c k c r k c k c c   

   
 (29) 

Then the only one independent reaction rate is in the form J1 = r1 + r2. Note, that although 
the first reaction has been selected as the independent reaction, the rate of independent 
reaction is not equal to (its mass action rate) r1. This interesting finding has probably no 
specific practical implication. However, individual traditional rates (ri) should not be 
independent. Let us suppose that r2 is dependent on r1, i.e. can be expressed through it: r2 = 
br1; then 

    1 2 A A 1 2 A B 0bk k c c bk k c c   
   

 (30) 

should be valid for any concentrations. Sufficient conditions for this are 

2 A 1 2 A 1/ /b k c k k c k 
   

 and from them follows: 

 1 2 1 2k k k k
   

 (31) 

i.e. “kinetic part” of Wegscheider condition (27). Substituting derived expressions for b into 
br1 it can be easily checked that r2 really results. Although the derivation is rather 
straightforward and is not based on linear dependency with constant coefficients it points to 
assumption that Wegscheider conditions are not conditions for consistency of kinetics with 
thermodynamics but results of dependencies among reaction rates. Moreover, this 
derivation need not suppose equality of thermodynamic and kinetic equilibrium constant. 
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There is a thermodynamic method giving kinetic description in terms of independent 
reactions as noted in Scheme 2, see Section 4. 
More complex reaction mixture and scheme was discussed by Ederer and Gilles (Ederer & 
Gilles, 2007). Their mixture was composed from six formal components (A, B, C, AB, BC, 
ABC) formed by three atoms (A, B, C). Three independent reactions are possible in this 
mixture while four reactions were considered by Ederer and Gilles (Ederer & Gilles, 2007) 
r4 = b1r1 + b2r2 + b3r3 with following mass action rate equations: 

 1 1 A B 1 AB 2 2 AB C 2 ABC 3 3 B C 3 BC 4 4 A BC 4 ABC, , ,r k c c k c r k c c k c r k c c k c r k c c k c       
       

(32) 

Let us suppose that the fourth reaction rate can be expressed through the other three rates: 
b1r1 + b2r2 + b3r3. By similar procedure as in the preceding example we arrive at conditions 

2 4 2/b k k
 

, 3 4 A 3/b k c k 
 

, and 1 2 2 C 1 3 3 C 1 A/ /b b k c k b k c k c  
   

 from which it follows that 

 1 2 3 4

1 2 3 4
1k k k k

k k k k


   
     (33) 

i.e., Wegscheider condition derived in (Ederer & Gilles, 2007) from equilibrium 
considerations. Thus also here Wegscheider condition seems to be a result of mutual 
dependence of reaction rates and not a necessary consistency condition between 
thermodynamics and kinetics. 
If reactions A + B = AB, AB + C = ABC, and B + C = BC are selected as independent ones 
then (24) gives 

 JA = –J1,  JB = –J1 – J3,  JC = –J2 – J3,  JAB = J1 – J2,  JBC = J3,  JABC = J2   (34) 

Remember that, e.g., J1  r1 but that the relationships between rates of independent reactions 
and mass action rates (32) follow from (34): 

 J1 = r1 + r4,  J2 = r2 + r4,  J3 = r3 – r4 (35) 

Eq. (26)  gives more complex expressions for independent rates, e.g. J1 = – JA/2 – JB/4 + 
JAB/4 – JBC/4 + JABC/4, whereas from (24), i.e. (34), simply follow: J1 = –JA,  J2 = JABC, J3 = JBC. 
This is because the rates are considered as vector components – components J of six 
dimensional space are transformed to components Ji in three dimensional subspace. 
Consequently, in practical applications (24) should be preferred in favor of (26) also to 
express Ji in terms of J. 
Message from the analysis of independence of reactions in this example is that it is sufficient 
to measure three component rates only (JA,  JABC, JBC); the remaining three component rates 
are determined by them. Although concentrations, i.e. component rates, are measured in 
kinetic experiments, results are finally expressed in reaction rates, rates of reactions 
occurring in suggested reaction scheme. Component rates are simply not sufficient in kinetic 
analysis and they are (perhaps always) translated into rates of reaction steps. However, 
from the three independent rates there cannot be unambiguously determined rates of four 
reactions in suggested reaction schemes as (35) demonstrates (three equations for four 
unknown ri). One equation more is needed and this is the above equation relating r4 to the 
remaining three rates. Equations containing ri are too general and in practice are replaced by 
mass action expressions shown in (32) – eight parameters (rate constants) are thus 
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thermodynamic and kinetic description of equilibrium is achieved only if the following 
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dependence of reaction rates and not a necessary consistency condition between 
thermodynamics and kinetics. 
If reactions A + B = AB, AB + C = ABC, and B + C = BC are selected as independent ones 
then (24) gives 

 JA = –J1,  JB = –J1 – J3,  JC = –J2 – J3,  JAB = J1 – J2,  JBC = J3,  JABC = J2   (34) 

Remember that, e.g., J1  r1 but that the relationships between rates of independent reactions 
and mass action rates (32) follow from (34): 

 J1 = r1 + r4,  J2 = r2 + r4,  J3 = r3 – r4 (35) 

Eq. (26)  gives more complex expressions for independent rates, e.g. J1 = – JA/2 – JB/4 + 
JAB/4 – JBC/4 + JABC/4, whereas from (24), i.e. (34), simply follow: J1 = –JA,  J2 = JABC, J3 = JBC. 
This is because the rates are considered as vector components – components J of six 
dimensional space are transformed to components Ji in three dimensional subspace. 
Consequently, in practical applications (24) should be preferred in favor of (26) also to 
express Ji in terms of J. 
Message from the analysis of independence of reactions in this example is that it is sufficient 
to measure three component rates only (JA,  JABC, JBC); the remaining three component rates 
are determined by them. Although concentrations, i.e. component rates, are measured in 
kinetic experiments, results are finally expressed in reaction rates, rates of reactions 
occurring in suggested reaction scheme. Component rates are simply not sufficient in kinetic 
analysis and they are (perhaps always) translated into rates of reaction steps. However, 
from the three independent rates there cannot be unambiguously determined rates of four 
reactions in suggested reaction schemes as (35) demonstrates (three equations for four 
unknown ri). One equation more is needed and this is the above equation relating r4 to the 
remaining three rates. Equations containing ri are too general and in practice are replaced by 
mass action expressions shown in (32) – eight parameters (rate constants) are thus 
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introduced in this example. They can be in principle determined from three equations (35) 
with the three measured independent reactions, four equations relating equilibrium 
composition (or thermodynamic equilibrium constant) and kinetic equilibrium constant and 
one Wegscheider condition (33), i.e. eight equations in total. Alternative thermodynamic 
method is described in Section 4. 
Algebraically more rigorous is this analysis in the case of first order reactions as was 
illustrated on a mixture of three isomers and their triangular reaction scheme which is 
traditional example used to discuss consistency between thermodynamics and kinetics. 
Here, Wegscheider relations are consequences of linear dependence of traditional mass 
action reaction rates (Pekař, 2007). 

2.4 Note on standard states 
Preceding sections demonstrated that one of the main problems to be solved when relating 
thermodynamics and kinetics is the transformation between activities and concentration 
variables. This is closely related to the selection of standard state (important and often 
overlooked aspect of relating thermodynamic and kinetic equilibrium constants) and to 
chemical potential. Standard states are therefore briefly reviewed in this section and 
chemical potential is subject of the following section. 
Rates of chemical reactions are mostly expressed in terms of concentrations. Among 
standard states introduced and commonly used in thermodynamics there is only one based 
on concentration – the standard state of nonelectrolyte solute on concentration basis. Only 
this standard state can be directly used in kinetic equations. Standard state in gaseous phase 
or mixture is defined through (partial) pressure or fugacity. As shown above even in  
mixture of ideal gases it is impossible to simply use this standard state in concentration 
based kinetic equations. Although kinetic equations could be reformulated into partial 
pressures there still remains problem with the fact that standard pressure is fixed (at 1 atm 
or, nowadays, at 105 Pa) and its recalculation to actual pressure in reacting mixture may 
cause incompatibility of thermodynamic and kinetic equilibrium constants (see the factor prel 
in the example above in Section 2.1). This opens another problem – the very selection of 
standard state, particularly in relation to activity discussed in subsequent section. In 
principle, it can be selected arbitrarily, as dependent only on temperature or on temperature 
and pressure. Standard states strictly based on the (fixed) standard pressure are of the 
former type and only such will be considered in this article. All other states, including states 
dependent also on pressure, will be called the reference state; the same approach is used, 
e.g. by de Voe (de Voe, 2001).  
The value of thermodynamic equilibrium constant and its dependence or independence on 
pressure is thus dependent on the selected standard (or reference) state. This is quite 
uncommon in chemical kinetics where the dependence of rate constants is not a matter of 
selection of standard states but result of experimental evidence or some theory of reaction 
rates. As a rule, rate constant is always function of temperature. Sometimes also the 
dependence on pressure is considered but this is usually the case of nonelementary 
reactions. Consequently, attempts to relate thermodynamic and kinetic equilibrium 
constants should select standard state consistently with functional dependence of rate 
constants. On the other hand, the method of Scheme 1 is self-consistent in this aspect 
because equilibrium composition is independent of the selection of standard state.  
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3. Chemical potential and activity revise 
Chemical potential is used in discussions on thermodynamic implications on reaction rates, 
particularly in the form of (stoichiometric) difference between chemical potentials of 
reaction products and reactants and through its explicit relationship to concentrations 
(activities, in general). Before going into this type of analysis basic information is 
recapitulated. 
Chemical potential is in classical, equilibrium thermodynamics defined as a partial 
derivative of Gibbs energy (G): 

   , ,/
jT p nG n


 


    (36) 

Although another definitions through another thermodynamic quantities are possible (and 
equivalent with this one), the definition using the Gibbs energy is the most useful for 
chemical thermodynamics. Chemical potential expresses the effect of composition and this 
effect is also essential in chemical kinetics. To make the mathematical definition of the 
chemical potential applicable in practice its relationship to composition (concentration) 
should be stated explicitly. Practical chemical thermodynamics suggests that this is an easy 
task but we must be very careful and bear all (tacit) presumptions in mind to arrive at 
proper conclusions. Generally the explicit relationship between chemical composition and 
chemical potential is stated defining the activity of a component : 
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which can be transformed to 

 lnRT a      (38) 

but this still lacks direct interconnection/linkage to measurable concentrations. Just this is 
the main problem of applying chemical potential (and activities) in rate equations which 
systematically use molar concentrations. Even when reaction rates would be expressed 
using activities in place of concentrations the activities should be properly calculated from 
the measured concentrations, in other words, the concentrations should be correctly 
transformed to the activities. Activity is very easily related to measurable composition 
variable in the case of mixture of ideal gases. Providing that Gibbs energy is a function of 
temperature, pressure and molar amounts, following relation is well known from 
thermodynamics for the partial molar volume:   ,/

jT nV p


 


   . In a mixture of ideal 
gases partial molar volumes are equal to the molar volume of the mixture, Vm (Silbey et al., 
2005). Because Vm = RT/p we can write: 

     ,g ,g/ / / /RT p p p p x p               (39) 

and 

  ,g/ /RT p p      (40) 
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Integration from the standard state to some actual state then yields 

   ,g ,g ln /RT p p       (41) 

Comparing with the definition of activity it follows 

  /a p p    (mixture of ideal gases) (42) 

Application of this relationship was illustrated in the example given above. Note that (42)  
was not derived from the definition of activity but comparing the properties of chemical 
potential in the ideal gas mixture (41) with the definition of activity. Note also that the 
partial derivative in the original definition of chemical potential is in general a function of 
molar amounts (contents) of all components but eq. (42) states that the chemical potential of 
a component  is a function only of the content of that component.  
In a real gas mixture, non-idealities should be taken into account, usually by substituting 
fugacity (f) for the partial pressure: 

  ,g ,g ln /RT f p       (43) 

The fugacity can be eliminated in favor of directly measurable quantities using the fugacity 
coefficient  

 f p    (44) 

and its relationship to the partial molar volume and the total pressure (de Voe, 2001): 

    ,g ,g 0
ln / / d

p
RT p p V RT p p          (45) 

It should be stressed that in derivation of the expression for the fugacity coefficient it was 
assumed that the Gibbs energy is a function of (only) temperature, pressure, and molar 
amounts of all components. Comparing with the definition of activity we have 

 /a f p     (mixture of gases) (46) 

If kinetic equations for mixture of real gases are written in partial pressures then 
thermodynamic and kinetic equilibrium constants are incompatible due to the presence of 
fugacity coefficient or the integral in eq. (45). Kinetic equations for mixture of real gases 
could be formulated in terms of fugacities instead of concentrations (or partial pressures) to 
achieve compatibility between thermodynamic and kinetic equilibrium constants but even 
than the same problem remains with the presence of the standard pressure in 
thermodynamic relations. Kinetic equations formulated in fugacities  are really rare – some 
success in this way was demonstrated by Eckert and Boudart (Eckert & Boudart, 1963) while 
Mason (Mason, 1965) showed, using the same data, that fugacities need not remedy the 
whole situation.  
Similar derivation for liquid state (solutions) has different basis. It stems from the 
equilibrium between liquid and gaseous phase in which the following identity holds: ,g = 
,l. Introducing expression (41) or (43) and using either Raoult’s or Henry’s law for the 
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relationship between compositions of equilibrated liquid and gaseous phases final form of 
,l dependence on the composition of liquid is obtained. For example, with Raoult’s law p 
= xp*  and ideal gas phase we have this equation 

   ref
,l ,g ln / lnRT x p p RT x             (47) 

which has, in fact, inspired the definition of an ideal (liquid, solid, or gas) mixture as a 
mixture with the chemical potential defined, at a given T and p, as ref lnRT x      
where ref is a function of both T and p. This definition, as well as the identity in (47), can be 
simply related to the definition of activity only if the standard state is selected consistently 
with the reference state, i.e. if the former is a function of both T and p. If the standard state is 
selected as dependent on temperature, as it should be, than the pressure factor () should 
be introduced (see, e.g., de Voe, 2001) 

 
ref

exp
RT

 


  
    

 


 (48) 

Then the activity of a (non-electrolyte) component in real solution is written as a x      

where  is the activity coefficient introduced by the equation  ref lnRT x       . 
Introducing activities in place of concentrations means in this case to know the pressure 
factor and to transform molar fractions into molar concentrations to be consistent with 
thermodynamics.   
The main problems with using activities defined for liquid systems can be summarized as 
follows. Activity is based on molar fractions whereas kinetic uses concentrations. Although 
there are formulas for the conversion of these variables they do not allow direct substitution, 
they introduce other variables (e.g., solution density) and lead to rather complex expression 
of thermodynamic equilibrium constant in concentrations. Whereas concentrations of all 
species are independent (variables) this is not true for molar fractions – value of one from 
them is unambiguously determined by values of remaining ones. Chemical potential in 
liquid and activity based on it are introduced on the basis of (liquid-gas) equilibrium while 
kinetics essentially works with reactions out of equilibrium. Applicability of equilibrium-
based formulated in fugacities are really rare in nonequilibrium states deserves further 
study. The problem with molar fractions can be resolved by the use of molar concentration 
based Henry’s law giving for ideal-dilute solution ref

,l , ln /c RT c c      , however, rate 
equations should be formulated with the standard concentration. Sometimes following 
relationship is used: ref

,l , ln /c RT c c       (Ederer & Gilles, 2007) where c is the sum of 
all concentrations. In this case, the invertibility for c is problematic because it is included in 
c; reaction rates should be then formulated in c/c instead of concentrations that is quite 
unusual. Of course, the value of activity is dependent on the selected standard state, 
anyway. All attempts to relate thermodynamic and kinetic equilibrium constants should pay 
great attention to the selection of standard state and its consequences to be really rigorous 
and correct.  
It is clear from this basic overview that chemical potential, activity and their interrelation 
are in principle equilibrium quantities which, in kinetic applications, are to be used for 
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non-equilibrium situations. Let us now trace one relatively simple non-equilibrium 
approach to description of chemically reacting systems and its results regarding the 
chemical potential. Samohýl has developed rational thermodynamic approach for 
chemically reacting fluids with linear transport properties (henceforth called briefly linear 
fluids) and these fluids seem to include many (non-electrolyte) systems encountered in 
chemistry (Samohýl & Malijevský, 1976; Samohýl, 1982, 1987). This is a continuum 
mechanics based approach working with densities of quantities and specific quantities 
(considered locally, in other words, as fields but this is not crucial for the present text) 
therefore it primarily uses densities of components (more precisely, the density of 
component mass) instead of their molar concentrations or fractions that are common in 
chemistry. This density, in fact, is known in chemistry as a mass concentration with 
dimension of mass per (unit) volume and can be thus easily recalculated to concentration 
quantities more common in chemistry. Chemical potential of a reacting component  is 
defined in this theory as follows: 

  /g f      (49) 

Here  is the density of mixture, i.e. the sum of all component densities , and f  is the 
specific free energy of (reacting) mixture as a function of relevant independent variables (the 
value of this function is denoted by f). Inspiration for this definition came from the entropic 
inequality (the “second law” of thermodynamics) as formulated in rational thermodynamics 
generally for mixtures and from the fact that this definition enabled to derive classical 
(equilibrium) thermodynamic relations in the special case that is covered by classical theory. 
The chemical potential g thus has the dimensions of energy per mass. The product f  
essentially transforms the specific quantity to its density and the definition (49) can be 
viewed as a generalization of the classical definition (36) – partial derivative of mixture free 
energy (as a function) with respect to an independent variable expressing the amount of a 
component.  
The specific free energy f  is function of various (mostly kinematic and thermal) variables 
but here it is sufficient to note that component densities are among them, of course. 
In the case of linear fluids it can be proved that free energy is function of densities and 
temperature only,  1 2, , , ,nf f T    . The same result is proved also for chemical 
potentials g and also for reaction rates expressed as component mass created or destroyed 
by chemical reactions at a given place and time in unit volume,  1 2, , , ,nr r T      . 
These rates can be easily transformed to molar basis much more common in chemistry using 
the molar mass M: J = r/M. Component densities are directly related to molar 
concentration by a similar equation: c = /M. In this way, the well known kinetic 
empirical law – the law of mass action – is derived theoretically in the form: 

 1 2, , , ,nJ J c c c T   . Apparently, activities could be introduced into this function as 
independent variables controlling reaction rates by means of relations as /a c c       
but this is not rigorous because these relations are consequences of chemical potential and 
its explicit dependence on mixture composition and not definitions per se. Therefore, 
chemical potentials should be introduced as independent variables at first. This could be 
done providing that component densities can be expressed as functions of chemical 
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potential, i.e. providing that functions  1 2, , , ,ng g T       are invertible (with respect 
to densities). This invertibility is not self-evident and the best way would be to prove it. 
Samohýl has proved (Samohýl, 1982, 1987) that if mixture of linear fluids fulfils Gibbs’ 
stability conditions then the matrix with elements /g    (,  = 1,..., n) is regular which 
ensures the invertibility. This stability is a standard requirement for reasonable behavior of 
many reacting systems of chemist’s interest, consequently the invertibility can be considered 
to be guaranteed and we can transform the rate functions as follows: 

      1 2 1 2 1 2, , , , , , , , , , , ,n n nJ J T J g g g T J T          
 

    (50) 

where the last transformation was made using the following transformation of (specific) 
chemical potential into the traditional chemical potential (which will be called the molar 
chemical potential henceforth):  = g M. Using the definition of activity (37) another 
transformation, to activities, can be made providing that the standard state is a function of 
temperature only: 

    1 2 1 2, , , , , , , ,n nJ T J a a a T    
    (51) 

It should be stressed that chemical potential of component  as defined by (49) is a function 
of densities of all components, i.e. of ,  = 1,..., n, therefore also the molar chemical 
potential is following function of composition:  1 2, , , ,nc c c T    . Note that generally 
any rate of formation or destruction (J) is a function of densities, or chemical potentials, or 
activities, etc. of all components. 
Although the functions (dependencies) given above were derived for specific case of linear 
fluids they are still too general. Yet simpler fluid model is the simple mixture of fluids which 
is defined as mixture of linear fluids constitutive (state) equations of which are independent 
on density gradients. Then it can be shown (Samohýl, 1982, 1987) that 

 / 0 for ; , 1, ,f n            (52) 

and, consequently, also that  ,g g T   , i.e. the chemical potential of any component is 
a function of density of this component only (and of temperature). Mixture of ideal gases is 
defined as a simple mixture with additional requirement that partial internal energy and 
enthalpy are dependent on temperature only. Then it can be proved (Samohýl, 1982, 1987) 
that chemical potential is given by 

  ( ) ln /g g T R T p p       (53) 

that is slightly more general than the common model of ideal gas for which R = R/M. 
Thus the expression (41) is proved also at nonequilibrium conditions and this is probably 
only one mixture model for which explicit expression for the dependence of chemical 
potential on composition out of equilibrium is derived. There is no indication for other cases 
while the function  ,g g T    should be just of the logarithmic form like (47). Let us 
check conformity of the traditional ideal mixture model with the definition of simple 
mixture. For solute in an ideal-dilute solution following concentration-based expression is 
used: 
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potential, i.e. providing that functions  1 2, , , ,ng g T       are invertible (with respect 
to densities). This invertibility is not self-evident and the best way would be to prove it. 
Samohýl has proved (Samohýl, 1982, 1987) that if mixture of linear fluids fulfils Gibbs’ 
stability conditions then the matrix with elements /g    (,  = 1,..., n) is regular which 
ensures the invertibility. This stability is a standard requirement for reasonable behavior of 
many reacting systems of chemist’s interest, consequently the invertibility can be considered 
to be guaranteed and we can transform the rate functions as follows: 

      1 2 1 2 1 2, , , , , , , , , , , ,n n nJ J T J g g g T J T          
 

    (50) 

where the last transformation was made using the following transformation of (specific) 
chemical potential into the traditional chemical potential (which will be called the molar 
chemical potential henceforth):  = g M. Using the definition of activity (37) another 
transformation, to activities, can be made providing that the standard state is a function of 
temperature only: 

    1 2 1 2, , , , , , , ,n nJ T J a a a T    
    (51) 

It should be stressed that chemical potential of component  as defined by (49) is a function 
of densities of all components, i.e. of ,  = 1,..., n, therefore also the molar chemical 
potential is following function of composition:  1 2, , , ,nc c c T    . Note that generally 
any rate of formation or destruction (J) is a function of densities, or chemical potentials, or 
activities, etc. of all components. 
Although the functions (dependencies) given above were derived for specific case of linear 
fluids they are still too general. Yet simpler fluid model is the simple mixture of fluids which 
is defined as mixture of linear fluids constitutive (state) equations of which are independent 
on density gradients. Then it can be shown (Samohýl, 1982, 1987) that 

 / 0 for ; , 1, ,f n            (52) 

and, consequently, also that  ,g g T   , i.e. the chemical potential of any component is 
a function of density of this component only (and of temperature). Mixture of ideal gases is 
defined as a simple mixture with additional requirement that partial internal energy and 
enthalpy are dependent on temperature only. Then it can be proved (Samohýl, 1982, 1987) 
that chemical potential is given by 

  ( ) ln /g g T R T p p       (53) 

that is slightly more general than the common model of ideal gas for which R = R/M. 
Thus the expression (41) is proved also at nonequilibrium conditions and this is probably 
only one mixture model for which explicit expression for the dependence of chemical 
potential on composition out of equilibrium is derived. There is no indication for other cases 
while the function  ,g g T    should be just of the logarithmic form like (47). Let us 
check conformity of the traditional ideal mixture model with the definition of simple 
mixture. For solute in an ideal-dilute solution following concentration-based expression is 
used: 
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  ref ln /RT c c       (54) 

where ref
  includes (among other) the gas standard state and concentration-based Henry’s 

constant. Changing to specific quantities and densities we obtain: 

    ref / / ln /g M RT M M c          (55) 

which looks like a function of  and T only, i.e. the simple mixture function 
 ,g g T   . However, the referential state is a function of pressure so this is not such 

function rigorously. Except ideal gases there is probably no proof of applicability of classical 
expressions for dependence of chemical potential on composition out of equilibrium and no 
proof of its logarithmic point. There are probably also no experimental data that could help 
in resolving this problem. 

4. Solution offered by rational thermodynamics 
Rational thermodynamics offers certain solution to problems presented so far. It should be 
stressed that this is by no means totally general theory resolving all possible cases. But it 
clearly states assumptions and models, i. e. scope of its potential application. 
The first assumption, besides standard balances and entropic inequality (see, e.g., Samohýl, 
1982, 1987), or model is the mixture of linear fluids in which the functional form of reaction 
rates was proved:  1 2, , , ,nJ J c c c T    (Samohýl & Malijevský, 1976; Samohýl, 1982, 
1987). Only independent reaction rates are sufficient that can be easily obtained from 
component rates, cf. (26) from which further follows that they are function of the same 
variables. This function,  1 2, , , ,i i nJ J c c c T  , is approximated by a polynomial of suitable 
degree (Samohýl & Malijevský, 1976; Samohýl, 1982, 1987). Equilibrium constant is defined 
for each independent reaction as follows: 

 
1

ln ; 1, 2, ,
n

p
pRT K P p n h







       (56) 

Activity (37) is supposed to be equal to molar concentrations (divided by unit standard 
concentration), which is possible for ideal gases, at least (Samohýl, 1982, 1987). Combining 

this definition of activity with the proved fact that in equilibrium eq
1
( ) 0

n
pP 







  

(Samohýl, 1982, 1987) it follows 

 eq
1
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     (57) 

Some equilibrium concentrations can be thus expressed using the others and (57) and 
substituted in the approximating polynomial that equals zero in equilibrium. Equilibrium 
polynomial should vanish for any concentrations what leads to vanishing of some of its 
coefficients. Because the coefficients are independent of equilibrium these results are valid 
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also out of it and the final simplified approximating polynomial, called thermodynamic 
polynomial, follows and represents rate equation of mass action type. More details on this 
method can be found elsewhere (Samohýl & Malijevský, 1976; Pekař, 2009, 2010). Here it is 
illustrated on two examples relevant for this article. 
First example is the mixture of two isomers discussed in Section 2. 3. Rate of the only one 
independent reaction, selected as A = B, is approximated by a polynomial of the second 
degree: 

 2 2
1 00 10 A 01 B 20 A 02 B 11 A BJ k k c k c k c k c k c c       (58) 

The concentration of B is expressed from the equilibrium constant, (cB)eq = K(cA)eq and 
substituted into (58) with J1 = 0. Following form of the polynomial in equilibrium is 
obtained: 

    2 2
00 10 01 A eq 20 02 11 A eq0 ( ) ( )k k K k c k K k K k c       (59) 

Eq. (59) should be valid for any values of equilibrium concentrations, consequently 

 2
00 10 01 20 02 110; ;k k K k k K k K k       (60) 

Substituting (60) into (58) the final thermodynamic polynomial (of the second degree) results: 

      2 2 2 2
1 10 A B 02 A B 11 A A BJ k Kc c k K c c k Kc c c          (61) 

Note, that coefficients kij are functions of temperature only and can be interpreted as mass 
action rate constants (there is no condition on their sign, if some kij is negative then 
traditional rate constant is kij with opposite sign). Although only the reaction A = B has been 
selected as the independent reaction, its rate as given by (61) contains more than just 
traditional mass action term for this reaction. Remember that component rates are given by 
(28). Selecting k02 = 0 two terms remain in (61) and they correspond to the traditional mass 
action terms just for the two reactions supposed in (R2). Although only one reaction has 
been selected to describe kinetics, eq. (61) shows that thermodynamic polynomial does not 
exclude other (dependent) reactions from kinetic effects and relationship very close to J1 = r1 
+ r2, see also (29), naturally follows. No Wegscheider conditions are necessary because there 
are no reverse rate constants. On contrary, thermodynamic equilibrium constant is directly 
involved in rate equation; it should be stressed that because no reverse constant are 
considered this is not achieved by simple substitution of K for jk


 from (27). Eq. (61) also 

extends the scheme (R2) and includes also bimolecular isomerization path: 2A = 2B. 
This example illustrated how thermodynamics can be consistently connected to kinetics 
considering only independent reactions and results of nonequilibrium thermodynamics 
with no need of additional consistency conditions. 
Example of simple combination reaction A + B = AB will illustrate the use of molar chemical 
potential in rate equations. In this mixture of three components composed from two atoms 
only one independent reaction is possible. Just the given reaction can be selected with 
equilibrium constant defined by (56):  A B ABln /( )K RT          and equal to  



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

690 

  ref ln /RT c c       (54) 

where ref
  includes (among other) the gas standard state and concentration-based Henry’s 

constant. Changing to specific quantities and densities we obtain: 

    ref / / ln /g M RT M M c          (55) 

which looks like a function of  and T only, i.e. the simple mixture function 
 ,g g T   . However, the referential state is a function of pressure so this is not such 

function rigorously. Except ideal gases there is probably no proof of applicability of classical 
expressions for dependence of chemical potential on composition out of equilibrium and no 
proof of its logarithmic point. There are probably also no experimental data that could help 
in resolving this problem. 

4. Solution offered by rational thermodynamics 
Rational thermodynamics offers certain solution to problems presented so far. It should be 
stressed that this is by no means totally general theory resolving all possible cases. But it 
clearly states assumptions and models, i. e. scope of its potential application. 
The first assumption, besides standard balances and entropic inequality (see, e.g., Samohýl, 
1982, 1987), or model is the mixture of linear fluids in which the functional form of reaction 
rates was proved:  1 2, , , ,nJ J c c c T    (Samohýl & Malijevský, 1976; Samohýl, 1982, 
1987). Only independent reaction rates are sufficient that can be easily obtained from 
component rates, cf. (26) from which further follows that they are function of the same 
variables. This function,  1 2, , , ,i i nJ J c c c T  , is approximated by a polynomial of suitable 
degree (Samohýl & Malijevský, 1976; Samohýl, 1982, 1987). Equilibrium constant is defined 
for each independent reaction as follows: 

 
1

ln ; 1, 2, ,
n

p
pRT K P p n h







       (56) 

Activity (37) is supposed to be equal to molar concentrations (divided by unit standard 
concentration), which is possible for ideal gases, at least (Samohýl, 1982, 1987). Combining 

this definition of activity with the proved fact that in equilibrium eq
1
( ) 0

n
pP 







  

(Samohýl, 1982, 1987) it follows 

 eq
1

( )
pn P

pK c



 

     (57) 

Some equilibrium concentrations can be thus expressed using the others and (57) and 
substituted in the approximating polynomial that equals zero in equilibrium. Equilibrium 
polynomial should vanish for any concentrations what leads to vanishing of some of its 
coefficients. Because the coefficients are independent of equilibrium these results are valid 

 
Thermodynamics and Reaction Rates 

 

691 

also out of it and the final simplified approximating polynomial, called thermodynamic 
polynomial, follows and represents rate equation of mass action type. More details on this 
method can be found elsewhere (Samohýl & Malijevský, 1976; Pekař, 2009, 2010). Here it is 
illustrated on two examples relevant for this article. 
First example is the mixture of two isomers discussed in Section 2. 3. Rate of the only one 
independent reaction, selected as A = B, is approximated by a polynomial of the second 
degree: 

 2 2
1 00 10 A 01 B 20 A 02 B 11 A BJ k k c k c k c k c k c c       (58) 

The concentration of B is expressed from the equilibrium constant, (cB)eq = K(cA)eq and 
substituted into (58) with J1 = 0. Following form of the polynomial in equilibrium is 
obtained: 

    2 2
00 10 01 A eq 20 02 11 A eq0 ( ) ( )k k K k c k K k K k c       (59) 

Eq. (59) should be valid for any values of equilibrium concentrations, consequently 

 2
00 10 01 20 02 110; ;k k K k k K k K k       (60) 

Substituting (60) into (58) the final thermodynamic polynomial (of the second degree) results: 

      2 2 2 2
1 10 A B 02 A B 11 A A BJ k Kc c k K c c k Kc c c          (61) 

Note, that coefficients kij are functions of temperature only and can be interpreted as mass 
action rate constants (there is no condition on their sign, if some kij is negative then 
traditional rate constant is kij with opposite sign). Although only the reaction A = B has been 
selected as the independent reaction, its rate as given by (61) contains more than just 
traditional mass action term for this reaction. Remember that component rates are given by 
(28). Selecting k02 = 0 two terms remain in (61) and they correspond to the traditional mass 
action terms just for the two reactions supposed in (R2). Although only one reaction has 
been selected to describe kinetics, eq. (61) shows that thermodynamic polynomial does not 
exclude other (dependent) reactions from kinetic effects and relationship very close to J1 = r1 
+ r2, see also (29), naturally follows. No Wegscheider conditions are necessary because there 
are no reverse rate constants. On contrary, thermodynamic equilibrium constant is directly 
involved in rate equation; it should be stressed that because no reverse constant are 
considered this is not achieved by simple substitution of K for jk


 from (27). Eq. (61) also 

extends the scheme (R2) and includes also bimolecular isomerization path: 2A = 2B. 
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considering only independent reactions and results of nonequilibrium thermodynamics 
with no need of additional consistency conditions. 
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 AB A B eq/K c c c , cf. (57). The second degree thermodynamic polynomial results in this 
case in following rate equation: 

 1
1 110 A B AB( )J k c c K c   (62) 

that represents the function 1 1 A B AB( , , , )J J T c c c . Its transformation to the function  

1 1 A B AB( , , , )J J T   


 gives: 

 A B A B AB
1 110 exp exp expJ k

RT RT RT
                   

 
 (63) 

This is thermodynamically correct expression (for the supposed thermodynamic model) of 
the function J


 discussed in Section 3 and in contrast to (1). It is clear that proper 

“thermodynamic driving force” for reaction rate is not simple (stoichiometric) difference in 
molar chemical potentials of products and reactants. The expression in square brackets can 
be considered as this driving force. Equation (63) also lucidly shows that high molar 
chemical potential of reactants in combination with low molar chemical potential of 
products can naturally lead to high reaction rate as could be expected. On the other hand, 
this is achieved in other approaches, based on i i  , due to arbitrary selection of signs of 
stoichiometric coefficients. In contrast to this straightforward approach illustrated in 
introduction, also kinetic variable (k110) is still present in eq. (63), explaining why some 
“thermodynamically highly forced” reactions may not practically occur due to very low 
reaction rate. Equation (63) includes also explicit dependence of reaction rate on standard 
state selection (cf. the presence of standard chemical potentials). This is inevitable 
consequence of using thermodynamic variables in kinetic equations. Because also the molar 
chemical potential is dependent on standard state selection, it can be perhaps assumed that 
these dependences are cancelled in the final value of reaction rate. 
Rational thermodynamics thus provides efficient connection to reaction kinetics. However, 
even this is not totally universal theory; on the other hand, presumptions are clearly stated. 
First, the procedure applies to linear fluids only. Second, as presented here it is restricted to 
mixtures of ideal gases. This restriction can be easily removed, if activities are used instead 
of concentrations, i.e. if functions J  are used in place of functions J  – all equations remain 
unchanged except the symbol a replacing the symbol c. But then still remains the problem 
how to find explicit relationship between activities and concentrations valid at non 
equilibrium conditions.  Nevertheless, this method seems to be the most carefully elaborated 
thermodynamic approach to chemical kinetics.  

5. Conclusion 
Two approaches relating thermodynamics and chemical kinetics were discussed in this 
article. The first one were restrictions put by thermodynamics on the values of rate constants 
in mass action rate equations. This can be also formulated as a problem of relation, or even 
equivalence, between the true thermodynamic equilibrium constant and the ratio of forward 
and reversed rate constants. The second discussed approach was the use of chemical 
potential as a general driving force for chemical reaction and “directly” in rate equations. 
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Both approaches are closely connected through the question of using activities, that are 
common in thermodynamics, in place of concentrations in kinetic equations and the 
problem of expressing activities as function of concentrations. 
Thermodynamic equilibrium constant and the ratio of forward and reversed rate constants 
are conceptually different and cannot be identified. Restrictions following from the former 
on values of rate constants should be found indirectly as shown in Scheme 1. 
Direct introduction of chemical potential into traditional mass action rate equations is 
incorrect due to incompatibility of concentrations and activities and is problematic even in 
ideal systems. 
Rational thermodynamic treatment of chemically reacting mixtures of fluids with linear 
transport properties offers some solution to these problems whenever its clearly stated 
assumptions are met in real reacting systems of interest.  No compatibility conditions, no 
Wegscheider relations (that have been shown to be results of dependence among reactions) 
are then necessary, thermodynamic equilibrium constants appear in rate equations, 
thermodynamics and kinetics are connected quite naturally. The role of 
(“thermodynamically”) independent reactions in formulating rate equations and in kinetics 
in general is clarified. 
Future research should focus attention on the applicability of dependences of chemical 
potential on concentrations known from equilibrium thermodynamics in nonequilibrium 
states, or on the related problem of consistent use of activities and corresponding standard 
states in rate equations. 
Though practical chemical kinetics has been successfully surviving without special 
incorporation of thermodynamic requirements, except perhaps equilibrium results, tighter 
connection of kinetics with thermodynamics is desirable not only from the theoretical point 
of view but may be of practical importance considering increasing interest in analyzing of 
complex biochemical network or increasing computational capabilities for correct modeling 
of complex reaction systems. The latter when combined with proper thermodynamic 
requirements might contribute to more effective practical, industrial exploitation of chemical 
processes. 
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later, a more continuous approach to derive this formula had not been found. Along with 
Einstein's Photon Hypothesis, the Quantization of Energy Hypothesis thus became the 
foundations for much of the Physics that followed. This physical view has shaped our 
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Chapter that a quantum-view of the Universe is not necessary. We argue that a world without 
quanta is not only possible, but desirable. We do not argue, however, with the mathematical 
formalism of Physics -- just the physical view attached to this. 
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quantity eta that appears in our formulation is a variable. Starting with eta, Basic Law can be 
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Measurement [Ragazas, 2010h] we argue with mathematical certainty that we cannot know 
through direct measurements what a physical quantity E(t) is as a function of time. 
Since we are limited by our measurements of 'what is', we should consider these as the 
beginning and end of our knowledge of 'what is'. Everything else is just 'theory'. There is 
nothing real about theory! As the ancient Greeks knew and as the very word 'theory' 
implies. In Planck's Law is an Exact Mathematical Identity [Ragazas 2010f] we show Planck's 
Law is a mathematical truism that describes the interaction of measurement. We show that 
Planck's Formula can be continuously derived. But also we are able to explain discrete 'energy 
quanta'. In our view, energy propagates continuously but interacts discretely. Before there is 
discrete manifestation we argue there is continuous accumulation of energy. And this is based 
on the interaction of measurement. 
Mathematics is a tool. It is a language of objective reasoning. But mathematical 'truths' are 
always 'conditional'. They depend on our presuppositions and our premises. They also 
depend, in my opinion, on the mental images we use to think. We phrase our explanations 
the same as we frame our experiments. In the single electron emission double-slit 
experiment, for example, it is assumed that the electron emitted at the source is the same 
electron detected at the screen. Our explanation of this experiment considers that these two 
electrons may be separate events. Not directly connected by some trajectory from source to 
sensor. [Ragazas 2010j] 
We can have beautiful mathematics based on any view of the Universe we have. Consider 
the Ptolemy with their epicycles! But if the view leads to physical explanations which are 
counter-intuitive and defy common sense, or become too abstract and too removed from life 
and so not support life, than we must not confuse mathematical deductions with physical 
realism. Rather, we should change our view! And just as we can write bad literature using 
good English, we can also write bad physics using good math. In either case we do not fault 
the language for the story. We can't fault Math for the failings of Physics. 
The failure of Modern Physics, in my humble opinion, is in not providing us with physical 
explanations that make sense; a physical view that is consistent with our experiences. A view 
that will not put us at odds with ourselves, with our understanding of our world and our 
lives. Math may not be adequate. Sense may be a better guide.  

2. Mathematical results 
We list below the main mathematical derivations that are the basis for the results in physics 
in this Chapter. The proofs can be found in the Appendix at the end. These mathematical 
results, of course, do not depend on Physics and are not limited to Physics. In Stocks and 
Planck's Law [Ragazas 2010l] we show how the same 'Planck-like' formula we derive here 
also describes a simple comparison model for stocks.  
Notation.   ( )E t  is a real-valued function of the real-variable t  
   t t s      is an interval of t   
   ( ) ( )E E t E s    is the change of E  

   ( )
t

s
P E u du      is the accumulation of E  

   1 ( )
t

av s
E E E u du

t s
 

    is the average of E  
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2.1 'Planck-like' characterizations [Ragazas 2010a] 
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where 0E  is the intensity of radiation,   is the frequency of radiation and T  is the (Kelvin) 
temperature of the blackbody, while h is Planck's constant and k  is Boltzmann's constant. 
[Planck 1901,  Eqn 11]. Clearly (1) and (2) have the exact same mathematical form, including 
the type of quantities that appear in each of these equations. We state the main results of this 
section as, 
Result I: A 'Planck-like' characterization of simple exponential functions 
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Using Theorem 2 above we can drop the condition that 0( ) tE t E e  and get, 
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We list below for reference some helpful variations of these mathematical results that will be 
used in this Chapter. 
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Note that in order to avoid using limit approximations in (4) above,  by (3) we will assume 
an exponential of energy throughout this Chapter. This will allow us to explore the underlying 
ideas more freely and simply. Furthermore in Section 10.0 of this Chapter, we will be able to 
justify such an exponential time-dependent local representation of energy [Ragazas 2010i]. 
Otherwise, all our results (with the exception of Section 8.0) can be thought as pertaining to 
a blackbody with perfect emission, absorption and transmission of energy. 

3. Derivation of Planck's law without energy quanta [Ragazas 2010f] 
Planck's Formula as originally derived describes what physically happens at the source. We 
consider instead what happens at the sensor making the measurement. Or, equivalently, 
what happens at the site of interaction where energy exchanges take place. We assume we 
have a blackbody medium, with perfect emission, absorption and transmission of energy. 
We consider that measurement involves an interaction between the source and the sensor that 
results in energy exchange. This interaction can be mathematically described as a functional 
relationship between ( )E s , the energy locally at the sensor at time s ; E , the energy 
absorbed by the sensor making the measurement; and E , the average energy at the sensor 
during measurement. Note that Planck's Formula (2) has the exact same mathematical form 
as the mathematical equivalence (3) and as the limit (4) above. By letting ( )E s  be an 
exponential, however, from (3) we get an exact formula, rather than the limit (4) if we assume 
that ( )E s is only an integrable function. The argument below is one of several that can be 
made. The Assumptions we will use in this very simple and elegant derivation of Planck's 
Formula will themselves be justified in later Sections 5.0, 6.0 and 10.0 of this Chapter.  

Mathematical Identity. For any integrable function ( )E t ,  ( )avs E

s
E u du





                                  (6) 

Proof: (see Fig. 1) 
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Assumptions: 1) Energy locally at the sensor at t s can be represented by 0( ) sE s E e , where 0E  is 
the intensity of radiation and   is the  frequency of radiation. 2) When measurement is made, the 
source and the sensor are in equilibrium. The average energy of the source is equal to the average 
energy at the sensor. Thus, E kT . 3) Planck's constant h  is the minimal 'accumulation of energy' 
at the sensor that can be manifested or measured. Thus we have h  . 
Using the above Mathematical Identity (6) and Assumptions we have Planck's Formula,  

0
00

1
h hu kTkT Eh E e du e




       and so, 0

1
h

kT

hE
e






 

Planck's Formula is a mathematical truism that describes the interaction of energy. That is to say, it 
gives a mathematical relationship between the energy locally at the sensor, the energy 
absorbed by the sensor, and the average energy at the sensor during measurement. Note 
further that when an amount of energy E  is absorbed by the sensor, ( )E t resets to 0E .   
 

      
                                                                (a)                                                                  (b) 

Fig. 2. 

Note: Our derivation, showing that Planck's Law is a mathematical truism, can now clearly 
explain why the experimental blackbody spectrum is so indistinguishable from the 
theoretical curve.  (http://en.wikipedia.org/wiki/File:Firas_spectrum.jpg) 
Conclusions:  
1. Planck's Formula is an exact mathematical truism that describes the interaction of energy. 
2. Energy propagates continuously but interacts discretely. The absorption or 

measurement of energy is made in discrete 'equal size sips'(energy quanta). 
3. Before manifestation of energy (when an amount E is absorbed or emitted) there is an 

accumulation of energy that occurs over a duration of time t . 
4. The absorption of energy is proportional to frequency, E h   (The Quantization of 

Energy Hypothesis). 
5. There exists a time-dependent local representation of energy, 0( ) tE t E e , where 0E  is the 

intensity of radiation and  is the frequency of radiation. [Ragazas 2011a] 
6. The energy measured E  vs. t is linear with slope kT for constant temperature T . 
7. The time t required for an accumulation of energy h  to occur at temperature T is given 

by ht
kT

  .  
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4. The absorption of energy is proportional to frequency, E h   (The Quantization of 

Energy Hypothesis). 
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4. Prime physis eta and the derivation of Basic Law [Ragazas 2010d] 

In our derivation of Planck's Formula the quantity  played a prominent role. In this 
derivation   is the time-integral of energy. We consider this quantity   as prime physis, and 
define in terms of it other physical quantities. And thus mathematically derive Basic Law. 
Planck's constant h  is such a quantity , measured in units of energy-time. But whereas h is 
a constant,   is a variable in our formulation.  
Definitions: For fixed  0,t0x and along the x-axis for simplicity,  

Prime physis:  = eta (energy-time-action) 

 Energy:    E
t





 (7) 

 Momentum:  xp
x





 (8) 

 Force:   
2

xF
x t



 

                   (9) 

 
Note that the quantity eta is undefined. But it can be thought as 'energy-time-action' in units 
of energy-time. Eta is both action as well as accumulation of energy. We make only the 
following assumption about  . 
Identity of Eta Principle: For the same physical process, the quantity   is one and the same.  
Note: This Principle is somewhat analogous to a physical system being described by the wave 
function. Hayrani Öz has also used originally and consequentially similar ideas in [Öz 2002, 
2005, 2008, 2010].  

4.1 Mathematical derivation of Basic Law  
Using the above definitions, and known mathematical theorems, we are able to derive the 
following Basic Law of Physics: 

 Planck's Law, 0 1h kT
hE

e 





, is a mathematical truism (Section 3.0) 

 The Quantization of Energy Hypothesis, E nh     (Section 3.0) 
 Conservation of Energy and Momentum. The gradient of  ,t x  is 

, ,xp E
x t
   

  
 


. Since all gradient vector fields are conservative, we have the 

Conservation of Energy and Momentum.  
 Newton's Second law of Motion. The second Law of motion states that F ma . From 

definition (9) above we have,  

 
2 2

xpF mv ma
x t t x t t
    

    
     

, since xp mv . 
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 Energy-momentum Equivalence. From the definition of energy E
t





 and of momentum 

xp
x





 we have that, 
0

( )
t

t

E u du    and  
0

( )
x

x
x

p u du   . 

Using the Identity of Eta Principle, the quantity   in these is one and the same. 

Therefore, 
0 0

( ) ( )
t x

x
t x

E u du p u du  . Differentiating with respect to t, we obtain, 

( ) ( )x
dxE t p x
dt

    or more simply, xE p v  (energy-momentum equivalence) 

 Schroedinger Equation: Once the extraneous constants are striped from Schroedinger's 

equation, this in essence can be written as H
t
 




 , where   is the wave function , 

H is the energy operator, and H  is the energy at any  ,tx . The definition (7) of energy 

E
t




 given above is for a fixed  0,t0x . Comparing these we see that whereas our 

definition of energy is for fixed  0,t0x , Schroedinger equation is for any  ,tx . But 
otherwise the two equations have the same form and so express the same underlying 
idea. Now (7) defines energy in terms of the more primary quantity   (which can be 
viewed as accumulation of energy or action) and so we can view Schroedinger Equation as 
in essence defining the energy of the system at any  ,tx  while the wave function  can 

be understood to express the accumulation of energy at any  ,tx . This suggests that the 
wave function   is the same as the quantity . We have the following interesting 
interpretation of the wave function.  

 The wave function gives the distribution of the accumulation of energy of the system. 

 Uncertainty Principle: Since E   , for 1t


    (a 'wavelength') we have 

1E t h 


       . Or equivalently, for 1
av

E
E


 , we again have E t h    , since 

h  is the minimal eta that can be manifested. Note that since 
av

E t
E


   (Characteristic 5), we 

have 1
av

E
E


  if and only if 1t


  .  Since avE kT and entropy is defined as ES
T


  , 

we have that 
 E t h     if and only if  S k  .  
 Planck's Law and Boltzmann's Entropy Equation Equivalence: 

Starting with our Planck's Law formulation,  0 1avE E
EE

e





  in (3) above  and re-writing this 

equivalently we have, 
0 0

1avE E E Ee
E E

 
    and so,

0
ln

av

E E
E E

 
  

 
. Using the definition of 
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thermodynamic entropy we get ES
T


   = 
av

Ek
E

  = 

0
ln Ek

E
 

  
 

 . If ( )t represents the 

number of microstates of the system at time t, then ( ) ( )E t A t  , for some constant A . Thus, 
we get  Boltzmann's Entropy Equation, lnS k   . 

Conversely, starting with Boltzmann's Entropy Equation, 
0

lnS k
 

   
 

 
0

ln Ek
E

 
  

 
. 

Since ES
T


   we can rewrite this equivalently as 
0

ln
av

E E
E E

 
  

 
 and so 

0 0
1avE E E Ee

E E
 

   . From this we have, Planck's Law, 0 1avE E
EE

e





 in (3) above. 

 Entropy-Time Relationship: S k t     where   is the rate of evolution of the system and 

t  is the time duration of evolution, since avE
t





 and E   . 

 The Fundamental Thermodynamic Relation: It is a well known fact that the internal energy 
U, entropy S , temperature T, pressure P  and volume V of a system are related by the 
equation dU TdS PdV  . By using increments rather than differentials, and using the 
fact that work performed by the system is given by W PdV  this can be re-written as 

U WS
T T
 

   . All the terms in this equation are various entropy quantities. The 

fundamental thermodynamic relation can be interpreted thus as saying, “the total change 
of entropy of a system equals the sum of the change in the internal (unmanifested) plus the 
change in the external (manifested) entropy of the system”. Considering the entropy-time 
relationship above, this can be rephrased more intuitively as saying “the total lapsed time 
for a physical process equals the time for the 'accumulation of energy' plus the time for the 
'manifestation of energy' for the process”. This relationship along with The Second Law of 
Thermodynamics establish a duration of time over which there is accumulation of energy 
before manifestation of energy – one of our main results in this Chapter and a premise to 
our explanation of the double-slit experiment. [Ragazas 2010j] 

5. The temperature of radiation [Ragazas 2010g] 
Consider the energy ( )E t  at a fixed point at time t . We define the temperature of radiation to 

be given by 1



 
    
 

T T   where   is a scalar constant. Though in defining temperature  

this way the accumulation of energy   can be any value, when considering a temperature scale 
 is fixed and used as a standard for measurement. To distinguish temperature and temperature 
scale we will use T and T  respectively. We assume that temperature is characterized by the 
following property: 
Characterization of temperature: For a fixed  , the temperature is inversely proportional to the 
duration of time for an accumulation of energy  to occur. 
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Thus if temperature is twice as high, the accumulation of energy will be twice as fast, and 
visa-versa. This characterization of temperature agrees well with our physical sense of 
temperature. It is also in agreement with temperature as being the average kinetic energy of 
the motion of molecules.  

For fixed , we can define 1



 
   
 

T , which will be unique up to an arbitrary scalar  

constant . Conversely, for a given T as characterized above, we will have 1


 T , where 

 is a proportionality constant. By setting 


  we get 1



 
    
 

T T . We have the 

following temperature-eta correspondence: 

Temperature-eta Correspondence: Given , we have 1



 
   
 

T  ,  where   is some arbitrary scalar 

constant. Conversely, given T we have 1



 
    
 

T T  ,  for some fixed   and arbitrary scalar 

constant  . Any temperature scale. therefore, will have some fixed  and arbitrary scalar constant 
  associated with it. 

6. The meaning and existence of Planck's constant h [Ragazas 2010c] 
Planck's constant h is a fundamental universal constant of Physics. And although we can 
experimentally determine its value to great precision, the reason for its existence and what it 
really means is still a mystery. Quantum Mechanics has adapted it in its mathematical 
formalism. But QM does not explain the meaning of h or prove why it must exist. Why does 
the Universe need h and energy quanta? Why does the mathematical formalism of QM so 
accurately reflect physical phenomena and predict these with great precision? Ask any 
physicists and uniformly the answer is "that's how the Universe works".  The units of h are 
in energy-time and the conventional interpretation of h is as a quantum of action. We interpret 
h as the minimal accumulation of energy that can be manifested. Certainly the units of h agree 
with such interpretation. Based on our results above we provide an explanation for the 
existence of Planck's constant -- what it means and how it comes about. We show that the 
existence of Planck's constant is not necessary for the Universe to exist but rather h exists by 
Mathematical necessity and inner consistency of our system of measurements.  
Using eta we defined in Section 5.0 above the temperature of radiation as being proportional to 
the ratio of eta/time. To obtain a temperature scale, however, we need to fix eta as a standard 
for measurement. We show below that the fixed eta that determines the Kelvin temperature 
scale is Planck's constant h. 
In The Interaction of Measurement [Ragazas 2010h] we argue that direct measurement of a 
physical quantity ( )E t  involves a physical interaction between the source and the sensor. For 
measurement to occur an interval of time t must have lapsed and an incremental amount 

E of the quantity will be absorbed by the sensor. This happens when there is an equilibrium 
between the source and the sensor. At equilibrium, the 'average quantity Eav from the source' 
will equal to the 'average quantity avE at the sensor'. Nothing in our observable World can exist 
without time, when the entity 'is' in equilibrium with its environment and its 'presence' can be 
observed and measured. Furthermore as we showed above in Section 3.0 the interaction of 
measurement is described by Planck's Formula.   
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From the mathematical equivalence (5) above we see that   can be any value and 

1e  


T  will be invariant and will continue to equal to 0E .  We can in essence (Fig. 3) 

'reduce' the formula 0
1

E
e  




T  by reducing the value of   and so the value of 

avE  T  will correspondingly adjust, and visa versa. Thus we see that   and T  go hand-

in-hand to maintain 0
1

E
e  




T  invariant. And though the mathematical equivalence (5)  

above allows these values to be anything, the calibrations of these quantities in Physics 
require their value to be specific. Thus, for h   (Planck's constant) and k   (Boltzmann's 
constant), we get T T  (Kelvin temperature) (see Fig. 3). Or, conversely, if we start with 

T T and set the arbitrary constant k  , then this will force h  . Thus we see that 
Planck's constant h , Boltzmann's constant k , and Kelvin temperature T are so defined and 
calibrated to fit Planck's Formula. Simply stated, when h  , h TT .       
 

     

Fig. 3. 0
1 1

EE E Eave e


  


 


 

T
, E   , Eav   T  , 1 

  
   
 

T , ( ) 0
tE t E e   

Conclusion: Physical theory provides a conceptual lens through which we 'see' the world. And based 
on this theoretical framework we get a measurement methodology. Planck's constant h is just that 
'theoretical focal point' beyond which we cannot 'see' the world through our theoretical lens. Planck's 
constant h is the minimal eta that can be 'seen' in our measurements. Kelvin temperature scale 
requires the measurement standard eta to be h.  
Planck's Formula is a mathematical identity that describes the interaction of measurement. It is 
invariant with time, accumulation of energy or amount of energy absorbed. Planck's constant exists 
because of the time-invariance of this mathematical identity. The calibration of Boltzmann's constant 
k  and Kelvin temperature T , with kT  being the average energy, determine the specific value of 
Planck's constant h . 

7. Entropy and the second law of thermodynamics [Ragazas 2010b] 

The quantity 
av

E
E
  that appears in our Planck's Law formulation (3) is 'additive over time'. This 

is so because under the assumption that Planck's Formula is exact we have that 
av

E t
E


  , by 
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Characterization 4. Interestingly, this quantity is essentially thermodynamic entropy, since 

avE kT , and so ES k t
T


    . Thus entropy is additive over time. Since   can be thought 

as the evolution rate of the system (both positive or negative), entropy is a measure of the 
amount of evolution of the system over a duration of time t . Such connection between 
entropy as amount of evolution and time makes eminent intuitive sense, since time is generally 
thought in terms of change. But, of course, this is physical time and not some mathematical 
abstract parameter as in spacetime continuum. 
Note that in the above, entropy can be both positive or negative depending on the evolution 
rate  . That the duration of time t  is positive, we argue, is postulated by The Second Law of 
Thermodynamics. It is amazing that the most fundamental of all physical quantities time has 
no fundamental Basic Law pertaining to its nature. We argue the Basic Law pertaining to time 
is The Second Law of Thermodynamics. Thus, a more revealing rewording of this Law should 
state that all physical processes take some positive duration of time to occur. Nothing happens 
instantaneously. Physical time is really duration t (or dt) and not instantiation t s .  

8. The photoelectric effect without photons [Ragazas 2010k] 
Photoelectric emission has typically been characterized by the following experimental facts 
(some of which can be disputed, as noted): 
1. For a given metal surface and frequency of incident radiation, the rate at which 

photoelectrons are emitted (the photoelectric current) is directly proportional to the 
intensity of the incident light.  

2. The energy of the emitted photoelectron is independent of the intensity of the incident 
light but depends on the frequency of the incident light.  

3. For a given metal, there exists a certain minimum frequency of incident radiation below 
which no photoelectrons are emitted. This frequency is called the threshold frequency. 
(see below) 

4. The time lag between the incidence of radiation and the emission of photoelectrons is 
very small, less than 10-9 second.  

Explanation of the Photoelectric Effect without the Photon Hypothesis: Let   be the rate of 
radiation of an incident light on a metal surface and let   be the rate of absorption of this 
radiation by the metal surface. The combined rate locally at the surface will then be   . 
The radiation energy at a point on the surface can be represented by  

0( ) tE t E e   , where 
0E  is the intensity of radiation of the incident light. If we let   be the accumulation of energy 

locally at the surface over a time pulse  , then by Characterization 1 we'll have that 
 E      . If we let Planck's constant h  be the accumulation of energy for an electron, the 

number of electrons en  over the pulse of time   will then be en
h


   and the energy of an 

electron eE  will be given by 

  e
e

EE h
n

 
     (10) 

Since  
 

 0 00

1u eE e du E
    
 


  

   
  

 , we get the photoelectric current I , 
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The absorption rate   is a characteristic of the metal surface, while the pulse of time   is 

assumed to be constant for fixed experimental conditions. The quantity 
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equation (10) would then be constant.  
Combining the above and using (10) and (11) we have The Photoelectric Effect: 
1. For incident light of fixed frequency   and fixed metal surface, the photoelectric 

current I is proportional to the intensity 0E  of the incident light. (by  (11) above) 
2. The energy eE  of a photoelectron depends only on the frequency  and not on the 

intensity 0E  of the incident light. It is given by the equation  eE h      where h  is 
Planck's constant and the absorption rate   is a property of the metal surface. (by (10) 
above) 

3. If eE  is taken to be the kinetic energy of a photoelectron, then for incident light with 
frequency   less than the 'threshold frequency'   the kinetic energy of a photoelectron 
would be negative and so there will be no photoelectric current. (by (10) above) (see 
Note below) 

4. The photoelectric current is almost instantaneous ( 910  sec. ), since for a single 

photoelectron we have that 910  sec.ht
kT

    by Conclusion 7 Section 3. 

Note: Many experiments since the classic 1916 experiments of Millikan have shown that 
there is photoelectric current even for frequencies below the threshold, contrary to the 
explanation by Einstein. In fact, the original experimental data of Millikan show an 
asymptotic behavior of the (photocurrent) vs (voltage) curves along the energy axis with no 
clear 'threshold frequency'. The photoelectric equations (10) and (11) we derived above 
agree with these experimental anomalies, however.  
In an article Richard Keesing of York University, UK , states, 

I noticed that a reverse photo-current existed …   and try as I might I could not get rid of it.  
My first disquieting observation with the new tube was that the I/V curves had high energy tails 
on them and always approached the voltage axis asymptotically. I had been brought up to believe 
that the current would show a well defined cut off, however my curves just refused to do so. 
Several years later I was demonstrating in our first year lab here and found that the apparatus 
we had for measuring Planck's constant had similar problems. 
After considerable soul searching it suddenly occurred on me that there was something wrong 
with the theory of the photoelectric effect … [Keesing 2001] 

In the same article, taking the original experimental data from the 1916 experiments by 
Millikan, Prof. Keesing plots the graphs in Fig. 4. 
In what follows, we analyze the asymptotic behavior of equation (11) by using a function of 
the same form as (11). 
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Note: We use d since some graphs typically are shifted up a little for clarity. 
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Fig. 4. 

The graphs in Fig. 5 match the above experimental data to various graphs (in red) of 
equation (12) 
 

    
       A=0.13 b=1.98 c=5.95 d=0,07       A=0.09 b=2.07 c=4.88 d=0.09       A=0.05 b=1.41 c=3.04 d=0.18 
                           (a)                                          (b)                                           (c) 

Fig. 5. 

The above graphs (Fig. 5) seem to suggest that Eq. (11) agrees well with the experimental 
data showing the asymptotic behavior of the (photocurrent) v (energy) curves. But more 
systematic experimental work is needed. 

9. Meaning and derivation of the De Broglie equations [Ragazas 2011a] 

Consider 0 0 0( , ) ( , )x t x t  . We can write 
0



  = %-change of  = 'cycle of change'. For 

corresponding x  and t we can write, 
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Taking limits and letting 0 h   (Planck's constant being the minimal   that can be 
measured) we get the de Broglie equations: 
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Note: Since %-change in  can be both positive or negative,  and  can be both positive or negative.  

10. The 'exponential of energy' 0( ) tE t E e  [Ragazas 2010i, 2011a] 

From Section 9.0 above we have that  equals "%-change of   per unit of time". If we 
consider continuous change, we can express this as 0

te  . Differentiating with respect to t 

we have, 0( ) tE t e
t

  
 


 and 0 0E   . Thus, 0( ) tE t E e  

11. Proposition: "If the speed of light is constant, then light is a wave" 
[Ragazas 2011b] 
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Since 'mixed partials are equal', these equations combine to give us, 
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 ,  the wave equation in one dimension 

Thus, for the speed of light to be constant the 'propagation of light'   must be a solution to 
the wave equation.  q.e.d 

12. The double-slit experiment [Ragazas 2011a] 
The 'double-slit experiment' (where a beam of light passes through two narrow parallel slits 
and projects onto a screen an interference pattern) was originally used by Thomas Young in 
1803, and latter by others, to demonstrate the wave nature of light. This experiment later 
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came in direct conflict, however, with Einstein's Photon Hypothesis explanation of the 
Photoelectric Effect which establishes the particle nature of light. Reconciling these logically 
antithetical views has been a major challenge for physicists. The double-slit experiment 
embodies this quintessential mystery of Quantum Mechanics. 
 

 
Fig. 6.  

There are many variations and strained explanations of this simple experiment and new 
methods to prove or disprove its implications to Physics. But the 1989 Tonomura 'single 
electron emissions' experiment provides the clearest expression of this wave-particle 
enigma. In this experiment single emissions of electrons go through a simulated double-slit 
barrier and are recorded at a detection screen as 'points of light' that over time randomly fill 
in an interference pattern. The picture frames in Fig. 6 illustrate these experimental results. 
We will use these results in explaining the double-slit experiment. 

12.1 Plausible explanation of the double-slit experiment 
The basic logical components of this double-slit experiment are the 'emission of an electron at 
the source' and the subsequent 'detection of an electron at the screen'. It is commonly 
assumed that these two events are directly connected. The electron emitted at the source is 
assumed to be the same electron as the electron detected at the screen. We take the view that 
this may not be so. Though the two events (emission and detection) are related, they may 
not be directly connected. That is to say, there may not be a 'trajectory' that directly connects 
the electron emitted with the electron detected. And though many explanations in Quantum 
Mechanics do not seek to trace out a trajectory, nonetheless in these interpretations the 
detected electron is tacitly assumed to be the same as the emitted electron. This we believe is 
the source of the dilemma. We further adapt the view that while energy propagates 
continuously as a wave, the measurement and manifestation of energy is made in discrete 
units (equal size sips). This view is supported by all our results presented in this Chapter. 
And just as we would never characterize the nature of a vast ocean as consisting of discrete 
'bucketfuls of water' because that's how we draw the water from the ocean, similarly we 
should not conclude that energy consists of discrete energy quanta simply because that's 
how energy is absorbed in our measurements of it. 
The 'light burst' at the detection screen in the Tonomura double-slit experiment may not 
signify the arrival of "the" electron emitted from the source and going through one or the 
other of the two slits as a particle strikes the screen as a 'point of light'. The 'firing of an 
electron' at the source and the 'detection of an electron' at the screen are two separate events. 
What we have at the detection screen is a separate event of a light burst at some point on the 
screen, having absorbed enough energy to cause it to 'pop' (like popcorn at seemingly 
random manner once a seed has absorbed enough heat energy). The parts of the detection 
screen that over time are illuminated more by energy will of course show more 'popping'. 
The emission of an electron at the source is a separate event from the detection of a light 
burst at the screen. Though these events are connected they are not directly connected. 
There is no trajectory that connects these two electrons as being one and the same. The 
electron 'emitted' is not the same electron 'detected'. 
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What is emitted as an electron is a burst of energy which propagates continuously as a wave 
and going through both slits illuminates the detection screen in the typical interference 
pattern. This interference pattern is clearly visible when a large beam of energy illuminates 
the detection screen all at once. If we systematically lower the intensity of such electron 
beam the intensity of the illuminated interference pattern also correspondingly fades. For 
small bursts of energy, the interference pattern illuminated on the screen may be 
undetectable as a whole. However, when at a point on the screen local equilibrium occurs, we 
get a 'light burst' that in effect discharges the screen of an amount of energy equal to the 
energy burst that illuminated the screen. These points of discharge will be more likely to 
occur at those areas on the screen where the illumination is greatest. Over time we would 
get these dots of light filling the screen in the interference pattern. 
We have a 'reciprocal relation' between 'energy' and 'time'. Thus, 'lowering energy intensity' 
while 'increasing time duration' is equivalent to 'increasing energy intensity' and 'lowering 
time duration'. But the resulting phenomenon is the same: the interference pattern we observe. 
This explanation of the double-slit experiment is logically consistent with the 'probability 
distribution' interpretation of Quantum Mechanics. The view we have of energy 
propagating continuously as a wave while manifesting locally in discrete units (equal size 
sips) when local equilibrium occurs, helps resolve the wave-particle dilemma.  

12.2 Explanation summary  
The argument presented above rests on the following ideas. These are consistent with all our 
results presented in this Chapter. 
1. The 'electron emitted' is not be the same as the 'electron detected'.  
2. Energy 'propagates continuously' but 'interacts discretely' when equilibrium occurs 
3. We have 'accumulation of energy' before 'manifestation of energy'.  
Our thinking and reasoning are also guided by the following attitude of physical realism: 
a. Changing our detection devices while keeping the experimental setup the same can 

reveal something 'more' of the examined phenomenon but not something 
'contradictory'.  

b. If changing our detection devices reveals something 'contradictory', this is due to the 
detection device design and not to a change in the physics of the phenomenon examined.  

Thus, using physical realism we argue that if we keep the experimental apparatus constant 
but only replace our 'detection devices' and as a consequence we detect something 
contradictory, the physics of the double slit experiment does not change. The experimental 
behavior has not changed, just the display of this behavior by our detection device has 
changed. The 'source' of the beam has not changed. The effect of the double slit barrier on 
that beam has not changed. So if our detector is now telling us that we are detecting 
'particles' whereas before using other detector devices we were detecting 'waves', physical 
realism should tell us that this is entirely due to the change in our methods of detection. For 
the same input, our instruments may be so designed to produce different outputs.  

13. Conclusion 
In this Chapter we have sought to present a thumbnail sketch of a world without quanta. We 
started at the very foundations of Modern Physics with a simple and continuous 
mathematical derivation of Planck's Law. We demonstrated that Planck's Law is an exact 
mathematical identity that describes the interaction of energy. This fact alone explains why 
Planck's Law fits so exceptionally well the experimental data. 
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Using our derivation of Planck's Law as a Rosetta Stone (linking Mechanics, Quantum 
Mechanics and Thermodynamics) we considered the quantity eta that naturally appears in 
our derivation as prime physis. Planck's constant h is such a quantity. Energy can be defined 
as the time-rate of eta while momentum as the space-rate of eta. Other physical quantities 
can likewise be defined in terms of eta. Laws of Physics can and must be mathematically 
derived and not physically posited as Universal Laws chiseled into cosmic dust by the hand 
of God.  
We postulated the Identity of Eta Principle, derived the Conservation of Energy  
and Momentum, derived Newton's Second Law of Motion, established the intimate 
connection between entropy and time, interpreted Schoedinger's equation and suggested 
that the wave-function ψ is in fact prime physis η. We showed that The Second Law of 
Thermodynamics pertains to time (and not entropy, which can be both positive and 
negative) and should be reworded to state that 'all physical processes take some positive duration 
of time to occur'. We also showed the unexpected mathematical equivalence between Planck's 
Law and Boltzmann's Entropy Equation and proved that "if the speed of light is a constant, then 
light is a wave". 

14. Appendix: Mathematical derivations 
The proofs to many of the derivations below are too simple and are omitted for brevity. But 
the propositions are listed for purposes of reference and completeness of exposition. 
Notation. We will consistently use the following notation throughout this APPENDIX: 
 ( )E t  is a real-valued function of the real-variable t  
 t t s    is an 'interval of t'  
 ( ) ( )E E t E s    is the 'change of E' 

 ( )
t

s

P E u du    is the 'accumulation of E' 

 1 ( )
t

av
s

E E E u du
t s

 
    is the 'average of E ' 

 xD  indicates 'differentiation with respect to x '  
 r  is a constant, often an 'exponential rate of growth' 

14.1 Part I: Exponential functions 
We will use the following characterization of exponential functions without proof: 
Basic Characterization: 0( ) rtE t E e  if and only if  tD E rE  

Characterization 1:  0( ) rtE t E e if and only if  E Pr   

Proof: Assume that 0( ) rtE t E e . We have that     0 0
rt rsE E t E s E e E e     , 

while 0 0 0
1t

ru rt rs

s

EP E e du E e E e
r r

      . Therefore E Pr  . 

Assume next that E Pr  . Differentiating with respect to t,  t tD E rD P rE  .  

Therefore by the Basic Characterization, 0( ) rtE t E e .  q.e.d 
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'particles' whereas before using other detector devices we were detecting 'waves', physical 
realism should tell us that this is entirely due to the change in our methods of detection. For 
the same input, our instruments may be so designed to produce different outputs.  

13. Conclusion 
In this Chapter we have sought to present a thumbnail sketch of a world without quanta. We 
started at the very foundations of Modern Physics with a simple and continuous 
mathematical derivation of Planck's Law. We demonstrated that Planck's Law is an exact 
mathematical identity that describes the interaction of energy. This fact alone explains why 
Planck's Law fits so exceptionally well the experimental data. 
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Using our derivation of Planck's Law as a Rosetta Stone (linking Mechanics, Quantum 
Mechanics and Thermodynamics) we considered the quantity eta that naturally appears in 
our derivation as prime physis. Planck's constant h is such a quantity. Energy can be defined 
as the time-rate of eta while momentum as the space-rate of eta. Other physical quantities 
can likewise be defined in terms of eta. Laws of Physics can and must be mathematically 
derived and not physically posited as Universal Laws chiseled into cosmic dust by the hand 
of God.  
We postulated the Identity of Eta Principle, derived the Conservation of Energy  
and Momentum, derived Newton's Second Law of Motion, established the intimate 
connection between entropy and time, interpreted Schoedinger's equation and suggested 
that the wave-function ψ is in fact prime physis η. We showed that The Second Law of 
Thermodynamics pertains to time (and not entropy, which can be both positive and 
negative) and should be reworded to state that 'all physical processes take some positive duration 
of time to occur'. We also showed the unexpected mathematical equivalence between Planck's 
Law and Boltzmann's Entropy Equation and proved that "if the speed of light is a constant, then 
light is a wave". 

14. Appendix: Mathematical derivations 
The proofs to many of the derivations below are too simple and are omitted for brevity. But 
the propositions are listed for purposes of reference and completeness of exposition. 
Notation. We will consistently use the following notation throughout this APPENDIX: 
 ( )E t  is a real-valued function of the real-variable t  
 t t s    is an 'interval of t'  
 ( ) ( )E E t E s    is the 'change of E' 

 ( )
t

s

P E u du    is the 'accumulation of E' 

 1 ( )
t

av
s

E E E u du
t s

 
    is the 'average of E ' 

 xD  indicates 'differentiation with respect to x '  
 r  is a constant, often an 'exponential rate of growth' 

14.1 Part I: Exponential functions 
We will use the following characterization of exponential functions without proof: 
Basic Characterization: 0( ) rtE t E e  if and only if  tD E rE  

Characterization 1:  0( ) rtE t E e if and only if  E Pr   

Proof: Assume that 0( ) rtE t E e . We have that     0 0
rt rsE E t E s E e E e     , 

while 0 0 0
1t

ru rt rs

s

EP E e du E e E e
r r

      . Therefore E Pr  . 

Assume next that E Pr  . Differentiating with respect to t,  t tD E rD P rE  .  

Therefore by the Basic Characterization, 0( ) rtE t E e .  q.e.d 
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Theorem 1: 0( ) rtE t E e if and only if  
1r t

Pr
e  

  is invariant with respect to t 

Proof: Assume that 0( ) rtE t E e . Then we have, for fixed s, 

 ( ) ( )0 0
0

( )1 1
t rs

r t s r t sru rt rs

s

E E e E sP E e du e e e e
r r r

              

and from this we get that ( )
1r t

Pr E s
e  


= constant. Assume next that 

1r t
Pr C

e  


 is constant 

with respect to t, for fixed s.  

Therefore, 
 2

( ) 1
0

1 1

r t r t

t r t r t

rE t e rP rePrD
e e

 

 

               
 and so, ( )

1
r t r t

r t
PrE t e C e

e
 


     

 

where C  is constant.  Letting t s  we get ( )E s C . We can rewrite this as 
( )

0( ) ( ) r t s rtE t E s e E e  .   q.e.d 
From the above, we have 

Characterization 2: 0( ) rtE t E e  if and only if  ( ) ( )
1r t s

Pr E s
e  


 

Clearly by definition of avE , 
av

Prr t
E

  . We can write 
1r t

Pr
e  

 equivalently as 
1avPr E

Pr
e 

 in 

the above. Theorem 1 above can therefore be restated as, 

Theorem 1a: 0( ) rtE t E e   if and only if 
1avPr E

Pr
e 

  is invariant with  t 

The above Characterization 2  can then be restated as 

Characterization 2a: 0( ) rtE t E e  if and only if   ( )
1avPr E

Pr E s
e




. 

But if  ( )
1avPr E

Pr E s
e




, then by Characterization 2a , 0( ) rtE t E e . Then, by Characterization 1, 

we must have that E Pr  . And so we can write equivalently ( )
1avE E

E E s
e





. We have 

the following equivalence, 

Characterization 3: 0( ) rtE t E e  if and only if   ( )
1avE E

E E s
e





 

As we've seen above, it is always true that 
av

Pr r t
E

  . But for exponential functions ( )E t we 

also have that E Pr  . So, for exponential functions we have the following. 

Characterization 4: 0( ) rtE t E e    if and only if     
av

E r t
E


   

14.2 Part II: Integrable functions 
We next consider that ( )E t is any function. In this case, we have the following. 
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Theorem 2:   a) For any differentiable function ( )E t ,  lim ( )
1avE Et s

E E s
e





 

      b) For any integrable function ( )E t ,     lim ( )
1r tt s

Pr E s
e 




 

Proof:  Since 0
01avE E

E
e





 and 

0
01r t

Pr
e  


 as t s , we apply L’Hopital’s Rule. 

2

( )lim lim
( )1

t
E Et s t s E E t t

D E tE
D E t E D E Ee e

E

  




       
 

 

2 ( )lim
( )

t
E Et s

t t

E D E t
e D E t E D E E




      
( )E s    

since 0E   and ( )E E s  as t s . 

Likewise, we have ( )lim lim ( )
1r t r tt s t s

Pr E s r E s
e e r  

 
 

.   q.e.d. 

Corollary A: 
1E E

E
e




  is invariant with  t  if and only if   ( )

1E E
EE s

e





 

Proof: Using Theorem 2  we have lim ( )
1avE Et s

E E s
e





.  Since 

1avE E
E

e



  is constant with 

respect to t, we have ( )
1avE E

EE s
e





. Conversely, if ( )

1avE E
EE s

e





, then by 

Characterization 3, 0( ) rsE s E e .  Since ( )E s  is a constant, 
1avE E

E
e




 is invariant with respect 

to t. q.e.d 

Since it is always true by definitions that 
av

Prr t
E

  , Theorem 2 can also be written as, 

Theorem 2a: For any integrable function ( )E t ,  lim ( )
1avPr Et s

Pr E s
e




 

As a direct consequence of the above, we have the following interesting and important result:  
Corollary B: ( )

1avE E
EE s

e





 and ( )
1avPr E

PrE s
e




  are independent of t , E . 

14.3 Part III: Independent proof of Characterization 3 
In the following we provide a direct and independent proof of Characterization 3 . 
We first prove the following, 

Lemma: For any E, ( )( )t
E t ED E t

t s





 and ( )( )s
E E sD E s

t s





 

Proof:  We let t t s    and  1 ( )
t

s

E E u du
t s


  .  

Differentiating with respect to t we have   ( ) ( )tt s D E t E E t    .  
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As we've seen above, it is always true that 
av

Pr r t
E
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E
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As a direct consequence of the above, we have the following interesting and important result:  
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PrE s
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  are independent of t , E . 

14.3 Part III: Independent proof of Characterization 3 
In the following we provide a direct and independent proof of Characterization 3 . 
We first prove the following, 

Lemma: For any E, ( )( )t
E t ED E t

t s





 and ( )( )s
E E sD E s
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t

s
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Rewriting, we have ( )( )t
E t ED E t

t s





. Differentiating with respect to s we have 

  ( ) ( )st s D E s E E s     . Rewriting, we have  ( )( )s
E E sD E s

t s





. q.e.d. 

Characterization 3: 0( ) rtE t E e  if and only if  ( )
1avE E

E E s
e





 

Proof: Assume that 0( ) rtE t E e . From,  

0 0
0

( )1 1
t rs

ru rt rs r t r t

s

E E e E sP E e du e e e e
r r r

                   

we get, ( )
1r t

PrE s
e 


. This can be rewritten as, ( )

1avPr E
PrE s

e



. Since E Pr  , this can 

further be written as ( )
1avE E

EE s
e





. 

Conversely, consider next a function ( )E s  satisfying 

( )
1

EE s
e





,  where 

( ) ( )

1 ( )
t

s

E E t E s
t t s

E
E

E E u du
t



  
  
  







  and t can be any real value. 

From the above, we have that  
( ) ( ) ( ) ( )1

( ) ( ) ( )
E E t E s E s E te

E s E s E s
   
    .   

Differentiating with respect to s, we get 2
( ) ( ) ( )

( )( )
s s

s
E t D E s D E se D e

E sE s
 

 
      

and so, ( )
( )

s
s

D E sD
E s

                        (A1) 

From the above Lemma  we have  

 ( )( )s
E E sD E s

t s





       (A2) 

Differentiating E
E

 
  with respect to s we get,  

 
2

( ) ( )s s
s

D E s E E D E sD
E


    

              (A3) 

and combining (A1), (A2), and (A3) we have  

   
2 2

( ) ( ) ( )( ) ( )
( )

s
s s

ED E s E E E s E E sD E s D E s Et
E s E tE E
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We can rewrite the above as follows,  

 
2

( )( ) ( ) ( )( )
( ) ( )

s s
s

E E sD E s D E s E E s ED E s
E s E E s E t E

  
    

  
   

and so,   ( ) 1
( )

sD E s E
E s t E


 


.  

Using (A1), this can be written as  

 sD
t
 


 , or as  sD t     .                 (A4) 

Differentiating (A4) above with respect to s, we get  2
s s sD D t D       .  

Therefore,  2 0sD   . Working backward, this gives sD r   = constant.  

From (A1), we then have that ( )
( )

sD E s r
E s

  and therefore  0( ) rsE s E e .   q.e.d. 
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1. Introduction

This chapter deals with the statistical thermodynamics (statistical mechanics) a modern
alternative of the classical (phenomenological) thermodynamics. Its aim is to determine
thermodynamic properties of matter from forces acting among molecules. Roots of the
discipline are in kinetic theory of gases and are connected with the names Maxwelland
Boltzmann. Father of the statistical thermodynamics is Gibbs who introduced its concepts
such as the statistical ensemble and others, that have been used up to present.
Nothing can express an importance of the statistical thermodynamics better than the words
of Richard Feynman Feynman et al. (2006), the Nobel Prize winner in physics: If, in some
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believe it is the atomic hypothesis (or the atomic fact, or whatever you wish to call it) that All things
are made of atoms – little particles that move around in perpetual motion, attracting each
other when they are a little distance apart, but repelling upon being squeezed into one
another.
In that one sentence, you will see, there is an enormous amount of information about the
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1. Introduction

This chapter deals with the statistical thermodynamics (statistical mechanics) a modern
alternative of the classical (phenomenological) thermodynamics. Its aim is to determine
thermodynamic properties of matter from forces acting among molecules. Roots of the
discipline are in kinetic theory of gases and are connected with the names Maxwelland
Boltzmann. Father of the statistical thermodynamics is Gibbs who introduced its concepts
such as the statistical ensemble and others, that have been used up to present.
Nothing can express an importance of the statistical thermodynamics better than the words
of Richard Feynman Feynman et al. (2006), the Nobel Prize winner in physics: If, in some
cataclysm, all of scientific knowledge were to be destroyed, and only one sentence passed on to the next
generations of creatures, what statement would contain the most information in the fewest words? I
believe it is the atomic hypothesis (or the atomic fact, or whatever you wish to call it) that All things
are made of atoms – little particles that move around in perpetual motion, attracting each
other when they are a little distance apart, but repelling upon being squeezed into one
another.
In that one sentence, you will see, there is an enormous amount of information about the
world, if just a little imagination and thinking are applied.
The chapter is organized as follows. Next section contains axioms of the phenomenological
thermodynamics. Basic concepts and axioms of the statistical thermodynamics and relations
between the partition function and thermodynamic quantities are in Section 3. Section 4 deals
with the ideal gas and Section 5 with the ideal crystal. Intermolecular forces are discussed in
Section 6. Section 7 is devoted to the virial expansion and Section 8 to the theories of dense
gases and liquids. The final section comments axioms of phenomenological thermodynamics
in the light of the statistical thermodynamics.

2. Principles of phenomenological thermodynamics

The phenomenological thermodynamics or simply thermodynamics is a discipline that deals
with the thermodynamic system, a macroscopic part of the world. The thermodynamic
state of system is given by a limited number of thermodynamic variables. In the
simplest case of one-component, one-phase system it is for example volume of the
system, amount of substance (e.g. in moles) and temperature. Thermodynamics studies
changes of thermodynamic quantities such as pressure, internal energy, entropy, e.t.c. with
thermodynamic variables.
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2 Will-be-set-by-IN-TECH

The phenomenological thermodynamics is based on six axioms (or postulates if you wish to
call them), four of them are called the laws of thermodynamics:

• Axiom of existence of the thermodynamic equilibrium
For thermodynamic system at unchained external conditions there exists a state of the
thermodynamic equilibrium in which its macroscopic parameters remain constant in time.
The thermodynamic system at unchained external conditions always reaches the state of
the thermodynamic equilibrium.

• Axiom of additivity
Energy of the thermodynamic system is a sum of energies of its macroscopic parts. This
axiom allows to define extensive and intensive thermodynamic quantities.

• The zeroth law of thermodynamics
When two systems are in the thermal equilibrium, i.e. no heat flows from one system to
the other during their thermal contact, then both systems have the same temperature as
an intensive thermodynamic parameter. If system A has the same temperature as system
B and system B has the same temperature as system C, then system A also has the same
temperature as system C (temperature is transitive).

• The first law of thermodynamics
There is a function of state called internal energy U. For its total differential dU we write

dU = d̄W +d̄Q , (1)

where the symbolsd̄Q andd̄W are not total differentials but represent infinitesimal values
of heat Q and work W supplied to the system.

• The second law of thermodynamics
There is a function of state called entropy S. For its total differential dS we write

dS =
d̄Q
T

, [reversible process] , (2)

dS >
d̄Q
T

, [irreversible process] . (3)

• The third law of thermodynamics
At temperature of 0 K, entropy of a pure substance in its most stable crystalline form is
zero

lim
T→0

S = 0 . (4)

This postulate supplements the second law of thermodynamics by defining a natural
referential value of entropy. The third law of thermodynamics implies that temperature
of 0 K cannot be attained by any process with a finite number of steps.

Phenomenological thermodynamics using its axioms radically reduces an amount of
experimental effort necessary for a determination of the values of thermodynamic quantities.
For example enthalpy or entropy of a pure fluid need not be measured at each temperature
and pressure but they can be calculated from an equation of state and a temperature
dependence of the isobaric heat capacity of ideal gas. However, empirical constants in an
equation of state and in the heat capacity must be obtained experimentally.
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3. Principles of statistical thermodynamics

3.1 Basic concepts
The statistical thermodynamics considers thermodynamic system as an assembly of a very
large number (of the order of 1023) of mutually interacting particles (usually molecules). It
uses the following concepts:

• Microscopic state of system
The microscopic state of thermodynamic system is given by positions and velocities of all
particles in the language of the Newton mechanics, or by the quantum states of the system
in the language of quantum mechanics. There is a huge number of microscopic states that
correspond to a given thermodynamic (macroscopic) state of the system.

• Statistical ensemble
Statistical ensemble is a collection of all systems that are in the same thermodynamic state
but in the different microscopic states.

• Microcanonical ensemble or NVE ensemble is a collection of all systems at a given
number of particles N, volume V and energy E.

• Canonical ensemble or NVT ensemble is a collection of all systems at a given number of
particles N, volume V and temperature T.
There is a number of ensembles, e.g. the grandcanonical (μVT) or isothermal isobaric
(NPT) that will not be considered in this work.

• Time average of thermodynamic quantity
The time average Xτ of a thermodynamic quantity X is given by

Xτ =
1
τ

∫ τ

0
X(t)dt , (5)

where X(t) is a value of X at time t and, τ is a time interval of a measurement.

• Ensemble average of thermodynamic quantity
The ensemble average Xs of a thermodynamic quantity X is given by

Xs = ∑
i

PiXi , (6)

where Xi is a value in the quantum state i, and Pi is the probability of the quantum state.

3.2 Axioms of the statistical thermodynamics
The statistical thermodynamics is bases on two axioms:
Axiom on equivalence of average values
It is postulated that the time average of thermodynamic quantity X is equivalent to its
ensemble average

Xτ = Xs . (7)

Axiom on probability
Probability Pi of a quantum state i is only a function of energy of the quantum state, Ei,

Pi = f (Ei) . (8)
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3.3 Probability in the microcanonical and canonical ensemble
From Eq.(8) relations between the probability and energy can be derived:
Probability in the microcanonical ensemble
All the microscopic states in the microcanonical ensemble have the same energy. Therefore,

Pi =
1

W
for i = 1, 2, . . . , W , (9)

where W is a number of microscopical states (the statistical weight) of the microcanonical
ensemble.
Probability in the canonical ensemble
In the canonical ensemble it holds

Pi =
exp(−βEi)

Q
, (10)

where β =
1

kBT
, kB is the Boltzmann constant, T temperature and Q is the partition function

Q = ∑
i

exp(−βEi) , (11)

where the sum is over the microscopic states of the canonical ensemble.

3.4 The partition function and thermodynamic quantities
If the partition function is known thermodynamic quantities may be determined.
The following relations between the partition function in the canonical ensemble and
thermodynamic quantities can be derived

A = −kB T ln Q (12)

U = kBT2
(

∂ ln Q
∂T

)

V
(13)

S = kB ln Q + kB T
(

∂ ln Q
∂T

)

V
. (14)

CV =

(
∂U
∂T

)

V
= kB T2 ∂2 ln Q

∂T2 + 2kB T
(

∂ ln Q
∂T

)

V
, (15)

p = −
(

∂A
∂V

)

T
= kB T

(
∂ ln Q

∂V

)

T
, (16)

H = U + pV = kB T2
(

∂ ln Q
∂T

)

V
+ V kB T

(
∂ ln Q

∂V

)

T
, (17)

G = A + pV = −kB T ln Q + V kB T
(

∂ ln Q
∂V

)

T
, (18)

Cp =

(
∂H
∂T

)

V
= CV + VkB

∂2 ln Q
∂V∂T

. (19)

A is Helmholtz free energy, U internal energy, S entropy, CV isochoric heat capacity, p
pressure, H enthalpy, G Gibbs free energy and Cp isobaric heat capacity.
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Unfortunately, the partition function is known only for the simplest cases such as the ideal
gas (Section 4) or the ideal crystal (Section 5). In all the other cases, real gases and liquids
considered here, it can be determined only approximatively.

3.5 Probability and entropy
A relation between entropy S and probabilities Pi of quantum states of a system can be proved
in the canonical ensemble

S = −kB ∑
i

Pi ln Pi . (20)

For the microcanonical ensemble a similar relation holds

S = kB ln W , (21)

where W is a number of accessible states. This equation (with log instead of ln) is written in
the grave of Ludwig Boltzmann in Central Cemetery in Vienna, Austria.

4. Ideal gas

The ideal gas is in statistical thermodynamics modelled by a assembly of particles that do not
mutually interact. Then the energy of i-th quantum state of system, Ei, is a sum of energies of
individual particles

Ei =
N

∑
i=1

�i,j . (22)

In this way a problem of a determination of the partition function of system is dramatically
simplified. For one-component system of N molecules it holds

Q =
qN

N!
, (23)

where
q = ∑

j
exp(−β�j) (24)

is the partition function of molecule.
The partition function of molecule may be further simplified. The energy of molecule can be
approximated by a sum of the translational �trans, the rotational �rot, the vibrational �vib, and
the electronic �el contributions (subscript j in �j is omitted for simplicity of notation)

� = �0 + �trans + �rot + �vib + �el , (25)

where �0 is the zero point energy. The partition function of system then becomes a product

Q =
exp(−Nβ�0)

N!
qtransqrotqvibqel . (26)

Consequently all thermodynamic quantities of the ideal gas become sums of the
corresponding contributions. For example the Helmholtz free energy is

A = −kBT ln Q
= kBT ln N! + U0 − NkBT ln qtr − NkBT ln qrot − NkBT ln qvib − NkBT ln qel

= kBT ln N! + U0 + Atr + Arot + Avib + Ael , (27)

where U0 = N�0 and Atr, Arot, Avib, Ael are the translational, rotational, vibrational,
electronic contributions to the Helmholtz free energy, respectively.
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4.1 Translational contributions
Translational motions of a molecule are modelled by a particle in a box. For its energy a
solution of the Schrödinger equation gives

�tr =
h2

8m

(
n2

x
a2 +

n2
y

b2 +
n2

z
c2

)
, (28)

where h is the Planck constant, m mass of molecule, and a b c = V where V is volume of
system. Quantities nx, ny, nz are the quantum numbers of translation. The partition function
of translation is

qtr =

(
2πmkBT

h2

)3/2
V . (29)

Translational contribution to the Helmholtz energy is

Atr = −RT ln qtr = −RT ln
(

λ−3V
)

, (30)

where R = NkB is the gas constant and λ = h/
√

2πmkBT is the Broglie wavelength.
The remaining thermodynamic functions are as follows

Str = −
(

∂Atr

∂T

)

V
= R ln

(
λ−3V

)
+

3
2

R , (31)

ptr = −
(

∂Atr

∂V

)

T
=

RT
V

, (32)

Utr = Atr + TStr =
3
2

RT , (33)

Htr = Utr + ptrV =
5
2

RT , (34)

Gtr = Atr + ptrV = −RT ln
(

λ−3V
)
+ RT , (35)

CV,tr =

(
∂Utr

∂T

)

V
=

3
2

R , (36)

Cp,tr =

(
∂Htr

∂T

)

p
=

5
2

R . (37)

4.2 Rotational contributions
Rotations of molecule are modelled by the rigid rotator. For linear molecules there are two
independent axes of rotation, for non-linear molecules there are three.

4.2.1 Linear molecules
For the partiton function of rotation it holds

qrot =
8π I kB T

σ h2 , (38)

where σ is the symmetry number of molecule and I its moment of inertia

I =
n

∑
1

mir2
i ,
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with n a number of atoms in molecule, mi their atomic masses and ri their distances from the
center of mass. Contributions to the thermodynamic quantities are

Arot = −RT ln qrot = −RT ln
(

8π2 IkBT
σh2

)
, (39)

Srot = R ln
(

8π2 IkBT
σh2

)
+ R , (40)

prot = 0 , (41)

Urot = RT , (42)

Hrot = Urot , (43)

Grot = Frot , (44)

CV,rot = R , (45)

Cp,rot = CV,rot . (46)

4.2.2 Non-linear molecules
The partition function of rotation of a non-linear molecule is

qrot =
1
σ

(
8π2kBT

h2

)3/2

(π IA IB IC)
1/2 , (47)

where IA, IB and IC the principal moments of inertia. Contributions to the thermodynamic
quantities are

Arot = −RT ln qrot = −RT ln

[
1
σ

(
8π2kBT

h2

)3/2

(π IA IB IC)
1/2

]
, (48)

Srot = R ln

[
1
σ

(
8π2kBT

h2

)3/2

(π IA IB IC)
1/2

]
+

3
2

R , (49)

prot = 0 , (50)

Urot =
3
2

RT , (51)

Hrot = Urot , (52)

Grot = Arot , (53)

CV,rot =
3
2

R , (54)

Cp,rot = CV,rot . (55)

4.3 Vibrational contributions
Vibrations of atoms in molecule around their equilibrium states may be at not very high
temperatures approximated by harmonic oscillators.

4.3.1 Diatomic molecules
In a diatomic molecule there is only one vibrational motion. Its partition function is

qvib = [1 − exp(hν0/kBT)]−1 , (56)
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4.1 Translational contributions
Translational motions of a molecule are modelled by a particle in a box. For its energy a
solution of the Schrödinger equation gives

�tr =
h2

8m

(
n2

x
a2 +

n2
y

b2 +
n2

z
c2

)
, (28)

where h is the Planck constant, m mass of molecule, and a b c = V where V is volume of
system. Quantities nx, ny, nz are the quantum numbers of translation. The partition function
of translation is

qtr =

(
2πmkBT

h2

)3/2
V . (29)

Translational contribution to the Helmholtz energy is

Atr = −RT ln qtr = −RT ln
(

λ−3V
)

, (30)

where R = NkB is the gas constant and λ = h/
√

2πmkBT is the Broglie wavelength.
The remaining thermodynamic functions are as follows

Str = −
(

∂Atr

∂T

)

V
= R ln

(
λ−3V

)
+

3
2

R , (31)

ptr = −
(

∂Atr

∂V

)

T
=

RT
V

, (32)

Utr = Atr + TStr =
3
2

RT , (33)

Htr = Utr + ptrV =
5
2

RT , (34)

Gtr = Atr + ptrV = −RT ln
(

λ−3V
)
+ RT , (35)

CV,tr =

(
∂Utr

∂T

)

V
=

3
2

R , (36)

Cp,tr =

(
∂Htr

∂T

)

p
=

5
2

R . (37)

4.2 Rotational contributions
Rotations of molecule are modelled by the rigid rotator. For linear molecules there are two
independent axes of rotation, for non-linear molecules there are three.

4.2.1 Linear molecules
For the partiton function of rotation it holds

qrot =
8π I kB T

σ h2 , (38)

where σ is the symmetry number of molecule and I its moment of inertia

I =
n

∑
1

mir2
i ,

722 Thermodynamics – Interaction Studies – Solids, Liquids and Gases Statistical Thermodynamics 7
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where ν0 is the fundamental harmonic frequency. Vibrational contributions to thermodynamic
quantities are

Avib = −RT ln qvib = RT ln
�
1 − e−x� , (57)

Svib = R
xe−x

1 − e−x − R ln
�
1 − e−x� , (58)

pvib = 0 , (59)

Uvib = RT
xe−x

1 − e−x , (60)

Hvib = Uvib , (61)

Gvib = Avib , (62)

CV,vib = R
x2e−x

(1 − e−x)2 , (63)

Cp,vib = CV,vib , (64)

where x =
hν0
kBT

.

4.3.2 Polyatomic molecules
In n-atomic molecule there is f fundamental harmonic frequencies νi where

f =

⎧⎨
⎩

3n − 5 linear molecule

3n − 6 non-linear molecule

The partition function of vibration is

qvib =
f

∏
i=1

1
1 − exp(−hνi/kBT)

. (65)

For the thermodynamic functions of vibration we get

Avib = −RT ln qvib = RT
f

∑
i=1

ln
�
1 − e−xi

�
, (66)

Svib = R
f

∑
i=1

xie−xi

1 − e−xi
− R

f

∑
i=1

ln
�
1 − e−xi

�
, (67)

pvib = 0 , (68)

Uvib = RT
f

∑
i=1

xie−xi

1 − e−xi
, (69)

Hvib = Uvib , (70)

Gvib = Avib , (71)

CV,vib = R
f

∑
i=1

x2
i e−xi

(1 − e−xi )2 , (72)

Cp,vib = CV,vib , (73)
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where xi =
hνi
kBT

.

4.4 Electronic contributions
The electronic partition function reads

qel =
∞

∑
�=0

gel,�e−εel,�/kBT , (74)

where εel,� the energy level �, and gel,� is its degeneracy. In most cases the electronic
contributions to the thermodynamic functions are negligible at not very hight temperatures.
Therefore they are not written here.

4.5 Ideal gas mixture
Let us consider two-component mixture of N1 non-interacting molecules of component 1 and
N2 non-interacting molecules of component 2 (extension to the case of a multi-component
mixture is straightforward). The partition function of mixture is

Q =
qN1

1
N1!

qN2
2

N2!
(75)

where q1 and q2 are the partition functions of molecules 1 and 2, respectively. Let us denote
Xm,i the molar thermodynamic quantity of pure component i, i = 1, 2 and xi =

Ni
N1+N2

its mole
fraction. Then

A = RT (x1 ln x1 + x2 ln x2) + x1 Am,1 + x2 Am,2 (76)

S = −R (x1 ln x1 + x2 ln x2) + x1Sm,1 + x2Sm,2 , (77)

G = RT (x1 ln x1 + x2 ln x2) + x1Gm,1 + x2Gm,2 , (78)

p = x1 pm,1 + x2 pm,2 = x1
RT
Vm

+ x2
RT
Vm

, (79)

U = x1Um,1 + x2Um,2 , (80)

H = x1Hm,1 + x2Hm,2 , (81)

CV = x1CVm,1 + x2CVm,2 , (82)

Cp = x1Cpm,1 + x2Cpm,2 . (83)

5. Ideal crystal

We will call the ideal crystal an assembly of molecules displayed in a regular lattice without
any impurities or lattice deformations. Distances among lattice centers will not depend
on temperature and pressure. For simplicity we will consider one-atomic molecules. The
partition function of crystal is

Q = e−U0/kB TQvib , (84)

where U0 is the lattice energy.
We will discuss here two models of the ideal crystal: the Einstein approximation and the
Debye approximation.
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5.1 Einstein model
An older and simpler Einstein model is based on the following postulates

1. Vibrations of molecules are independent:

Qvib = qN
vib , (85)

where qvib is the vibrational partition function of molecule.

2. Vibrations are isotropic:
qvib = qxqyqz = q3

x . (86)

3. Vibrations are harmonical

qx =
∞

∑
v=0

e−�v/kB T , (87)

where

�v = hν

(
v +

1
2

)

is the energy in quantum state v and ν is the fundamental vibrational frequency.

Combining these equations one obtains

Q = e−U0/kB T

(
e−ΘE/(2T)

1 − e−ΘE/T

)3N

, (88)

where

ΘE =
hν

kB

is the Einstein characteristic temperature.
For the isochoric heat capacity it follows

CV = 3NkB

(
ΘE
T

)2 e−ΘE/T
(
1 − e−ΘE/T

)2 . (89)

5.2 Debye model
Debye considers crystal as a huge molecule (i.e he replaces the postulates of independence
and isotropy in the Einstein model) of an ideal gas; the postulate of harmonicity of vibrations
remains. From these assumptions it can be derived for the partition function

ln Q = − U0
kB T

− 9
8

N
ΘD
T

− 9N
(

T
ΘD

)3 ∫ ΘD/T

0
x2 ln(1 − e−x)dx , (90)

where

ΘD =
hνmax

kB

is the Debye characteristic temperature with νmax being the highest frequency of crystal.
For the isochoric heat capacity it follows

CV = 3R
(

4D(u)− 3u
eu − 1

)
. (91)
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where u = ΘD/T and

D(u) =
3

u3

∫ u

0

x3

ex − 1
dx .

It can be proved that at low temperatures the heat capacity becomes a cubic function of
temperature

CV = 36R
(

T
ΘD

)3 ∫ ∞

0

x3

ex − 1
dx = a T3 ,

while the Einstein model incorrectly gives

CV = 3R
(

ΘE
T

)2
e−ΘE/T .

Both models give a correct high-temperature limit (the Dulong-Petit law)

CV = 3R .

The same is true for the zero temperature limit

lim
T→0

CV = 0 .

5.3 Beyond the Debye model
Both the Einstein and the Debye models assume harmonicity of lattice vibrations. This is not
true at high temperatures near the melting point. The harmonic vibrations are not assumed in
the lattice theories (the cell theory, the hole theory, . . . ) that used to be popular in forties and
fifties of the last century for liquids. It was shown later that they are poor theories of liquids
but very good theories for solids.
Thermodynamic functions cannot be obtained analytically in the lattice theories.

6. Intermolecular forces

Up to now forces acting among molecules have been ignored. In the ideal gas (Section 4)
molecules are assumed to exert no forces upon each other. In the ideal crystal (Section 5)
molecules are imprisoned in the lattice, and the intermolecular forces are counted indirectly
in the lattice energy and in the Einstein or Debye temperature. For real gases and liquids the
intermolecular force must be included explicitly.

6.1 The configurational integral and the molecular interaction energy
The partition function of the real gas or liquid may be written in a form

Q =
1

N!
exp(−Nβ�0)qN

int

(
2πmkBT

h2

) 3
2 N

Z . (92)

where qint = qrotqvibqel is the partition function of the internal motions in molecule. Quantity
Z is the configurational integral

Z =
∫

(V)

∫

(V)
· · ·

∫

(V)
exp[−βuN(�r1,�r2, . . . ,�rN)]d�r1 d�r2 . . . d�rN , (93)
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where symbol �

(V)
· · ·d�ri =

� L

0

� L

0

� L

0
· · ·dxidyidzi and L3 = V .

The quantity uN(�r1,�r2, . . . ,�rN) is the potential energy of an assembly of N molecules. Here
and in Eq.(93) one-atomic molecules are assumed for simplicity. More generally, the potential
energy is a function not only positions of centers of molecules�ri but also of their orientations
�ωi. However, we will use the above simplified notation.
The interaction potential energy uN of system may be written as an expansion in two-body,
three-body, e.t.c contributions

uN(�r1,�r2, . . . ,�rN) = ∑
i<j

u2(�ri,�rj) + ∑
i<j<k

u3(�ri,�rj,�rk)) + · · · (94)

Most often only the first term is considered. This approximation is called the rule of pairwise
additivity

uN = ∑
i<j

u2(�ri,�rj) , (95)

where u2 is the pair intermolecular potential. The three-body potential u3 is used rarely at
very accurate calculations, and u4 and higher order contributions are omitted as a rule.

6.2 The pair intermolecular potential
The pair potential depends of a distance between centers of two molecules r and on their
mutual orientation �ω. For simplicity we will omit the angular dependence of the pair potential
(it is true for the spherically symmetric molecules) in further text, and write

u2(�ri,�rj) = u2(rij, �ωij) = u(r)

where subscripts 2 and ij are omitted, too.
The following model pair potentials are most often used.

6.2.1 Hard spheres
It is after the ideal gas the simplest model. It ignores attractive interaction between molecules,
and approximates strong repulsive interactions at low intermolecular distances by an infinite
barrier

u(r) =

�
∞ r < σ

0 r > σ
(96)

where σ is a diameter of molecule.

6.2.2 Square well potential
Molecules behave like hard spheres surrounded by an area of attraction

u(r) =

⎧⎪⎪⎨
⎪⎪⎩

∞ r < σ

−� σ < r < λσ

0 r > λσ

(97)

Here σ is a hard-sphere diameter, � a depth of the attractive well, and the attraction region
ranges from σ to λσ.
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6.2.3 Lennard-Jones potential
This well known pair intermolecular potential realistically describes a dependence of pair
potential energy on distance

u(r) = 4�

[(σ

r

)12 −
(σ

r

)6
]

. (98)

� is a depth of potential at minimum, and 21/6σ is its position.
More generally, the Lennard-Jones n-m potential is

u(r) = 4�
[(σ

r

)n −
(σ

r

)m]
. (99)

6.2.4 Pair potentials of non-spherical molecules
There are analogues of hard spheres for non-spherical particles: hard diatomics or dumbbells
made of two fused hard spheres, hard triatomics, hard multiatomics, hard spherocylinders,
hard ellipsoids, and so on.
Examples of soft pair potentials are Lennard-Jones multiatomics, molecules whose atoms
interact according to the Lennard-Jones potential (98).
Another example is the Stockmayer potential, the Lennard-Jones potential with an indebted
dipole moment

u(r, θ1, θ2, φ) = 4�

[(σ

r

)12 −
(σ

r

)6
]
− μ2

r3 [2 cos θ1 cos θ2 − sin θ1 sin θ2 cos φ] , (100)

where μ is the dipole moment.

6.2.5 Pair potentials of real molecules
The above model pair potentials, especially the Lennard-Jones potential and its extensions,
may be used to calculate properties of the real substances. In this case their parameters, for
example � and σ, are fitted to the experimental data such as the second virial coefficients,
rare-gas transport properties and molecular properties.
More sophisticated approach involving a realistic dependence on the interparticle separation
with a number of adjustable parameters was used by Aziz, see Aziz (1984) and references
therein.
For simple molecules, there is a fully theoretical approach without any adjustable parameters
utilizing the first principle quantum mechanics calculations, see for example Slaviček et al.
(2003) and references therein.

6.3 The three-body potential
The three-body intermolecular interactions are caused by polarizablilities of molecules. The
simplest and the most often used is the Axilrod-Teller-Muto term

u(r, s, t) =
ν

rst
(3 cos θ1 cos θ2 cos θ3 + 1) , (101)

where ν is a strength parameter. It is a first term (DDD, dipole-dipole-dipole) in the multipole
expansion. Analytical formulae and corresponding strength parameters are known for higher
order terms (DDQ, dipole-dipole-quadrupole, DQQ, dipole-quadrupole-quadrupole,. . . ) as
well.
More accurate three-body potentials can be obtained using quantum chemical ab initio
calculations Malijevský et al. (2007).
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barrier

u(r) =

�
∞ r < σ

0 r > σ
(96)

where σ is a diameter of molecule.

6.2.2 Square well potential
Molecules behave like hard spheres surrounded by an area of attraction

u(r) =

⎧⎪⎪⎨
⎪⎪⎩

∞ r < σ

−� σ < r < λσ

0 r > λσ

(97)

Here σ is a hard-sphere diameter, � a depth of the attractive well, and the attraction region
ranges from σ to λσ.
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6.2.3 Lennard-Jones potential
This well known pair intermolecular potential realistically describes a dependence of pair
potential energy on distance

u(r) = 4�

[(σ

r

)12 −
(σ

r

)6
]

. (98)

� is a depth of potential at minimum, and 21/6σ is its position.
More generally, the Lennard-Jones n-m potential is

u(r) = 4�
[(σ

r

)n −
(σ

r

)m]
. (99)

6.2.4 Pair potentials of non-spherical molecules
There are analogues of hard spheres for non-spherical particles: hard diatomics or dumbbells
made of two fused hard spheres, hard triatomics, hard multiatomics, hard spherocylinders,
hard ellipsoids, and so on.
Examples of soft pair potentials are Lennard-Jones multiatomics, molecules whose atoms
interact according to the Lennard-Jones potential (98).
Another example is the Stockmayer potential, the Lennard-Jones potential with an indebted
dipole moment

u(r, θ1, θ2, φ) = 4�

[(σ

r

)12 −
(σ

r

)6
]
− μ2

r3 [2 cos θ1 cos θ2 − sin θ1 sin θ2 cos φ] , (100)

where μ is the dipole moment.

6.2.5 Pair potentials of real molecules
The above model pair potentials, especially the Lennard-Jones potential and its extensions,
may be used to calculate properties of the real substances. In this case their parameters, for
example � and σ, are fitted to the experimental data such as the second virial coefficients,
rare-gas transport properties and molecular properties.
More sophisticated approach involving a realistic dependence on the interparticle separation
with a number of adjustable parameters was used by Aziz, see Aziz (1984) and references
therein.
For simple molecules, there is a fully theoretical approach without any adjustable parameters
utilizing the first principle quantum mechanics calculations, see for example Slaviček et al.
(2003) and references therein.

6.3 The three-body potential
The three-body intermolecular interactions are caused by polarizablilities of molecules. The
simplest and the most often used is the Axilrod-Teller-Muto term

u(r, s, t) =
ν

rst
(3 cos θ1 cos θ2 cos θ3 + 1) , (101)

where ν is a strength parameter. It is a first term (DDD, dipole-dipole-dipole) in the multipole
expansion. Analytical formulae and corresponding strength parameters are known for higher
order terms (DDQ, dipole-dipole-quadrupole, DQQ, dipole-quadrupole-quadrupole,. . . ) as
well.
More accurate three-body potentials can be obtained using quantum chemical ab initio
calculations Malijevský et al. (2007).
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7. The virial equation of state

The virial equation of state in the statistical thermodynamics is an expansion of the
compressibility factor z =

pV
RT in powers of density ρ = N

V

z = 1 + B2ρ + B3ρ2 + · · · , (102)

where B2 is the second virial coefficient, B3 the third, e.t.c. The virial coefficients of pure
gases are functions of temperature only. For mixtures they are functions of temperature and
composition.
The first term in equation (102) gives the equation of state of ideal gas, the first two
terms or three give corrections to non-ideality. Higher virial coefficients are not available
experimentally. However, they can be determined from knowledge of intermolecular forces.
The relations among the intermolecular forces and the virial coefficients are exact, the pair and
the three-body of potentials are subjects of uncertainties, however.

7.1 Second virial coefficient
For the second virial coefficient of spherically symmetric molecules we find

B = −2π
∫ ∞

0
f (r) r2dr = −2π

∫ ∞

0

(
e−βu(r) − 1

)
r2dr , (103)

where
f (r) = exp[−βu(r)]− 1

is the Mayer function. For linear molecules we have

B = −1
4

∫ ∞

0

∫ π

0

∫ π

0

∫ 2π

0

[
e−βu(r,θ1,θ2,φ) − 1

]
r2 sin θ1 sin θ2dr dθ1dθ2dφ . (104)

For general non-spherical molecules we obtain

B = − 2π∫
�ω1

∫
�ω2

d�ω1d�ω2

∫ ∞

0

∫

ω1

∫

ω2

[
e−βu(r,�ω1,�ω2) − 1

]
r2drd�ω1d�ω2 . (105)

7.2 Third virial coefficient
The third virial coefficient may be written for spherically symmetric molecules as

C = Cadd + Cnadd , (106)

where

Cadd = −8
3

π2
∫ ∞

0

∫ r

0

∫ r+s

|r−s|

(
e−βu(r) − 1

) (
e−βu(s) − 1

) (
e−βu(t) − 1

)
r s t dr ds dt , (107)

and

Cnadd =
8
3

π2
∫ ∞

0

∫ r

0

∫ r+s

|r−s|
e−βu(r)e−βu(s)e−βu(t) {exp[−βu3(r, s, t)]− 1} r s t dr ds dt , (108)

where u3(r, s, t) is the three-body potential. Analogous equations hold for non-spherical
molecules.
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7.3 Higher virial coefficients
Expressions for higher virial coefficients become more and more complicated due to an
increasing dimensionality of the corresponding integrals and their number. For example,
the ninth virial coefficient consists of 194 066 integrals with the Mayer integrands, and their
dimensionalities are up to 21 Malijevský & Kolafa (2008) in a simplest case of spherically
symmetric molecules. For hard spheres the virial coefficients are known up to ten, which is at
the edge of a present computer technology Labík et al. (2005).

7.4 Virial coefficients of mixtures
For binary mixture of components 1 and 2 the second virial coefficient reads

B2 = x2
1B2(11) + 2x1x2B2(12) + x2

2B2(22) , (109)

where xi are the mole fractions, B2(ii) the second virial coefficients of pure components
and B2(12) the crossed virial coefficient representing an influence of the interaction between
molecule 1 and molecule 2.
The third virial coefficient reads

B3 = x3
1B3(111) + 3x2

1x2B3(112) + 3x1x2
2B3(122) + x3

2B3(222) . (110)

Extensions of these equations on multicomponent mixtures and higher virial coefficients is
straightforward.

8. Dense gas and liquid

Determination of thermodynamic properties from intermolecular interactions is much more
difficult for dense fluids (for gases at high densities and for liquids) than for rare gases and
solids. This fact can be explained using a definition of the Helmholtz free energy

A = U − TS . (111)

Free energy has a minimum in equilibrium at constant temperature and volume. At high
temperatures and low densities the term TS dominates because not only temperature but also
entropy is high. A minimum in A corresponds to a maximum in S and system, thus, is in the
gas phase. Ideal gas properties may be calculated from a behavior of individual molecules
only. At somewhat higher densities thermodynamic quantities can be expanded from their
ideal-gas values using the virial expansion.
At low temperatures the energy term in equation (111) dominates because not only
temperature but also entropy is small. For solids we may start from a concept of the ideal
crystal.
No such simple molecular model as the ideal gas or the ideal crystal is known for liquid and
dense gas. Theoretical studies of liquid properties are difficult and uncompleted up to now.

8.1 Internal structure of fluid
There is no internal structure of molecules in the ideal gas. There is a long-range order in
the crystal. The fluid is between of the two extremal cases: it has a local order at short
intermolecular distances (as crystal) and a long-range disorder (as gas).
The fundamental quantity describing the internal structure of fluid is the pair distribution
function g(r)
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A = U − TS . (111)
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entropy is high. A minimum in A corresponds to a maximum in S and system, thus, is in the
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At low temperatures the energy term in equation (111) dominates because not only
temperature but also entropy is small. For solids we may start from a concept of the ideal
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No such simple molecular model as the ideal gas or the ideal crystal is known for liquid and
dense gas. Theoretical studies of liquid properties are difficult and uncompleted up to now.

8.1 Internal structure of fluid
There is no internal structure of molecules in the ideal gas. There is a long-range order in
the crystal. The fluid is between of the two extremal cases: it has a local order at short
intermolecular distances (as crystal) and a long-range disorder (as gas).
The fundamental quantity describing the internal structure of fluid is the pair distribution
function g(r)
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g(r) =
ρ(r)

ρ
, (112)

where ρ(r) is local density at distance r from the center of a given molecule, and ρ is
the average or macroscopic density of system. Here and in the next pages of this section
we assume spherically symmetric interactions and the rule of the pair additivity of the
intermolecular potential energy.
The pair distribution function may be written in terms of the intermolecular interaction energy
uN

g(r) = V2

∫
(V) · · ·

∫
(V) e−βuN(�r1,�r2, ...,�rN)d�r3 . . . d�rN∫

(V) · · ·
∫
(V) e−βuN(�r1,�r2, ...,�rN)d�r1 . . . d�rN

. (113)

It is related to the thermodynamic quantities using the pressure equation

z ≡ pV
RT

= 1 − 2
3

πρβ
∫ ∞

0

du(r)
dr

g(r)r3dr , (114)

the energy equation
U
RT

=
U0

RT
+ 2πρβ

∫ ∞

0
u(r)g(r)r2dr , (115)

where U0 internal energy if the ideal gas, and the compressibility equation

β

(
∂p
∂ρ

)

β

=

{
1 + 4πρ

∫ ∞

0
[g(r)− 1] r2dr

}−1
. (116)

Present mainstream theories of liquids can be divided into two large groups: perturbation
theories and integral equation theories Hansen & McDonald (2006), Martynov (1992).

8.2 Perturbation theories
A starting point of the perturbation theories is a separation of the intermolecular potential
into two parts: a harsh, short-range repulsion and a smoothly varying long-range attraction

u(r) = u0(r) + up(r) . (117)

The term u0(r) is called the reference potential and the term up(r) the perturbation potential. In
the simplest case of the first order expansion of the Helmholtz free energy in the perturbation
potential it holds

A
RT

=
A0

RT
+ 2πρβ

∫ ∞

0
up(r)g0(r)r2 dr , (118)

where A0 is the Helmholtz free energy of a reference system.
In the perturbation theories knowledge of the pair distribution function and the Helmholtz
free energy of the reference system is supposed. On one hand the reference system should be
simple (the ideal gas is too simple and brings nothing new; a typical reference system is a fluid
of hard spheres), and the perturbation potential should be small on the other hand. As a result
of a battle between a simplicity of the reference potential (one must know its structural and
thermodynamic properties) and an accuracy of a truncated expansion, a number of methods
have been developed.
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8.3 Integral equation theories
Among the integral equation theories the most popular are those based on the
Ornstein-Zernike equation

h(r12) = c(r12) + ρ
∫

(V)
h(r13)c(r32)d�r3 . (119)

where h(r) = g(r)− 1 is the total correlation function and c(r) the direct correlation function.
This equation must be closed using a relation between the total and the direct correlation
functions called the closure to the Ornstein-Zernike equation. From the diagrammatic analysis
it follows

h(r) = exp[−βu(r) + γ(r) + B(r)]− 1 , (120)
where

γ(r) = h(r)− c(r)
is the indirect (chain) correlation function and B(r) is the bridge function, a sum of elementary
diagrams. Equation (120) does not yet provide a closure. It must be completed by an
approximation for the bridge function. The mostly used closures are in listed in Malijevský &
Kolafa (2008). The simplest of them are the hypernetted chain approximation

B(r) = 0 (121)

and the Percus-Yevick approximation

B(r) = γ(r)− ln[γ(r) + 1] . (122)

Let us compare the perturbation and the integral equation theories. The first ones are simpler
but they need an extra input - the structural and thermodynamic properties of a reference
system. The accuracy of the second ones depends on a chosen closure. Their examples shown
here, the hypernetted chain and the Percus-Yevick, are too simple to be accurate.

8.4 Computer simulations
Besides the above theoretical approaches there is another route to the thermodynamic
quantities called the computer experiments or pseudoexperiments or simply simulations. For
a given pair intermolecular potential they provide values of thermodynamic functions in the
dependence on the state variables. In this sense they have characteristics of real experiments.
Similarly to them they do not give an explanation of the bulk behavior of matter but they serve
as tests of approximative theories. The thermodynamic values are free of approximations, or
more precisely, their approximations such as a finite number of molecules in the basic box or a
finite number of generated configurations can be systematically improved Kolafa et al. (2002).
The computer simulations are divided into two groups: the Monte Carlo simulations
and the molecular dynamic simulations. The Monte Carlo simulations generate the
ensemble averages of structural and thermodynamic functions while the molecular dynamics
simulations generate their time averages. The methods are described in detail in the
monograph of Allen and Tildesley Allen & Tildesley (1987).

9. Interpretation of thermodynamic laws

In Section 2 the axioms of the classical or phenomenological thermodynamics have been
listed. The statistical thermodynamics not only determines the thermodynamic quantities
from knowledge of the intermolecular forces but also allows an interpretation of the
phenomenological axioms.
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9.1 Axiom on existence of the thermodynamic equilibrium
This axiom can be explained as follows. There is a very, very large number of microscopic
states that correspond to a given macroscopic state. At unchained macroscopic parameters
such as volume and temperature of a closed system there is much more equilibrium states then
the states out of equilibrium. Consequently, a spontaneous transfer from non-equilibrium
to equilibrium has a very, very high probability. However, a spontaneous transfer from an
equilibrium state to a non-equilibrium state is not excluded.
Imagine a glass of whisky on rocks. This two-phase system at a room temperature transfers
spontaneously to the one-phase system - a solution of water, ethanol and other components.
It is not excluded but it is highly improbable that a glass with a dissolved ice will return to the
initial state.

9.2 Axiom of additivity
This axiom postulates that the internal energy of the macroscopic system is a sum of its two
macroscopic parts

U = U1 + U2 . (123)

However, if we consider a macroscopic system as an assembly of molecules, equation (123)
does not take into account intermolecular interactions among molecules of subsystem 1 and
molecules of subsystem 2. Correctly the equation should be

U = U1 + U2 + U12 . (124)

Due to the fact that intermolecular interactions vanish at distances of the order of a few
molecule diameters, the term U12 is negligible in comparison with U.

9.3 The zeroth law of thermodynamics and the negative absolute temperatures

The statistical thermodynamics introduces temperature formally as parameter β =
1

kBT
in the

expression (11) for the partition function

Q = ∑
i

exp(−βEi) .

As energies of molecular systems are positive and unbounded, temperature must be positive
otherwise the equation diverges. For systems with bounded energies

Emin ≤ Ei ≤ Emax

both negative and positive temperatures are allowed. Such systems are in lasers, for example.

9.4 The second law of thermodynamics
From equation (3) it follows that entropy of the adiabatically isolated system either grows for
spontaneous processes or remains constant in equilibrium

dS ≥ 0 . (125)

Entropy in the statistical thermodynamics is connected with probability via equation (20)

S = −kB ∑
i

Pi ln Pi .

Thus, entropy may spontaneously decrease but with a low probability.
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9.5 Statistical thermodynamics and the arrow of time
Direction of time from past to future is supported by three arguments
• Cosmological time

The cosmological time goes according the standard model of Universe from the Big Bang
to future.

• Psychological time
We as human beings remember (as a rule) what was yesterday but we do not "remember"
what will be tomorrow.

• Thermodynamic time
Time goes in the direction of the growth of entropy in the direction given by equation (125).

The statistical thermodynamics allows due to its probabilistic nature a change of a direction
of time "from coffin to the cradle" but again with a very, very low probability.

9.6 The third law of thermodynamics
Within the statistical thermodynamics the third law may be easily derived from equation (20)
relating entropy and the probabilities. The state of the ideal crystal at T = 0 K is one. Its
probability P0 = 1. By substituting to the equation we get S = 0.
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List of symbols

A Helmholtz free energy
B second virial coefficient
Bi i-th virial coefficient
B(r) bridge function
CV isochoric heat capacity
Cp isobaric capacity
c(r) direct correlation function
E energy
ε energy of molecule
G Gibbs free energy
g(r) pair distribution function
H enthalpy
h Planck constant
h(r) total correlation function
kB Boltzmann constant
N number of molecules, Avogadro number
P probability
p pressure
Q heat
Q partition function
q partition function of molecule
R (universal) gas constant (8.314 in SI units)
S entropy
T temperature
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to equilibrium has a very, very high probability. However, a spontaneous transfer from an
equilibrium state to a non-equilibrium state is not excluded.
Imagine a glass of whisky on rocks. This two-phase system at a room temperature transfers
spontaneously to the one-phase system - a solution of water, ethanol and other components.
It is not excluded but it is highly improbable that a glass with a dissolved ice will return to the
initial state.

9.2 Axiom of additivity
This axiom postulates that the internal energy of the macroscopic system is a sum of its two
macroscopic parts

U = U1 + U2 . (123)

However, if we consider a macroscopic system as an assembly of molecules, equation (123)
does not take into account intermolecular interactions among molecules of subsystem 1 and
molecules of subsystem 2. Correctly the equation should be

U = U1 + U2 + U12 . (124)

Due to the fact that intermolecular interactions vanish at distances of the order of a few
molecule diameters, the term U12 is negligible in comparison with U.

9.3 The zeroth law of thermodynamics and the negative absolute temperatures

The statistical thermodynamics introduces temperature formally as parameter β =
1

kBT
in the

expression (11) for the partition function

Q = ∑
i

exp(−βEi) .

As energies of molecular systems are positive and unbounded, temperature must be positive
otherwise the equation diverges. For systems with bounded energies

Emin ≤ Ei ≤ Emax

both negative and positive temperatures are allowed. Such systems are in lasers, for example.

9.4 The second law of thermodynamics
From equation (3) it follows that entropy of the adiabatically isolated system either grows for
spontaneous processes or remains constant in equilibrium

dS ≥ 0 . (125)

Entropy in the statistical thermodynamics is connected with probability via equation (20)

S = −kB ∑
i

Pi ln Pi .

Thus, entropy may spontaneously decrease but with a low probability.
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9.5 Statistical thermodynamics and the arrow of time
Direction of time from past to future is supported by three arguments
• Cosmological time

The cosmological time goes according the standard model of Universe from the Big Bang
to future.

• Psychological time
We as human beings remember (as a rule) what was yesterday but we do not "remember"
what will be tomorrow.

• Thermodynamic time
Time goes in the direction of the growth of entropy in the direction given by equation (125).

The statistical thermodynamics allows due to its probabilistic nature a change of a direction
of time "from coffin to the cradle" but again with a very, very low probability.

9.6 The third law of thermodynamics
Within the statistical thermodynamics the third law may be easily derived from equation (20)
relating entropy and the probabilities. The state of the ideal crystal at T = 0 K is one. Its
probability P0 = 1. By substituting to the equation we get S = 0.

10. Acknowledgement

This work was supported by the Ministry of Education, Youth and Sports of the Czech
Republic under the project No. 604 613 7316.

List of symbols

A Helmholtz free energy
B second virial coefficient
Bi i-th virial coefficient
B(r) bridge function
CV isochoric heat capacity
Cp isobaric capacity
c(r) direct correlation function
E energy
ε energy of molecule
G Gibbs free energy
g(r) pair distribution function
H enthalpy
h Planck constant
h(r) total correlation function
kB Boltzmann constant
N number of molecules, Avogadro number
P probability
p pressure
Q heat
Q partition function
q partition function of molecule
R (universal) gas constant (8.314 in SI units)
S entropy
T temperature

735Statistical Thermodynamics



20 Will-be-set-by-IN-TECH

τ time
U internal energy
uN potential energy of N particles
u pair potential
W work
W number of accessible states
X measurable thermodynamic quantity
x mole fraction
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1. Introduction 
Adsorption is the term that used to describe the metallic or organic materials attaching to an 
solid adsorbent in low, medium and high coverage as shown in Figure 1. Wherein, the solid 
is called adsorbent, the metal ions to being adsorbed called adsorptive, and while bounded 
to the solid surfaces called adsorbate. In principle adsorption can occur at any solid fluid 
interface, for examples: (i) gas-solid interface (as in the adsorption of a CO2 on activated 
carbon); and (ii) liquid-solid interface (as in the adsorption of an organic or heavy metal ions 
pollutant on activated carbon).  
 
 

 
 

Fig. 1. a) Low coverage (no attraction between adsorbate metal ion/ molecules, high 
mobility, disordered). b) Medium coverage (attraction between adsorbate metal ion / 
molecules, reduced mobility, disordered). c) High coverage (strong attraction between 
adsorbate atoms/ molecules, no mobility, highly ordered). 

we talk about Chemisorption and/ or Physisorption processes. However, the chemisorption is a 
chemical adsorption in which the adsorption caused by the formation of chemical bonds 
between the surface of solids (adsorbent) and heavy metals (adsorbate). Therefore, the 
energy of chemisorption is considered like chemical reactions. It may be exothermic or 
endothermic processes ranging from very small to very large energy magnitudes. The 
elementary step in chemisorption often involves large activation energy (activated 
adsorption). This means that the true equilibrium may be achieved slowly. In addition, high 
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Fig. 1. a) Low coverage (no attraction between adsorbate metal ion/ molecules, high 
mobility, disordered). b) Medium coverage (attraction between adsorbate metal ion / 
molecules, reduced mobility, disordered). c) High coverage (strong attraction between 
adsorbate atoms/ molecules, no mobility, highly ordered). 

we talk about Chemisorption and/ or Physisorption processes. However, the chemisorption is a 
chemical adsorption in which the adsorption caused by the formation of chemical bonds 
between the surface of solids (adsorbent) and heavy metals (adsorbate). Therefore, the 
energy of chemisorption is considered like chemical reactions. It may be exothermic or 
endothermic processes ranging from very small to very large energy magnitudes. The 
elementary step in chemisorption often involves large activation energy (activated 
adsorption). This means that the true equilibrium may be achieved slowly. In addition, high 
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temperatures is favored for this type of adsorption, it increases with the increase of 
temperatures. For example, materials that contain silica aluminates or calcium oxide such as 
silica sand, kaolinite, bauxite, limestone, and aluminum oxide, were used as sorbents to 
capture heavy metals at high temperatures. The adsorption efficiency of the sorbents are 
inuenced by operating temperature [2-7]. Usually, the removal of the chemisorbed species 
from the surface may be possible only under extreme conditions of temperature or high 
vacuum, or by some suitable chemical treatment of the surface. In deed, the chemisorption 
process depends on the surface area [8]. It too increases with an increase of surface area 
because the adsorbed molecules are linked to the surface by valence bonds. Normally, the 
chemi-adsorbed material forms a layer over the surface, which is only one chemisorbed 
molecule thick, i.e. they will usually occupy certain adsorption sites on the surface, and the 
molecules are not considered free to move from one surface site to another [9]. When the 
surface is covered by the monomolecular layer (monolayer adsorption), the capacity of the 
adsorbent is essentially exhausted. In addition, this type of adsorption is irreversible [10], 
wherein the chemical nature of the adsorbent(s) may be altered by the surface dissociation 
or reaction in which the original species cannot be recovered via desorption process [11]. In 
general, the adsorption isotherms indicated two distinct types of adsorption—reversible 
(composed of both physisorption and weak chemisorption) and irreversible (strongly 
chemisorbed) [10-11]. 
On the other hand Physisorption is a physical adsorption involving intermolecular forces 
(Van der Waals forces), which do not involve a significant change in the electronic orbital 
patterns of the species [12]. The energy of interaction between the adsorbate and adsorbent 
has the same order of magnitude as, but is usually greater than the energy of condensation 
of the adsorptive. Therefore, no activation energy is needed. In this case, low temperature is 
favourable for the adsorption. Therefore, the physisorption decreases with increase 
temperatures [13]. In physical adsorption, equilibrium is established between the adsorbate 
and the fluid phase resulting multilayer adsorption. Physical adsorption is relatively non 
specic due to the operation of weak forces of attraction between molecules. The adsorbed 
molecule is not affixed to a particular site on the solid surface, but is free to move about over 
the surface. Physical adsorption is generally is reversible in nature; i.e., with a decrease in 
concentration the material is desorbed to the same extent that it was originally adsorbed 
[14]. In this case, the adsorbed species are chemically identical with those in the fluid phase, 
so that the chemical nature of the fluid is not altered by adsorption and subsequent 
desorption; as result, it is not specific in nature. In addition, the adsorbed material may 
condense and form several superimposed layers on the surface of the adsorbent [15]. 
Some times, both physisorption and chemisorption may occur on the surface at the same 
time, a layer of molecules may be physically adsorbed on a top of an underlying 
chemisorbed layer [16].  
In summary, based on the different reversibility and specic of physical and chemical 
adsorption processes, thermal desorption of the adsorbed sorbent could provide important 
information for the study of adsorption mechanism. 

2. Factors affecting adsorption  
In general, the adsorption reaction is known to proceed through the following three steps 
[16]:  
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1. Transfer of adsorbate from bulk solution to adsorbent surface, which is 
usuallymentioned as diffusion. 

2. Migration of adsorbate (Fe3+ ion, where its ionic radius = 0.064 nm)  into pores. 
3. Interaction of Fe3+ ion with available sites on the interior surface of pores. 
From the previous studies, it was shown that the rate-determining step for the adsorption of 
Fe3+ ion is step (3). 
Normally, the driving force for the adsorption process is the concentration difference 
between the adsorbate in the solution at any time and the adsorbate in the solution at 
equilibrium (C-Ce) [17]. but, there are some important factors affecting adsorption, such as 
the factors affecting the adsorption of Fe3+ ions in the aqueous solution:  

2.1 Surface area of adsorbent  
Larger surface area imply a greater adsorption capacity, for example, carbon and activated 
carbon [18]. 

2.2 Particle size of adsorbent  
Smaller particle sizes reduce internal diffusion and mass transfer limitation to penetrate of 
the adsorbate inside the adsorbent (i.e., equilibrium is more easily achieved and nearly full 
adsorption capability can be attained). Figure 2 represents the removal efficiency Fe3+ ions 
by natural zeolite through three different particle sizes (45, 125 and 250 m). It can be 
observed that the maximum adsorption efficiency is achieved with particle size 45 m. This 
is due to the most of the internal surface of such particles might be utilized for the 
adsorption. The smaller particle size gives higher adsorption rates, in which the Fe3+ ion has 
short path to transfer inside zeolite pores structure of the small particle size [19]. 
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Fig. 2. Percent removal of Fe3+ ions (1000 ppm) vs. natural zeolite particle size:  1 g 
adsorbent/ 50 ml Fe3+ ion solution, initial pH of 1% HNO3, and 300 rpm. 

2.3 Contact time or residence time  
The longer residence time means the more complete the adsorption will be. Therefore, the 
required contact time for sorption to be completed is important to give insight into a 
sorption process. This also provides an information on the minimum time required for 
considerable adsorption to take place, and also the possible diffusion control mechanism 
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temperatures is favored for this type of adsorption, it increases with the increase of 
temperatures. For example, materials that contain silica aluminates or calcium oxide such as 
silica sand, kaolinite, bauxite, limestone, and aluminum oxide, were used as sorbents to 
capture heavy metals at high temperatures. The adsorption efficiency of the sorbents are 
inuenced by operating temperature [2-7]. Usually, the removal of the chemisorbed species 
from the surface may be possible only under extreme conditions of temperature or high 
vacuum, or by some suitable chemical treatment of the surface. In deed, the chemisorption 
process depends on the surface area [8]. It too increases with an increase of surface area 
because the adsorbed molecules are linked to the surface by valence bonds. Normally, the 
chemi-adsorbed material forms a layer over the surface, which is only one chemisorbed 
molecule thick, i.e. they will usually occupy certain adsorption sites on the surface, and the 
molecules are not considered free to move from one surface site to another [9]. When the 
surface is covered by the monomolecular layer (monolayer adsorption), the capacity of the 
adsorbent is essentially exhausted. In addition, this type of adsorption is irreversible [10], 
wherein the chemical nature of the adsorbent(s) may be altered by the surface dissociation 
or reaction in which the original species cannot be recovered via desorption process [11]. In 
general, the adsorption isotherms indicated two distinct types of adsorption—reversible 
(composed of both physisorption and weak chemisorption) and irreversible (strongly 
chemisorbed) [10-11]. 
On the other hand Physisorption is a physical adsorption involving intermolecular forces 
(Van der Waals forces), which do not involve a significant change in the electronic orbital 
patterns of the species [12]. The energy of interaction between the adsorbate and adsorbent 
has the same order of magnitude as, but is usually greater than the energy of condensation 
of the adsorptive. Therefore, no activation energy is needed. In this case, low temperature is 
favourable for the adsorption. Therefore, the physisorption decreases with increase 
temperatures [13]. In physical adsorption, equilibrium is established between the adsorbate 
and the fluid phase resulting multilayer adsorption. Physical adsorption is relatively non 
specic due to the operation of weak forces of attraction between molecules. The adsorbed 
molecule is not affixed to a particular site on the solid surface, but is free to move about over 
the surface. Physical adsorption is generally is reversible in nature; i.e., with a decrease in 
concentration the material is desorbed to the same extent that it was originally adsorbed 
[14]. In this case, the adsorbed species are chemically identical with those in the fluid phase, 
so that the chemical nature of the fluid is not altered by adsorption and subsequent 
desorption; as result, it is not specific in nature. In addition, the adsorbed material may 
condense and form several superimposed layers on the surface of the adsorbent [15]. 
Some times, both physisorption and chemisorption may occur on the surface at the same 
time, a layer of molecules may be physically adsorbed on a top of an underlying 
chemisorbed layer [16].  
In summary, based on the different reversibility and specic of physical and chemical 
adsorption processes, thermal desorption of the adsorbed sorbent could provide important 
information for the study of adsorption mechanism. 

2. Factors affecting adsorption  
In general, the adsorption reaction is known to proceed through the following three steps 
[16]:  
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1. Transfer of adsorbate from bulk solution to adsorbent surface, which is 
usuallymentioned as diffusion. 
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Fe3+ ion is step (3). 
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equilibrium (C-Ce) [17]. but, there are some important factors affecting adsorption, such as 
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2.1 Surface area of adsorbent  
Larger surface area imply a greater adsorption capacity, for example, carbon and activated 
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Smaller particle sizes reduce internal diffusion and mass transfer limitation to penetrate of 
the adsorbate inside the adsorbent (i.e., equilibrium is more easily achieved and nearly full 
adsorption capability can be attained). Figure 2 represents the removal efficiency Fe3+ ions 
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is due to the most of the internal surface of such particles might be utilized for the 
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Fig. 2. Percent removal of Fe3+ ions (1000 ppm) vs. natural zeolite particle size:  1 g 
adsorbent/ 50 ml Fe3+ ion solution, initial pH of 1% HNO3, and 300 rpm. 

2.3 Contact time or residence time  
The longer residence time means the more complete the adsorption will be. Therefore, the 
required contact time for sorption to be completed is important to give insight into a 
sorption process. This also provides an information on the minimum time required for 
considerable adsorption to take place, and also the possible diffusion control mechanism 
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between the adsorbate, for example Fe3+ ions, as it moves from the bulk solution towards the 
adsorbent surface, for example natural zeolite [19]. 
For example, the effect of contact time on sorption of Fe3+ ions is shown in Figure 3. At the 
initial stage, the rate of removal of Fe3+ ions using natural quartz (NQ) and natural bentonite 
(NB) is higher with uncontrolled rate. The initial faster rate may be due to the availability of 
the uncovered surface area of the adsorbent such as NQ and NB initially [20]. This is 
because the adsorption kinetics depends on: (i) the surface area of the adsorbent, (ii) the 
nature and concentration of the surface groups (active sites), which are responsible for 
interaction with the Fe3+ ions. Therefore, the adsorption mechanism on both adsorbent has 
uncontrolled rate during the first 10 minutes, where the maximum adsorption is achieved. 
Afterward, at the later stages, there is no influence for increasing the contact time. This is 
due to the decreased or lesser number of active sites. Similar results have been shown in our 
results using zeolite and olive cake as well as other reported in literatures for the removal of 
dyes, organic acids and metal ions by various adsorbents [19, 21]. 
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Fig. 3. Adsorption of Fe3+ ions onto olive cake. Variation of the Fe3+ ions concentration with 
time. (Initial concentration of Fe3+ ions: 100 ppm, Agitation speed: 100 rpm, pH: 4.5, 
temperature 28 ºC). 

2.4 Solubility of adsorbent/ heavy metals in wastewater/ water   
The slightly soluble metal ions in water will be more easily removed from water(i.e., 
adsorbed) than substances with high solubility. Also, non-polar substances will be more 
easily removed than polar substances since the latter have a greater affinity for adsorption. 

2.5 Affinity of the solute for the adsorbent   
If the surface of adsorbent is slightly polar, the non-polar substances will be more easily 
picked up by the adsorbent than polar ones (the opposite is correct). 
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2.6 Size of the molecule with respect to size of the pores 
Large molecules may be too large to enter small pores. This may reduce adsorption 
independently of other causes. 

2.7 Degree of ionization of the adsorbate molecule   
More highly ionized molecules are adsorbed to a smaller degree than neutral molecules. 

2.8 pH   
The degree of ionization of a species is affected by the pH (e.g., a weak acid or a weak basis). 
This, in turn, affects adsorption. For example, the precipitation of Fe3+ ions occurred at pH 
greater than 4.5 (see Figure 4). The decrease in the Fe3+ ions removal capacity at pH > 4.5 
may have been caused by the complexing Fe3+ ions with hydroxide. Therefore, the removal 
efficiency increases with increasing initial pH. For example, at low pH, the concentration of 
proton is high. Therefore, the positively charged of the Fe3+ ions and the protons compete 
for binding on the adsorbent sites in Zeolite, Bentonite, Quartz, olive cake, Tripoli in which, 
this process decrease the uptake of iron ions. The concentration of proton in the solution 
decrease as pH gradually increases in the ranges from 2 to 4.5. In this case, little protons 
have the chance to compete with Fe3+ ions on the adsorption sites of the olive cake. Thus, 
higher pH in the acidic media is facilitated the greater uptake of Fe3+ ions. Above pH 4.5, the 
removal efficiency decreases as pH increases, this is inferred to be attributable to the 
hydrolysis [19-22]. 
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Fig. 4. Effect of initial pH on the removal efficiency, %, of Fe3+ ions at different temperatures. 
(Initial concentration of Fe3+ ions: 100 ppm, Agitation speed: 100 rpm, Mass of olive cake: 1 
g, Dose: 5 g/l, Contact time: 24 hr). 

2.9 Effect of initial concentration   
At high-level concentrations, the available sites of adsorption become fewer. This behaviour 
is connected with the competitive diffusion process of the Fe3+ ions through the micro-
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between the adsorbate, for example Fe3+ ions, as it moves from the bulk solution towards the 
adsorbent surface, for example natural zeolite [19]. 
For example, the effect of contact time on sorption of Fe3+ ions is shown in Figure 3. At the 
initial stage, the rate of removal of Fe3+ ions using natural quartz (NQ) and natural bentonite 
(NB) is higher with uncontrolled rate. The initial faster rate may be due to the availability of 
the uncovered surface area of the adsorbent such as NQ and NB initially [20]. This is 
because the adsorption kinetics depends on: (i) the surface area of the adsorbent, (ii) the 
nature and concentration of the surface groups (active sites), which are responsible for 
interaction with the Fe3+ ions. Therefore, the adsorption mechanism on both adsorbent has 
uncontrolled rate during the first 10 minutes, where the maximum adsorption is achieved. 
Afterward, at the later stages, there is no influence for increasing the contact time. This is 
due to the decreased or lesser number of active sites. Similar results have been shown in our 
results using zeolite and olive cake as well as other reported in literatures for the removal of 
dyes, organic acids and metal ions by various adsorbents [19, 21]. 
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Fig. 3. Adsorption of Fe3+ ions onto olive cake. Variation of the Fe3+ ions concentration with 
time. (Initial concentration of Fe3+ ions: 100 ppm, Agitation speed: 100 rpm, pH: 4.5, 
temperature 28 ºC). 

2.4 Solubility of adsorbent/ heavy metals in wastewater/ water   
The slightly soluble metal ions in water will be more easily removed from water(i.e., 
adsorbed) than substances with high solubility. Also, non-polar substances will be more 
easily removed than polar substances since the latter have a greater affinity for adsorption. 

2.5 Affinity of the solute for the adsorbent   
If the surface of adsorbent is slightly polar, the non-polar substances will be more easily 
picked up by the adsorbent than polar ones (the opposite is correct). 
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2.6 Size of the molecule with respect to size of the pores 
Large molecules may be too large to enter small pores. This may reduce adsorption 
independently of other causes. 

2.7 Degree of ionization of the adsorbate molecule   
More highly ionized molecules are adsorbed to a smaller degree than neutral molecules. 

2.8 pH   
The degree of ionization of a species is affected by the pH (e.g., a weak acid or a weak basis). 
This, in turn, affects adsorption. For example, the precipitation of Fe3+ ions occurred at pH 
greater than 4.5 (see Figure 4). The decrease in the Fe3+ ions removal capacity at pH > 4.5 
may have been caused by the complexing Fe3+ ions with hydroxide. Therefore, the removal 
efficiency increases with increasing initial pH. For example, at low pH, the concentration of 
proton is high. Therefore, the positively charged of the Fe3+ ions and the protons compete 
for binding on the adsorbent sites in Zeolite, Bentonite, Quartz, olive cake, Tripoli in which, 
this process decrease the uptake of iron ions. The concentration of proton in the solution 
decrease as pH gradually increases in the ranges from 2 to 4.5. In this case, little protons 
have the chance to compete with Fe3+ ions on the adsorption sites of the olive cake. Thus, 
higher pH in the acidic media is facilitated the greater uptake of Fe3+ ions. Above pH 4.5, the 
removal efficiency decreases as pH increases, this is inferred to be attributable to the 
hydrolysis [19-22]. 
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Fig. 4. Effect of initial pH on the removal efficiency, %, of Fe3+ ions at different temperatures. 
(Initial concentration of Fe3+ ions: 100 ppm, Agitation speed: 100 rpm, Mass of olive cake: 1 
g, Dose: 5 g/l, Contact time: 24 hr). 

2.9 Effect of initial concentration   
At high-level concentrations, the available sites of adsorption become fewer. This behaviour 
is connected with the competitive diffusion process of the Fe3+ ions through the micro-
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channel and pores in NB [20]. This competitive will lock the inlet of channel on the surface 
and prevents the metal ions to pass deeply inside the NB, i.e. the adsorption occurs on the 
surface only. These results indicate that energetically less favorable sites by increasing metal 
concentration in aqueous solution. This results are found matching with our recently studies 
using natural zeolite [19] and olive cake [21], in addition to other reported by Rao et al. [23] 
and Karthikeyan et al. [24]. The removal efficiency of Fe3+ ions on NQ and NB as well as 
zeolite at different initial concentrations (50, 100, 200, 300 and 400 ppm) is shown in the 
Figures 5-6. It is evident from the figure that the percentage removal of Fe3+ ions on NQ is 
slightly depended on the initial concentration. While the removal efficiency of Fe3+ ions 
using NB decreases as the initial concentration of Fe3+ ions increases. For example, the 
percentage removal is calculated 98 % using the initial concentration of 50 ppm, while it is 
found 28 % using high-level of 400 ppm [20]. 
On the other hand, it is clear from Figure 6 that the removal efficiency of Fe3+ ions using NQ 
is less affected by the initial concentration. For instance, the percentage removal using 50 
ppm of the initial concentration is found 35 %, while is found 34.9 % using high-level 
concentrations (400 ppm). This means that the high concentration of Fe3+ ions will create and 
activate of some new activation sites on the adsorbent surface [20, 25]. 
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Fig. 5. The effect of initial concentration namely 50, 100, 200, 300 and 400 ppm of Fe3+ ions at 
constant contact time (2.5 hours), adsorbent dosage 4 g/L of natural NQ and NB, 
Temperature (30 ºC) and agitation speed (300 rpm). 

2.10 Dosage effect   
The removal efficiency is generally increased as the concentration dose increases over these 
temperature values. This can be explained by the fact that more mass available, more the 
contact surface offered to the adsorption. The effect of the Jordanian Natural Zeolite (JNZ) 
dosage on the removal of Fe3+ ions is shown in Figure 6  [19]. The adsorbent dosage is varied 
from 10 to 40 g/l. The initial Fe3+ ions concentration, stirrer speed, initial pH and 
temperature are 1000 ppm, 300 rpm, 1% HNO3, and 30 ºC, respectively. This figure shows 
that the maximum removal of 69.15 % is observed with the dosage of 40 g/l. We observed 
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that the removal efficiency of adsorbents generally improved with increasing amount of 
JNZ. This is expected because the higher dose of adsorbent in the solution, the greater 
availability of exchangeable sites for the ions, i.e. more active sites are available for binding 
of Fe3+ ions. Moreover, our recent studies using olive cake, natural quartz and natural 
bentonite and tripoli [19-22] are qualitatively in a good agreement with each other and with 
those found in the literatures [26]. 
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Fig. 6. The adsorbent dose of JNZ vs. Percent removal of Fe3+ ions: 1 g adsorbent/ 50 ml Fe3+ 

ions solution, 30 C, initial pH of 1% HNO3, 300 rpm, and constant initial concentration 
(1000 ppm). 

3. Adsorption operation  
Adsorption from solution is usually conducted using either the column or  the batch operation. 
It should be possible to characterize the solution - adsorbent system by both technique 
operations and arrive at the same result. This is due to the physical and/or chemical forces 
applicable in each case must be identical. Furthermore, the results obtained from the batch 
experiment should be somewhat more reliable. Among the most serious objections of the 
column experiments are: (1)the inherent difficulties associated to maintain a constant flow rate; 
(2) the difficulty of ensuring a constant temperature throughout the column; (3) the 
appreciable probability of presence the channels within the  packed column; and (4) the 
relatively large expenditure both in time and manpower required for a column experiment. 

3.1 Batch operation  
In a batch operation, fixed amount of adsorbent is mixed all at once with specific volume of 
adsorbate (with the range of initial concentration). Afterwards, the system kept in agitation 
for a convenient period of time. Separation of the resultant solution is accomplished by 
filtering, centrifuging, or decanting. The optimum pH, contact time, agitation speed and 
optimum temperature are fixed and used in this technique. For instance, the contact time 
study, the experiment are carried out at constant initial concentration, agitation speed, pH, 
and temperature. During the adsorption progress, the mixture container must be covered by 
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channel and pores in NB [20]. This competitive will lock the inlet of channel on the surface 
and prevents the metal ions to pass deeply inside the NB, i.e. the adsorption occurs on the 
surface only. These results indicate that energetically less favorable sites by increasing metal 
concentration in aqueous solution. This results are found matching with our recently studies 
using natural zeolite [19] and olive cake [21], in addition to other reported by Rao et al. [23] 
and Karthikeyan et al. [24]. The removal efficiency of Fe3+ ions on NQ and NB as well as 
zeolite at different initial concentrations (50, 100, 200, 300 and 400 ppm) is shown in the 
Figures 5-6. It is evident from the figure that the percentage removal of Fe3+ ions on NQ is 
slightly depended on the initial concentration. While the removal efficiency of Fe3+ ions 
using NB decreases as the initial concentration of Fe3+ ions increases. For example, the 
percentage removal is calculated 98 % using the initial concentration of 50 ppm, while it is 
found 28 % using high-level of 400 ppm [20]. 
On the other hand, it is clear from Figure 6 that the removal efficiency of Fe3+ ions using NQ 
is less affected by the initial concentration. For instance, the percentage removal using 50 
ppm of the initial concentration is found 35 %, while is found 34.9 % using high-level 
concentrations (400 ppm). This means that the high concentration of Fe3+ ions will create and 
activate of some new activation sites on the adsorbent surface [20, 25]. 
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Fig. 5. The effect of initial concentration namely 50, 100, 200, 300 and 400 ppm of Fe3+ ions at 
constant contact time (2.5 hours), adsorbent dosage 4 g/L of natural NQ and NB, 
Temperature (30 ºC) and agitation speed (300 rpm). 

2.10 Dosage effect   
The removal efficiency is generally increased as the concentration dose increases over these 
temperature values. This can be explained by the fact that more mass available, more the 
contact surface offered to the adsorption. The effect of the Jordanian Natural Zeolite (JNZ) 
dosage on the removal of Fe3+ ions is shown in Figure 6  [19]. The adsorbent dosage is varied 
from 10 to 40 g/l. The initial Fe3+ ions concentration, stirrer speed, initial pH and 
temperature are 1000 ppm, 300 rpm, 1% HNO3, and 30 ºC, respectively. This figure shows 
that the maximum removal of 69.15 % is observed with the dosage of 40 g/l. We observed 
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that the removal efficiency of adsorbents generally improved with increasing amount of 
JNZ. This is expected because the higher dose of adsorbent in the solution, the greater 
availability of exchangeable sites for the ions, i.e. more active sites are available for binding 
of Fe3+ ions. Moreover, our recent studies using olive cake, natural quartz and natural 
bentonite and tripoli [19-22] are qualitatively in a good agreement with each other and with 
those found in the literatures [26]. 
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Fig. 6. The adsorbent dose of JNZ vs. Percent removal of Fe3+ ions: 1 g adsorbent/ 50 ml Fe3+ 

ions solution, 30 C, initial pH of 1% HNO3, 300 rpm, and constant initial concentration 
(1000 ppm). 

3. Adsorption operation  
Adsorption from solution is usually conducted using either the column or  the batch operation. 
It should be possible to characterize the solution - adsorbent system by both technique 
operations and arrive at the same result. This is due to the physical and/or chemical forces 
applicable in each case must be identical. Furthermore, the results obtained from the batch 
experiment should be somewhat more reliable. Among the most serious objections of the 
column experiments are: (1)the inherent difficulties associated to maintain a constant flow rate; 
(2) the difficulty of ensuring a constant temperature throughout the column; (3) the 
appreciable probability of presence the channels within the  packed column; and (4) the 
relatively large expenditure both in time and manpower required for a column experiment. 

3.1 Batch operation  
In a batch operation, fixed amount of adsorbent is mixed all at once with specific volume of 
adsorbate (with the range of initial concentration). Afterwards, the system kept in agitation 
for a convenient period of time. Separation of the resultant solution is accomplished by 
filtering, centrifuging, or decanting. The optimum pH, contact time, agitation speed and 
optimum temperature are fixed and used in this technique. For instance, the contact time 
study, the experiment are carried out at constant initial concentration, agitation speed, pH, 
and temperature. During the adsorption progress, the mixture container must be covered by 
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alumina foil to avoid the evaporation. The samples are withdrawn at different time 
intervals, for example, every 5 minuets or every 15 minutes. 
The uptake of heavy metal ions was calculated from the mass balance, which was stated as 
the amount of solute adsorbed onto the solid. It equal the amount of solute removed from 
the solution. Mathematically can be expressed in equation 1 [27]: 

 ( )i e
e

C Cq
S


  (1) 

eq : Heavy metal ions concentration adsorbed on adsorbent at equilibrium (mg of metal 
ion/g of adsorbent). 

iC :  Initial concentration of metal ions in the solution (mg/l). 

eC : Equilibrium concentration or final concentration of metal ions in the solution (mg/l). S :  
Dosage (slurry) concentration and it is expressed by equation 2: 

 mS
v

  (2) 

Where ν is the initial volume of metal ions solution used (L) and m is the mass of adsorbent. 
The percent adsorption (%) was also calculated using equation 3: 

 % adsorption 100%i e
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3.2 Column operation 
In a column operation, the solution of adsorbate such as heavy metals (with the range of 
initial concentration) is allowed to percolate through a column containing adsorbent (ion 
exchange resin, silica, carbon, etc.) usually held in a vertical position. For instance, column 
studies were carried out in a column made of Pyrex glass of 1.5 cm internal diameter and 15 
cm length. The column was filled with 1 g of dried PCA by tapping so that the maximum 
amount of adsorbent was packed without gaps. The influent solution was allowed to pass 
through the bed at constant flow rate of 2 mL/min, in down flow manner with the help of a 
fine metering valve. The effluent solution was collected at different time intervals. 
The breakthrough adsorption capacity of adsorbate (heavy metal ions) was obtained in 
column at different cycles using the equation 4 [28]. 

 qe = [(Ci  Ce)/m] × bv  (4) 

Where Ci and Ce denote the initial and equilibrium (at breakthrough) of heavy metal ions 
concentration (mg/L) respectively. bv was the breakthrough volume of the heavy metal ions 
solution in liters, and m was the mass of the adsorbent used (g). After the column was 
exhausted, the column was drained off the remaining aqueous solution by pumping air. The 
adsorption percent is given by equation 5. 

 % Desorption = (Ce/Ci) × 100 (5) 

4. Thermodynamic and adsorption isotherms 
Adsorption isotherms or known as equilibrium data are the fundamental requirements for 
the design of adsorption systems. The equilibrium is achieved when the capacity of the 
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adsorbent materials is reached, and the rate of adsorption equals the rate of desorption. The 
theoretical adsorption capacity of an adsorbent can be calculated with an adsorption 
isotherm. There are basically two well established types of adsorption isotherm the 
Langmuir and the Freundlich adsorption isotherms. The significance of adsorption 
isotherms is that they show how the adsorbate molecules (metal ion in aqueous solution) are 
distributed between the solution and the adsorbent solids at equilibrium concentration on 
the loading capacity at different temperatures. That mean, the amount of sorbed solute 
versus the amount of solute in solution at equilibrium.  

4.1 Langmuir adsorption isotherm 
Langmuir is the simplest type of theoretical isotherms. Langmuir adsorption isotherm 
describes quantitatively the formation of a monolayer of adsorbate on the outer surface of 
the adsorbent, and after that no further adsorption takes place. Thereby, the Langmuir 
represents the equilibrium distribution of metal ions between the solid and liquid phases 
[29]. The Langmuir adsorption is based on the view that every adsorption site is identical 
and energically equivalent (thermodynamically, each site can hold one adsorbate molecule). 
The Langmuir isotherm assume that the ability of molecule to bind and adsorbed is 
independent of whether or not neighboring sites are occupied. This mean, there will be no 
interactions between adjacent molecules on the surface and immobile adsorption. Also 
mean, trans-migration of the adsorbate in the plane of the surface is precluded. In this case, 
the Langmuir isotherms is valid for the dynamic equilibrium adsorption  desorption 
processes on completely homogeneous surfaces with negligible interaction between 
adsorbed molecules that exhibit the form: 

 qe = (Q×b×Ce)/(1+b×Ce) (6) 

Ce = The equilibrium concentration in solution 
qe =  the amount adsorbed for unit mass of adsorbent 
Q and b are related to standard monolayer adsorption capacity and the Langmuir constant, 
respectively.  

 qmax = Q×b (7) 

qmax = is the constant related to overall solute adsorptivity (l/g). 
Equation 6 could be re-written as: 

 Ce/qe = 1/(qmax×b) + (1/ qmax) × Ce (8) 

In summary, the Langmuir model represent one of the the first theoretical treatments of 
non-linear sorption and suggests that uptake occurs on a homogenous surface by monolyer 
sorption without interaction between adsorbed molecules. The Langmuir isotherm assumes 
that adsorption sites on the adsorbent surfaces are occupied by the adsorbate in the solution. 
Therefore the Langmuir constant (b) represents the degree of adsorption affinity the 
adsorbate. The maximum adsorption capacity (Q) associated with complete monolayer 
cover is typically expressed in (mg/g). High value of b indicates for much stronger affinity 
of metal ion adsorption.   
The shape of the isotherm (assuming the (x) axis represents the concentration of adsorbing 
material in the contacting liquid) is a gradual positive curve that flattens to a constant value. 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

744 

alumina foil to avoid the evaporation. The samples are withdrawn at different time 
intervals, for example, every 5 minuets or every 15 minutes. 
The uptake of heavy metal ions was calculated from the mass balance, which was stated as 
the amount of solute adsorbed onto the solid. It equal the amount of solute removed from 
the solution. Mathematically can be expressed in equation 1 [27]: 

 ( )i e
e

C Cq
S


  (1) 

eq : Heavy metal ions concentration adsorbed on adsorbent at equilibrium (mg of metal 
ion/g of adsorbent). 

iC :  Initial concentration of metal ions in the solution (mg/l). 

eC : Equilibrium concentration or final concentration of metal ions in the solution (mg/l). S :  
Dosage (slurry) concentration and it is expressed by equation 2: 

 mS
v

  (2) 

Where ν is the initial volume of metal ions solution used (L) and m is the mass of adsorbent. 
The percent adsorption (%) was also calculated using equation 3: 

 % adsorption 100%i e

i

C C
C


   (3) 

3.2 Column operation 
In a column operation, the solution of adsorbate such as heavy metals (with the range of 
initial concentration) is allowed to percolate through a column containing adsorbent (ion 
exchange resin, silica, carbon, etc.) usually held in a vertical position. For instance, column 
studies were carried out in a column made of Pyrex glass of 1.5 cm internal diameter and 15 
cm length. The column was filled with 1 g of dried PCA by tapping so that the maximum 
amount of adsorbent was packed without gaps. The influent solution was allowed to pass 
through the bed at constant flow rate of 2 mL/min, in down flow manner with the help of a 
fine metering valve. The effluent solution was collected at different time intervals. 
The breakthrough adsorption capacity of adsorbate (heavy metal ions) was obtained in 
column at different cycles using the equation 4 [28]. 

 qe = [(Ci  Ce)/m] × bv  (4) 

Where Ci and Ce denote the initial and equilibrium (at breakthrough) of heavy metal ions 
concentration (mg/L) respectively. bv was the breakthrough volume of the heavy metal ions 
solution in liters, and m was the mass of the adsorbent used (g). After the column was 
exhausted, the column was drained off the remaining aqueous solution by pumping air. The 
adsorption percent is given by equation 5. 

 % Desorption = (Ce/Ci) × 100 (5) 

4. Thermodynamic and adsorption isotherms 
Adsorption isotherms or known as equilibrium data are the fundamental requirements for 
the design of adsorption systems. The equilibrium is achieved when the capacity of the 

 
Thermodynamics Approach in the Adsorption of Heavy Metals 

 

745 

adsorbent materials is reached, and the rate of adsorption equals the rate of desorption. The 
theoretical adsorption capacity of an adsorbent can be calculated with an adsorption 
isotherm. There are basically two well established types of adsorption isotherm the 
Langmuir and the Freundlich adsorption isotherms. The significance of adsorption 
isotherms is that they show how the adsorbate molecules (metal ion in aqueous solution) are 
distributed between the solution and the adsorbent solids at equilibrium concentration on 
the loading capacity at different temperatures. That mean, the amount of sorbed solute 
versus the amount of solute in solution at equilibrium.  
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The shape of the isotherm (assuming the (x) axis represents the concentration of adsorbing 
material in the contacting liquid) is a gradual positive curve that flattens to a constant value. 
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A plot of Ce/qe versus Ce gives a straight line of slope 1/ qmax and intercept 1/(qmax×b), for 
example, as shown in Figure 7. 
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Fig. 7. The linearized Langmuir adsorption isotherms for Fe3+ ions adsorption by natural 
quartz (NQ) and bentonite (NB) at constant temperature 30 ºC. (initial concentration: 400 
ppm, 300 rpm and contact time: 2.5 hours). 

The effect of isotherm shape is discussed from the direction of the predicting whether and 
adsorption system is "favorable" or "unfavorable". Hall et al (1966) proposed a 
dimensionless separation factor or equilibrium parameter, RL, as an essential feature of the 
Langmuir Isotherm to predict if an adsorption system is “favourable” or “unfavourable”, 
which is defined as [30]:  

 RL = 1/(1+bCi) (9) 

Ci = reference fluid-phase concentration of adsorbate (mg/l) (initial Fe3+ ions concentration) 
b   = Langmuir constant (ml mg−1) 
Value of RL indicates the shape of the isotherm accordingly as shown in Table 1 below. For a 
single adsorption system, Ci is usually the highest fluid-phase concentration encountered. 
 
 

Value of  RL Type of Isotherm 
0 < r < 1 Favorable 

r > 1 Unfavorable 
r = 1 Linear 
R = 0 Irreversible 

Table 1. Type of isotherm according to value of RL 

4.2 Freundlich adsorption isotherms  
Freundlich isotherm is commonly used to describe the adsorption characteristics for the 
heterogeneous surface [31]. It represents an initial surface adsorption followed by a 
condensation effect resulting from strong adsorbate-adsorbate interaction. Freundlich 
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isotherm curves in the opposite way of Langmuir isotherm and is exponential in form. The 
heat of adsorption, in many instances, decreases in magnitude with increasing extent of 
adsorption. This decline in heat is logarithmic implying that the adsorption sites are 
distributed exponentially with respect to adsorption energy. This isotherm does not indicate 
an adsorption limit when coverage is sufficient to fill a monolayer (θ = 1). The equation that 
describes such isotherm is the Freundlich isotherm, given as [31]: 

 qe = Kf (Ce)1/n  n > 1 (10) 

Kf = Freundlich constant related to maximum adsorption capacity (mg/g). It is a 
temperature-dependent constant. 

n =  Freundlich contestant related to surface heterogeneity (dimensionless). It gives an 
indication of how favorable the adsorption processes. 
With n = 1, the equation reduces to the linear form: qe = k × Ce 
The plotting qe versus Ce yield a non-regression line, which permits the determination of 
(1/n) and Kf values of (1/n) ranges from 0 to 1, where the closer value to zero means the 
more heterogeneous the adsorption surface. On linearization, these values can be obtained 
by plotting (ln qe) versus (ln Ce) as presented in equation 11. From the plot, the vales Kf and n 
can be obtained. 

 ln qe = ln Kf + (1/n)ln Ce  (11) 

where, the slop = (1/n), and the intercept = ln Kf 

4.3 Dubinin–Kaganer–Radushkevich (DKR) 
The DKR isotherm is reported to be more general than the Langmuir and Freundlich 
isotherms. It helps to determine the apparent energy of adsorption. The characteristic 
porosity of adsorbent toward the adsorbate and does not assume a homogenous surface or 
constant sorption potential [32].   
The Dubinin–Kaganer–Radushkevich (DKR) model has the linear form 

 2ln lne mq X    (12) 

where mX  is the maximum sorption capacity, β is the activity coefficient related to mean 
sorption energy, and ε is the Polanyi potential, which is equal to 

 1ln(1 )
e

RT
C

    (13) 

where R is the gas constant (kJ/kmol- K) .  
The slope of the plot of ln eq  versus ε 2 gives β (mol 2 /J 2 ) and the intercept yields the 
sorption capacity, Xm (mg/g) as shown in Fig. 6. The values of β and Xm, as a function of 
temperature are listed in table 1 with their corresponding value of the correlation coefficient, 
R 2 . It can be observed that the values of β increase as temperature increases while the 
values of Xm decrease with increasing temperature. 
The values of the adsorption energy, E, was obtained from the relationship [33] 

1 2( 2 )E     
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A plot of Ce/qe versus Ce gives a straight line of slope 1/ qmax and intercept 1/(qmax×b), for 
example, as shown in Figure 7. 
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Fig. 7. The linearized Langmuir adsorption isotherms for Fe3+ ions adsorption by natural 
quartz (NQ) and bentonite (NB) at constant temperature 30 ºC. (initial concentration: 400 
ppm, 300 rpm and contact time: 2.5 hours). 

The effect of isotherm shape is discussed from the direction of the predicting whether and 
adsorption system is "favorable" or "unfavorable". Hall et al (1966) proposed a 
dimensionless separation factor or equilibrium parameter, RL, as an essential feature of the 
Langmuir Isotherm to predict if an adsorption system is “favourable” or “unfavourable”, 
which is defined as [30]:  

 RL = 1/(1+bCi) (9) 

Ci = reference fluid-phase concentration of adsorbate (mg/l) (initial Fe3+ ions concentration) 
b   = Langmuir constant (ml mg−1) 
Value of RL indicates the shape of the isotherm accordingly as shown in Table 1 below. For a 
single adsorption system, Ci is usually the highest fluid-phase concentration encountered. 
 
 

Value of  RL Type of Isotherm 
0 < r < 1 Favorable 

r > 1 Unfavorable 
r = 1 Linear 
R = 0 Irreversible 

Table 1. Type of isotherm according to value of RL 

4.2 Freundlich adsorption isotherms  
Freundlich isotherm is commonly used to describe the adsorption characteristics for the 
heterogeneous surface [31]. It represents an initial surface adsorption followed by a 
condensation effect resulting from strong adsorbate-adsorbate interaction. Freundlich 
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isotherm curves in the opposite way of Langmuir isotherm and is exponential in form. The 
heat of adsorption, in many instances, decreases in magnitude with increasing extent of 
adsorption. This decline in heat is logarithmic implying that the adsorption sites are 
distributed exponentially with respect to adsorption energy. This isotherm does not indicate 
an adsorption limit when coverage is sufficient to fill a monolayer (θ = 1). The equation that 
describes such isotherm is the Freundlich isotherm, given as [31]: 

 qe = Kf (Ce)1/n  n > 1 (10) 

Kf = Freundlich constant related to maximum adsorption capacity (mg/g). It is a 
temperature-dependent constant. 

n =  Freundlich contestant related to surface heterogeneity (dimensionless). It gives an 
indication of how favorable the adsorption processes. 
With n = 1, the equation reduces to the linear form: qe = k × Ce 
The plotting qe versus Ce yield a non-regression line, which permits the determination of 
(1/n) and Kf values of (1/n) ranges from 0 to 1, where the closer value to zero means the 
more heterogeneous the adsorption surface. On linearization, these values can be obtained 
by plotting (ln qe) versus (ln Ce) as presented in equation 11. From the plot, the vales Kf and n 
can be obtained. 

 ln qe = ln Kf + (1/n)ln Ce  (11) 

where, the slop = (1/n), and the intercept = ln Kf 

4.3 Dubinin–Kaganer–Radushkevich (DKR) 
The DKR isotherm is reported to be more general than the Langmuir and Freundlich 
isotherms. It helps to determine the apparent energy of adsorption. The characteristic 
porosity of adsorbent toward the adsorbate and does not assume a homogenous surface or 
constant sorption potential [32].   
The Dubinin–Kaganer–Radushkevich (DKR) model has the linear form 

 2ln lne mq X    (12) 

where mX  is the maximum sorption capacity, β is the activity coefficient related to mean 
sorption energy, and ε is the Polanyi potential, which is equal to 

 1ln(1 )
e

RT
C

    (13) 

where R is the gas constant (kJ/kmol- K) .  
The slope of the plot of ln eq  versus ε 2 gives β (mol 2 /J 2 ) and the intercept yields the 
sorption capacity, Xm (mg/g) as shown in Fig. 6. The values of β and Xm, as a function of 
temperature are listed in table 1 with their corresponding value of the correlation coefficient, 
R 2 . It can be observed that the values of β increase as temperature increases while the 
values of Xm decrease with increasing temperature. 
The values of the adsorption energy, E, was obtained from the relationship [33] 

1 2( 2 )E     
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4.4 Thermodynamics parameters for the adsorption 
In order to fully understand the nature of adsorption the thermodynamic parameters such 
as free energy change (Gº) and enthalpy change (Hº) and entropy change (Sº) could be 
calculated. It was possible to estimate these thermodynamic parameters for the adsorption 
reaction by considering the equilibrium constants under the several experimental 
conditions. They can calculated using the following equations [34]: 

 G =  R lnKd(T)  (14) 

 lnKd = S/R – H/RT (15) 

 G = H – TS (16) 

The Kd value is the adsorption coefficient obtained from Langmuir equation. It is equal to 
the ratio of the amount adsorbed (x/m in mg/g) to the adsorptive concentration (y/a in 
mg/dm3)  

 Kd = (x/m). (y/a)  (17) 

These parameters are obtained from experiments at various temperatures using the 
previous equations. The values of Hº and Sº are determined from the slop and intercept 
of the linear plot of (ln Kd) vs. (1/T). 
In general these parameters indicate that the adsorption process is spontaneous or not and 
exothermic or endothermic. The standard enthalpy change (Hº) for the adsorption process 
is: (i) positive value indicates that the process is endothermic in nature. (ii) negative value 
indicate that the process is exothermic in nature and a given amount of heat is evolved 
during the binding metal ion on the surface of adsorbent. This could be obtained from the 
plot of percent of adsorption (% Cads) vs. Temperature (T). The percent of adsorption 
increase with increase temperature, this indicates for the endothermic processes and the 
opposite is correct [35]. The positive value of (Sº) indicate an increase in the degree of 
freedom (or disorder) of the adsorbed species.  

5. Motivation for the removal and sorption Fe3+ ions 
In practice form recent studies, the natural zeolite [19], activated carbon[36], olive cake [21], 
quartz and bentonite [20] and jojoba seeds [37] are used as an adsorbent for the adsorption 
of mainly trivalent iron ions in aqueous solution. The Motivation for the removal and 
sorption Fe3+ ions is that iron ions causes serious problems in the aqueous streams especially 
at high levels concentration [38 - 39].  Usually, the iron ions dissolve from rocks and soils 
toward the ground water at low levels, but it can occur at high levels either through a 
certain geological formation or through the contamination by wastes effluent of the 
industrial processes such as pipeline corrosion, engine parts, metal finishing and galvanized 
pipe manufacturing [40 - 41]. 
The presence of iron at the high-levels in the aqueous streams makes the water in unusable 
for an several considerations: Firstly, Aesthetic consideration such as discoloration, the 
metallic taste even at low concentration (1.8 mg/l), odor, and turbidity, staining of laundry 
and plumbing fixtures. Secondly, the healthy consideration where the high level of iron ions 
precipitates as an insoluble Fe3+-hydroxide under an aerobic conditions at neutral or 
alkaline pH [42]. This can generate toxic derivatives within the body by using drinking 
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water and can contribute to disease development in several ways. For instance, an excessive 
amounts of iron ions in specific tissues and cells (iron-loading) promote development of 
infection, neoplasia, cardiomyopathy, arthropathy, and various endocrine and possibly 
neurodegenerative disorders. Finally, the industrial consideration such as blocking the pipes 
and increasing of corrosion. In addition to that, iron oxides promote the growth of micro-
organism in water which inhibit many industrial processes in our country [43].  
In response to the human body health, its environmental problems and the limitation water 
sources especially in Jordan [44], the high-levels of Fe3+ ions must be removed from the 
aqueous stream to the recommended limit 5.0 and 0.3 ppm for both inland surface and 
drinking water, respectively. These values are in agreement with the Jordanian standard 
parameters of water quality[45]. For tracing Fe3+ ions into recommended limit, many 
chemical and physical processes were used such as supercritical fluid extraction, 
bioremediation, oxidation with oxidizing agent [46]. These techniques were found not 
effective due to either extremely expensive or too inefficient to reduce such high levels of 
ions from the large volumes of water [47 - 48]. Therefore, the effective process must be low 
cost-effective technique and simple to operate [49 - 52]. It found that the adsorption process 
using natural adsorbents realize these prerequisites. In addition to that, the natural 
adsorbents are environmental friend, existent in a large quantities and has good adsorption 
properties. The binding of Iron(III) ion with the surface of the natural adsorbent could 
change their forms of existence in the environment. In general they may react with 
particular species, change oxidation states and precipitate  [53]. In spite of  the abundant 
reported researches in the adsorption for the removal of the dissolved heavy metals from 
the aqueous streams, however the iron(III) ions still has limited reported studies. Therefore 
our studies are concentrated in this field. From our previous work, the natural zeolite [19], 
quartz and Bentonite [20], olive cake [21], in addition to the chitin [24], activated carbon [54 - 
55] and alumina [56] have been all utilized for this aspect at low levels. The adsorption 
isotherm models (Langmuir and Freundlich) are used in order to correlate the experimental 
results.  

5.1 Sorption Fe3+ ions using natural quartz (NQ) and bentonite (NB)) 
It is known from the chemistry view that surface of NB and NQ is ending with (Si-O) 
negatively charged. These negative entities might bind metal ions via the coordination 
aspects especially at lower pH values as known in the literatures. Fe3+ ions are precipitated 
in the basic medium. Therefore, the 1 % HNO3 stock solution is used to soluble Fe3+ ions and 
then achieving the maximum adsorption percentages [20]. 
The binding of metal ions might be influenced on the surface of NB more than NQ. This is 
due to the expected of following ideas: (i) NQ have pure silica entity with homogeneous 
negatively charged, therefore the binding will be homogeneous. (ii) The natural bentonite 
has silica surface including an inner-layer of alumina and iron oxide, which cause a 
heterogeneous negatively charged. Therefore, the binding Fe3+ ions on the surface on NB 
might be complicated.  
The adsorption thermodynamics modelsof Fe3+ ions on NQ and NB at 30 ºC are examined 
[20]. The calculated results of the Langmuir and Freundlich isotherm constants are given in 
Table 2. The high values of R2 (>95%) indicates that the adsorption of Fe3+ ions onto both NQ 
and NB was well described by Freundlich isotherms.It can also be seen that the maxq  and 
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results.  
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It is known from the chemistry view that surface of NB and NQ is ending with (Si-O) 
negatively charged. These negative entities might bind metal ions via the coordination 
aspects especially at lower pH values as known in the literatures. Fe3+ ions are precipitated 
in the basic medium. Therefore, the 1 % HNO3 stock solution is used to soluble Fe3+ ions and 
then achieving the maximum adsorption percentages [20]. 
The binding of metal ions might be influenced on the surface of NB more than NQ. This is 
due to the expected of following ideas: (i) NQ have pure silica entity with homogeneous 
negatively charged, therefore the binding will be homogeneous. (ii) The natural bentonite 
has silica surface including an inner-layer of alumina and iron oxide, which cause a 
heterogeneous negatively charged. Therefore, the binding Fe3+ ions on the surface on NB 
might be complicated.  
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the adsorption intensity values of  NB are higher than that of NQ. The calculated b values 
indicate the interaction forces between NB surface and Fe3+ ions are stronger than in case of 
using NQ, this is in agreement with the higher ionic potential of Fe3+. This means that the 
NB is more powerful adsorbent than NQ. Furthermore, based on this information, we found 
that the adsorption using NQ and NB is much higher as compared to carbon used by other 
authors [57]. 
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Fig. 8. The linearized Langmuir adsorption isotherms for Fe3+ ions adsorption by natural 
quartz (NQ) and bentonite (NB) at constant temperature 30 ºC. (Initial concentration: 400 
ppm, 300 rpm and contact time: 2.5 hours). 

 

 

Langmuir 
Constants 
Adsorbent

qmax b (L/mol) G/1000 (kJ/mol) 

NQ 14.4 226.3 -13.4 

NB 20.96 283.8 -13.9 

NQ = Natural Quartz 
NB = Natural Bentonite  

Table 2. Langmuir constants for adsorption of  Fe3+ ions on NQ and NB 
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The obtained experimental data also has well described by Freundlich isotherm model into 
both NQ and NB. The negative value of Gº (- 13.4 and – 13.9 KJ/mol, respectively) 
confirms the feasibility of the process and the spontaneous nature of adsorption with a high 
preference for metal ions to adsorb onto NB more easily than NQ in pseudo second order rate 
reaction.  
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Fig. 9. The linearized Freundlich adsorption isotherms for Fe3+ ions adsorption by natural 
Quartz (NQ) and bentonite (NB) at constant temperature 30 ºC. (initial concentration: 400 
ppm, normal 1% HNO3 aqueous solution, 300 rpm, contact time: 2.5 hours). 

5.2 Sorption isotherms of Fe3+ ions processes using Jordanian natural zeolite (JNZ) 
Isotherm studies are conducted at 30 ºC by varying the initial concentration of Fe3+ ions [19]. 
Representative initial concentration (1000, 800, 600, 400 ppm) of Fe3+ ions are mixed with 
slurry concentrations (dose) of 20g/L for 150 min., which is the equilibrium time for the 
zeolite and Fe3+ ions reaction mixture. The equilibrium results are obtained at the 1% HNO3 
model solution of Fe3+ ions.  The Langmuir isotherm model is applied to the experimental 
data as presented in Figure 10. Our experimental results give correlation regression 
coefficient, 2R , equals to 0.998, which are a measure of goodness-of-fit and the general 
empirical formula of the Langmuir model by 
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Our results are in a good qualitatively agreements with those found from adsorption of Fe3+ 

on the palm fruit bunch and maize cob [58]. 
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Fig. 9. The linearized Freundlich adsorption isotherms for Fe3+ ions adsorption by natural 
Quartz (NQ) and bentonite (NB) at constant temperature 30 ºC. (initial concentration: 400 
ppm, normal 1% HNO3 aqueous solution, 300 rpm, contact time: 2.5 hours). 
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Figure 11 represents the fitting data into the Freundlich model. We observe that the 
empirical formula of this model is found as ln 0.1058ln 1.2098e eq c   with 2R  value equals 
to 0.954. It can be seen that the Langmuir model has a better fitting model than Freundlich 
as the former have higher correlation regression coefficient than the latter.  
The value of standard Gibbs free energy change calculated at 30 C is found to be -16.98 
kJ/mol. The negative sign for 0G indicates to the spontaneous nature of Fe3+ ions 
adsorption on the JNZ. 
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Fig. 10. Langmuir isotherm model plot of qe/Ce of Fe3+ ions on JNZ vs. Ce (ppm) of Fe3+ ions. 
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Fig. 11. Freundlich isotherm plot of ln qe vs. ln Ce, where Ce is the equilibrium concentration 
of Fe3+ ions concentration. 

5.3 Sorption isotherms of  Fe3+ ions processes using olive cake 
To conduct the isotherm were studied at the initial pH of solution which was adjusted at the 
optimum value (pH = 4.5) and the mass of olive cake which was taken as 0.3, 0.5, 0.75 and 
1.0 g at different temperatures of 28, 35 and 45 ºC. Three adsorption isotherms models were 
used: Langmiur, Frendulich and Dubinin–Kaganer–Radushkevich (DKR) [21]. Figure 12 
shows the experimental data that were fitted by the linear form of Langmiur model, (Ce / qe) 
versus Ce, at temperatures of 28, 35 and 45 0 C. The values of maxq  and b  were evaluated 
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from the slope and intercept respectively for the three isothermal lines. These values of maxq  
and  b  are listed in Table 1 with their uncertainty and their regression coefficients, R 2  . 
Table 3 shows that the values of q max  and b are decreased when the solution temperature 
increased from 28 to 45 0 C. The decreasing in the values of q max  and b with increasing 
temperature indicates that the Fe3+ ions are favorably adsorbed by olive cake at lower 
temperatures, which shows that the adsorption process is exothermic. In order to justify the 
validity of olive cake as an adsorbent for Fe3+ ions adsorption, its adsorption potential must 
be compared with other adsorbents like eggshells [59] and chitin [24] used for this purpose. 
It may be observed that the maximum sorption of Fe3+ ions on olive cake is approximately 
greater 10 times than those on the chitin and eggshells. 
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Fig. 12. Langmuir isotherm model plot of qe/Ce of Fe3+ ions on olive cake vs. Ce (ppm) of Fe3+ 

ions. 
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Fig. 13. The linearized Freundlich adsorption isotherms for Fe3+ ions adsorption by olive 
cake at different temperatures. (Initial concentration of Fe3+  ions: 100 ppm, Agitation speed: 
100 rpm, pH: 4.5, Contact time: 24 hr). 
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Fig. 10. Langmuir isotherm model plot of qe/Ce of Fe3+ ions on JNZ vs. Ce (ppm) of Fe3+ ions. 
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from the slope and intercept respectively for the three isothermal lines. These values of maxq  
and  b  are listed in Table 1 with their uncertainty and their regression coefficients, R 2  . 
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Fig. 12. Langmuir isotherm model plot of qe/Ce of Fe3+ ions on olive cake vs. Ce (ppm) of Fe3+ 

ions. 
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Fig. 13. The linearized Freundlich adsorption isotherms for Fe3+ ions adsorption by olive 
cake at different temperatures. (Initial concentration of Fe3+  ions: 100 ppm, Agitation speed: 
100 rpm, pH: 4.5, Contact time: 24 hr). 
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The Freundlich constants fK  and n, which respectively indicating the adsorption capacity 
and the adsorption intensity, are calculated from the intercept and slope of plot ln eq  
versus ln eC respectively, as shown in Figure 13. These values of fK  and n are also listed in 
Table 3 with their regression coefficients. It can be observed that the values of fK  are 
decreased with increasing the temperature of solution from 28 to 45 0 C. The decreasing in 
these values with temperature confirms also that the adsorption process is exothermic. It can 
be also seen that the values of 1/n decreases as the temperature increases. Our experimental 
data of values fK and 1/n are considered qualitatively consistence with those that found in 
adsorption of Fe3+ ions on eggshells [59] and chitin [24]. 
The negative value of 0ΔG (Table 4)confirms the feasibility of the process and the 
spontaneous nature of sorption. The values of  0ΔH  and 0ΔS  are found to be -10.83 kJ/mol 
and 19.9 J/mol-K, respectively (see Table 4). The negative values of 0ΔH  indicate and 
exothermic sorption reaction process. The positive value of 0ΔS shows the increasing 
randomness at the solid/liquid interface during the sorption of Fe3+ ions onto olive cake. 
 

 
Table 3. Langmuir, Freundlich and DKR constants for adsorption of Fe3+ ions on olive cake 

 

 
Table 4. Thermodynamics parameters for the adsorption of Fe3+ ions on olive cake. 

5.4 Sorption isotherms of Fe3+ ions processes using chitosan and cross-linked 
chitosan beads  
A batch adsorption system was applied to study the adsorption of Fe2+ and Fe3+ ions from 
aqueous solution by chitosan and cross-linked chitosan beads [60 - 61]. The adsorption 
capacities and rates of Fe2+ and Fe3+ ions onto chitosan and cross-linked chitosan beads were 
evaluatedas shown in Figure 14. Experiments were carried out as function of pH, agitation 
period, agitation rate and concentration of Fe2+ and Fe3+ ions. Langmuir and Freundlich 
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adsorption models were applied to describe the isotherms and isotherm constants. 
Equilibrium data agreed very well with the Langmuir model. 
The calculated results of the Langmuir and Freundlich isotherm constants are given in Table 
5. It is found that the adsorptions of Fe2+ and Fe3+ ions on the chitosan and cross-linked 
chitosan beads correlated well (R>0.99) with the Langmuir equation as compared to the 
Freundlich equation under the concentration range studied. 
 

 
Fig. 14. Adsorption isotherms of Fe3+ ions on chitosan and cross-linked chitosan beads. 
chitosan, chitosan-GLA and chitosan-ECH bead 

 

 
Table 5. Langmuir and Freundlich isotherm constants and correlation coefficients 

Table 6 lists the calculated results. Based on the effect of separation factor on isotherm 
shape, the RL values are in the range of 0<RL<1, which indicates that the adsorptions of Fe2+ 

and Fe3+ ions on chitosan and cross-linked chitosan beads are favourable. Thus, chitosan and 
cross-linked chitosan beads are favourable adsorbers. As mentioned earlier, chitosan and 
cross-linked chitosan beads are microporous biopolymers, therefore pores are large enough 
to let Fe2+ and Fe3+ ions through. The mechanism of ion adsorption on porous adsorbents 
may involve three steps [60 - 61]: (i) diffusion of the ions to the external surface of adsorbent; 
(ii) diffusion of ions into the pores of adsorbent; (iii) adsorption of the ions on the internal 
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surface of adsorbent. The first step of adsorption may be affected by metal ion concentration 
and agitation period. The last step is relatively a rapid process. 
 

 
Table 6. RL values based on the Langmuir equation  

5.5 Adsorption of Fe3+ ions on activated carbons obtained from bagasse, pericarp of 
rubber fruit and coconut shell 
The adsorptions of Fe3+ ions from aqueous solution at room temperature on activated 
carbons obtaining from bagasse, pericarp of rubber fruit and coconut shell have been 
studied [62]. The adsorption behavior of Fe3+ ions on these activated carbons could be 
interpreted by Langmuir adsorption isotherm as monolayer coverage. The maximum 
amounts of Fe3+ ions adsorbed per gram of these activated carbons were 0.66 mmol/g, 0.41 
mmol/g and 0.18 mmol/g, respectively. The mechanism by which the adsorption of Fe3+ 

ions onto the activated carbon can be performed after being reduced to Fe3+ ions [63].  
Figures 15 to 17 show the Langmuir plots that have the greatest values of iron adsorption on 
three types of activated carbons. The maximum adsorption at monolayer coverage on 
bagasse, pericarp of rubber fruit and coconut shellare in the range 0.25 - 0.66 mmol/g, 0.11 - 
0.41 mmol/g and 0.12 - 0.19 mmol/g, respectively. The experimental result shows that the 
amount of iron ion adsorbed on activated carbons decreased with increasing adsorption 
temperature. This suggested that the adsorption mechanism was physical adsorption, in 
contrast to chemical adsorption in which the amount of adsorbate adsorbed on an adsorbent 
increases with increasing adsorption temperature [63].  
 

 
 

Fig. 15. Langmuir plot for the adsorption of Fe3+ ions on activated carbon obtained from 
bagasse. 
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Fig. 16. Langmuir plot for the adsorption of Fe3+ ions on activated carbon obtained from 
pericarp of rubber fruit. 

 

 
Fig. 17. Langmuir plot for the adsorption of Fe3+ ions on activated carbon obtained from 
coconut shell. 
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surface of adsorbent. The first step of adsorption may be affected by metal ion concentration 
and agitation period. The last step is relatively a rapid process. 
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Fig. 16. Langmuir plot for the adsorption of Fe3+ ions on activated carbon obtained from 
pericarp of rubber fruit. 

 

 
Fig. 17. Langmuir plot for the adsorption of Fe3+ ions on activated carbon obtained from 
coconut shell. 
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Study of the temperature dependence on these adsorptions has revealed them to be 
exothermic processes with the heats of adsorption of about -8.9 kJ/mol, -9.7 kJ/mol and -5.7 
kJ/mol for bagasse, pericarp of rubber fruit and coconut shell, respectively. The value of 
Langmuir isotherm constant for the maximum adsorption at monolayer coverage (Xmax) and 
the heats of adsorption (Hads) of Fe3+ ions on three types of activated carbons was 
summarized in Table 7. 
 

Raw Materials Xmax Hads (KJ/mol) 
Bagasse 0.66 - 8.9 
Pericarp of Rubber Fruit 0.41 - 9.7 
Coconut Shell 0.19 - 5.7 

Table 7. The maximum adsorption of iron ion at monolayer coverage (Xmax) and the heats of 
adsorption (Hads) for iron ion on three types of activated carbons and activation 
temperature at 600 ºC 

5.6 Adsorption of Fe3+ ions on unmodified raphia palm (Raphia Hookeri) fruit 
endocarp 
The adsorption of aqueous Fe3+ ions onto the surface of Raphia palm fruit endocarp (nut) 
was studied in a batch system [64 – 67]. The influence of initial Fe3+ ions concentration, 
temperature and particle size was investigated and the results showed that particle size and 
temperature affected the sorption rate and that the adsorption was fast with a maximum 
percentage adsorption of 98.7% in 20 min as initial metal ion concentration was increased. 
There is a general decrease in sorption efficiency as the particle size is increased. The 
increased sorption with smaller particle size means that there is higher external surface area 
available for adsorption with smaller particle at a constant total mass.   
Four isotherms; Langmuir, Freundlich, Dubinin-Radushkevich (D-R) and Temkin were 
used to model the equilibrium sorption experimental data. The sorption process was 
found to follow chemisorption mechanism. From Dubinin-Radushkevich (D-R) isotherm, 
the apparent energy of adsorption was 353.55 Kj/mol. The apparent energy shows if the 
sorption process follows physisorption, chemisorption or ion exchange. It has been 
reported: 
1. Physiasorption processes have adsorption energies <40 Kj/mol 
2. Chemisorption processes have adsorption energies > 40 Kj/mol  
3. Chemical ion exchange have adsorption energies between 8.0 and 16 Kj/mol 
4. Adsorption is physical in nature have adsorption energies <8.0 Kj/mol  
From the result obtained, the sorption of Fe3+ ions onto Raphia palm fruit endocarp (nut) 
was chemisorption process. 
In order to describe the thermodynamic behaviuor of the sorption of Fe3+ ion  onto Raphia 
palm fruit endocarp (nut) from aqueous solution, thermodynamic parameters including 
Gº, Hº, Sº, were evaluated. The value of Hº is negative indicating exothermic 
process. The standard Gibbs free energy indicates that the the sorption process is 
spontaneous in nature and also feasible. The decreasing in Gº values with increasing 
temperature shows a decrease in feasibility of sorption at higher temperature.  
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Isotherm Constants Fe(III) 
Langmuir   - 16.3500 
qmax - 0.0800 
b 0.9321 
R2 33.1000 
q(%)  
 
Freundlich 

 

n 0.6900 
Kf 3.9800 
R2 0.9222 
q(%) 8.8100 
 
Dubinin-Radushkevich 

 

 4.0*10-6 
qD 104.4800 
E 353.5500 
R2 0.9461 
q (%) 24.5200 
  

Table 8. Isotherm constant for adsorption of Fe3+ ions onto Raphia palm fruit endocarp (nut)  
from aqueous solution  
 

Constants (KJ/mol/K) Fe(III) 
H - 2560.4600 
S 19.1900 
EA 2094.8000 
Sn 0.0900 
R2 (Vant Hoff) 0.4633 
R2 (Sticking Probability) 0.4747 
  

Table 9. The activation energy of Fe(III) 

The activation energy of any reaction process depicts the energy barrier which the reactants 
must overcome before any reaction could take place. High activation energy to react hence 
decrease in reaction rate.  

6. Conclusion 
High and low concentration level of Fe3+ ions can be adsorbed on different types of natural 
adsorbents. This process can be used to remove Fe3+ ions from aqueous solutions. The 
thermodynamic isotherms indicate the behavior picture of Fe3+ ions onto the surface of 
natural adsorbent as homogenous or heterogeneous monolayer coverage. It depends on the 
chemical nature of adsorbent surfaces. Mostly, the thermodynamic parameters show the 
spontaneous and exothermic adsorption processes of Fe3+ ions onto the surfaces of natural 
adsorbents, indicating of easier handling.   
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most drugs establish non-covalent interactions with their target molecules (usually 
proteins). 
From a chemical point of view, the affinity constant (Ka) is a very useful measurement for 
the study of binding reactions as it provides much information about the mechanism. In 
many cases some chemical or physical properties of ligand or target change with the 
interaction between them, these changes might help to measure binding constants. It is 
important to establish the stoichiometry of the complex to be sure that the constants are 
accurately calculated. From the affinity constants measured it is possible to calculate the 
standard thermodynamic quantities for the binding reaction: free-energy (ΔG), enthalpy 
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Our group has already demonstrated that, in some cases, binding affinity measurements are 
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need to determine the stoichiometry of the studied system to calculate accurately the 
constants. Once the thermodynamic concepts were introduced, we will show the use of 
these kind of studies for the optimization of drug binding to its target. We will detail the 
role of single chemical modifications in the molecule of study to modulate its binding 
affinity, and the way to quantify these changes. We will finally further discuss how the 
selection of the best sustituents can result in the optimization of binding.  

2. Non-covalent interactions 
Non-covalent interactions are chemical bonds that do not involve sharing of electron pairs 
between orbitals of different atoms, there are no orbital overlapping in these interactions 
which have an electrostatic nature and are not highly directional. Covalent bonds are 
generally shorter than 2Å while the non-covalent ones are within the range of several 
angstroms. Another difference between these two types of bonds is the energy released in its 
formation, non-covalent interactions are weaker, with energies below 40 kJ/mol whereas 
covalent bonds energies range 80-800 kJ/mol.  
These weak interactions have important roles in the binding of macromolecules with each 
other and with other molecules in the cell, in the mainteinance of the three dimensional 
structure of large macromolecules such as proteins or nucleic acids (e.g. DNA double helix) 
and they are the forces found in the majority of the drug-proteins interactions in 
pharmacology.  

2.1 Types of non-covalent interactions 
There are four commonly mentioned fundamental non-covalent interaction types including 
ionic interactions, hydrogen bonds, hydrophobic interactions and van der Waals forces 
(dispersion attractions, dipole-dipole and dipole-induced dipole interactions). All these weak 
interactions must work together to have significant effects. Their combined bond effect is 
greater than the sum of the individual ones. The free energy of multiple bonds between two 
molecules is different than the sum of the enthalpies of each bond due to entropic effects. 

2.1.1 Ionic interactions 
Ionic bonds result from the electrostatic attraction between two ionized groups of opposite 
charge such as carboxyl (-COO-) and amino (-NH3+). These ionic interactions are directly 
proportional to the product of the interacting charges and inversely proportional to the 
dielectric constant of the medium and the distance separating the charges. This relationship 
is defined by Coulomb's law:   

 E =
kq1q2

Dr  (1) 

where E is the energy, q1 and q2 are the charges of two atoms, r is the distance between 
them, D is the dielectric constant, and k is a proportionality constant. A charged group on a 
molecule can attract an oppositely charged group from another molecule. By contract, an 
attractive interaction has a negative energy. The dielectric constant is important for the 
medium. In water, these bonds are very weak as the dielectric constant is much higher 
(D=80) than in vacuum (D=1). As an example, the electrostatic interaction between two 
atoms bearing single opposite charges separated by 3 Å in water has an energy of 5.9 kJ/mol 
(k=1389 kJ/mol). 
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2.1.2 Van der Waals forces 
Van der Waals forces are short range attractive forces between chemical groups in contact. 
The forces are caused by slight charge displacements. The distribution of electronic charge 
around an atom changes with time. At any moment, the charge distribution is not perfectly 
symmetric. This transient asymmetry in the electronic charge around an atom induces a 
complementary asymmetry in the electron distribution around its neighboring atoms. These 
induced dipole effects give rise to the so called van der Waals interactions, also known as 
dispersion forces. The attraction between two atoms increases as they come closer to each 
other, until they are separated by the so called van der Waals contact distance. At a shorter 
distance, very strong repulsive forces become dominant because the outer electron clouds 
overlap.  The van der Waals radius of an atom is defined where the net force between two 
atoms is zero. The van der Waals potential is then best described as a balance between 
attraction and repulsion.  
Van der Waals forces are non-directional. Energies associated with them are quite small; 
typical interactions contribute from 2 to 4 kJ/mol per atom pair. However, when the 
surfaces of two large molecules come together, a large number of atoms are in van der 
Waals contact, and the net effect, summed over many atom pairs, can be substantial.  

2.1.3 Hydrogen bonds 
A hydrogen bond is an interaction between a proton donor group (a hydrogen atom 
covalently bound to an electronegative atom -e.g. F, O, N, S-) and a proton acceptor atom 
(another electronegative atom). It is a very important interaction responsible for the 
structure and properties of water, as well as the structure and properties of biological 
macromolecules (e.g. hydrogen bonds are responsible of specific base-pair formation in the 
DNA double helix). 
Hydrogen bonds are fundamentally electrostatic interactions. The relatively electronegative 
atom to which the hydrogen atom is covalently bonded pulls electron density away from the 
hydrogen atom so that it develops a partial positive charge (δ+). Thus, it can interact with an 
atom having a partial negative charge (δ-) through an electrostatic interaction. However, this 
interaction is more than just an ionic or dipole-dipole interaction between the donor and the 
acceptor groups. Here, the distance between the hydrogen and acceptor atoms is less than 
the sum of their respective van der Waals radii.  
Hydrogen bonds are directional toward the electronegative atom. The strongest hydrogen 
bonds have a tendency to be approximately straight, such that the proton donor group, the 
hydrogen atom, and the acceptor atom lie along a straight line, with significant weakening 
of the interaction if they are not colinear. They are somewhat longer than are covalent 
bonds. Hydrogen bonds are constantly being made and remade. Their half-life is about 10 
seconds. These bonds have only 5% or so of the strength of covalent bonds. They have 
energies of 5-15 kJ/mol compared with approximately 420 kJ/mol for a carbon-hydrogen 
covalent bond. However, when many hydrogen bonds can form between two molecules (or 
parts of the same molecule), the resulting union can be sufficiently strong as to be quite 
stable. Examples of multiple hydrogen bonds are widely found in biological systems, they 
hold secondary structures of polypeptides, help in binding of enzymes to their substrate or 
antibodies to their antigen, help also transcription factors bind to each other or to DNA. 

2.1.4 Hydrophobic interactions 
Hydrophobic interactions result when non-polar molecules are in a polar solvent (e.g. 
water). The non-polar molecules group together to exclude water so that they minimize the 
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need to determine the stoichiometry of the studied system to calculate accurately the 
constants. Once the thermodynamic concepts were introduced, we will show the use of 
these kind of studies for the optimization of drug binding to its target. We will detail the 
role of single chemical modifications in the molecule of study to modulate its binding 
affinity, and the way to quantify these changes. We will finally further discuss how the 
selection of the best sustituents can result in the optimization of binding.  

2. Non-covalent interactions 
Non-covalent interactions are chemical bonds that do not involve sharing of electron pairs 
between orbitals of different atoms, there are no orbital overlapping in these interactions 
which have an electrostatic nature and are not highly directional. Covalent bonds are 
generally shorter than 2Å while the non-covalent ones are within the range of several 
angstroms. Another difference between these two types of bonds is the energy released in its 
formation, non-covalent interactions are weaker, with energies below 40 kJ/mol whereas 
covalent bonds energies range 80-800 kJ/mol.  
These weak interactions have important roles in the binding of macromolecules with each 
other and with other molecules in the cell, in the mainteinance of the three dimensional 
structure of large macromolecules such as proteins or nucleic acids (e.g. DNA double helix) 
and they are the forces found in the majority of the drug-proteins interactions in 
pharmacology.  

2.1 Types of non-covalent interactions 
There are four commonly mentioned fundamental non-covalent interaction types including 
ionic interactions, hydrogen bonds, hydrophobic interactions and van der Waals forces 
(dispersion attractions, dipole-dipole and dipole-induced dipole interactions). All these weak 
interactions must work together to have significant effects. Their combined bond effect is 
greater than the sum of the individual ones. The free energy of multiple bonds between two 
molecules is different than the sum of the enthalpies of each bond due to entropic effects. 

2.1.1 Ionic interactions 
Ionic bonds result from the electrostatic attraction between two ionized groups of opposite 
charge such as carboxyl (-COO-) and amino (-NH3+). These ionic interactions are directly 
proportional to the product of the interacting charges and inversely proportional to the 
dielectric constant of the medium and the distance separating the charges. This relationship 
is defined by Coulomb's law:   
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Dr  (1) 

where E is the energy, q1 and q2 are the charges of two atoms, r is the distance between 
them, D is the dielectric constant, and k is a proportionality constant. A charged group on a 
molecule can attract an oppositely charged group from another molecule. By contract, an 
attractive interaction has a negative energy. The dielectric constant is important for the 
medium. In water, these bonds are very weak as the dielectric constant is much higher 
(D=80) than in vacuum (D=1). As an example, the electrostatic interaction between two 
atoms bearing single opposite charges separated by 3 Å in water has an energy of 5.9 kJ/mol 
(k=1389 kJ/mol). 
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around an atom changes with time. At any moment, the charge distribution is not perfectly 
symmetric. This transient asymmetry in the electronic charge around an atom induces a 
complementary asymmetry in the electron distribution around its neighboring atoms. These 
induced dipole effects give rise to the so called van der Waals interactions, also known as 
dispersion forces. The attraction between two atoms increases as they come closer to each 
other, until they are separated by the so called van der Waals contact distance. At a shorter 
distance, very strong repulsive forces become dominant because the outer electron clouds 
overlap.  The van der Waals radius of an atom is defined where the net force between two 
atoms is zero. The van der Waals potential is then best described as a balance between 
attraction and repulsion.  
Van der Waals forces are non-directional. Energies associated with them are quite small; 
typical interactions contribute from 2 to 4 kJ/mol per atom pair. However, when the 
surfaces of two large molecules come together, a large number of atoms are in van der 
Waals contact, and the net effect, summed over many atom pairs, can be substantial.  

2.1.3 Hydrogen bonds 
A hydrogen bond is an interaction between a proton donor group (a hydrogen atom 
covalently bound to an electronegative atom -e.g. F, O, N, S-) and a proton acceptor atom 
(another electronegative atom). It is a very important interaction responsible for the 
structure and properties of water, as well as the structure and properties of biological 
macromolecules (e.g. hydrogen bonds are responsible of specific base-pair formation in the 
DNA double helix). 
Hydrogen bonds are fundamentally electrostatic interactions. The relatively electronegative 
atom to which the hydrogen atom is covalently bonded pulls electron density away from the 
hydrogen atom so that it develops a partial positive charge (δ+). Thus, it can interact with an 
atom having a partial negative charge (δ-) through an electrostatic interaction. However, this 
interaction is more than just an ionic or dipole-dipole interaction between the donor and the 
acceptor groups. Here, the distance between the hydrogen and acceptor atoms is less than 
the sum of their respective van der Waals radii.  
Hydrogen bonds are directional toward the electronegative atom. The strongest hydrogen 
bonds have a tendency to be approximately straight, such that the proton donor group, the 
hydrogen atom, and the acceptor atom lie along a straight line, with significant weakening 
of the interaction if they are not colinear. They are somewhat longer than are covalent 
bonds. Hydrogen bonds are constantly being made and remade. Their half-life is about 10 
seconds. These bonds have only 5% or so of the strength of covalent bonds. They have 
energies of 5-15 kJ/mol compared with approximately 420 kJ/mol for a carbon-hydrogen 
covalent bond. However, when many hydrogen bonds can form between two molecules (or 
parts of the same molecule), the resulting union can be sufficiently strong as to be quite 
stable. Examples of multiple hydrogen bonds are widely found in biological systems, they 
hold secondary structures of polypeptides, help in binding of enzymes to their substrate or 
antibodies to their antigen, help also transcription factors bind to each other or to DNA. 

2.1.4 Hydrophobic interactions 
Hydrophobic interactions result when non-polar molecules are in a polar solvent (e.g. 
water). The non-polar molecules group together to exclude water so that they minimize the 
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surface area in contact with the polar solvent. Unlike the non-covalent interactions 
mentioned above, which are pairwise interactions between atoms or parts of molecules, the 
nature of the hydrophobic interaction is very different. It involves a considerable number of 
(water) molecules, and does not arise from a direct force between the non-polar molecules. 
Nonpolar molecules are not good acceptors of hydrogen bonds. When a non-polar molecule 
is placed in water, the hydrogen bonding network of water is disrupted. Water molecules 
must reorganize around the solute and make a kind of cage, similar to the structure of water 
in ice, in order to gain back the broken hydrogen bonds. This reorganization results in a 
considerable loss in the configurational entropy of water and therefore, in an increase in the 
free energy. If there are more than one such non-polar molecules, the configuration in which 
they are clustered together is preferred because now the hydrogen bonding network of 
water is disrupted in just one (albeit bigger) pocket, rather than in several small pockets. 
Therefore, the entropy of water is larger when the non-polar molecules are clustered 
together, leading to a decrease in the free energy. 
Hydrophobic interactions have strengths comparable in energy to hydrogen bonds. 

3. Binding constants 
Most drugs have a non-covalent binding to their targets, thus these interactions are of 
great importance for our studies. Measurements of equilibrium constants, their 
dependence with temperature, the determination of stoichiometry, provide main 
information on the mechanism of the chemical process involved. The basic process can be 
taken out of the association of ligand (or ligands) to its target. The binding reaction can be 
writen as follows:  

 mP + nL ↔ PmLn  (2) 

Regardless of mechanism, every reversible reaction reaches an equilibrium distribution of 
reactants and products. At some point the rates of the opposing reactions (association and 
dissociation in our case) become equal and there would no longer be any change in the 
concentration of the molecules implied.  

 vass	=	kass[P]m[L]n (3) 

 vdiss= kdiss[PmLn] (4)	
Under these conditions (vass = vdiss): 

 kass

kdiss
= [PmLn]

[P]m[L]n = Ka (5) 

that will be the equilibrium association constant assuming that activities are equal to 
concentrations.  
In this section we will discuss the cases for one single site in the target, multiple sites with 
same affinities and multiple sites with different affinities. 

3.1 One-site binding 
In the simplest case, where there is only one site per target molecule, n and m are 1. It is 
possible to define the fraction of occupied binding sites (υ) as: 
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 υ = Lbound

Ptotal
= [PL]

[PL] + [P] 
(6) 

Determining υ is often easy in spectrophotometric manipulation as will be discussed later. 
Given υ, equation 5 can then be solved for [PL] and the answer substituted into equation 6 
to obtain the quantitative 1:1 stoichiometric model: 

 υ = Ka[L]
1	+	Ka[L] 

(7) 

This equation is the 1:1 binding isotherm also known as the Langmuir isotherm or the 
“direct” plot. Its functional form is a rectangular hyperbola whose midpoint will yield Ka. 
Chemical interpretation of 1:1 binding is that the target P has a single “binding site”, as has 
the ligand L; and when the complex PL forms, no further sites are available for the binding 
of any additional ligand. To test the 1:1 stoichoimetry equation 7 may be rearrange into a 
linear plotting form. Since υ is the bound fraction, then 1-υ is the free one: (1- υ) = 
1/(1+Ka[L]). Thus υ/(1- υ) = Ka[L], and: 

  log 	 υ
1- υ

= log  [L]  + log 	Ka (8) 

This log-log plot should be linear with a slope of one if the stoichoimetry is really 1:1. This is 
called a Hill plot. Equation 7 can be also rearranged to three different non-logarithmic linear 
plotting forms. Taking simply the reciprocal of the equation yields the double-reciprocal 
plot (used by plotting 1/υ against 1/[L]): 

 1
υ

= 1
Ka[L]

 + 1 (9) 

In spectroscopic studies this plot is commonly known as the Benesi-Hildebrand plot (Benesi 
& Hildebrand 1949). 
Another plot is that of [L]/υ against [L] which is expected to be linear: 

 [L]
υ

= [L] + 1
Ka

 (10) 

And the third plotting of υ/[L] agains υ, sometimes called Scatchard plot (Scatchard 1949): 

 υ
[L]

= υKa + Ka (11) 

Linearity in all of these plots is a necessary condition if the 1:1 model is valid; and from the 
parameters of equations Ka can be evaluated. Usually υ is not measured directly but rather 
some experimental quantity related to it, so that the interpretation of the plots depends on 
the particular experimental methodology.  

3.2 Multi-site binding 
Most biological systems tend to have more than one binding site, that is the case of many 
systems of small molecules binding to proteins. In these cases we may consider that n 
ligands may bind to a single target molecule. The average number of ligand molecules 
bound per target molecule (b) is defined as: 

 b = Ltotal –	[L]
Ptotal

 (12) 
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surface area in contact with the polar solvent. Unlike the non-covalent interactions 
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concentrations.  
In this section we will discuss the cases for one single site in the target, multiple sites with 
same affinities and multiple sites with different affinities. 

3.1 One-site binding 
In the simplest case, where there is only one site per target molecule, n and m are 1. It is 
possible to define the fraction of occupied binding sites (υ) as: 
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Given υ, equation 5 can then be solved for [PL] and the answer substituted into equation 6 
to obtain the quantitative 1:1 stoichiometric model: 

 υ = Ka[L]
1	+	Ka[L] 

(7) 

This equation is the 1:1 binding isotherm also known as the Langmuir isotherm or the 
“direct” plot. Its functional form is a rectangular hyperbola whose midpoint will yield Ka. 
Chemical interpretation of 1:1 binding is that the target P has a single “binding site”, as has 
the ligand L; and when the complex PL forms, no further sites are available for the binding 
of any additional ligand. To test the 1:1 stoichoimetry equation 7 may be rearrange into a 
linear plotting form. Since υ is the bound fraction, then 1-υ is the free one: (1- υ) = 
1/(1+Ka[L]). Thus υ/(1- υ) = Ka[L], and: 

  log 	 υ
1- υ

= log  [L]  + log 	Ka (8) 

This log-log plot should be linear with a slope of one if the stoichoimetry is really 1:1. This is 
called a Hill plot. Equation 7 can be also rearranged to three different non-logarithmic linear 
plotting forms. Taking simply the reciprocal of the equation yields the double-reciprocal 
plot (used by plotting 1/υ against 1/[L]): 

 1
υ

= 1
Ka[L]

 + 1 (9) 

In spectroscopic studies this plot is commonly known as the Benesi-Hildebrand plot (Benesi 
& Hildebrand 1949). 
Another plot is that of [L]/υ against [L] which is expected to be linear: 

 [L]
υ

= [L] + 1
Ka

 (10) 

And the third plotting of υ/[L] agains υ, sometimes called Scatchard plot (Scatchard 1949): 

 υ
[L]

= υKa + Ka (11) 

Linearity in all of these plots is a necessary condition if the 1:1 model is valid; and from the 
parameters of equations Ka can be evaluated. Usually υ is not measured directly but rather 
some experimental quantity related to it, so that the interpretation of the plots depends on 
the particular experimental methodology.  

3.2 Multi-site binding 
Most biological systems tend to have more than one binding site, that is the case of many 
systems of small molecules binding to proteins. In these cases we may consider that n 
ligands may bind to a single target molecule. The average number of ligand molecules 
bound per target molecule (b) is defined as: 

 b = Ltotal –	[L]
Ptotal

 (12) 
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Assuming that all n binding sites in the target molecule are identical and independent, it is 
possible to establish: 

 b =  nk[L]
1 + k[L] (13) 

where k is the constant for binding to a single site. According to this equation this system 
follows the hyperbolic function characteristic for the one-site binding model. To define the 
model n and k can be evaluated from a Scatchard plot. The affinity constant k is an average 
over all binding sites, it is in fact constant if all sites are truly identical and independent. A 
stepwise binding constant (Kst) can be defined which would vary statistically depending on 
the number of target sites previously occupied. It means that for a target with n sites will be 
much easier for the first ligand added to find a binding site than it will be for each succesive 
ligand added. The first ligand would have n sites to choose while the nth one would have 
just one site to bind. The stepwise binding constant can be defined as: 

 Kst=
number of free target sites

number of bound sites
k = n – b + 1

b
k (14) 

It is interesting to notice that a deviation from linearity in the Scatchard plot (and to a lesser 
extent in the Benesi-Hildebrand) gives information on the nature of binding sites. A curved 
plot denotes that the binding sites are not identical and independent. 

3.3 Allosteric interactions 
Another common situation in biological systems is the cooperative effect, in that case several 
identical but dependent binding sites are found in the target molecule. It is important to 
define the effect of the binding of succesive ligands to the target to describe the system. An 
useful model for that issue is the Hill plot (Hill 1910). In this case the number of ligands 
bound per target molecule will be (take into account that the situation in this system for 
equation 2 is m=1 and n≠1): 

 b = n[PLn]
[PLn] + [P] (15) 

if equation 5 is solved for [PLn] and substitute into equation 15, then: 

 b = nKa[L]n

Ka[L]n + 1 (16) 

This expression can be rewritten as: 

 b
n - b

= Ka[L]n
 (17) 

Note that the fraction of sites bound, υ (see equation 6), is the number of sites occupied, b, 
divided by the number of sites available, n. Then equation 17 becomes: 

 υ
1 - υ

= Ka[L]n
 (18) 

Equation 18 is known as the Hill equation. From the Hill equation we arrive at the Hill plot 
by taking logarithms at both sides: 

 log 	 υ
1 - υ

= nH log 	[L]  + log 	Ka (19) 
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Plotting log(υ/(1-υ)) against log[L] will yield a straight line with slope nH (called the Hill 
coefficient). The Hill coefficient is a qualitative measure of the degree of cooperativity and it 
is experimentally less than the actual number of binding sites in the target molecule. When 
nH > 1, the system is said to be positively cooperative, while if nH < 1, it is said to be anti-
cooperative. Positively cooperative binding means that once the first ligand is bound to its 
target molecule the affinity for the next ligand increases, on the other hand the affinity for 
subsequent ligand binding decreases in negatively cooperative (anti-cooperative) systems. 
In the case of nH = 1 a non-cooperative binding occurs, here ligand affinity is independent of 
whether another ligand is already bound or not. 
Since equation 19 assumes that nH = n, it does not described exactly the real situation. When 
a Hill plot is constructed over a wide range of ligand concentrations, the continuity of the 
plot is broken at the extremes concentrations. In fact, the slope at either end is 
approximately one. This phenomenon can be easily explained: when ligand concentration is 
either very low or very high, cooperativity does not exist. For low concentrations it is more 
probable for individual ligands to find a target molecule “empty” rather than to occupy 
succesive sites on a pre-bound molecule, thus single-binding is happening in this situation. 
At the other extreme, for high concentrations, every binding-site in the target molecule but 
one will be filled, thus we find again single-binding situation. The larger the number of sites 
in a single target molecule is, the wider range of concentrations the Hill plot will show 
cooperativity. 

4. Determination of binding constants 
As discuss above the binding constant provides important and interesting information 
about the system studied. We will present a few of the multiple experimental posibilities to 
measure this constant (further information could be found in the literature (Johnson et al. 
1960; Connors 1987; Hirose 2001; Connors&Mecozzi 2010; Pollard 2010)). It is essencial to 
keep in mind some crucial details to be sure to calculate the constants properly: it is 
important to control the temperature, to be sure that the system has reached the equilibrium 
and to use the correct equilibrium model. One common mistake that should be avoid is 
confuse the total and free concentrations in the equilibrium expression. 
Different techniques are commonly used to study the binding of ligands to their targets. 
These techniques can be classified as calorimetry, spectroscopy and hydrodynamic methods. 
Hydrodynamic techniques are tipically separation methodologies such as different 
chromatographies, ultracentrifugation or equilibrium dialysis with which free ligand, free 
target and complex are physically separated from each other at equilibrium, thus 
concentrations of each can be measured. Spectroscopic methodologies include optical 
spectroscopy (e.g. absorbance, fluorescence), nuclear magnetic resonance or surface plasmon 
resonance. Calorimetry includes isothermal titration and differential scanning. Calorimetry 
and spectroscopy methods allow accurately determination of thermodynamics and kinetics 
of the binding, as well as can give information about the structure of binding sites. 
Once the bound (or free) ligand concentration is measured, the binding proportion can be 
calculated. Other thermodynamic parameters can be calculated by varying ligand or target 
concentrations or the temperature of the system. 

4.1 Determination of stoichiometry. Continuous variation method. 
Since correct reaction stoichiometry is crucial for correct binding constant determination we 
will study how can it be evaluated. There are different methods of calculating the 
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Assuming that all n binding sites in the target molecule are identical and independent, it is 
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plot denotes that the binding sites are not identical and independent. 
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divided by the number of sites available, n. Then equation 17 becomes: 
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Equation 18 is known as the Hill equation. From the Hill equation we arrive at the Hill plot 
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cooperative. Positively cooperative binding means that once the first ligand is bound to its 
target molecule the affinity for the next ligand increases, on the other hand the affinity for 
subsequent ligand binding decreases in negatively cooperative (anti-cooperative) systems. 
In the case of nH = 1 a non-cooperative binding occurs, here ligand affinity is independent of 
whether another ligand is already bound or not. 
Since equation 19 assumes that nH = n, it does not described exactly the real situation. When 
a Hill plot is constructed over a wide range of ligand concentrations, the continuity of the 
plot is broken at the extremes concentrations. In fact, the slope at either end is 
approximately one. This phenomenon can be easily explained: when ligand concentration is 
either very low or very high, cooperativity does not exist. For low concentrations it is more 
probable for individual ligands to find a target molecule “empty” rather than to occupy 
succesive sites on a pre-bound molecule, thus single-binding is happening in this situation. 
At the other extreme, for high concentrations, every binding-site in the target molecule but 
one will be filled, thus we find again single-binding situation. The larger the number of sites 
in a single target molecule is, the wider range of concentrations the Hill plot will show 
cooperativity. 

4. Determination of binding constants 
As discuss above the binding constant provides important and interesting information 
about the system studied. We will present a few of the multiple experimental posibilities to 
measure this constant (further information could be found in the literature (Johnson et al. 
1960; Connors 1987; Hirose 2001; Connors&Mecozzi 2010; Pollard 2010)). It is essencial to 
keep in mind some crucial details to be sure to calculate the constants properly: it is 
important to control the temperature, to be sure that the system has reached the equilibrium 
and to use the correct equilibrium model. One common mistake that should be avoid is 
confuse the total and free concentrations in the equilibrium expression. 
Different techniques are commonly used to study the binding of ligands to their targets. 
These techniques can be classified as calorimetry, spectroscopy and hydrodynamic methods. 
Hydrodynamic techniques are tipically separation methodologies such as different 
chromatographies, ultracentrifugation or equilibrium dialysis with which free ligand, free 
target and complex are physically separated from each other at equilibrium, thus 
concentrations of each can be measured. Spectroscopic methodologies include optical 
spectroscopy (e.g. absorbance, fluorescence), nuclear magnetic resonance or surface plasmon 
resonance. Calorimetry includes isothermal titration and differential scanning. Calorimetry 
and spectroscopy methods allow accurately determination of thermodynamics and kinetics 
of the binding, as well as can give information about the structure of binding sites. 
Once the bound (or free) ligand concentration is measured, the binding proportion can be 
calculated. Other thermodynamic parameters can be calculated by varying ligand or target 
concentrations or the temperature of the system. 

4.1 Determination of stoichiometry. Continuous variation method. 
Since correct reaction stoichiometry is crucial for correct binding constant determination we 
will study how can it be evaluated. There are different methods of calculating the 
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stoichoimetry: continuous variation method, slope ratio method, mole ratio method, being 
the first one, the continuous variation method the most popular. In order to determine the 
stoichiometry by this method the concentration of the produced complex (or any property 
proportional to it) is plotted versus the mole fraction ligand ([L]total/([P]total+[L]total)) over a 
number of tritation steps where the sum of  [P]total and [L]total is kept constant (α) changing 
[L]total from 0 to α. The maxima of this plot (known as Job’s plot, (Job 1928; Ingham 1975)) 
indicates the stoichiometry of the binding reaction: 1:1 is indicated by a maximum at 0.5 
since this value corresponds to n/(n+m). For the understanding of the theoretical 
background of the method, it is important to remember equations 2 and 5; notice that: 

 [P]total=	[P]	+ m[PmLn] (20) 

 [L]total=	[L] +	n[PmLn] (21) 

 α = [L]total + [P]total (22) 

 x = [L]total
[P]total + [L]total

 (23) 

 y =	[PmLn] (24) 

Substitution of [P]total and [L]total by the functions of α and x from equation 23 and 24 yields: 

 [P]total= α - αx (25) 

 [L]total= αx (26) 

from equations 2, 5, 20, 21, 24, 25, 26: 

 y = Ka(α - my - αx)
m

(αx - ny)
n
 (27) 

Equation 27 is differentiated, and the dy/dx substituted by zero to obtain the x-coordinate at 
the maximum: 

 x = n
n	+	m (28) 

This equation shows the correlation between stoichiometry and the x-coordinate at the 
maximum in Job’s plot. That’s why a maximum at x = 0.5 means a 1:1 stoichiometry (n = m 
= 1). In the case of 1:2 the maximum would be at x = 1/3.  

4.2 Calorimetry 
Isothermal titration calorimetry (ITC) is a useful tool for the characterization of 
thermodynamics and kinetics of ligands binding to macromolecules. With this method the 
rate of heat flow induced by the change in the composition of the target solution by tritation 
of a ligand (or vice versa) is measured. This heat is proportional to the total amount of 
binding. Since the technique measures heat directly, it allows simultaneous determination of 
the stoichiometry (n), the binding constant (Ka) and the enthalpy (ΔH0) of binding. The free 
energy (ΔG0) and the entropy (ΔS0) are easily calculated from ΔH0 and Ka. Note that the 
binding constant is related to the free energy by: 

 ∆G 0= -RT ln Ka (29) 
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where R is the gas constant and T the absolute temperature. The free energy can be dissected 
into enthalpic and entropic components by: 

 ∆G 0= ∆H0-	T∆S0 (30) 

On the other hand, the heat capacity (ΔCp –p subscript indicates that the system is at 
constant pressure-) of a reaction predicts the change of ΔH0 and ΔS0 with temperature and 
can be expressed as: 

 ∆Cp= ∆H0
T2 - ∆H0

T1

T2- T1
 (31) 

or 

 ∆Cp= ���T2 - ���T1

ln  T2
T1

 (32) 

In an ITC experiment a constant temperature is set, a precise amount of ligand is added to a 
known target molecule concentration and the heat difference is measured between reference 
and sample cells. To eliminate heats of mixing effects, the ligand and target as well as the 
reference cell contain identical buffer composition. Subsequent injections of ligand are done 
until no further heat of binding is observed (all sites are then bound with ligand molecules). 
The remaining heat generated now comes from dilution of ligand into the target solution. 
Data should be corrected for the heat of dilution. The heat of binding calculated for every 
injection is plotted versus the molar ratio of ligand to protein. Ka is related to the curve 
shape and binding capacity (n) determined from the ratio of ligand to target at the 
equivalence point of the curve. Data must be fitted to a binding model. The type of binding 
must be known from other experimental techniques. Here, we will study the simplest model 
with a single site. Equations 6 and 7 can be rearranged to find the following relation 
between υ and Ka: 

 Ka= υ
(1-υ)[L]

 (33) 

Total ligand concentration is known and can be represented as (remember that we are 
assuming m=n=1): 

 [L]total= [L] + υ[P]total (34) 

Combining equations 33 and 34 gives: 

 υ2- �[L]total
[P]total

+ 1
Ka[P]total

+	1� υ + [L]total
[P]total

= 0 (35) 

Solving for υ:  

 υ = 1
2

 ��[L]total
[P]total

+ 1
Ka[P]total

+ 1� -��[L]total
[P]total

+ 1
Ka[P]total

+ 1�
2

- 4 [L]total
[P]total

� (36) 

The total heat content (Q) in the sample cell at volume (V) can be defined as: 

 Q = [PL]∆H0V = υ[P]total∆H0V   (37) 
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where R is the gas constant and T the absolute temperature. The free energy can be dissected 
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until no further heat of binding is observed (all sites are then bound with ligand molecules). 
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Total ligand concentration is known and can be represented as (remember that we are 
assuming m=n=1): 
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The total heat content (Q) in the sample cell at volume (V) can be defined as: 

 Q = [PL]∆H0V = υ[P]total∆H0V   (37) 
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where ΔH0 is the heat of binding of the ligand to its target. Substituing equation 36 into 37 
yields: 

 Q = [P]total∆H0V
2

��[L]total
[P]total

+ 1
Ka[P]total

+ 1�  - ��[L]total
[P]total

+ 1
Ka[P]total

+ 1�
2

 - 4 [L]total
[P]total

�   (38) 

Therefore Q is a function of Ka and ΔH0 (and n, but here we considered it as 1 for simplicity) 
since [P]total, [L]total and V are known for each experiment.  

4.3 Optical spectroscopy 
The goal to be able to determine binding affinity is to measure the equilibrium concentration 
of the species implied over a range of concentrations of one of the reactants (P or L). 
Measuring one of them should be sufficient as total concentrations are known and therefore 
the others can be calculated by difference from total concentrations and measured 
equilibrium concentration of one of the species. Plotting the concentration of the complex 
(PL) against the free concentration of the varying reactant, the binding constant could be 
calculated.  

4.3.1 Absorbance 
As an example a 1:1 stoichiometry model will be shown, wherein the Lambert-Beer law is 
obeyed by all the reactants implied. To use this technique we should ensured that the 
complex (PL) has a significantly different absorption spectrum than the target molecule (P) 
and a wavelenght at which both molar extinction coefficients are different should be 
selected. At these conditions the absorbance of the target molecule in the absence of ligand 
will be: 

 Abs0= εP	l [P]total (39) 

If ligand is added to a fixed total target concentration, the absorbance of the mix can be 
written as: 

 Absmix= εP l [P] + εL l [L] + εPL l [PL] (40) 

Since [P]total = [P] + [PL] and [L]total = [L] + [PL], equation 40 can be rewritten as: 

 Absmix= εP l [P]total+ εL l [L]total+ ∆ε l [PL] (41) 

where Δε = εPL-εP-εL. If the blank solution against which samples are measured contains 
[L]total, then the observed absorbance would be: 

 Absobs= εP l [P]total+ Δε l [PL] (42) 

Substracting equation 39 from 42 and incorporating Ka (equation 5): 

 ∆Abs = Ka ∆ε l [P] [L] (43) 

[P]total can be written as [P]total = [P](1+Ka[L]) which included in equation 43 yields: 

 ΔAbs
l

= [P]total Ka ∆ε [L]
�	�	 Ka	[L]

 (44) 
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which is the direct plot expressed in terms of spectrophotometric observation. Note that the 
dependence of ΔAbs/l on [L] is the same as the one shown in equation 7.  
The free ligand concentration is actually unknown. The known concentrations are [P]total to 
which a known [L]total is added. In a similar way as shown above for [P]total, [L]total can be 
written as: 

 [L]total= [L] [P]total Ka [L]
1 + Ka [L]

 (45) 

From equations 44 and 45 a complete description of the system is obtained. If [L]total 
>>[P]total we will have that [L]total ≈ [L] from equation 45, equation 44 can be then analysed 
with this approximation. With this first rough estimate of Ka, equation 45 can be solved for 
the [L] value for each [L]total. These values can be used in equation 44 to obtain an improved 
estimation of Ka, and this process should be repeated until the solution for Ka reaches a 
constant value. Equation 44 can be solved graphically using any of the plots presented in 
section 3.1. 

4.3.2 Fluorescence 
Fluorescence spectroscopy is a widely used tool in biochemistry due to its ease, sensitivity to 
local environmental changes and ability to describe target-ligand interactions qualitatively and 
quantitatively in equilibrium conditions. In this technique the fluorophore molecule senses 
changes in its local environment. To analyse ligand-target interactions it is possible to take 
advantage of the nature of ligands, excepcionally we can find molecules which are essentially 
non or weakely fluorescent in solution but show intense fluorescence upon binding to their 
targets (that is the case, for example, of colchicines and some of its analogues). Fluorescence 
moieties such as fluorescein can be also attached to naturally non-fluorescent ligands to make 
used of these methods. The fluorescent dye may influence the binding, so an essential control 
with any tagged molecule is a competition experiment with the untagged molecule.  Finally, in 
a few favourable cases the intrinsic tryptophan fluorescence of a protein changes when a 
ligand binds, usually decreasing (fluorescence quenching). Again, increasing concentrations of 
ligand to a fixed concentration of target (or vice versa) are incubated at controlled temperature 
and fluorescence changes measured until saturation is reached. Binding constant can be 
determined by fitting data according to equation 11 (Scatchard plot). From fluorescence data 
(F), υ can be calculated from the relantionship: 

  υ = Fmax- F
Fmax

 (46) 

If free ligand has an appreciable fluorescence as compared to ligand bound to its target, then 
the fluorescence enhancement factor (Q) should be determined. Q is defined as (Mas & 
Colman 1985): 

 Q = Fbound

Ffree
- 1 (47) 

To determine it, a reverse titration should be done. The enhancement factor can be obtained 
from the intercept of linear plot of 1/((F/F0)-1) against 1/P, where F and F0 are the observed 
fluorescence in the presence and absence of target, respectively. Once it is known, the 
concentration of complex can be determine from a fluorescence titration experiment using: 
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where ΔH0 is the heat of binding of the ligand to its target. Substituing equation 36 into 37 
yields: 

 Q = [P]total∆H0V
2

��[L]total
[P]total

+ 1
Ka[P]total

+ 1�  - ��[L]total
[P]total

+ 1
Ka[P]total

+ 1�
2

 - 4 [L]total
[P]total

�   (38) 

Therefore Q is a function of Ka and ΔH0 (and n, but here we considered it as 1 for simplicity) 
since [P]total, [L]total and V are known for each experiment.  

4.3 Optical spectroscopy 
The goal to be able to determine binding affinity is to measure the equilibrium concentration 
of the species implied over a range of concentrations of one of the reactants (P or L). 
Measuring one of them should be sufficient as total concentrations are known and therefore 
the others can be calculated by difference from total concentrations and measured 
equilibrium concentration of one of the species. Plotting the concentration of the complex 
(PL) against the free concentration of the varying reactant, the binding constant could be 
calculated.  

4.3.1 Absorbance 
As an example a 1:1 stoichiometry model will be shown, wherein the Lambert-Beer law is 
obeyed by all the reactants implied. To use this technique we should ensured that the 
complex (PL) has a significantly different absorption spectrum than the target molecule (P) 
and a wavelenght at which both molar extinction coefficients are different should be 
selected. At these conditions the absorbance of the target molecule in the absence of ligand 
will be: 

 Abs0= εP	l [P]total (39) 

If ligand is added to a fixed total target concentration, the absorbance of the mix can be 
written as: 

 Absmix= εP l [P] + εL l [L] + εPL l [PL] (40) 

Since [P]total = [P] + [PL] and [L]total = [L] + [PL], equation 40 can be rewritten as: 

 Absmix= εP l [P]total+ εL l [L]total+ ∆ε l [PL] (41) 

where Δε = εPL-εP-εL. If the blank solution against which samples are measured contains 
[L]total, then the observed absorbance would be: 

 Absobs= εP l [P]total+ Δε l [PL] (42) 

Substracting equation 39 from 42 and incorporating Ka (equation 5): 

 ∆Abs = Ka ∆ε l [P] [L] (43) 

[P]total can be written as [P]total = [P](1+Ka[L]) which included in equation 43 yields: 

 ΔAbs
l

= [P]total Ka ∆ε [L]
�	�	 Ka	[L]

 (44) 
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which is the direct plot expressed in terms of spectrophotometric observation. Note that the 
dependence of ΔAbs/l on [L] is the same as the one shown in equation 7.  
The free ligand concentration is actually unknown. The known concentrations are [P]total to 
which a known [L]total is added. In a similar way as shown above for [P]total, [L]total can be 
written as: 

 [L]total= [L] [P]total Ka [L]
1 + Ka [L]

 (45) 

From equations 44 and 45 a complete description of the system is obtained. If [L]total 
>>[P]total we will have that [L]total ≈ [L] from equation 45, equation 44 can be then analysed 
with this approximation. With this first rough estimate of Ka, equation 45 can be solved for 
the [L] value for each [L]total. These values can be used in equation 44 to obtain an improved 
estimation of Ka, and this process should be repeated until the solution for Ka reaches a 
constant value. Equation 44 can be solved graphically using any of the plots presented in 
section 3.1. 

4.3.2 Fluorescence 
Fluorescence spectroscopy is a widely used tool in biochemistry due to its ease, sensitivity to 
local environmental changes and ability to describe target-ligand interactions qualitatively and 
quantitatively in equilibrium conditions. In this technique the fluorophore molecule senses 
changes in its local environment. To analyse ligand-target interactions it is possible to take 
advantage of the nature of ligands, excepcionally we can find molecules which are essentially 
non or weakely fluorescent in solution but show intense fluorescence upon binding to their 
targets (that is the case, for example, of colchicines and some of its analogues). Fluorescence 
moieties such as fluorescein can be also attached to naturally non-fluorescent ligands to make 
used of these methods. The fluorescent dye may influence the binding, so an essential control 
with any tagged molecule is a competition experiment with the untagged molecule.  Finally, in 
a few favourable cases the intrinsic tryptophan fluorescence of a protein changes when a 
ligand binds, usually decreasing (fluorescence quenching). Again, increasing concentrations of 
ligand to a fixed concentration of target (or vice versa) are incubated at controlled temperature 
and fluorescence changes measured until saturation is reached. Binding constant can be 
determined by fitting data according to equation 11 (Scatchard plot). From fluorescence data 
(F), υ can be calculated from the relantionship: 

  υ = Fmax- F
Fmax

 (46) 

If free ligand has an appreciable fluorescence as compared to ligand bound to its target, then 
the fluorescence enhancement factor (Q) should be determined. Q is defined as (Mas & 
Colman 1985): 

 Q = Fbound

Ffree
- 1 (47) 

To determine it, a reverse titration should be done. The enhancement factor can be obtained 
from the intercept of linear plot of 1/((F/F0)-1) against 1/P, where F and F0 are the observed 
fluorescence in the presence and absence of target, respectively. Once it is known, the 
concentration of complex can be determine from a fluorescence titration experiment using: 
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 [PL] = [L]total
(F/F0)	-	1

Q	-	1  (48) 

Thus the binding constant can be determined from the Scatchard plot as described above. 

4.3.3 Fluorescence anisotropy 
Fluorescence anisotropy measures the rotational diffusion of a molecule. The effective size 
of a ligand bound to its target usually increases enormously, thus restricting its motion 
considerably. Changes in anisotropy are proportional to the fraction of ligand bound to its 
target. Using suitable polarizers at both sides of the sample cuvette, this property can be 
measured. In a tritation experiment similar to the ones described above, the fraction of 
ligand bound (XL=[PL]/[L]total) is determined from:  

 XL= r - r0

rmax - r0
 (49) 

where r is the anisotropy of ligand in the presence of the target molecule, r0 is the anisotropy 
of ligand in the absence of target and rmax is the anisotropy of ligand fully bound to its target 
(note that equation 49 can be used only in the case where ligand fluorescence intensity does 
not change, otherwise appropriate corrections should be done, see (Lakowicz 1999)). [P] can 
be calculated from: 

 [P] = [P]total - XL[L]total (50) 

The binding constant can be determined from the hyperbola: 

 XL	= Ka[P]
1	+	Ka[P]

 (51) 

4.4 Competition methods 
The characterization of a ligand binding let us determine the binding constant of any other 
ligand competing for the same binding site. Measurements of ligand (L), target (P), reference 
ligand (R) and both complexes (PR and PL) concentrations in the equilibrium permit the 
calculation of the binding constant (KL) from equation 53 (see below) as the binding constant 
of the reference ligand (KR) is already known. 

 L + R + P ↔ PL + PR (52) 

 KL= KR
[PL][R]
[L][PR]

 (53) 

In the case that the reference ligand has been characterized due to the change of a ligand 
physical property (i.e. fluorescence, absorbance, anisotropy) upon binding, would permit us 
also following the displacement of this reference ligand from its site by competition with a 
ligand „blind“ to this signal (Diaz & Buey 2007). In this kind of experiment equimolar 
concentrations of the reference ligand and the target molecule are incubated, increasing 
concentrations of the problem ligand added and the appropiate signal measured. It is 
possible then to determine the concentration of ligand at which half the reference ligand is 
bound to its site (EC50). Thus KL is calculated from:  

 KL= 1	+	[R]KR

EC50
 (54) 
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5. Drug optimization 
Microtubule stabilizing agents (MSA) comprise a class of drugs that bind to microtubules 
and stabilize them against disassembly. During the last years, several of these compounds 
have been approved as anticancer agents or submitted to clinical trials. That is the case of 
taxanes (paclitaxel, docetaxel) or epothilones (ixabepilone) as well as discodermolide 
(reviewed in (Zhao et al. 2009)). Nevertheless, anticancer chemotherapy has still 
unsatisfactory clinical results, being one of the major reasons for it the development of drug 
resistance in treated patients (Kavallaris 2010). Thus one interesting issue in this field is drug 
optimization with the aim of improving the potential for their use in clinics: minimizing 
side-effects, overcoming resistances or enhancing their potency. 
Our group has studied the influence of different chemical modifications on taxane and 
epothilone scaffolds in their binding affinities and the consequently modifications in ligand 
properties like citotoxicity. The results from these studies firmly suggest thermodynamic 
parameters as key clues for drug optimization. 

5.1 Epothilones 
Epothilones are one of the most promising natural products discovered with paclitaxel-like 
activity. Their advantages come from the fact that they can be produced in large amounts by 
fermentation (epothilones are secondary metabolites from the myxobacterium Sorangiun 
celulosum), their higher solubility in water, their simplicity in molecular architecture which 
makes possible their total synthesis and production of many analogs, and their effectiveness 
against multi-drug resistant cells due to they are worse substrates for P-glycoprotein. 
The structure affinity-relationship of a group of chemically modified epothilones was 
studied. Epothilones derivatives with several modifications in positions C12 and C13 and 
the side chain in C15 were used in this work. 
 

 
Fig. 1. Epothilone atom numbering. 

Epothilone binding affinities to microtubules were measured by displacement of Flutax-2, a 
fluorescent taxoid probe (fluorescein tagged paclitaxel). Both epothilones A and B binding 
constants were determined by direct sedimentation which further validates Flutax-2 
displacement method. 
All compounds studied are related by a series of single group modifications. The 
measurement of the binding affinity of such a series can be a good approximation of the 
incremental binding energy provided by each group. Binding free energies are easily 
calculated from binding constants applying equation 29. The incremental free energies (ΔG0) 
change associated with the modification of ligand L into ligand S is defined as: 
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where r is the anisotropy of ligand in the presence of the target molecule, r0 is the anisotropy 
of ligand in the absence of target and rmax is the anisotropy of ligand fully bound to its target 
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be calculated from: 
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The characterization of a ligand binding let us determine the binding constant of any other 
ligand competing for the same binding site. Measurements of ligand (L), target (P), reference 
ligand (R) and both complexes (PR and PL) concentrations in the equilibrium permit the 
calculation of the binding constant (KL) from equation 53 (see below) as the binding constant 
of the reference ligand (KR) is already known. 
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[PL][R]
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 (53) 

In the case that the reference ligand has been characterized due to the change of a ligand 
physical property (i.e. fluorescence, absorbance, anisotropy) upon binding, would permit us 
also following the displacement of this reference ligand from its site by competition with a 
ligand „blind“ to this signal (Diaz & Buey 2007). In this kind of experiment equimolar 
concentrations of the reference ligand and the target molecule are incubated, increasing 
concentrations of the problem ligand added and the appropiate signal measured. It is 
possible then to determine the concentration of ligand at which half the reference ligand is 
bound to its site (EC50). Thus KL is calculated from:  
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resistance in treated patients (Kavallaris 2010). Thus one interesting issue in this field is drug 
optimization with the aim of improving the potential for their use in clinics: minimizing 
side-effects, overcoming resistances or enhancing their potency. 
Our group has studied the influence of different chemical modifications on taxane and 
epothilone scaffolds in their binding affinities and the consequently modifications in ligand 
properties like citotoxicity. The results from these studies firmly suggest thermodynamic 
parameters as key clues for drug optimization. 

5.1 Epothilones 
Epothilones are one of the most promising natural products discovered with paclitaxel-like 
activity. Their advantages come from the fact that they can be produced in large amounts by 
fermentation (epothilones are secondary metabolites from the myxobacterium Sorangiun 
celulosum), their higher solubility in water, their simplicity in molecular architecture which 
makes possible their total synthesis and production of many analogs, and their effectiveness 
against multi-drug resistant cells due to they are worse substrates for P-glycoprotein. 
The structure affinity-relationship of a group of chemically modified epothilones was 
studied. Epothilones derivatives with several modifications in positions C12 and C13 and 
the side chain in C15 were used in this work. 
 

 
Fig. 1. Epothilone atom numbering. 

Epothilone binding affinities to microtubules were measured by displacement of Flutax-2, a 
fluorescent taxoid probe (fluorescein tagged paclitaxel). Both epothilones A and B binding 
constants were determined by direct sedimentation which further validates Flutax-2 
displacement method. 
All compounds studied are related by a series of single group modifications. The 
measurement of the binding affinity of such a series can be a good approximation of the 
incremental binding energy provided by each group. Binding free energies are easily 
calculated from binding constants applying equation 29. The incremental free energies (ΔG0) 
change associated with the modification of ligand L into ligand S is defined as: 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 778 

 ΔΔG0(L→S) = ΔG0(L) – ΔG0(S) (55) 

These incremental binding energies were calculated for a collection of 20 different 
epothilones as reported in (Buey et al. 2004). 
 

Site Modification Compounds ΔΔG 
C15 S → R 4 → 17 ~ 27 

  7 → 18 ~ 27 
  14 → 16 17.8 ± 0.3 
 Thiazole → Pyridine 5 → 7 -2.9 ± 0.2 
  6 → 8 -2.1 ± 0.3 
  14 → 4 -0.2 ± 0.4 
  16 → 17 ~ 9.4 

C21 Methyl → Thiomethyl 2 → 3 -2.8 ± 0.8 
  5 → 10 -5.9 ± 0.6 
  6 → 11 -3.6 ± 0.3 
  8 → 12 2.6 ± 0.3 
 Methyl → Hydroxymethyl 8 → 9 1.4 ± 0.3 
 5-Thiomethyl-pyridine → 6-Thiomethyl-pyridine 12 → 13 4.1 ± 0.5 

C12 S → R 4 → 7 -2.1 ± 0.3 
  14 → 5 0.6 ± 0.3 
  17 → 18 ~ -2 
  19 → 11 9.0 ± 0.6 
  20 → 8 1.9 ± 0.4 
 Epoxide → Cyclopropyl 1 → 14 -4.7 ± 0.4 
  3 → 19 -5.4 ± 0.8 
 Cyclopropyl → Cyclobutyl 5 → 15 4.1 ± 0.2 
 S H → Methyl 1 → 2 -8.1 ± 0.6 
  4 → 20 -1.8 ± 0.5 
 R H → Methyl 5 → 6 0.4 ± 0.3 
  7 → 8 1.2 ± 0.2 
  10 → 11 2.7 ± 0.7 

Table 1. Incremental binding energies of epothilone analogs to microtubules. (ΔΔG in 
kJ/mol at 35ºC). Data from (Buey et al. 2004).  

The data in table 1 show that the incremental binding free energy changes of single 
modifications give a good estimation of the binding energy provided by each group. 
Moreover, the effect of the modifications is accumulative, resulting the epothilone derivative 
with the most favourable modifications (a thiomethyl group at C21 of the thiazole side 
chain, a methyl group at C12 in the S configuration, a pyridine side chain with C15 in the S 
configuration and a cyclopropyl moiety between C12 and C13) the one with the highest 
affinity of all the compounds studied (Ka 2.1±0.4 x 1010 M-1 at 35ºC). 
The study of these compounds showed also a correlation between their citotoxic potencial 
and their affinities to microtubules. The plot of log IC50 in human ovarian carcinoma cells 
versus log Ka shows a good correlation (figure 2), suggesting binding affinity as an 
important parameter affecting citotoxicity.  
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Fig. 2. Dependence of the IC50 of epothilone analogs against 1A9 cells on their Ka to 
microtubules. Data from (Buey et al. 2004). 

5.2 Taxanes 
Paclitaxel and docetaxel are widely used in the clinics for the treatment of several carcinoma 
and Kaposi’s sarcoma. Nevertheless, their effectiveness is limited due to the development of 
resistance, beeing its main cause the overexpression and drug efflux activity of 
transmembrane proteins like P-glycoprotein (Shabbits et al. 2001). 
We have studied the thermodynamics of binding of a set of nearly 50 taxanes to crosslinked 
stabilized microtubules with the aim to quantify the contributions of single modifications at 
four different locations of the taxane scaffold (C2, C13, C7 and C10). 
 

 
Fig. 3. Taxanes head compounds. Atom numbering 

Once confirmed that all the compounds were paclitaxel-like MSA, their affinities were 
measured using the same competition method mentioned above (section 5.1. displacement 
of Flutax-2). Seven of the compounds completely displaced Flutax-2 at equimolar 
concentrations indicating that they have very high affinities and so they are in the limit of 
the range to be accurately calculated by this method (Diaz&Buey 2007). The affinities of 
these compounds were then measured using a direct competition experiment with 
epothilone-B, a higher-affinity ligand (Ka 75.0 x 107 at 35ºC compared with 3.0 x 107 for 
Flutax-2). With all the binding constants determined at a given temperature, it is possible to 
determine the changes in binding free energy caused by every single modification as 
discussed above for epothilones (table 2). 
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The data in table 1 show that the incremental binding free energy changes of single 
modifications give a good estimation of the binding energy provided by each group. 
Moreover, the effect of the modifications is accumulative, resulting the epothilone derivative 
with the most favourable modifications (a thiomethyl group at C21 of the thiazole side 
chain, a methyl group at C12 in the S configuration, a pyridine side chain with C15 in the S 
configuration and a cyclopropyl moiety between C12 and C13) the one with the highest 
affinity of all the compounds studied (Ka 2.1±0.4 x 1010 M-1 at 35ºC). 
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Once confirmed that all the compounds were paclitaxel-like MSA, their affinities were 
measured using the same competition method mentioned above (section 5.1. displacement 
of Flutax-2). Seven of the compounds completely displaced Flutax-2 at equimolar 
concentrations indicating that they have very high affinities and so they are in the limit of 
the range to be accurately calculated by this method (Diaz&Buey 2007). The affinities of 
these compounds were then measured using a direct competition experiment with 
epothilone-B, a higher-affinity ligand (Ka 75.0 x 107 at 35ºC compared with 3.0 x 107 for 
Flutax-2). With all the binding constants determined at a given temperature, it is possible to 
determine the changes in binding free energy caused by every single modification as 
discussed above for epothilones (table 2). 
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Site Modification Compounds ΔΔG Average 
C2 benzoyl → benzylether T → 25 13.2 +13.0 ± 0.2 

  21 → 24 12.8  
 benzoyl → benzylsulphur T → 27 13.6 +15.9 ± 2.3 
  21 → 26 18.1  
 benzoyl → benzylamine T → 38 18.6 +20.1 ± 1.5 
  21 → 39 21.6  
 benzoyl → thiobenzoyl T → 23 19.6 +15.9 ± 3.8 
  21 → 22 12.1  
 benzoyl → benzamide 21 → 42 19.2  
 benzamide → 3-methoxy-benzamide 42 → 43 -3.4  
 benzamide → 3-Cl-benzamide 42 → 44 5.3  
 benzoyl → 3 methyl- 2 butenoyl 1 → 2 6.2  
 benzoyl → 3 methyl- 3 butenoyl 1 → 3 4.9  
 benzoyl → 2(E)-butenoyl 1 → 9 7.3  
 benzoyl → 3 methyl- butanoyl 1 → 10 6.3  
 benzoyl → 2-debenzoyl-1,2-carbonate C → 16 5.8  
 benzoyl → 3-azido-benzoyl 1 → 4 -8 -11.2 ± 1.3 
  T → 12 -13.9  
  C → 14 -12.2  
  18 → 20 -10.6  
 benzoyl → 3-methoxy-benzoyl 1 → 5 -6.2 -7.2 ± 0.6 
  T → 11 -8.3  
  C → 13 -8.1  
  18 → 19 -6.3  
 benzoyl → 3-Cl-benzoyl 1 → 6 -3.1  
 benzoyl → 3-Br-benzoyl 1 → 34 -2.3  
 benzoyl → 3-I-benzoyl 1 → 30 -3.3  
 benzoyl → 3-ciano-benzoyl 1 → 7 0.6  
 benzoyl → 3-methyl-benzoyl 1 → 8 0  
 benzoyl → 3-hydroxymethyl-benzoyl 1 → 36 7.2  
 benzoyl → 3-hydroxy-benzoyl 18 → 37 9.2  
 3-Cl-benzoyl → 2,4-di-Cl-benzoyl 6 → 29 4.8  
 benzoyl → 2,4-di-F-benzoyl 1 → 28 2.7  
 3-methoxy-benzoyl → 2,5-di-methoxy-benzoyl 5 → 35 4.6  
 benzoyl → 2-thienoyl 1 → 31 4.1  
 benzoyl → 3-thienoyl 1 → 32 1.8  
 benzoyl → 6-carboxy-pyran-2-one 1 → 41 8.1  

C13 paclitaxel → cephalomannine T → C 1.9 +2.0 ± 0.2 
  11 → 13 1.9  
  12 → 14 1.6  
  15 → 17 2.4  
 paclitaxel → docetaxel 23 → 22 -1.7 -3.2 ± 0.9 
  25 → 24 -6.2  
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  27 → 26 -1.3  
  38 → 39 -2.8  
  T → 21 -4.2  
 cephalomannine → docetaxel C → 21 -3.8 -5.6 ± 1.1 
  17 → D -7.7  
  20 → 40 -5.2  

C10 acetyl → hydroxyl T → 15 -1.3 -1.7 ± 0.8 
  C → 17 -0.7  
  21 → D -3.2  
 propionyl → hydroxyl 18 → 17 0.9  
 acetyl → propionyl C → 18 -1.6 -0.5 ± 0.4 
  13 → 19 0.2  
  14 → 20 0  

C7 propionyl → hydroxyl 17 → 1 -1.6  

Table 2. Incremental binding energies of taxane analogs to microtubules. (ΔΔG in kJ/mol at 
35ºC). Data from (Matesanz et al. 2008). 

In this way, it is possible to select the most favourable substituents at the positions studied 
and design optimized taxanes. According to the data obtained, the optimal taxane should 
have the docetaxel side chain at C13, a 3-N3-benzoyl at C2, a propionyl at C10, and a 
hydroxyl at C7. From compound 1 with a binding energy of -39.4 kJ/mol, the modifications 
selected would increase the binding affinity in -5.6 kJ/mol from the change of the 
cephalomannine side chain at C13 to the docetaxel one, -11.2 kJ/mol from the introduction 
of 3-N3-benzoyl instead of benzoyl at C2, -1.6 kJ/mol from the substitution of a propionyl at 
C7 with a hydroxyl, and -0.9 kJ/mol from the change of a hydroxyl at C10 to a propionyl. 
Thus, this optimal taxane would have a predicted ΔG at 35ºC of -58.7 kJ/mol. This molecule 
was synthesized (compound 40) and its binding affinity measured using the epothilone-B 
displacement method and the value obtained is in good corespondence with the predicted 
one: Ka = 6.28±0.15 x 109 M-1; ΔG = -57.7±0.1 kJ/mol (Matesanz et al. 2008). This value means 
a 500-fold increment over the paclitaxel affinity. 
It is also possible to check the influence of the modifications on the cytotoxic activity 
determining the IC50 of each compound in the human ovarian carcinoma cells A2780  and 
their MDR counterparts (A2780AD). The plots of log IC50 versus log Ka (figure 4) indicate 
that, as in the case of epothilones, both magnitudes are related, and the binding affinity acts 
as a good predictor of citotoxicity. In this type of MDR cells the high-affinity drugs are circa 
100-fold more cytotoxic than the clinically used taxanes (paclitaxel and docetaxel) and 
exhibit very low resistance indexes. 
The plot of log resistance index against log Ka shows a bell-shaped curve (figure 5). 
Resistance index present a maximum for taxanes with similar affinities for microtubules and 
P-glycoprotein, then rapidly decreases when the affinity for microtubules either increases or 
decreases. To find an explanation for this behaviour we should note that the intracellular 
free concentration of the high-affinity compounds will be low. To be pumped out by P-
glycoprotein ligands must first bind it, so ligand outflow will decrease with lower free 
ligand concentrations (discussed in (Matesanz et al. 2008)). In the case of the low-affinity 
drugs, the concentrations needed to exert their citotoxicity are so high that the pump gets 
saturated and cannot effectively reduced the intracellular free ligand concentration. 
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Site Modification Compounds ΔΔG Average 
C2 benzoyl → benzylether T → 25 13.2 +13.0 ± 0.2 

  21 → 24 12.8  
 benzoyl → benzylsulphur T → 27 13.6 +15.9 ± 2.3 
  21 → 26 18.1  
 benzoyl → benzylamine T → 38 18.6 +20.1 ± 1.5 
  21 → 39 21.6  
 benzoyl → thiobenzoyl T → 23 19.6 +15.9 ± 3.8 
  21 → 22 12.1  
 benzoyl → benzamide 21 → 42 19.2  
 benzamide → 3-methoxy-benzamide 42 → 43 -3.4  
 benzamide → 3-Cl-benzamide 42 → 44 5.3  
 benzoyl → 3 methyl- 2 butenoyl 1 → 2 6.2  
 benzoyl → 3 methyl- 3 butenoyl 1 → 3 4.9  
 benzoyl → 2(E)-butenoyl 1 → 9 7.3  
 benzoyl → 3 methyl- butanoyl 1 → 10 6.3  
 benzoyl → 2-debenzoyl-1,2-carbonate C → 16 5.8  
 benzoyl → 3-azido-benzoyl 1 → 4 -8 -11.2 ± 1.3 
  T → 12 -13.9  
  C → 14 -12.2  
  18 → 20 -10.6  
 benzoyl → 3-methoxy-benzoyl 1 → 5 -6.2 -7.2 ± 0.6 
  T → 11 -8.3  
  C → 13 -8.1  
  18 → 19 -6.3  
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  27 → 26 -1.3  
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Table 2. Incremental binding energies of taxane analogs to microtubules. (ΔΔG in kJ/mol at 
35ºC). Data from (Matesanz et al. 2008). 
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P-glycoprotein, then rapidly decreases when the affinity for microtubules either increases or 
decreases. To find an explanation for this behaviour we should note that the intracellular 
free concentration of the high-affinity compounds will be low. To be pumped out by P-
glycoprotein ligands must first bind it, so ligand outflow will decrease with lower free 
ligand concentrations (discussed in (Matesanz et al. 2008)). In the case of the low-affinity 
drugs, the concentrations needed to exert their citotoxicity are so high that the pump gets 
saturated and cannot effectively reduced the intracellular free ligand concentration. 
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Fig. 4. Dependence of the IC50 of taxane analogs against A2780 non-resistant cells (black 
circles, solid line) and A2780AD resistant cells (white circles, dashed line) on their Ka to 
microtubules. Data from (Matesanz et al. 2008).  
 

 
Fig. 5. Dependence of the resistance index of the A2780AD MDR cells on the Ka of the 
taxanes to microtubules. Data from (Yang et al. 2007; Matesanz et al. 2008). 
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6. Conclusion 
We found a correlation between binding affinities of paclitaxel-like MSA to microtubules 
and their citotoxicities in tumoral cells both MDR and non-resistant. The results with 
taxanes further validate the binding affinity approach as a tool to be used in drug 
optimization as it was previously discuss for the case of epothilones. Moreover, from the 
thermodynamic data we could design novel high-affinity taxanes with the ability to 
overcome resistance in P-glycoprotein overexpressing cells. Anyway, there is a limit 
concentration below which MSA are not able to kill cells (discussed in (Matesanz et al. 
2008)), the highest-affinity compounds studied have no dramatically better citotoxicities 
than paclitaxel or docetaxel have. Thus, the goal is not to find the drug with the highest 
cytotoxicity possible but rather to find one able to overcome resistances. The study of 
taxanes indicates that increased drug affinity could be an improvement in this direction. The 
extreme example of that come from the covalent binding of cyclostreptin (Buey et al. 2007) 
(that might be consider as infinite affinity) having a resistance index close to one.  
However, in the case of chemically diverse paclitaxel-like MSA, the inhibition of cell 
proliferation correlates better with enthalpy change than with binding constants (Buey et al. 
2005) suggesting that favourable enthalpic contributions to the binding are important to 
improve drug activity as it has been shown for statins and HIV protease inhibitors (Freire 
2008). 
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1. Introduction 
Chlorination roasting has proven to be a very important industrial route and can be applied 
for different purposes. Firstly, the chlorination of some important minerals is a possible 
industrial process for producing and refining metals of considerable technological 
importance, such as titanium and zirconium. Also, the same principle is mentioned as a 
possible way of recovering rare earth from concentrates (Zang et al., 2004) and metals, of 
considerable economic value, from different industrial wastes, such as, tailings (Cechi et al., 
2009), spent catalysts (Gabalah  Djona, 1995), slags (Brocchi  Moura, 2008) and fly ash 
(Murase et al., 1998). The chlorination processes are also presented as environmentally 
acceptable (Neff, 1995, Mackay, 1992).  
In general terms the chlorination can be described as reaction between a starting material 
(mineral concentrate or industrial waste) with chlorine in order to produce some volatile 
chlorides, which can then be separated by, for example, selective condensation. The most 
desired chloride is purified and then used as a precursor in the production of either the pure 
metal (by reacting the chloride with magnesium) or its oxide (by oxidation of the chloride). 
The chlorination reaction has been studied on respect of many metal oxides (Micco et. al., 
2011; Gaviria  Bohe, 2010; Esquivel et al., 2003; Oheda et al., 2002) as this type of 
compound is the most common in the mentioned starting materials. Although some basic 
thermodynamic data is enclosed in these works, most of them are related to kinetics aspects 
of the gas – solid reactions. However, it is clear that the understanding of the equilibrium 
conditions, as predicted by classical thermodynamics, of a particular oxide reaction with 
chlorine can give strong support for both the control and optimization of the process. In this 
context, the impact of industrial operational variables over the chlorination efficiency, such 
as the reaction temperature and the reactors atmosphere composition, can be theoretically 
appreciated and then quantitatively predicted. On that sense, some important works have 
been totally devoted to the thermodynamics of the chlorination and became classical 
references on the subject (Kellog, 1950; Patel  Jere, 1960; Pilgrim  Ingraham, 1967; Sano  
Belton, 1980). 
Originally, the approach applied for the study of chemical equilibrium studies was based 
exclusively on o

rG  x T and predominance diagrams. Nowadays, however, advances in 
computational thermodynamics enabled the development of softwares that can perform 
more complex calculations. This approach, together with the one accomplished by simpler 
techniques, converge to a better understanding of the intimate nature of the equilibrium 
states for the reaction system of interest. Therefore, it is understood that the time has come 
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computational thermodynamics enabled the development of softwares that can perform 
more complex calculations. This approach, together with the one accomplished by simpler 
techniques, converge to a better understanding of the intimate nature of the equilibrium 
states for the reaction system of interest. Therefore, it is understood that the time has come 
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for a review on chlorination thermodynamics which can combine its basic aspects with a 
now available new kind of approach. 
The present chapter will first focus on the thermodynamic basis necessary for 
understanding the nature of the equilibrium states achievable through chlorination reactions 
of metallic oxides. Possible ways of graphically representing the equilibrium conditions are 
discussed and compared. Moreover, the chlorination of V2O5, both in the absence as with 
the presence of graphite will be considered. The need of such reducing agent is clearly 
explained and discussed. Finally, the equilibrium conditions are appreciated through the 
construction of graphics with different levels of complexity, beginning with the well known 

o
rG  x T diagrams, and ending with gas phase speciation diagrams, rigorously calculated 

through the minimization of the total Gibbs energy of the system. 

2. Chemical reaction equilibria 
The equilibrium state achieved by a system where a group of chemical reactions take place 
simultaneously can be entirely modeled and predicted by applying the principles of classical 
thermodynamics.  
Supposing that we want to react some solid transition metal oxide, say M2O5, with gaseous 
Cl2. Lets consider for simplicity that the reaction can result in the formation of only one 
gaseous chlorinated specie, say MCl5. The transformation is represented by the following 
equation: 
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In this system there are only two phases, the pure solid oxide M2O5 and a gas phase, whose 
composition is characterized by definite proportions of Cl2, O2, and MCl5. If temperature, 
total pressure, and the total molar amounts of O, Cl, and M are fixed, the chemical 
equilibrium is calculated by finding the global minimum of the total Gibbs energy of the 
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The minimization of function (2) requires that for the restrictions imposed to the system, the 
first order differential of G must be equal to zero. By fixing the reaction temperature (T) and 
pressure (P) and total amount of each one of the elements, this condition can be written 
according to equation (4) (Robert, 1993). 
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The development of the chlorination reaction can be followed through introduction of a 
reaction coordinate called degree of reaction ( ),whose first differential is computed by the 
ratio of its molar content variation of each specie participating in the reaction and the 
stoichiometric coefficient(Eq. 1). 
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equation (5) are the stoichiometric coefficient of each specie multiplied by “-1” if it is 
represented as a reactant, or “+1” if it is a product. The equilibrium condition (Eq. 4) can 
now be rewritten in the following mathematical form: 
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At the desired equilibrium state the condition defined by Eq. (6) must be valid for all 
possible values of the differential d . This can only be accomplished if the term inside the 
parenthesis is equal to zero. This last condition is the simplest mathematical representation 
for the chemical equilibrium associated with reaction (1). 
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The chemical potentials can be computed through knowledge of the molar Gibbs energy of 
each pure specie in the gas phase, and its chemical activity. For the chloride MCl5, for 
example, the following function can be used (Robert, 1993): 
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Where g
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a  represents the chemical activity of the component MCl5 in the gas phase. By 

introducing equations analogous to Eq. (8) for all components of the gas phase, Eq. (7) can 
be rewritten according to Eq. (9). There, the activity of M2O5 is not present in the term 
located at the left hand side because, as this oxide is assumed to be pure, its activity must be 
equal to one (Robert, 1993). 
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The numerator of the right side of Eq. (9) represents the molar Gibbs energy of reaction (1). 
It involves only the molar Gibbs energies of the species participating in the reaction as pure 
substances, at T and P established in the reactor. The molar Gibbs energy of a pure 
component is only a function of T and P (Eq. 10), so the same must be valid for the reactions 
Gibbs energy (Robert, 1993). 

  ,dg T P sdT vdP    (10) 

Where s and  denote respectively the molar entropy and molar volume of the material, 
which for a pure substance are themselves only a function of T and P. 
It is a common practice in treating reactions involving gaseous species to calculate the Gibbs 
energy of reaction not at the total pressure prevailing inside the reactor, but to fix it at 1 atm. 
This is in fact a reference pressure, and can assume any suitable value we desire. The molar 
Gibbs energy of reaction is in this case referred to as the standard molar Gibbs energy of 
reaction. According to this definition, the standard Gibbs energy of reaction must depend 
only on the reactor’s temperature. 
By assuming that the total pressure inside the reactor (P) is low enough for neglecting the 
effect of the interactions among the species present in the gas phase, Eq. (9) can be rewritten 
in the following form: 
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The activities were calculated as the ratio of the partial pressure of each component and the 
reference pressure chosen (P = 1 atm). This proposal is based on the thermodynamic 
description of an ideal gas (Robert, 1993). For MCl5, for example, the chemical activity is 
calculated as follows: 
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Where g
MCl 5

x stands for the mol fraction of MCl5 in the gas phase. Similar relations hold for the 

other species present in the reactor atmosphere. The activity is then expressed as the product 
of the mol fraction of the specie and the total pressure exerted by the gaseous solution. 
The right hand side of Eq. (11) defines the equilibrium constant (K) of the reaction in 
question. This quantity can be calculated as follows: 

 
o
rexp GK

RT
 

   
 

  (13) 

The symbol “o” is used to denote that The molar reaction Gibbs energy ( o
rG ) is calculated 

at a reference pressure of 1 atm.  
At this point, three possible situations arise. If the standard molar Gibbs energy of the 
reaction is negative, then K > 1. If it is positive, K < 1 and if it is equal to zero K = 1. The first 
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situation defines a process where in the achieved equilibrium state, the atmosphere tends to 
be richer in the desired products. The second situation characterizes a reaction where the 
reactants are present in higher concentration in equilibrium. Finally, the third possibility 
defines the situation where products and reactants are present in amounts of the same order 
of magnitude.  

2.1 Thermodynamic driving force and o
rG vs. T diagrams 

Equation (6) can be used to formulate a mathematical definition of the thermodynamic 
driving force for a chlorination reaction. If the reaction proceeds in the desired direction, 
then d  must be positive. Based on the fact that by fixing T, P, n(O), n(Cl), and n(M) the total 
Gibbs energy of the system is minimum at the equilibrium, the reaction will develop in the 
direction of the final equilibrium state, if and only if, the value of G reduces, or in other 
words, the following inequality must then be valid: 

 
2 5 2 2 5

g g gs
M O Cl O MCl

55 2 0
2

g         (14) 

The left hand side of inequality (14) defines the thermodynamic driving force of the reaction 
( r ).  
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If r  is negative, classical thermodynamics says that the process will develop in the 
direction of obtaining the desired products. However, a positive value is indicative that the 
reaction will develop in the opposite direction. In this case, the formed products react to 
regenerate the reactants. By using the mathematical expression for the chemical potentials 
(Eq. 8), it is possible to rewrite the driving force in a more familiar way: 
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According to Eq. (16), the ratio involving the partial pressure of the components defines the 
so called reaction coefficient (Q). This parameter can be specified in a given experiment by 
injecting a gas with the desired proportion of O2 and Cl2. The partial pressure of MCl5, on 
the other hand, would then be near zero, as after the formation of each species, the fluxing 
gas removes it from the atmosphere in the neighborhood of the sample.  
At a fixed temperature and depending on the value of Q and the standard molar Gibbs 
energy of the reaction considered, the driving force can be positive, negative or zero. In the 
last case the reaction ceases and the equilibrium condition is achieved. It is important to 
note, however, that by only evaluating the reactions Gibbs energy one is not in condition to 
predict the reaction path followed, then even for positive values of o

rG , it is possible to 
find a value Q that makes the driving force negative. This is a usual situation faced in 
industry, where the desired equilibrium is forced by continuously injecting reactants, or 
removing products. In all cases, however, for computing reaction driving forces it is vital to 
know the temperature dependence of the reaction Gibbs energy.  
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2.1.1 Thermodynamic basis for the construction of o
rG x T diagrams  

To construct the o
rG  x T diagram of a particular reaction we must be able to compute its 

standard Gibbs energy in the whole temperature range spanned by the diagram.  
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For accomplishing this task one needs a mathematical model for the molar standard heat 
capacity at constant pressure, valid for each participating substance for T varying between 
298.15 K and the final desired temperature, its molar enthalpy of formation ( o

298H ) and its 
molar entropy of formation ( o

298S )at 298.15 K 
For the most gas – solid reactions both the molar standard enthalpy ( o

rH ) and entropy of 

reaction ( o
rS ) do not depend strongly on temperature, as far no phase transformation 

among the reactants and or products are present in the considered temperature range. So, 
the observed behavior is usually described by a line (Fig. 1), whose angular coefficient gives 
us a measurement of o

rS  and o
rH is defined by the linear coefficient.  

 

 
Fig. 1. Hypothetical o

rG  x T diagram 
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Fig. 2. Endothermic and exothermic reactions 

Further, for a reaction defined by Eq. (1) the number of moles of gaseous products is higher 
than the number of moles of gaseous reactants, which, based on the ideal gas model, is 
indicative that the chlorination leads to a state of grater disorder, or greater entropy. In this 
particular case then, the straight line must have negative linear coefficient (- o

rS < 0), as 
depicted in the graph of Figure (1).  
The same can not be said about the molar reaction enthalpy. In principle the chlorination 
reaction can lead to an evolution of heat (exothermic process, then o

rH < 0) or absorption of 
heat (endothermic process, then o

rH > 0). In the first case the linear coefficient is positive, 
but in the later it is negative. Hypothetical cases are presented in Fig. (2) for the chlorination 
of two oxides, which react according to equations identical to Eq. (1). The same molar 
reaction entropy is observed, but for one oxide the molar enthalpy is positive, and for the 
other it is negative. 
Finally, it is worthwhile to mention that for some reactions the angular coefficient of the 
straight line can change at a particular temperature value. This can happen due to a phase 
transformation associated with either a reactant or a product. In the case of the reaction (1), 
only the oxide M2O5 can experience some phase transformation (melting, sublimation, or 
ebullition), all of them associated with an increase in the molar enthalpy of the phase. 
According to classical thermodynamics, the molar entropy of the compound must also 
increase (Robert, 1993). 

 
t

t
t T

HS 
  (18) 

Where tS , tH  and Tt represent respectively, the molar entropy, molar enthalpy and 
temperature of the phase transformation in question. So, to include the effect for melting of 
M2O5 at a temperature Tt, the molar reaction enthalpy and entropy must be modified as 
follows. 
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It should be observed that the molar entropy and enthalpy associated with the phase 
transition experienced by the oxide M2O5 were multiplied by its stoichiometric number “-1”, 
which explains the minus sign present in both relations of Eq. (19). 
An analogous procedure can be applied if other phase transition phenomena take place. 
One must only be aware that the mathematical description for the molar reaction heat 
capacity at constant pressure ( o

PC ) must be modified by substituting the heat capacity of 
solid M2O5 for a model associated with the most stable phase in each particular temperature 
range. If, for example, in the temperature range of interest M2O5 melts at Tt, for T > Tt, the 
molar heat capacity of solid M2O5 must be substituted for the model associated with the 
liquid state (Eq. 20).  
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The effect of a phase transition over the geometric nature of the o
rG  x T curve can be directly 

seen. The melting of M2O5 makes it’s molar enthalpy and entropy higher. According to Eq. 
(19), such effects would make the molar reaction enthalpy and entropy lower. So the curve 
should experience a decrease in its first order derivative at the melting temperature (Figure 3). 
 

 
Fig. 3. Effect of M2O5 melting over the o

rG  x T diagram 

Based on the definition of the reaction Gibbs energy (Eq. 17), similar transitions involving a 
product would produce an opposite effect. The reaction Gibbs energy would in these cases 
dislocate to more negative values. In all cases, though, the magnitude of the deviation is 
proportional to the magnitude of the molar enthalpy associated with the particular 
transition observed. The effect increases in the following order: melting, ebullition and 
sublimation. 
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2.2 Multiple reactions 
In many situations the reaction of a metallic oxide with Cl2 leads to the formation of a family 
of chlorinated species. In these cases, multiple reactions take place. In the present section 
three methods will be described for treating this sort of situation, the first of them is of 
qualitative nature, the second semi-qualitative, and the third a rigorous one, that reproduces 
the equilibrium conditions quantitatively. 
The first method consists in calculating o

rG  x T diagrams for each reaction in the temperature 
range of interest. The reaction with the lower molar Gibbs energy must have a greater 
thermodynamic driving force. The second method involves the solution of the equilibrium 
equations independently for each reaction, and plotting on the same space the concentration of 
the desired chlorinated species. Finally, the third method involves the calculation of the 
thermodynamic equilibrium by minimizing the total Gibbs energy of the system. The 
concentrations of all species in the phase ensemble are then simultaneously computed. 

2.2.1 Methods based on o
rG  x T diagrams 

It will be supposed that the oxide M2O5 can generate two gaseous chlorinated species, MCl4 
and MCl5:  
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2

  

  
 (21) 

The first reaction is associated with a reduction of the number of moles of gaseous species 
(ng = -0.5), but in the second the same quantity is positive (ng = 0.5). If the gas phase is 
described as an ideal solution, the first reaction should be associated with a lower molar 
entropy than the second. The greater the number of mole of gaseous products, the greater 
the gas phase volume produced, and so the greater the entropy generated. By plotting the 
molar Gibbs energy of each reaction as a function of temperature, the curves should cross 
each other at a specific temperature (TC). For temperatures greater than TC the formation of 
MCl4 becomes thermodynamically more favorable (see Figure 4). 
 

 
Fig. 4. Hypothetical o

rG x T curves with intercept.  

An interesting situation occurs, if one of the chlorides can be produced in the condensed 
state (liquid or solid). Let’s suppose that the chloride MCl5 is liquid at lower temperatures. 
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It should be observed that the molar entropy and enthalpy associated with the phase 
transition experienced by the oxide M2O5 were multiplied by its stoichiometric number “-1”, 
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The ebullition of MCl5, which occur at a definite temperature (Tt), dislocates the curve to 
lower values for temperatures higher than Tt. Such an effect would make the production of 
MCl5 in the gaseous state thermodynamically more favorable even for temperatures greater 
than Tc (Figure 5). Such fact the importance of considering phase transitions when 
comparing o

rG  x T curves for different reactions. 
 

 
Fig. 5. Effect of MCl5 boiling temperature 

Although simple, the method based on the comparison of o
rG  x T diagrams is of limited 

application. The problem is that for discussing the thermodynamic viability of a reaction one 
must actually compute the thermodynamic driving force (Eq. 15 and 16), and by doing so, 
one must fix values for the concentration of Cl2 and O2 in the reactor’s atmosphere, which, in 
the end, define the value of the reaction coefficient. 
If the o

rG  x T curves of two reactions lie close to one another (difference lower than 10 
KJ/mol), it is impossible to tell, without a rigorous calculation, which chlorinated specie 
should have the highest concentration in the gaseous state, as the computed driving forces 
will lie very close from each other. In these situations, other methods that can address the 
direct effect of the reactor’s atmosphere composition should be applied. 
Apart from its simplicity, the o

rG  x T diagrams have another interesting application in 
relation to the proposal of reactions mechanisms. From the point of view of the kinetics, the 
process of forming higher chlorinated species by the “collision” of one molecule of the oxide 
M2O5 and a group of molecules of Cl2, and vise versa, shall have a lower probability than the 
one defined by the first formation of a lower chlorinated specie, say MCl2, and the further 
reaction of it with one or two Cl2 molecules (Eq. 22).  
Let’s consider that M can form the following chlorides: MCl, MCl2, MCl3, MCl4, and MCl5. 
The synthesis of MCl5 can now be thought as the result of the coupled reactions represented 
by Eq. (22). 
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By plotting the o
rG  x T diagrams of all reactions presented in Eq. (22) it is possible to 

evaluate if the thermodynamic stability of the chlorides follows the trend indicated by the 
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proposed reaction path. If so, the curves should lay one above the other. The standard 
reaction Gibbs energy would then grow in the following order: MCl, MCl2, MCl3, MCl4 and 
MCl5 (Figure 6).  
 

 
Fig. 6. Hypothetic o

rG  x T curves for successive chlorination reactions 

Another possibility is that the curve for the formation of one of the higher chlorinated 
species is associated with lower Gibbs energy values in comparison with the curve of a 
lower chlorinated compound. A possible example thereof is depicted on Figure (7), where 
the o

rG x T curve for the production of MCl3 lies bellow the curve associated with the 
formation of MCl2.  
 

 
Fig. 7. Successive chlorination reactions – direct formation of MCl3 from MCl 

The formation of the species MCl2 would be thermodynamically less favorable, and MCl3 is 
preferentially produced directly from MCl (MCl + Cl2 = MCl3). In this case, however, for the 
diagram to remain thermodynamically consistent, the curves associated with the formation 
of MCl2 from MCl and MCl3 from MCl (broken lines) should be substituted for the curve 
associated with the direct formation of MCl3 from MCl for the entire temperature range. 
The same effect could originate due to the occurrence of a phase transition. Let’s suppose 
that in the temperature range considered MCl3 sublimates at Ts. Because of this 
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phenomenon the curve for the formation of MCl2 crosses the curve for the formation of the 
last chloride at Tc, so that for T > Tc its formation is associated with a higher thermodynamic 
driving force (Figure 8). So, for T > Tc, MCl3 is formed directly from MCl, resulting in the 
same modification in the reaction mechanism as mentioned above.  
 

 
Fig. 8. Direct formation of MCl3 from MCl stimulated by MCl3 sublimation 

For temperatures higher than Tc, the diagram of Figure (8) looses its thermodynamic 
consistency, as, according to what was mentioned in the last paragraph, the formation of 
MCl2 from MCl is impossible in this temperature range. The error can be corrected if, for T > 
Tc, the curves associated with the formation of MCl2 and MCl3 (broken lines) are substituted 
for the curve associated with the formation of MCl3 directly from MCl. 
A direct consequence of that peculiar thermodynamic fact, as described in Figures (7) and 
(8), is that under these conditions, a predominance diagram would contain a straight line 
showing the equilibrium between MCl and MCl3, and the field corresponding to MCl2 
would not appear. 

2.2.2 Method of Kang and Zuo 
Kang  Zuo (1989) introduced a simple method for comparing the thermodynamic 
tendencies of formation of compounds obtained by gas – solid reactions, in that each 
equilibrium equation is solved independently, and the concentration of the desired species 
plotted as a function of the gas phase concentration and or temperature. The method will be 
illustrated for the reactions defined by Eq. (21). The concentrations of MCl4 and MCl5 in the 
gaseous phase can be computed as a function of temperature, partial pressure of Cl2, and 
partial pressure of O2. 
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Next, two intensive properties must be chosen, whose values are fixed, for example, the 
partial pressure of Cl2 and the temperature. The partial pressure of each chlorinated species 
becomes in this case a function of only the partial pressure of O2. 
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By fixing T and P(Cl2) the application of the natural logarithm to both sides of Eq. (24) 
results in a linear behavior.  
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4 5 2

MCl MCl O

MCl MCl O

ln ln 2.5ln
ln ln 2.5ln

P f P
P f P

 

 
 (25) 

The lines associated with the formation of MCl4 and MCl5 would have the same angular 
coefficient, but different linear coefficients. If the partial pressure of Cl2 is equal to one (pure 
Cl2 is injected into the reactor), the differences in the standard reaction Gibbs energy 
controls the values of the linear coefficients observed. If the lowest Gibbs energy values are 
associated with the formation of MCl5, its line would have the greatest linear coefficient 
(Figure 9). 
An interesting situation occurs if the curves obtained for the chlorinated species of 
interest cross each other (Figure 10). This fact would indicate that for some critical value 
of P(O2) there would be a different preference for the system to generate each one of the 
chlorides. One of them prevails for higher partial pressure values and the other for values 
of P(O2) lower than the critical one. Such a behavior could be exemplified if the 
chlorination of M also generates the gaseous oxychloride MOCl3 (M2O5 + 2Cl2 = 2MOCl3 + 
1.5O2). 
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(Figure 9). 
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interest cross each other (Figure 10). This fact would indicate that for some critical value 
of P(O2) there would be a different preference for the system to generate each one of the 
chlorides. One of them prevails for higher partial pressure values and the other for values 
of P(O2) lower than the critical one. Such a behavior could be exemplified if the 
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Fig. 9. Concentrations of MCl4 and MCl5, as a function of P(O2) 
 

 
Fig. 10. Concentrations of MOCl3, MCl4 and MCl5 as a function of P(O2) 

 
3 3 2MOCl MOCl Oln ln 1.5lnP f P   (26) 

The linear coefficient of the line associated with the MOCl3 formation is higher for the initial 
value of P(O2) than the same factor computed for MCl4 and MCl5. As the angular coefficient 
is lower for MOCl3, The graphic of Figure (10) depicts a possible result. 
According to Figure (10), three distinct situations can be identified. For the initial values of 
P(O2), the partial pressure of MOCl3 is higher than the partial pressure of the other 
chlorinated compounds.  
By varying P(O2), a critical value is approached after which P(MCl5) assumes the highest 
value, being followed by P(MOCl3) and then P(MCl4). A second critical value of P(O2) can be 
identified in the graphic above. For P(O2) values higher than this, the atmosphere should be 
more concentrated in MCl5 and less concentrated in MOCl3, MCl4 assuming a concentration 
value in between. 

2.2.3 Minimization of the total gibbs energy 
The most general way of describing equilibrium is to fix a number of thermodynamic 
variables (physical parameters that can be controlled in laboratory), and to chose an 
appropriate thermodynamic potential, whose maxima or minima describe the possible 
equilibrium states available to the system.  
By fixing T, P, and total amounts of the components M, O, and Cl (n(O), n(M), and n(Cl)), 
the global minimum of the total Gibbs energy describes the equilibrium state of interest, 
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which is characterized by a proper phase ensemble, their amounts and compositions. This 
method is equivalent to solve all chemical equilibrium equations at the same time, so, that 
the compositions of the chlorinated species in each one of the phases present are calculated 
simultaneously. 
For treating the equilibrium associated with the chlorination processes, two type of 
diagrams are important: predominance diagrams, and phase speciation diagrams. The first sort of 
diagram describes the equilibrium phase ensemble as a function of temperature, and or 
partial pressure of Cl2 or O2. The second type describes how the composition of individual 
phases varies with temperature and or concentration of Cl2 or O2.  
The first step is to change the initial constraint vector (T, P, n(O), n(M), n(Cl)), by modifying 
the definition of the components. Instead considering as components the elements O, M, and 
Cl, we can describe the global composition of the system by specifying amounts of M, Cl2 
and O2 (T, P, n(O2), n(M), n(Cl2)).  
According to the phase-rule (Eq. 27) applied to a system with three components (M, Cl2 and 
O2), by specifying five degrees of freedom (intensive variables or restriction equations) the 
equilibrium calculation problem has a unique solution: 

 
2

0   3
5

L C F
F C

L

  
 


 (27) 

Where F denotes the number of phases present (as we do not know the nature of the phase 
ensemble, F = 0 at the beginning), C is the number of components, and L defines the number 
of degrees of freedom (equations and or intensive variables) to be specified. So, with L = 5, 
the constraint vector must have five coordinates (T, P, n(O2), n(M), n(Cl2)). 
In reality, the chlorination system is described as an open system, where a gas flux of 
definite composition is established. The constraint vector defined so far is consistent with 
the definition of a closed system, which by definition does not allow matter to cross its 
boundaries. The calculation can become closer to the physical reality of the process if we 
specify the chemical activities of Cl2 and O2 in the gas phase, instead of fixing their global 
molar amounts. Such a restriction would be analogous as fixing the inlet gas composition. 
Further, if the gas is considered to behave ideally, the chemical activities can be replaced by 
the respective values of the partial pressure of the gaseous components. So, the final 
constraint vector should be defined as follows: T, P, n(M), P(Cl2), P(O2).  
The two types of computation mentioned in the first paragraph can now be discussed. For 
generating a speciation diagram, only one of the parameters T, P(Cl2), or P(O2) is varied in a 
definite range. The composition of some phase of interest, for example the gas, can then be 
plotted as a function of the thermodynamic coordinate chosen. On the other hand, by 
systematically varying two of the parameter defined in the group T, P(Cl2), or P(O2), a 
predominance diagram can be constructed (Figure 11). The diagram is usually drawn in 
space P(Cl2) x P(O2) and is composed by cells, which describe the stability limits of 
individual phases. A line describes the equilibrium condition involving two phases, and a 
point the equilibrium involving three phases.  
Let’s take a closer look in the nature of a predominance diagram applied to the case studied 
so far. In this situation, one must consider the gas phase, the solid metal M, and possible 
oxides, MO, MO2, and M2O5, obtained through oxidation of the element M at different 
oxygen potentials. The equilibrium involving two oxides defines a unique value of the 
partial pressure of O2, which is independent of the Cl2 concentration. 
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Fig. 9. Concentrations of MCl4 and MCl5, as a function of P(O2) 
 

 
Fig. 10. Concentrations of MOCl3, MCl4 and MCl5 as a function of P(O2) 
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which is characterized by a proper phase ensemble, their amounts and compositions. This 
method is equivalent to solve all chemical equilibrium equations at the same time, so, that 
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For treating the equilibrium associated with the chlorination processes, two type of 
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The first step is to change the initial constraint vector (T, P, n(O), n(M), n(Cl)), by modifying 
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O2), by specifying five degrees of freedom (intensive variables or restriction equations) the 
equilibrium calculation problem has a unique solution: 
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Where F denotes the number of phases present (as we do not know the nature of the phase 
ensemble, F = 0 at the beginning), C is the number of components, and L defines the number 
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space P(Cl2) x P(O2) and is composed by cells, which describe the stability limits of 
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Let’s take a closer look in the nature of a predominance diagram applied to the case studied 
so far. In this situation, one must consider the gas phase, the solid metal M, and possible 
oxides, MO, MO2, and M2O5, obtained through oxidation of the element M at different 
oxygen potentials. The equilibrium involving two oxides defines a unique value of the 
partial pressure of O2, which is independent of the Cl2 concentration. 
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Fig. 11. Hypothetical predominance diagram chlorides mixed in the gas phase 

For the equilibrium between MO and MO2, for example, Eq. (28) enables the determination 
of the P(O2) value, which is fixed by choosing T and is independent of the Cl2 partial 
pressure. As a consequence, such equilibrium states are defined by a vertical line. 
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The equilibrium when the phase ensemble is defined by the gas and one of the metal oxides, 
say MO2, is also defined by a line, whose inclination is determined by fixing T, P, n(M) and 
P(O2). This time the concentration of Cl2, MCl4 and MCl5 are computed by solving the group 
of non-linear equations presented bellow (Eq. 29). The first equation defines the restriction 
that the molar quantity of M is constant (mass conservative restriction). The second equation 
represents the conservation of the total mass of the gas phase (the summation of all mol 
fractions must be equal to one). 

 

 2 4 5

4 5 2 2

2

5 4

2 52 2

2 54 2 2

g gg
MO MCl MCl

g g g g
MCl MCl O Cl

g
Clg g

MCl MCl

g g gs
M OMCl5 O Cl

g g gs
M OMCl O Cl

1

0
2

2 2.5 5 0

2 2.5 4 0

Mn n n x x

x x x x

g

g


 

  

  

  

   

  

   

   

 (29) 

The other three relations define, respectively, the equilibrium conditions for the following 
group of reactions: 
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So, we have five equations and five unknowns ( gn , 
2MOn , g

MCl4
x , g

MCl5
x , g

Cl2
x ), indicating 

that the equilibrium calculation admits a unique solution. 
Finally by walking along a vertical line associated with the coexistence of two metallic 
oxides, for example MO and MO2, a condition is achieved where the gaseous chlorides are 
formed. The equilibrium between the two oxides and the gas phase is defined by a point. In 
other words by fixing T and P, all equilibrium properties are uniquely defined. The equation 
associated with the coexistence of MO and MO2 (Eq. 28) is added and the partial pressure of 
O2 is allowed to vary, resulting in six variables and six equations (Eq. 31). 
Equations (30) and (31) were presented here only with a didactic purpose. In praxis, the 
majority of the thermodynamic software (Thermocalc, for example) are designed to minimize 
the total Gibbs energy of the system. The algorithm varies systematically the composition of 
the equilibrium phase ensemble until the global minimum is achieved. By doing so the same 
algorithm can be implemented for dealing with all possible equilibrium conditions, 
eliminating at the end the difficulty of proposing a group of linear independent chemical 
equations, which for a system with a great number of components can become a 
complicated task. 
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Fig. 12. Hypothetical predominance diagram: pure gaseous chlorides 
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Fig. 12. Hypothetical predominance diagram: pure gaseous chlorides 
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A simplified version of the predominance diagram of Figure (11) can be achieved through 
considering each possible gaseous chloride as a pure substance. In this case, the field 
representing the gas phase will be divided into sub-regions, each one representative of the 
stability of each gaseous chlorinated compound. By considering, that, besides MCl5 and 
MCl4, gaseous MOCl3 can also be formed, a diagram similar to the one presented on Figure 
(12) would represent possible stability limits found in equilibrium.  
The diagram of Figure (12) is associated with a temperature value where gaseous MCl5 can 
not be present in equilibrium for any suitable value of P(Cl2) and P(O2) chosen. It is 
interesting to note, that in this sort of diagram, there is a direct relation between the 
inclination of a line representative of the equilibrium between a gaseous chloride or 
oxychloride and an oxide, with the stoichiometric coefficients of the chemical reaction 
behind the transformation.  
According to Eq. (32), the inclination of the line associated with the equilibrium between 
MOCl3 and MO2 should be lower than the one associated with the equilibrium between 
MOCl3 and M2O5. On the other hand, in the case of the equilibrium between MO and 
MOCl3, the line is horizontal (does not depend on P(O2)), as the same number of oxygen 
atoms is present in the reactant and products, so O2 does not participate in the reaction. 
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Where,
2MOK ,

52OMK and MOK  represent respectively the equilibrium constants for the 
formation of MOCl3 from MO2, M2O5 and  MO (Eq. 33). 
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The diagrams of Figures (11) and (12) depict a behavior, where no condensed chlorinated 
phases are present. For many oxides, however, there is a tendency of formation of solid or 
liquid chlorides and or oxychlorides, which must appear in the predominance diagram as 
fields between the pure oxides and the gas phase regions. Such a behavior can be observed 
in the equilibrium states accessible to the system V – O – Cl. 

3. The system V – O – Cl 
Vanadium is a transition metal that can form a variety of oxides. At ambient temperature 
and oxygen potential, the form V2O5 is the most stable. It is a solid stoichiometric oxide, 
where vanadium occupies the +5 oxidation state. By lowering the partial pressure of O2, the 
valence of vanadium varies considerably, making it is possible to produce a family of 
stoichiometric oxides: V2O4, V3O5, V4O7, VO, VO2 and V2O3. Recently, it has been discovered 
that vanadium can also form a variety of non-stoichiometric oxygenated compounds 
(Brewer  Ebinghaus, 1988), however, to simplify the treatment of the present chapter, these 
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phases will not be included in the data-base used for the following computations. 
Additionally, it was considered that the concentration of the oxides in gas phase is low 
enough to be neglected. Further, on what touches the computations that follows, the 
software Thermocalc was used in all cases, and it will always be assumed that equilibrium is 
achieved, or in other words, kinetic effects can be neglected.  
The relative stability of the possible vanadium oxides can be assessed through construction 
of a predominance diagram in the space T – P(O2) (see Figure 13). As thermodynamic 
constraints we have n(V) (number of moles of vanadium metal – it will be supposed that 
n(V) =1), T, P and P(O2). The reaction temperature will be varied in the range between 1073 

K and 1500 K and the partial pressure of O2 in the range between 8.2.10-40atm and 1atm. 
 

 
Fig. 13. Predominance diagram for the system V – O 

The total pressure was fixed at 1atm. It can be seen that for the temperature range 
considered and a partial pressure of O2 in the neighborhood of 1atm, V2O5 is formed in the 
liquid state. Through lowering the oxygen potential, crystalline vanadium oxides 
precipitate, VO2 being formed first, followed by V2O3, VO, and finally V. The horizontal line 
between fields “5” and “6” indicates the melting of V1O2, which according to classical 
thermodynamics must occur at a fixed temperature. Next it will be considered the species 
formed by vanadium, chlorine and oxygen. 

3.1 Vanadium oxides and chlorides 
The already identified species formed between vanadium, chlorine and oxygen are: VCl, 
VCl2, VCl3, VCl4, VOCl, VOCl2, VOCl3, VO2Cl.  
On Table (1) it was included information regarding the physical states at ambient conditions 
and some references related to phase equilibrium studies conducted on samples of specific 
vanadium chlorinated compounds.  
Only a few studies were published in literature in relation to the thermodynamics of 
vanadium chlorinated phases. On Table (1) some references are given for earlier 
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formation of MOCl3 from MO2, M2O5 and  MO (Eq. 33). 
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investigations associated with measurements of the vapor pressure for the sublimation of 
VCl2 and VCl3, and the boiling of VOCl3 and VCl4. There are also evidences for the 
occurrence of specific thermal decomposition reactions (Eq. 34), such as those of VCl3, 
VOCl2 and VO2Cl (Oppermann, 1967). 
 

Chloride Physical state Equilibrium data Reference 
VCl - - - 
VCl2 Solid Sublimation( McCarley  Roddy (1964) 

VCl3 Solid Sublimation/ 
Thermal decomposition McCarley  Roddy (1964) 

VCl4 Liquid Ebulition Oppermann (1962a) 
VOCl3 Liquid Ebulition( Oppermann (1967) 
VO2Cl Solid Thermal decomposition( Oppermann (1967) 
VOCl2 Solid Thermal decomposition( Oppermann (1967) 

VOCl Solid Synthesis and 
characterization( Schäffer at al. (1961) 

Table 1. Physical nature and phase equilibrium data for vanadium chlorinated compounds 
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Chromatographic measurements conducted recently confirmed the possible formation of 
VCl, VCl2, VCl3, and VCl4 in the gas phase (Hildenbrand et al., 1988). In this study the molar 
Gibbs energy models for the mentioned chlorides were revised, and new functions 
proposed. In the case vanadium oxychlorides, models for the molar Gibbs energies of 
gaseous VOCl, VOCl3, and VOCl2 have already been published (Hackert et al., 1996).  
For gaseous VO2Cl, on the other hand, no thermodynamic model exists, indicating the low 
tendency of this oxychloride to be stabilized in the gaseous state.  

3.1.1 The V – O2 – Cl2 stability diagram 
The relative stability of the possible chlorinated compounds of vanadium can be assessed 
through construction of predominance diagrams by fixing the temperature and systematic 
varying the values of P(Cl2) and P(O2).  
For the temperature range usually found in chlorination praxis, three temperatures were 
considered, 1073 K, 1273 K and 1573 K. The partial pressure of Cl2 and O2 were varied in the 
range between 3.98.10-31atm and 1atm. All chlorinated species are considered to be formed 
at the standard state (pure at 1atm). The predominance diagrams can be observed on 
Figures (14), (15) and (16). 
The stability field of VCl2(l) grows in relation to those associated to VCl4 and VOCl3. At 1573 
K the VCl2(l) area is the greatest among the chlorides and the VCl3(g) field appears. So, as 
temperature achieves higher values the concentration of VCl3 in the gas phase should 
increase in comparison with the other chlorinated species, including VCl2. This behavior 
agrees with the one observed during the computation of the gas phase speciation and will 
be better discussed on topic (3.1.3.2). 
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Fig. 14. Predominance diagram for the system V – O – Cl at 1073 K 

Finally, by starting in a state inside a field representing the formation of VCl4 or VCl3 and by 
making P(O2) progressively higher, a value is reached, after which VOCl3(g) appears. So, the 
mol fraction of VCl4 and VCl3 in gas should reduce when P(O2) achieves higher values. This 
is again consistent with the speciation computations developed on topic (3.1.3.2). 
 

 

 
Fig. 15. Predominance diagram for the system V – O – Cl at 1273 K 
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Fig. 14. Predominance diagram for the system V – O – Cl at 1073 K 
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Fig. 15. Predominance diagram for the system V – O – Cl at 1273 K 
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Fig. 16. Predominance diagram for the system V – O – Cl at at 1573 K 

3.1.2 V2O5 direct chlorination and the effect of the reducing agent 
The direct chlorination of V2O5 is a process, which consists in the reaction of a V2O5 sample 
with gaseous Cl2.  

 V2O5 + Cl2 = Chloride/Oxychloride + O2 (35) 

In praxis, temperature lies usually between 1173 K and 1473 K. The chlorination equilibrium 
could then be dislocated in the direction of the formation of chlorides and oxychlorides if 
one removes O2 and or adds Cl2 to the reactors atmosphere. So, for low P(O2) (< 10-20 atm) 
and high P(Cl2) (between 0.1 and 1 atm) values, according to the predominance diagrams of 
Figures (14) and (15), VCl4 should be the most stable vanadium chloride, which is produced 
according to Eq. (36). 

 V2O5 + 2Cl2 = 2VCl4 + 2.5O2 (36) 

 
K  T (K) 
1.76257.10-13 1173 
5.82991.10-11 1273 
1.0397.10-08 1473 

Table 2. Equilibrium constant for the reaction represented by Eq. (37) 

The equilibrium constant for reaction represented by Eq. (36) is associated with very low 
values between 1173 K and 1473 K (see Table 2). So, it can be concluded that the formation 
of VCl4 has a very low thermodynamic driving force in the temperature range considered. 
One possibility to overcome this problem is to add to the reaction system some carbon 
bearing compound (Allain et al., 1997, Gonzallez et al., 2002a; González et al., 2002b; Jena et 
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al., 2005). The compound decomposes producing graphite, which reacts with oxygen 
dislocating the chlorination equilibrium in the desired direction. A simpler route, however, 
would be to admit carbon as graphite together with the oxide sample into the reactor. If 
graphite is present in excess, the O2 concentration in the reactor’s atmosphere is maintained 
at very low values, which are achievable through the formation of carbon oxides (Eq. 37) 
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So, for the production of VCl4 in the presence of graphite, the reaction of C with O2 can lead 
to the evolution of gaseous CO or CO2 (Eq. 38).  

          
         gCO5g l,2VClsC5g4Clls,OV

gCO5.2g l,2VClsC5.2g4Clls,OV
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  (38) 

The effect of the presence of graphite over the o
rG  x T curves for the formation of VCl4 can 

be seen in the diagram of Figure (17). As a matter of comparison, the plot for the formation 
of the same species in the absence of graphite is also shown, together with the curves for the 
reactions associated with the formation of CO and CO2 for one mole of O2 (Eq. 37). 
 

 
Fig. 17. o

rG vs. T for for the  formation of VCl4 

It can be readily seen that graphite strongly reduces the standard molar Gibbs energy of 
reaction, promoting in this way considerably the thermodynamic driving force associated 
with the chlorination process. The presence of graphite has also an impact over the standard 
molar reaction enthalpy. The direct action of Cl2 is associated with an endothermic reaction 
(positive linear coefficient), but by adding graphite the processes become considerably 
exothermic (negative linear coefficient).  
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The curves associated with the VCl4 formation in the presence of the reducing agent cross 
each other at 973 K, the same temperature where the curves corresponding to the formation 
of CO and CO2 have the same Gibbs energy value. This point is defined by the temperature, 
where the Gibbs energy of the Boudouard reaction (C + CO2 = 2CO) is equal to zero.  
The equivalence of this point and the intersection associated with the curves for the 
formation of VCl4 can be perfectly understood, as the Boudouard reaction can be obtained 
through a simple linear combination, according to Eq. (39). So, the molar Gibbs energy 
associated with the Boudouard reaction is equal to the difference between the molar Gibbs 
energy of the VCl4 formation with the evolution of CO and the same quantity for the 
reaction associated with the CO2 production. When the curves for the formation of VCl4 
crosses each other, the difference between their molar Gibbs energies is zero, and according 
to Eq. (39) the same must happen with the molar Gibbs energy of the Boudouard reaction. 
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Fig. 18. o

rG vs. T the formation of VCl4 – melting of V2O5 

The inflexion point present on the curves of Figure (17) is associated with the melting of 
V2O5. This inflexion is better evidenced on the graphic of Figure (18). As V2O5 is a reactant, 
according to the concepts developed on topic (2.2.1), the curve should experience a 
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reduction of its inclination at the melting temperature of the oxide. However, the presence 
of the inflexion point is much more evident for the reactions with the lowest variation of 
number of moles of gaseous reactants, as is the case for the direct action of Cl2, which leads 
to the evolution of CO2 (ng = 0.5). 
The quantity ng controls the molar entropy of the reaction. By lowering the magnitude ng 
the value of the reaction entropy reduces, and the effect of melting of V2O5 over the 
standard molar reaction Gibbs energy becomes more evident.  
Based on the predominance diagrams of topic (3.1.1), VOCl3 should be formed for P(Cl2) 
close to 1atm as P(O2) gets higher. The presence of graphite has the same effect over the 
molar Gibbs energy of formation of VOCl3, promoting in this way the thermodynamic 
driving force for the reaction. Its curve is compared with the one for the formation of VCl4 
on Figure (19). The inflexion around 954 K is again associated with the melting of V2O5. As 
the reaction associated with the formation of VCl4, the formation of VOCl3 has a negative 
molar reaction enthalpy. So, if the gas phase is considered ideal, for the production of both 
chlorinated compounds the system should transfer heat to its neighborhood (exothermic 
reaction). 
 

 
Fig. 19. o

rG vs. T for the formation of VOCl3 and VCl4 

On what touches the molar reaction entropy, the graphic of Figure (19) indicates, that the 
reaction associated with the formation of VCl4 should generate more entropy (more negative 
angular coefficient for the entire temperature range). This can be explained by the fact, that 
in the case of VCl4 the variation of the number of mole of gaseous reactants and products 
(ng = 3) is higher than the value for the formation of VOCl3 (ng = 2). This illustrates how 
important the magnitude of ng is for the molar entropy of a gas – solid reaction.  
Finally, it should be pointed out that the standard molar Gibbs energy has the same order of 
magnitude for both chlorinated species considered. So, only by appreciating the o

rG x T 
curves of these chlorides it is impossible to tell case which species should be found in the 
gas with the highest concentration. This problem will be covered on topic (3.2).   
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3.1.2.1 Successive chlorination steps 
As discussed on topic (2.2.1), the standard free energy vs. temperature diagram is a valuable 
tool for suggesting possible reactions paths. Let’s consider first the formation of VCl4. Such a 
process could be thought as the result of three stages. In the first one, a lower chlorinated 
compound (VCl) is formed. The precursor then reacts with Cl2 resulting in higher 
chlorinated species (Eq. 40). 
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Fig. 20. o

rG x T for reaction paths of Eq. (38)  

The o
rG x T plots associated with reactions paths represented by mechanisms of Eq. (40) 

were included on Figure (20). Two inflexion points are evidenced in the diagram of Figure 
(20). The first one around 1000 K is associated with VCl2 melting. The second one, around 
1100 K, is associated with the sublimation of VCl3. It can be deduced that only for 
temperatures greater than 1600 K the path described by Eq. (40) would be possible. For 
lower temperatures, the molar Gibbs energy of the first step is higher than the one 
associated with the second. 
Another mechanism can be thought for the production of VCl4. This time, VCl2 is formed 
first, which then reacts to give VCl3 and finally VCl4 (Eq. 41). The characteristic o

rG x T 
curves for the reactions defined in Eq. (41) are presented on Figures (21) and (22). 
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Fig. 21. o

rG x T for reaction paths of Eq. (41) 

 

 
Fig. 22. o

rG x T for reaction paths of Eq. (41) 
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The inflexion points have the same meaning as described for diagram of Figure  (20). It can 
be seen that the first step has a much higher thermodynamic tendency  as the other. Also, for 
temperatures lower than 953 K the second step leads to the  formation of VCl3, which then 
reacts to give VCl4. However, for temperatures higher than 953 K and lower than 1539 K, the 
step associated with the formation of VCl4 is the one with the lowest standard Gibbs energy.  
So, in this temperature range, VCl4 should be formed directly from VCl2, as suggested by 
Eq. (42). In order to achieve thermodynamic consistency in the mentioned temperature 
interval, the curves associated with the formation of VCl3 and VCl4 according to Eq. (41) 
should be substituted for the curve associated with reaction defined by Eq. (42), which was 
represented with red color in the plots presented on Figures (21) and (22). 
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Fig. 23. o

rG x T for reaction paths of Eq. (43) 

For temperatures higher than 1539 K, however, the mechanism is again described by Eq. 
(41), VCl3 being formed first, which then reacts leading to VCl4. It is also interesting to 
recognize that the sublimation of VCl3 is responsible for the inversion of the behavior for 
temperatures higher than approximately 1400 K, where the second reaction step is again the 
one with the second lowest Gibbs energy of reaction.   
On what touches the synthesis of VOCl3, a reaction path can be proposed (Eq. 43), in that 
VOCl is formed first, which then reacts to give VOCl2, which by itself then reacts to form 
VOCl3. The o

rG  x T diagrams associated with these reactions are presented on Figure (23). 
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The inflexion point around 800 K is associated with the sublimation of VOCl2, and around 
1400 K with the sublimation of VOCl. According to the o

rG x T curves presented on Figure 
(23), it can be deduced that the reaction steps will follow the proposed order only for 
temperatures higher than 1053 K. At lower temperatures VOCl2 should be formed directly 
from VOCl (Eq. 44). It is interesting to note that the sublimation of VOCl2 is the 
phenomenon responsible for the described inversion of behavior. Again, to attain 
thermodynamic consistency for temperatures higher than 1053 K, the curves associated with 
the formation of VOCl2 and VOCl3 according to Eq. (43) must be substituted for the curve 
associated with reaction represented by Eq. (44), which was drawn with red color in the 
diagram plotted on Figure (23). It should be mentioned indeed, that the reaction equations 
compared must be written with the same stoichiometric coefficient for Cl2, or equivalently, 
the Gibbs energy of reaction (44) must be multiplied by 1/2. 

 
32 VOClClVOCl    (44) 

Finally, some remarks may be constructed about the possible reaction order values in 
relation to Cl2. According to the discussion developed so far, for the temperature range 
between 1100 K and 1400 K, Eq. (45) describes the most probable reactions paths for the 
formation of VCl4 and VOCl3. As a result, depending on the nature of the slowest step, the 
reaction order in respect with Cl2 can be equal to one, two or ½. 
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3.1.3 Relative stability of VCl4 and VOCl3 
As is evident from the discussion developed on topic (3.1.2), the chlorinated compounds 
VCl4 and VOCl3 are the most stable species in the gas phase as the atmosphere becomes 
concentrated in Cl2. The relative stability of these two chlorinated compounds will be first 
accessed on topic (3.1.3.1) by applying the method introduced by Kang  Zuo (1989) and 
secondly on topic (3.1.3.2) through computing some speciation diagrams for the gas phase. 
3.1.3.1 Method of Kang and Zuo 
As shown in thon topic (2.2.2) the concentrations of VCl4 and VOCl3 can be directly 
computed by considering that each chlorinated compound is generated independently. It 
will be assumed that the inlet gas is composed of pure Cl2 (P(Cl2) = 1 atm). Further, two 
temperature values were investigated, 1073 K and 1373 K. At these temperatures, the 
presence of graphite makes the atmosphere richer in CO, so that for the computations the 
following reactions will be considered: 

 2 5 2 4

2 5 2 3

V O 4Cl 5C 2VCl 5CO
V O 3Cl 5C 2VOCl 3CO

   
   

  (46) 

The concentrations of VOCl3 and VCl4 can then be expressed as a function of P(CO) and 
temperature according to Eq. (47).  
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  (46) 

The concentrations of VOCl3 and VCl4 can then be expressed as a function of P(CO) and 
temperature according to Eq. (47).  
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Where K1 and K2 represent, respectively, the equilibrium constants for the reactions 
associated with the formation of VCl4 and VOCl3 (Eq. 46). By applying Eq. (47) the partial 
pressure of VCl4 and VOCl3 were computed as a function of P(CO). The results were plotted 
on graphic contained in Figure (24). The significant magnitude of the partial pressure values 
computed for VOCl3 and VCl4 is a consequence of the huge negative standard Gibbs energy 
of reaction associated with the formation of these species in the temperature range 
considered (see Figure 19). 
According to Figure (24), VCl4 is the chloride with the highest partial pressure for both 
specified temperatures. Also, for both temperatures, P(VOCl3) becomes higher than P(VCl4) 
only for significant values of P(CO). At 1073 K, for example, the partial pressures of the 
species have equal values only for P(CO) equal to 2.98.103atm, and at 1373 K the same 
happens for P(CO) equal to 8.91.103atm.  
 

 
Fig. 24. Ln(P(VCl4)) and Ln(P(VOCl3)) as a function of Ln(P(CO))  

As a result, it is expected that the formation of gaseous VCl4 should have a much greater 
tendency of occurrence in the temperature range studied. These results will be confirmed 
through construction of speciation diagrams for the gas phase, a task that will be 
accomplished on topic (3.1.3.2).  

3.1.3.2 Gas phase speciation 
The construction of speciation diagrams for the gas phase enables the elaboration of a 
complementary picture of the chlorination process in question. The word “speciation” 
means the concentration of all species in gas. This brings another level of complexity to the 
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quantitative description of equilibrium, as the species build a solution, and as so, their 
concentrations must be determined at the same time. This sort of information can only arises 
if one solves the system o equilibrium equations associated to all possible chemical reactions 
involving the species that form the gas. For the present system (V – O – Cl – C) this task 
becomes very tricky, as the number of possible species present is pretty significant (ex. CO, 
CO2, O2, VCl2, VCl3, VCl, VCl4, VOCl3, VOCl), and so the number of possible chemical 
reactions connecting them. So, we must think in another route for simultaneously 
computing the concentration of the gaseous species produced by our chlorination process. 
The only possible way consists in minimizing the total Gibbs energy of the system (see topic 
2.2.3). 
The equilibrium state is defined by fixing T, P, n(V2O5), P(O2) and P(Cl2). The number of 
moles of V2O5 is fixed at one.  If graphite is present in excess, the partial pressure of O2 is 
controlled by according to the Boudouard equilibrium (Eq. 39), so that, its presence forces 
P(O2) to attain very low values (typically lower than 10-20atm). The total pressure is fixed at 
1atm and T varies in the range between 1073 K and 1473 K.  
An excess of graphite is desirable, so that the chlorination reactions can achieve a 
considerable driving force at the desired conditions. Computationally speaking, this can be 
done in two ways. One possibility is to define an amount of carbon much greater than the 
number of moles of V2O5. Other possibility, which has been made accessible through 
modern computational thermodynamic software, consists in defining the phase “solid 
graphite” as fixed with a definite amount. The equilibrium compositions (intensive 
variables) are not a function of the amount of phases present (size of the system), depending 
only of temperature and total pressure. So we are free to choose any suitable value we 
desire, such for example zero (ngraphite = 0). This last alternative was implemented in the 
computations conducted in the present topic. 
 

 
Fig. 25. Number of moles of gas as a function of P(Cl2) 
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On Figure (25), the number of moles of gas produced was plotted as a function of P(Cl2) for 
T equal to 1073 K, 1273 K, and 1473 K. The partial pressure of O2 was fixed at 1.93.10-22 atm, 
and the partial pressure of Cl2 is varied between 3.6.10-7atm and 0.61 atm.  
Each curve is defined by three stages. First, for very low values of P(Cl2), no gas is formed. 
At this conditions VCl2(l) is present in equilibrium with graphite. The equilibrium ensemble 
does not experience any modification until a critical P(Cl2) value is reached, at which a 
discontinuity can be evidenced. The gas phase appears in equilibrium and for any P(Cl2) 
higher than the critical one, the number of moles VCl2(l) becomes equal to zero. This 
condition defines the second stage, where for higher P(Cl2) values the gas composition 
changes accordingly, through forming of chlorides and oxychlorides. Finally, a P(Cl2) value 
is reached, where all capacity of the system for forming chlorinated compounds is 
exhausted, and the effect of adding more Cl2 is only the dilution of the chlorinated species 
formed. As a consequence, the number of mole of gas phase experiences a significant 
elevation. At 1073 K, for example, Figure (26) describes the effect of P(Cl2) over the gas 
phase composition during the second and third stages. We see that the mol fraction of VCl4 
raises (second stage) and after achieving a maximum value starts to decrease (third stage).  
The concentration variations during the second sage can be ascribed to the occurrence of 
reactions represented by Eq. (48), which have at 1073 K equilibrium constants much higher 
than unity (Table 3). The reduction of the mol fraction of VOCl3 can be understood as a 
dilution effect, which is motivated by the elevation of the mol fractions of VCl4 and Cl2. 

 2 2 4

3 2 4

VCl Cl VCl
VCl 0.5Cl VCl

 
 

 (48) 

 

K  Chemical reaction 
1.95.105 422 VClClVCl 

2.12.103 423 VCl0.5ClVCl 

Table 3. Equilibrium constants at 1073 K for the reactions represented by Eq. (48) 
 

 
Fig. 26. Concentration of vanadium chlorides and oxychlorides as a function of P(Cl2) at 
1073 K 
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Besides P(Cl2), temperature should also have an effect over the composition of the gas 
phase. This was studied as follows. Six temperature values were chosen in the range 
between 1073 K and 1473 K. Next, for each temperature the critical P(Cl2) value (the one 
associated with the formation of the first gas molecules) is identified. The composition of the 
most stable gaseous species is then computed and is presented in Table (4). During the 
calculations the partial pressure of O2 was fixed at 1.93.10-22atm. 
 

T(K) X(CO) X(CO2) X(VOCl3) X(VCl2) X(VCl3) X(VCl4) 
1073 0.16 3.64.10-3 1.95.10-2 1.74.10-3 9.27.10-2 0.72 
1100 0.12 1.23.10-3 1.02.10-2 2.61.10-3 0.12 0.75 
1200 4.21.10-2 3.36.10-5 1.08.10-3 9.87.10-3 0.26 0.69 
1300 1.76.10-2 1.60.10-6 1.45.10-4 2.98.10-2 0.43 0.52 
1373 1.00.10-2 2.29.10-7 3.69.10-5 5.97.10-2 0.56 0.37 
1400 8.26.10-3 1.17.10-7 2.27.10-5 7.6.10-2 0.59 0.32 
1473 5.07.10-3 2.18.10-8 6.22.10-6 0.14 0.66 0.19 

Table 4. Composition of the “first” gas formed as a function of temperature 

As expected, the mol fraction of CO is greater than the mol fraction of CO2 for the entire 
temperature range studied. Also, the chloride VCl4 has the highest concentration at 1073 K, a 
phase which occupies a large area of the predominance diagram at this temperature (Figure 
14). As temperature attains higher values, the mol fraction of VCl4 and VOCl3 become 
progressive lower and the atmosphere more concentrated in VCl2 and VCl3. So, at 1473 K the 
situation is significant different from the equilibrium state observed at 1073 K. Such 
behavior is again consistent with the information contained on the predominance diagrams 
(Figures 14, 15 and 16) where can be seen that the stability fields of VCl4(g) and VOCl3(g) 
shrink while the area representing the phase VCl3(g) grows. At 1573 K it occupies a visible 
amount of the diagrams space (Figure 16).  
It is worthwhile to mention that a more detailed look on the results seems to incorporate 
apparent inconsistencies. i) The minimum partial pressure of Cl2 for the formation of pure 
VCl4(g) at 1073 K (Figure 14) is higher than the critical pressure for the formation of the first 
gaseous species at this temperature (Figure 25). ii) Measurable amounts of VCl3 (greater or 
equal to 0.1) were detected for temperatures higher than 1100 K (Table 3) but no VCl3(g) 
field was observed in the predominance diagram computed at 1273 K (Figure 15). iii) Also, 
no field associated with the formation of VCl2(g) could be detected even at 1573 K (Figure 
16) but the speciation computation predicts its presence in measurable amounts at the last 
temperature (x(VCl2) = 0.14) (Table 3). All these thermodynamic values differences are a 
consequence of the fact that the pure molar Gibbs energy of each component is higher than 
its chemical potential in the ideal gas solution, the former model being used for the 
predominance diagrams construction while the later is applied to the speciation 
calculations. Therefore, the driving force for the formation of the gaseous compounds is 
reduced accordingly to Eq. (49).  

 
3 3 2

g g g
VCl VCl VClln 0g RT x      (49) 

Another possible type of computation is to study the effect of P(O2) over the composition of 
the gas phase. This variable is restricted by the fact that the amount of graphite phase is 
fixed. So there is a maximum value of P(O2) at each temperature for which the 
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thermodynamic modeling remains consistent and the computation can be performed. By 
fixing the temperature at 1373K, the upper limit for P(O2) was equal to to 1.56.10-18atm and 
the value of P(Cl2) associated with the appearance of the first gaseous molecules is identified 
as 2.05.10-4atm. The composition of the gas is then computed by fixing P(Cl2) at 2.05.10-4atm. 
Three different P(O2) levels were studied, 1.3.10-24, 5.4.10-22 and 1.56.10-18atm. The results are 
presented on Table (5). 
 

P(O2)(atm) X(CO) X(CO2) X(VOCl3) X(VCl2) X(VCl3) X(VCl4) 
1.30.10-24 8.22.10-4 1.54.10-9 3.05.10-6 0.0597 0.56 0.38 
5.24.10-22 1.65.10-2 6.22.10-7 6.03.10-5 0.0588 0.55 0.37 
1.56.10-18 0.902 1.85.10-3 3.21.10-4 5.72.10-3 0.054 0.036 

Table 5. Gas phase speciation as function of P(O2) 

The mol fractions of CO and CO2 gets higher for higher values of P(O2). This is consistent 
with the dislocation of the equilibrium represented by Eq. (50) in the direction of the 
formation of the two carbon oxides. 

 2 2

2

C O CO
2C O 2CO
 
 

  (50) 

Also, the Boudouard equilibrium demands that at the chosen temperature (1373 K) the 
atmosphere is more concentrated in CO. This was indeed observed for each equilibrium 
state investigated. It is interesting to observe that for P(O2) varying between 5.24.10-22atm 
and 1.56.10-18atm the mol fraction of CO and CO2 experience a much higher variation in 
comparison with the one observed for lower P(O2) values.  
 

 
Fig. 27. Mol fractions of VCl3 and VCl4 as a function of P(O2) 

In the case of the vanadium chlorides and oxychlorides an interesting trend is evidenced. The 
concentration of VOCl3 grows and of VCl2, VCl3 and VCl4 reduce appreciably for the same O2 
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partial pressure range. The concentration variations associated with the vanadium chlorinated 
compounds is analogous to the variations observed in the concentrations of CO and CO2. 
 

 
Fig. 28. Mol fractions of VOCl3 and VCl2 as a function P(O2) 

For P(O2) lower than 5.24.10-22atm the variations are much less significant. To get a better 
picture of the trend observed for the chlorides and oxychlorides, their  concentrations were 
plotted as a function of P(O2), which was varied in the range  spanned by the data of Table 
(5) (Figures 27, 28 and 29) 
 

 
Fig. 29. Mol fraction of VOCl3 as a function of P(O2) 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

818 

thermodynamic modeling remains consistent and the computation can be performed. By 
fixing the temperature at 1373K, the upper limit for P(O2) was equal to to 1.56.10-18atm and 
the value of P(Cl2) associated with the appearance of the first gaseous molecules is identified 
as 2.05.10-4atm. The composition of the gas is then computed by fixing P(Cl2) at 2.05.10-4atm. 
Three different P(O2) levels were studied, 1.3.10-24, 5.4.10-22 and 1.56.10-18atm. The results are 
presented on Table (5). 
 

P(O2)(atm) X(CO) X(CO2) X(VOCl3) X(VCl2) X(VCl3) X(VCl4) 
1.30.10-24 8.22.10-4 1.54.10-9 3.05.10-6 0.0597 0.56 0.38 
5.24.10-22 1.65.10-2 6.22.10-7 6.03.10-5 0.0588 0.55 0.37 
1.56.10-18 0.902 1.85.10-3 3.21.10-4 5.72.10-3 0.054 0.036 

Table 5. Gas phase speciation as function of P(O2) 

The mol fractions of CO and CO2 gets higher for higher values of P(O2). This is consistent 
with the dislocation of the equilibrium represented by Eq. (50) in the direction of the 
formation of the two carbon oxides. 

 2 2

2

C O CO
2C O 2CO
 
 

  (50) 

Also, the Boudouard equilibrium demands that at the chosen temperature (1373 K) the 
atmosphere is more concentrated in CO. This was indeed observed for each equilibrium 
state investigated. It is interesting to observe that for P(O2) varying between 5.24.10-22atm 
and 1.56.10-18atm the mol fraction of CO and CO2 experience a much higher variation in 
comparison with the one observed for lower P(O2) values.  
 

 
Fig. 27. Mol fractions of VCl3 and VCl4 as a function of P(O2) 

In the case of the vanadium chlorides and oxychlorides an interesting trend is evidenced. The 
concentration of VOCl3 grows and of VCl2, VCl3 and VCl4 reduce appreciably for the same O2 

 
On the Chlorination Thermodynamics 

 

819 

partial pressure range. The concentration variations associated with the vanadium chlorinated 
compounds is analogous to the variations observed in the concentrations of CO and CO2. 
 

 
Fig. 28. Mol fractions of VOCl3 and VCl2 as a function P(O2) 

For P(O2) lower than 5.24.10-22atm the variations are much less significant. To get a better 
picture of the trend observed for the chlorides and oxychlorides, their  concentrations were 
plotted as a function of P(O2), which was varied in the range  spanned by the data of Table 
(5) (Figures 27, 28 and 29) 
 

 
Fig. 29. Mol fraction of VOCl3 as a function of P(O2) 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

820 

The variations depicted on Figures (27), (28) and (29) are consistent with the occurrence of 
reactions represented by Eq. (51). As P(O2) achieves higher values, it reacts with VCl3, VCl2 
and or VCl4 resulting in VOCl3. Such phenomena could explain the significant reduction of 
VCl3, VCl4 and VCl2 concentrations, and the concomitant elevation of the VOCl3 mol 
fraction. 

 
3 2 3

2 2 4 3

4 2 3 2

VCl 0.5O VOCl
VCl O VCl 2VOCl
VCl 0.5O VOCl 0.5Cl

 
  
  

 (51) 

The participation of VCl4 in the second reaction is supported by the fact that its equilibrium 
concentration lowering is more sensible to LnP(O2) than observed for VCl3 (Figure 27). The 
consumption of VCl4 by the second reaction is also consistent with the maximum observed 
in the curve obtained for VOCl3 concentration (Figure 29). As less VCl4 is available, less 
VOCl3 can be produced. 
 

K  Chemical reaction 
8.01.106 323 VOCl0.5OVCl 

1.89.1013 3422 VOCl2VClOVCl 

1.01.105 2324 0.5ClVOCl0.5OVCl 

Table 6. Equilibrium constants at 1373 K for reactions represented by Eq. (51) 

The occurrence of reactions represented by Eq. (51) is supported by classical 
thermodynamics, as the equilibrium constant (K) computed at 1373 K for all chemical 
reactions above assume values appreciably greater than unity (see Table 6). 
3.1.3.3 V2O5 chlorination enthalpy 
For the implementation of an industry process based on chemical reaction is fundamental to 
know the amount of heat generated or absorbed from that. Exothermic processes (heat is 
released) reach higher temperatures, and frequently demand engineering solutions for 
protecting the oven structure against the tremendous heat generated by the chemical 
phenomena. In this context, endothermic processes (heat is absorbed) are easier controlled, 
but the energy necessary to stimulate the reaction must be continuously supplied, making 
the energy investment larger.  
The variation of the total enthalpy of the system for the chlorination process in question was 
calculated as a function of P(Cl2) (Figure 30). The partial pressure of O2 was forced to be 
equal to 1.93.10-22atm and four temperature levels were studied, 1000 K, 1100 K, 1300 K and 
1700 K. It can be seen that the total enthalpy for the process conducted at 1000 K reduces 
with the advent of the chlorination reactions, indicating that the chlorination process is 
exothermic. However, the molar enthalpy magnitude is progressively lower up to a 
certain temperature where it is zero. Above that, the molar reaction enthalpy 
becomes positive, and Figure (30) illustrates its value for 1700 K.  
 This is perfectly consistent with the results presented on Table (3). As temperature gets 
higher, the mol fractions of VCl4 and VOCl3 reduce and that for VCl3 and VCl2 experience a 
significant elevation. For some temperature between 1300 K and 1373 K the mol fractions of 
VCl4 and VCl3 assume equal values. This point is related to the condition where the 
chlorination enthalpy is zero. For higher temperatures, where x(VCl4) <  x(VCl3) the process 
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becomes progressively more endothermic. It is interesting to see that he explained behavior 
is consistent with the fact that the global formation reactions of VCl3 and VCl2 are associated 
with positive molar reaction enthalpies and that of VOCl3 and VCl4 with negative molar 
reactions enthalpies (Figure 31). 
 

 
Fig. 30. Total as a function of P(Cl2)  
 

 
Fig. 31. Molar reaction enthalpy for the formation of gaseous VCl3, VCl2, VCl4 and VOCl3 as 
a function of temperature 

4. Final remarks 

In this chapter three different approaches to the chlorination equilibrium study of an oxide 
were presented. The first two are based on the construction of o

rG x T diagrams (topic 
2.2.1) and on the calculations, first introduced by Kang  Zuo (1989) (topic 2.2.2), 
respectively. Both of them take into consideration that each chlorinated compound is 
produced independently. The third one has its fundamental based on the total Gibbs energy 
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The variations depicted on Figures (27), (28) and (29) are consistent with the occurrence of 
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3 2 3

2 2 4 3

4 2 3 2

VCl 0.5O VOCl
VCl O VCl 2VOCl
VCl 0.5O VOCl 0.5Cl

 
  
  

 (51) 

The participation of VCl4 in the second reaction is supported by the fact that its equilibrium 
concentration lowering is more sensible to LnP(O2) than observed for VCl3 (Figure 27). The 
consumption of VCl4 by the second reaction is also consistent with the maximum observed 
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VOCl3 can be produced. 
 

K  Chemical reaction 
8.01.106 323 VOCl0.5OVCl 

1.89.1013 3422 VOCl2VClOVCl 

1.01.105 2324 0.5ClVOCl0.5OVCl 
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minimization of the reaction system and the gas phase equilibrium composition is 
calculated considering that the formed species are produced simultaneously  (topic 2.2.3). 
The method based on the construction of o

rG x T was applied on topic (3.1.2) for studying 
the thermodynamic viability of the reaction between gaseous Cl2 and V2O5. The discussion 
evidenced that the chlorination is thermodynamically feasible only in the presence of a 
reducing agent (graphite in the case of the present work) and was initially focused on the 
production of VCl4 and VOCl3. The same approach was employed for studying the possible 
mechanisms associated with the formation of VCl4 and VOCl3. According to the results 
(topic 3.1.2.1), the synthesis of these two compounds is subdivided in different stages, which 
can vary in nature, depending on the temperature range considered. In global terms though, 
both VOCl3 and VCl4 have molar reaction Gibbs energies of the same magnitude order. So, it 
was not possible to clearly identify, which one of them should be produced in greater 
quantities. The problem of the relative stability between VOCl3 and VCl4 was then 
addressed by the implementation of the method of Kang  Zuo (1989) (topic 3.1.3.1). The 
results indicated that VCl4 should have a higher concentration in comparison with VOCl3 in 
the temperature range between 1073 K and 1373 K. 
It can de said that both, the method based on the o

rG x T diagrams construction as well as the 
Kang  Zuo method (1989), incorporate some simplifications and are very easy to implement. 
However, they lead to only a superficial knowledge of the true nature of the equilibrium state 
achievable. Thanks to the development of computational thermodynamic software, of which 
Thermocalc is a good example, more complex computations can be realized. For example, by 
allowing the chlorides and oxychlorides to build a gaseous solution, the minimization of the 
total Gibbs energy of the system results in the direct computation of the mol fraction of each 
chlorinated species present in the gas phase (topic 3.1.3.2). This method can be seen as an 
improvement of the idea put forward by Kang  Zuo (1989), in that all equilibrium equations 
are solved simultaneously, with the further advantage that one does not need to formulate a 
group of independent reactions that cover all possible chemical interactions among the 
components, a task that can become very complex for metals, as in case of vanadium, which 
can produce a family of chlorides and oxychlorides.  
The conclusion that graphite strongly promotes the thermodynamic driving force necessary 
to chlorination and that VCl4 should be formed preferentially in relation to VOCl3 are 
perfectly consistent with the results based on the total Gibbs energy minimization. 
However, by the application of this last method it was possible to go a little further, through 
investigation of the effect of P(Cl2) over the chlorination enthalpy and by studying the effect 
of temperature, Cl2 and O2 partial pressures over the concentrations of vanadium chlorides 
and oxychlorides in the gas phase.  
The predictions associated with the effect of temperature over the gas phase speciation (Table 4) 
indicate that the mol fractions of VCl2 and VCl3 grow significantly in the range between 1073 K 
and 1473 K and, as a result, the concentrations of VOCl3, VCl4, CO and CO2 exhibit a significant 
reduction (topic 3.1.3.2). This finding agrees with the tendency depicted by the predominance 
diagrams constructed for the system V – O – Cl, where the VCl4(g) and VOCl3(g) fields shrink 
and that of VCl3(g) grows (Figures 14, 15 and 16). Also, the calculated mol fraction of CO is at all 
temperatures much higher than the mol fraction of CO2, a fact that is consistent with the 
establishment of the Bourdouard equilibrium for temperatures higher than 973 K, where the 
concentrations of the two mentioned carbon oxides have the same magnitude. 
The fact that the speciation computation indicates appreciable amounts of VCl3 for 
temperatures higher than 1100 K and of VCl2 for temperatures higher than 1473 K,  
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apparently contradicting the information contained in the predominance diagrams of 
Figures (15) and (16), is a mere consequence of the fact that on topic (3.1.3.2) the gaseous 
chlorides build an ideal gas solution. The chemical potentials of VCl3 and also of VCl2 are 
lower than their pure molar Gibbs energies. The species become more stable in the gaseous 
solution in relation to the pure state, and their mol fractions assume higher values for the 
same temperature imposed. The same idea explains why VCl4 is formed in significant 
amounts at 1073 K for a P(Cl2) value lower than the one observed in the predominance 
diagram of Figure (14) for the equilibrium between VCl2(l) and VCl4(g). 
The effect of adding more Cl2 after all vanadium has been converted to gaseous chlorinated 
compounds is also consistent with the expectations. At 1073 K the results indicate that the 
mol fraction of VCl4 grows while all other relevant chlorinated species reduces (topic 
3.1.3.2). This can be explained by the reaction of VCl2 and VCl3 with Cl2 resulting in VCl4, 
which have a significant negative driving force at 1073 K (Table 3). 
The study of the impact of varying P(O2) over the gas phase composition at 1373 K indicated 
that the mol fractions of CO and CO2 experience significant elevation as P(O2) becomes 
higher, a fact that is also observed in the case of VOCl3 (Table 4). The concentration of all 
other chlorinated compounds reduces for the same studied range of P(O2). The influence of 
the oxygen chemical activity over the gas phase speciation can be explained by a group of 
proposed reactions between VCl4, VCl3 and VCl2 with O2 resulting in VOCl3 (topic 3.1.3.2). 
All these reactions have equilibrium constants much higher than one, indicating an 
expressive thermodynamic driving force at 1373 K (Table 6). 
The conclusions about the exothermic nature of the chlorination process in the temperature 
range between 1000 K and 1300 K and the observation that it becomes progressively more 
endothermic as 1700 K is approached (topic 3.1.3.3), are perfectly consistent with the fact 
that the atmosphere becomes progressively diluted in VCl4 and VOCl3, whose formations 
are associated with negative molar enthalpies and becomes richer in VCl2 and VCl3, whose 
molar enthalpy of formation are considerably positive (Figure 31). 
Finally, we can conclude that the study of the equilibrium states achievable through the 
reaction between a transition metal oxide and gaseous Cl2, can be now approached through 
the implementation of methods of different complexity levels. The most general one, in 
which the total Gibbs energy of the reaction system is minimized, enables the construction 
of a more detailed picture of the equilibrium state. However, as it is evident from the 
comparisons explained above, the most general method must be consistent with the 
tendencies predicted by simpler calculations.  

5. References 
Allain E., Djona M., Gaballah I. Kinetics of Chlorination and Carbochlorination of Pure 

Tantalum and Niobium Pentoxides. Metallurgical and materials transactions B, v. 
28, p.  223 - 232, 1997. 

Brewer L., Ebinghaus, B. B. The thermodynamics of the solid oxides of vanadium. 
Thermochimica Acta, v. 129, p. 49 – 55, 1988. 

Brocchi, E. A.; Moura, F. J. Chlorination methods applied to recover refractory metals from 
tin slags. Minerals Engineering, v. 21, n. 2, p. 150-156, 2008.   

Cecchi, E. et al. A feasibility study of carbochlorination of chrysotile tailings. International 
Journal of Mineral Processing, v. 93, n. 3 - 4, p. 278-283, 2009. 

Esquivel, M. R., Bohé, A. E., Pasquevich, D. M. Carbochlorination of samarium sesquioxide. 
Thermoquimica Acta, v. 403, p. 207 – 218, 2003. 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

822 

minimization of the reaction system and the gas phase equilibrium composition is 
calculated considering that the formed species are produced simultaneously  (topic 2.2.3). 
The method based on the construction of o

rG x T was applied on topic (3.1.2) for studying 
the thermodynamic viability of the reaction between gaseous Cl2 and V2O5. The discussion 
evidenced that the chlorination is thermodynamically feasible only in the presence of a 
reducing agent (graphite in the case of the present work) and was initially focused on the 
production of VCl4 and VOCl3. The same approach was employed for studying the possible 
mechanisms associated with the formation of VCl4 and VOCl3. According to the results 
(topic 3.1.2.1), the synthesis of these two compounds is subdivided in different stages, which 
can vary in nature, depending on the temperature range considered. In global terms though, 
both VOCl3 and VCl4 have molar reaction Gibbs energies of the same magnitude order. So, it 
was not possible to clearly identify, which one of them should be produced in greater 
quantities. The problem of the relative stability between VOCl3 and VCl4 was then 
addressed by the implementation of the method of Kang  Zuo (1989) (topic 3.1.3.1). The 
results indicated that VCl4 should have a higher concentration in comparison with VOCl3 in 
the temperature range between 1073 K and 1373 K. 
It can de said that both, the method based on the o

rG x T diagrams construction as well as the 
Kang  Zuo method (1989), incorporate some simplifications and are very easy to implement. 
However, they lead to only a superficial knowledge of the true nature of the equilibrium state 
achievable. Thanks to the development of computational thermodynamic software, of which 
Thermocalc is a good example, more complex computations can be realized. For example, by 
allowing the chlorides and oxychlorides to build a gaseous solution, the minimization of the 
total Gibbs energy of the system results in the direct computation of the mol fraction of each 
chlorinated species present in the gas phase (topic 3.1.3.2). This method can be seen as an 
improvement of the idea put forward by Kang  Zuo (1989), in that all equilibrium equations 
are solved simultaneously, with the further advantage that one does not need to formulate a 
group of independent reactions that cover all possible chemical interactions among the 
components, a task that can become very complex for metals, as in case of vanadium, which 
can produce a family of chlorides and oxychlorides.  
The conclusion that graphite strongly promotes the thermodynamic driving force necessary 
to chlorination and that VCl4 should be formed preferentially in relation to VOCl3 are 
perfectly consistent with the results based on the total Gibbs energy minimization. 
However, by the application of this last method it was possible to go a little further, through 
investigation of the effect of P(Cl2) over the chlorination enthalpy and by studying the effect 
of temperature, Cl2 and O2 partial pressures over the concentrations of vanadium chlorides 
and oxychlorides in the gas phase.  
The predictions associated with the effect of temperature over the gas phase speciation (Table 4) 
indicate that the mol fractions of VCl2 and VCl3 grow significantly in the range between 1073 K 
and 1473 K and, as a result, the concentrations of VOCl3, VCl4, CO and CO2 exhibit a significant 
reduction (topic 3.1.3.2). This finding agrees with the tendency depicted by the predominance 
diagrams constructed for the system V – O – Cl, where the VCl4(g) and VOCl3(g) fields shrink 
and that of VCl3(g) grows (Figures 14, 15 and 16). Also, the calculated mol fraction of CO is at all 
temperatures much higher than the mol fraction of CO2, a fact that is consistent with the 
establishment of the Bourdouard equilibrium for temperatures higher than 973 K, where the 
concentrations of the two mentioned carbon oxides have the same magnitude. 
The fact that the speciation computation indicates appreciable amounts of VCl3 for 
temperatures higher than 1100 K and of VCl2 for temperatures higher than 1473 K,  

 
On the Chlorination Thermodynamics 

 

823 

apparently contradicting the information contained in the predominance diagrams of 
Figures (15) and (16), is a mere consequence of the fact that on topic (3.1.3.2) the gaseous 
chlorides build an ideal gas solution. The chemical potentials of VCl3 and also of VCl2 are 
lower than their pure molar Gibbs energies. The species become more stable in the gaseous 
solution in relation to the pure state, and their mol fractions assume higher values for the 
same temperature imposed. The same idea explains why VCl4 is formed in significant 
amounts at 1073 K for a P(Cl2) value lower than the one observed in the predominance 
diagram of Figure (14) for the equilibrium between VCl2(l) and VCl4(g). 
The effect of adding more Cl2 after all vanadium has been converted to gaseous chlorinated 
compounds is also consistent with the expectations. At 1073 K the results indicate that the 
mol fraction of VCl4 grows while all other relevant chlorinated species reduces (topic 
3.1.3.2). This can be explained by the reaction of VCl2 and VCl3 with Cl2 resulting in VCl4, 
which have a significant negative driving force at 1073 K (Table 3). 
The study of the impact of varying P(O2) over the gas phase composition at 1373 K indicated 
that the mol fractions of CO and CO2 experience significant elevation as P(O2) becomes 
higher, a fact that is also observed in the case of VOCl3 (Table 4). The concentration of all 
other chlorinated compounds reduces for the same studied range of P(O2). The influence of 
the oxygen chemical activity over the gas phase speciation can be explained by a group of 
proposed reactions between VCl4, VCl3 and VCl2 with O2 resulting in VOCl3 (topic 3.1.3.2). 
All these reactions have equilibrium constants much higher than one, indicating an 
expressive thermodynamic driving force at 1373 K (Table 6). 
The conclusions about the exothermic nature of the chlorination process in the temperature 
range between 1000 K and 1300 K and the observation that it becomes progressively more 
endothermic as 1700 K is approached (topic 3.1.3.3), are perfectly consistent with the fact 
that the atmosphere becomes progressively diluted in VCl4 and VOCl3, whose formations 
are associated with negative molar enthalpies and becomes richer in VCl2 and VCl3, whose 
molar enthalpy of formation are considerably positive (Figure 31). 
Finally, we can conclude that the study of the equilibrium states achievable through the 
reaction between a transition metal oxide and gaseous Cl2, can be now approached through 
the implementation of methods of different complexity levels. The most general one, in 
which the total Gibbs energy of the reaction system is minimized, enables the construction 
of a more detailed picture of the equilibrium state. However, as it is evident from the 
comparisons explained above, the most general method must be consistent with the 
tendencies predicted by simpler calculations.  

5. References 
Allain E., Djona M., Gaballah I. Kinetics of Chlorination and Carbochlorination of Pure 

Tantalum and Niobium Pentoxides. Metallurgical and materials transactions B, v. 
28, p.  223 - 232, 1997. 

Brewer L., Ebinghaus, B. B. The thermodynamics of the solid oxides of vanadium. 
Thermochimica Acta, v. 129, p. 49 – 55, 1988. 

Brocchi, E. A.; Moura, F. J. Chlorination methods applied to recover refractory metals from 
tin slags. Minerals Engineering, v. 21, n. 2, p. 150-156, 2008.   

Cecchi, E. et al. A feasibility study of carbochlorination of chrysotile tailings. International 
Journal of Mineral Processing, v. 93, n. 3 - 4, p. 278-283, 2009. 

Esquivel, M. R., Bohé, A. E., Pasquevich, D. M. Carbochlorination of samarium sesquioxide. 
Thermoquimica Acta, v. 403, p. 207 – 218, 2003. 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

824 

Gaballah, I., Djona, M. Recovery of Co, Ni, Mo, and V from unroasted spent hydrorefining 
catalysts by selective chlorination. Metallurgical and Materials Transactions B, v. 
26, n. 1, p. 41-50, 1995. 

Gaviria, J. P., Bohe, A. E. Carbochlorination of yttrium oxide. Thermochimica Acta, v. 509, n. 
1-2,  p. 100-110, 2010. 

Gonzallez J. et al. ß-Ta2O5 Carbochlorination with different types of carbon. Canadian 
Metallurgical Quarterly, v. 41, n.1, p. 29 - 40, 2002. 

Hackert A., Plies V. and Gruehn R. Nachweis und thermochemische Charakterisierung des 
Gasphasenmolekuls VOCl. Zeitschrift für anorganische und allgemeine Chemie, v. 
622, p. 1651-1657, 1996. 

Hildenbrand, D. L. et al. Thermochemistry of the Gaseous Vanadium Chlorides VCl, VCl2, 
VCl3, and VCl4. Journal of Physical Chemistry A, v. 112, p. 9978 – 9982, 2008. 

Jena, P. K.; Brocchi, E. A.; Gonzalez, J. Kinetics of low-temperature  chlorination  of  
vanadium   pentoxide  by carbon tetrachloride vapor. Metallurgical and Materials 
Transactions B, v. 36, n. 2, p. 195-199, 2005. 

Kang, S. X.; Zuo, Y. Z. Chloridizing roasting of complex material containing low tin and 
high iron at high temperature. Kunming Metall. Res. Inst. Report, v. 89, n. 3, 1989. 

Kellog, H. H. Thermodynamic relationships in chlorine metallurgy. Journal of metals, v. 188, 
p. 862 – 872, 1950.  

Mackay, D. Is chlorine the evil element? Enviromental Science  Engineering, p. 49 – 52, 1992. 
McCarley R. E., Roddy J. W. The Vapor Pressures of Vanadium(II) Chloride, Vanadium(III) 

Chloride, Vanadium(II) Bromide, and Vanadium(III) Bromide by Knudsen 
Effusion. Inorganic Chemistry, v. 3. n. 1, p. 60 - 63, 1964. 

Micco, G.; Bohe, A. E.; Sohn, H. Y. Intrinsic Kinetics of Chlorination of WO3 Particles With 
Cl2 Gas Between 973 K and 1223 K (700C and 950 C. Metallurgical and Materials 
Transactions B, v. 42, n. 2,  p. 316-323, 2011. 

Murase, K. et al. Recovery of vanadium, nickel and magnesium from a fly ash of bitumen-
in-water emulsion by chlorination and chemical transport. Journal of Alloys and 
Compounds, v. 264, n. 1 - 2, p. 151-156, 1998. 

Neff, D. V. Environmentally acceptable chlorination processes. Aluminium Cast House 
Technology: Theory & Practice, Australasian, Asian, Pacific Conference, p. 211-225, 1995. 

Oheda, M. W., Rivarola, J. B., Quiroga, O. D. Study of the chlorination of molybdenum 
trioxide mixed with carbon black. Minerals Engineering, v. 15, p. 585 – 591, 2002. 

Oppermann, H. Preparation and properties of VCl4, VCl3, and VOCl3. Zeitschrift für 
Chemie, v. 2, p. 376 – 377, 1962. 

Oppermann H. Gleichgewichte mit VOCl3, VO2Cl, und VOCl2. Zeitschrift für anorganishce 
und algemeine Chemie, v. 331, n. 3 - 4, p. 113 - 224, 1967. 

Patel, C. C., Jere, G. V. Some Thermodynamical considerations in the chlorination of Ilmetite. 
Transactions of the metallurgical society of AIME, v. 218, p. 219 – 225, 1960. 

Pilgrim, R. F., Ingraham, T. R. Thermodynamics of chlorination of iron, cobalt, nickel and 
copper sulphides. Canadian Metallurgical Quarterly, v. 6, n. 4, p. 333 - 346, 1967. 

Robert, T. D. Thermodynamics in materials science, 1993.  
Sano N., Belton, G. The thermodynamics of chlorination of Vanadium Pentoxide. 

Transactions of the Japan Institute of Metals, v.21, n. 9, p. 597 – 600, 1980. 
Schäffer H., Wartenpfuhl H. Über die Herstellung von VOCl. Journal of the less common 

metals, v. 3, p. 29 – 33, 1961. 
Zhang, L. et al. Rare earth extraction from bastnaesite concentrate by stepwise 

carbochlorination - chemical vapor transport-oxidation. Metallurgical and 
Materials Transactions B, v. 35, n. 2, p. 217-221, 2004. 

30 

Thermodynamics of Reactions 
Among Al2O3, CaO, SiO2 and Fe2O3  

During Roasting Processes 
Zhongping Zhu, Tao Jiang, Guanghui Li, Yufeng Guo and Yongbin Yang 

School of Minerals Processing & Bioengineering,  
Central South University, Changsha, Hunan 410083,  

China 

1. Introduction 
The thermodynamic of the chemical reactions among Al2O3, CaO, SiO2 and Fe2O3 in the 
roasting processes was investigated in this chapter. The chemical reactions are classified into 
SiO2-Al2O3 system, Fe2O3-Al2O3 system, SiO2-Fe2O3 system, CaO-Al2O3 system, SiO2-CaO 
system, SiO2-calcium aluminates system, CaO-Fe2O3 system, Al2O3-calcium ferrites system 
and Al2O3-CaO-SiO2-Fe2O3 system. When the roasting temperature is over 1100K, 
3Al2O3·2SiO2 is preferentially formed in SiO2-Al2O3 system; FeO·Al2O3 can be formed in 
Fe2O3-Al2O3 system; ferric oxide and SiO2 could not generate iron silicate; 12CaO·7Al2O3 is 
preferentially formed in CaO-Al2O3 system when one mole Al2O3 reacts with CaO; 
2CaO·SiO2 is preferentially formed in SiO2-CaO system; except for CaO·2Al2O3 and 
CaO·Al2O3, the other calcium aluminates can transform into calcium silicate by reacting 
with SiO2 in SiO2-calcium aluminates system; 2CaO·Fe2O3 is preferentially formed in CaO-
Fe2O3 system; alumina is unable to form 3CaO·Al2O3 with calcium ferrites(2CaO·Fe2O3 and 
CaO·Fe2O3), but able to form 12CaO·7Al2O3 with 2CaO·Fe2O3; when CaO, Fe2O3, 
Al2O3,SiO2 coexist, they are more likely to form ternary compound 2CaO·Al2O3·SiO2 and 
4CaO·Al2O3·Fe2O3. 

2. Binary compounds 

2.1 Fe2O3-Al2O3-CaCO3 system 
Fe2O3 and Al2O3 can all react with limestone during roasting to generate corresponding 
aluminates and ferrites. In Fe2O3-Al2O3-CaO system, the reaction Fe2O3 and Al2O3 with 
CaCO3 coexist, and the reactions equations are as followed: 
 

Reactions A, J/mol B, J/K.mol Temperature, 
K 

CaCO3+Al2O3=CaO·Al2O3+CO2 161088.3 -244.1 298~1200 
CaCO3+Fe2O3=CaO·Fe2O3+CO2 151677.8 -220.9 298~1200 

Table 1. The  
TG of Fe2O3-Al2O3-CaCO3 system（   

TG A BT , J/mol;
2COP =30Pa, i.e., the 

partial pressure of CO2 in the air） 
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1. Introduction 
The thermodynamic of the chemical reactions among Al2O3, CaO, SiO2 and Fe2O3 in the 
roasting processes was investigated in this chapter. The chemical reactions are classified into 
SiO2-Al2O3 system, Fe2O3-Al2O3 system, SiO2-Fe2O3 system, CaO-Al2O3 system, SiO2-CaO 
system, SiO2-calcium aluminates system, CaO-Fe2O3 system, Al2O3-calcium ferrites system 
and Al2O3-CaO-SiO2-Fe2O3 system. When the roasting temperature is over 1100K, 
3Al2O3·2SiO2 is preferentially formed in SiO2-Al2O3 system; FeO·Al2O3 can be formed in 
Fe2O3-Al2O3 system; ferric oxide and SiO2 could not generate iron silicate; 12CaO·7Al2O3 is 
preferentially formed in CaO-Al2O3 system when one mole Al2O3 reacts with CaO; 
2CaO·SiO2 is preferentially formed in SiO2-CaO system; except for CaO·2Al2O3 and 
CaO·Al2O3, the other calcium aluminates can transform into calcium silicate by reacting 
with SiO2 in SiO2-calcium aluminates system; 2CaO·Fe2O3 is preferentially formed in CaO-
Fe2O3 system; alumina is unable to form 3CaO·Al2O3 with calcium ferrites(2CaO·Fe2O3 and 
CaO·Fe2O3), but able to form 12CaO·7Al2O3 with 2CaO·Fe2O3; when CaO, Fe2O3, 
Al2O3,SiO2 coexist, they are more likely to form ternary compound 2CaO·Al2O3·SiO2 and 
4CaO·Al2O3·Fe2O3. 

2. Binary compounds 

2.1 Fe2O3-Al2O3-CaCO3 system 
Fe2O3 and Al2O3 can all react with limestone during roasting to generate corresponding 
aluminates and ferrites. In Fe2O3-Al2O3-CaO system, the reaction Fe2O3 and Al2O3 with 
CaCO3 coexist, and the reactions equations are as followed: 
 

Reactions A, J/mol B, J/K.mol Temperature, 
K 

CaCO3+Al2O3=CaO·Al2O3+CO2 161088.3 -244.1 298~1200 
CaCO3+Fe2O3=CaO·Fe2O3+CO2 151677.8 -220.9 298~1200 

Table 1. The  
TG of Fe2O3-Al2O3-CaCO3 system（   

TG A BT , J/mol;
2COP =30Pa, i.e., the 

partial pressure of CO2 in the air） 
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The relationships between Gibbs free energy (  
TG ) and temperature (T) are as shown in 

figure 1.  
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Fig. 1. Relationships between  

TG  and temperature in Fe2O3-Al2O3-CaCO3 system    

Figure 1 shows that, the Gibbs free energy of reactions on Fe2O3 and Al2O3 with CaCO3 
decreased with the rise of temperature in normal roasting process (due to decomposition of 
CaCO3 over 1200K, so the curve has no drawing above 1200K), and the reactions all can 
automatically react to generate the corresponding calcium aluminate and calcium ferrite. 
The  

TG  of reaction with Al2O3 is more negative than the  
TG  of reaction with Fe2O3 at the 

same temperature. CaCO3 has actually decomposed at 1473~1673K industrial roasting 
temperature, therefore, only CaO is taken into account on the following analysis.  

2.2 SiO2-Al2O3 system  
SiO2 mainly comes from the ore and coke ash in the roasting process. SiO2 reacts with Al2O3 
to form aluminium silicates. The aluminium silicates mainly include Al2O3·2SiO2(AS2), 
Al2O3·SiO2(AS,andalusite), AS(kyanite), AS(fibrolite), 3Al2O3·2SiO2(A3S2). Thermodynamic 
calculation indicates that, AS2 can not be formed from the reaction of Al2O3 and SiO2 under 
the roasting condition. The others equations are shown in table 2.  
 

Reactions A, J/mol B, J/K.mol Temperature, K 
Al2O3+SiO2=Al2O3·SiO2（kyanite） -8469.3 9.0 298~1696 
Al2O3+SiO2=Al2O3·SiO2（fibrolite） -4463.8 -0.9 298~1696 

Al2O3+SiO2=Al2O3·SiO2（andalusite） -6786.1 0.6 298~1696 

  2 3 2 2 3 2
3 1Al O SiO  ( )3Al O 2SiO
2 2

 
12764.7 -16.7 298~1696 

Table 2. The  
TG of Al2O3-SiO2 system（   

TG A BT , J/mol） 

The relationships of  
TG  and temperature in Al2O3-SiO2 system is  shown in figure 2. 
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Fig. 2. Relationships of  

TG  and temperature in Al2O3-SiO2 system 

Figure 2 shows that, the  
TG  of kyanite is greater than zero at 1000~1700K, so the reaction 

cannot happen; the  
TG  of andalusite and fibrolite alter little with temperature changes; the 

 
TG  of A3S2 decreases with the rise of temperature. The thermodynamic order of forming 

aluminium silicates is A3S2, AS(andalusite), AS(fibrolite) at 1100~1700K.  

2.3 Fe2O3-Al2O3 system  
Al2O3 does not directly react with Fe2O3, but Al2O3 may react with wustite (FeO) produced 
during roasting process to form FeO·Al2O3. No pure ferrous oxide (FeO) exists in the actual 
process. The ratio of oxygen atoms to iron atoms is more than one in wustite, which is 
generally expressed as FexO(x=0.83~0.95), whose crystal structure is absence type 
crystallology. For convenience, FeO is expressed as wustite in this thesis. Al2O3 may react 
with wustite(FeO) to form FeO· Al2O3 in the roasting process. The relationship of  

TG  and 
temperature is shown in figure 2, and the chemical reaction of the equation is as followed: 

 Al2O3+FeO=FeO·Al2O3  
TG =-30172.2+9.3T, J.mol-1  843~1650K      (1) 
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Fig. 3. Relationship of  
TG  and temperature in Fe2O3-Al2O3 system 
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The relationships between Gibbs free energy (  
TG ) and temperature (T) are as shown in 

figure 1.  
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Figure 1 shows that, the Gibbs free energy of reactions on Fe2O3 and Al2O3 with CaCO3 
decreased with the rise of temperature in normal roasting process (due to decomposition of 
CaCO3 over 1200K, so the curve has no drawing above 1200K), and the reactions all can 
automatically react to generate the corresponding calcium aluminate and calcium ferrite. 
The  

TG  of reaction with Al2O3 is more negative than the  
TG  of reaction with Fe2O3 at the 

same temperature. CaCO3 has actually decomposed at 1473~1673K industrial roasting 
temperature, therefore, only CaO is taken into account on the following analysis.  

2.2 SiO2-Al2O3 system  
SiO2 mainly comes from the ore and coke ash in the roasting process. SiO2 reacts with Al2O3 
to form aluminium silicates. The aluminium silicates mainly include Al2O3·2SiO2(AS2), 
Al2O3·SiO2(AS,andalusite), AS(kyanite), AS(fibrolite), 3Al2O3·2SiO2(A3S2). Thermodynamic 
calculation indicates that, AS2 can not be formed from the reaction of Al2O3 and SiO2 under 
the roasting condition. The others equations are shown in table 2.  
 

Reactions A, J/mol B, J/K.mol Temperature, K 
Al2O3+SiO2=Al2O3·SiO2（kyanite） -8469.3 9.0 298~1696 
Al2O3+SiO2=Al2O3·SiO2（fibrolite） -4463.8 -0.9 298~1696 

Al2O3+SiO2=Al2O3·SiO2（andalusite） -6786.1 0.6 298~1696 

  2 3 2 2 3 2
3 1Al O SiO  ( )3Al O 2SiO
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12764.7 -16.7 298~1696 

Table 2. The  
TG of Al2O3-SiO2 system（   

TG A BT , J/mol） 

The relationships of  
TG  and temperature in Al2O3-SiO2 system is  shown in figure 2. 
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cannot happen; the  
TG  of andalusite and fibrolite alter little with temperature changes; the 
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crystallology. For convenience, FeO is expressed as wustite in this thesis. Al2O3 may react 
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TG  and 
temperature is shown in figure 2, and the chemical reaction of the equation is as followed: 
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Figure 3 shows that, the  
TG  is negative at 843~1650K, reaction  can happen and generate 

FeO·Al2O3; the  
TG  rises with the temperature, the higher temperature is, the lower 

thermodynamic reaction trends.  

2.4 SiO2-Fe2O3 system  
SiO2 also does not directly react with Fe2O3, but Al2O3 may react with wustite (FeO) to form 
FeO·SiO2 (FS) and 2FeO·SiO2(F2S). The relationships of  

TG  and temperature is shown in 
figure 4, and the chemical reactions of the equations are shown in table 3. 
 

Reactions A, J/mol B, J/K.mol Temperature, K 
FeO+SiO2 =FeO·SiO2 26524.6 18.8 847~1413 

2FeO+SiO2 =2FeO·SiO2 -13457.3 30.3 847~1493 

Table 3. The  
TG of SiO2- Al2O3 system（   

TG A BT , J/mol） 

Figure 4 shows that, the  
TG  of SiO2- Al2O3 system are above zero at 847~1500K, so all of 

the reactions can not happen to form ferrous silicates (FS and F2S). 
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Fig. 4. Relationships of  
TG  and temperature in SiO2-Fe2O3 system 

2.5 CaO-Al2O3 system  
Al2O3 can react with CaO to form calcium aluminates such as 3CaO·Al2O3(C3A), 
12CaO·7Al2O3(C12A7), CaO·Al2O3(CA) and CaO·2Al2O3 (CA2). As regard as  the calcium 
aluminates only C12A7 can be totally soluble in soda solution, C3A and CA dissolve with a 
slow speed, and the other calcium aluminates such as CA2 are completely insoluble. 
Equations that Al2O3 reacted with CaO to form C3A, C12A7, CA and CA2 are presented in 
table 4. 
Figure 5 shows that, the  

TG  of reactions of Al2O3 with CaO decreases with the rise of 
temperature; all reactions automatically proceed to generate the corresponding calcium 
aluminates at normal roasting temperature (1473~1673K, same as follows); At the same 
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roasting temperature, the thermodynamic order that one mole Al2O3 reacts with CaO to 
generate calcium aluminates such as C12A7, C3A, CA, CA2. 
 

Reactions A, J/mol B, J/K.mol Temperature, K 
3CaO+ Al2O3=3CaO·Al2O3 -9.9 -28.4 298~1808 

2 3 2 3
12 1CaO+Al O =( )12CaO 7Al O  
7 7

 
318.3 -44.5 298~1800 

CaO+ Al2O3=CaO·Al2O3 -15871.5 -18.1 298~1878 

2 3 2 3
1 1CaO+Al O =( )CaO 2Al O  
2 2

 
-6667.2 -13.8 298~2023 

Table 4. The  
TG of Al2O3-CaO system（   

TG A BT , J/mol） 

The relationships between  
TG  and temperature (T) are shown in figure 5.  
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TG  and temperature in Al2O3-CaO system 
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Figure 3 shows that, the  
TG  is negative at 843~1650K, reaction  can happen and generate 

FeO·Al2O3; the  
TG  rises with the temperature, the higher temperature is, the lower 

thermodynamic reaction trends.  

2.4 SiO2-Fe2O3 system  
SiO2 also does not directly react with Fe2O3, but Al2O3 may react with wustite (FeO) to form 
FeO·SiO2 (FS) and 2FeO·SiO2(F2S). The relationships of  

TG  and temperature is shown in 
figure 4, and the chemical reactions of the equations are shown in table 3. 
 

Reactions A, J/mol B, J/K.mol Temperature, K 
FeO+SiO2 =FeO·SiO2 26524.6 18.8 847~1413 

2FeO+SiO2 =2FeO·SiO2 -13457.3 30.3 847~1493 

Table 3. The  
TG of SiO2- Al2O3 system（   

TG A BT , J/mol） 

Figure 4 shows that, the  
TG  of SiO2- Al2O3 system are above zero at 847~1500K, so all of 

the reactions can not happen to form ferrous silicates (FS and F2S). 
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roasting temperature, the thermodynamic order that one mole Al2O3 reacts with CaO to 
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When CaO is insufficient, redundant Al2O3 may promote the newly generated high calcium-
to-aluminum ratio (CaO to Al2O3 mole ratio) calcium aluminates to transform into lower 
calcium-to-aluminum ratio calcium aluminates. The reactions of the equations are presented 
in table 5: 
The relationships between  

TG  of reactions of Al2O3-calcium aluminates system and 
temperature (T) are shown in figure 6.  
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TG   of reactions Al2O3-calcium aluminates system and 
temperature 

Figure 6 shows that, Gibbs free energy of the reaction of Al2O3-calcium aluminates system 
are negative at 400~1700K, and all the reactions automatically proceed to generate the 
corresponding low calcium-to-aluminum ratio calcium aluminates; Except for the reaction 
of Al2O3-C12A7, the  

TG  of the rest reactions decreases with the rise of temperature and 
becomes more negative. Comparing figure 4 with figure 5, it can be found that Al2O3 reacts 
with CaO easily to generate C12A7. 

2.6 SiO2- CaO system  
SiO2 can react with CaO to form CaO·SiO2 (CS), 3CaO·2SiO2 (C3S2), 2CaO·SiO2 (C2S) and 
3CaO·SiO2(C3S) in roasting process. The reactions are shown in table 6, and the relationships 
between △G0 of the reactions of SiO2 with CaO and temperature are shown in figure 7.  
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2CaO+SiO2 = 2CaO·SiO2(β) -125875.1 -6.7 298~2403 
2CaO+SiO2 = 2CaO·SiO2(γ) -137890.1 3.7 298~1100 
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Fig. 7. Relationships between  
TG  and temperature 

Figure7 shows that, SiO2 reacts with CaO to form γ-C2S when temperature below 1100K, but 
β-C2S comes into being when the temperature above 1100K. At normal roasting temperature, 
the thermodynamic order of forming calcium silicate is C2S, C3S, C3S2, CS. 
Figure 5 ~ figure 7 show that, CaO reacts with SiO2 and Al2O3 firstly to form C2S, and then 
C12A7. Therefore, it is less likely to form aluminium silicates in roasting process.  

2.7 SiO2- calcium aluminates system  
In the CaO-Al2O3 system, if there exists some SiO2, the newly formed calcium aluminates are 
likely to react with SiO2 to transform to calcium silicates and Al2O3 because SiO2 is more 
acidity than that of Al2O3. The reaction equations are presented in table 7, the relationships 
between  

TG  and temperature are shown in figure 8.  

Figure 8 shows that, the  
TG  of all the reactions increases with the temperature increases; 

the reaction (3CA2+SiO2=C3S+6Al2O3) can not happen when the roasting temperature is 
above 900K , i.e., the lowest calcium-to-aluminum ratio calcium aluminates cannot 
transform to the highest calcium-to-silicon ratio (CaO to SiO2 molecular ratio) calcium 
silicate; when the temperature is above 1500K, the  

TG  of reaction(3CA+ SiO2=C3S+3Al2O3) 
is also more than zero; but the other calcium aluminates all can react with SiO2 to generate 
calcium silicates at 800~1700K. The thermodynamic sequence of calcium aluminates reaction 
with SiO2 is firstly C3A, and then C12A7, CA, CA2. 
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Figure7 shows that, SiO2 reacts with CaO to form γ-C2S when temperature below 1100K, but 
β-C2S comes into being when the temperature above 1100K. At normal roasting temperature, 
the thermodynamic order of forming calcium silicate is C2S, C3S, C3S2, CS. 
Figure 5 ~ figure 7 show that, CaO reacts with SiO2 and Al2O3 firstly to form C2S, and then 
C12A7. Therefore, it is less likely to form aluminium silicates in roasting process.  

2.7 SiO2- calcium aluminates system  
In the CaO-Al2O3 system, if there exists some SiO2, the newly formed calcium aluminates are 
likely to react with SiO2 to transform to calcium silicates and Al2O3 because SiO2 is more 
acidity than that of Al2O3. The reaction equations are presented in table 7, the relationships 
between  

TG  and temperature are shown in figure 8.  

Figure 8 shows that, the  
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the reaction (3CA2+SiO2=C3S+6Al2O3) can not happen when the roasting temperature is 
above 900K , i.e., the lowest calcium-to-aluminum ratio calcium aluminates cannot 
transform to the highest calcium-to-silicon ratio (CaO to SiO2 molecular ratio) calcium 
silicate; when the temperature is above 1500K, the  
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is also more than zero; but the other calcium aluminates all can react with SiO2 to generate 
calcium silicates at 800~1700K. The thermodynamic sequence of calcium aluminates reaction 
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Reactions A, J/mol B, 
J/K.mol 

Temperature, 
K 

(3)CaO·2Al2O3 +SiO2=3CaO·SiO2+6Al2O3 -69807.8 70.8 298~1800 

(3)CaO·Al2O3 +SiO2=3CaO·SiO2+3Al2O3 -62678.8 42.6 298~1800 

    2 3 2 2 2 3
1 7( )12CaO 7Al O SiO 3CaO SiO Al O
4 4

 -111820.6 66.7 298~1800 

(2)CaO·2Al2O3+SiO2 =2CaO·SiO2+4Al2O3 -98418.8 48.1 298~1710 

    2 3 2 2 2 3
3 1( )CaO 2Al O SiO  ( )3CaO 2SiO 3Al O  
2 2

 

-87585.9 38.0 298~1700 

CaO·2Al2O3+SiO2= CaO·SiO2+2Al2O3 -76146.6 27.1 298~1817 

CaO·Al2O3+SiO2 =CaO·SiO2+Al2O3 -73770.2 17.7 298~1817 

    2 3 2 2 2 3
3 1 3( )CaO Al O SiO  ( )3CaO 2SiO Al O  
2 2 2

-84021.4 23.8 298~1700 

(2)CaO·Al2O3+SiO2 =2CaO·SiO2+2Al2O3 -93666.1 29.2 298~1710 

    2 3 2 2 2 3
1 7( )12CaO 7Al O SiO  CaO SiO Al O  

12 12
-90150.8 25.7 298~1800 

    2 3 2 2 2 3
1 1 7( )12CaO 7Al O SiO  ( )3CaO 2SiO Al O  
8 2 8

 

-108592.3 35.9 298~1700 

    2 3 2 2 2 3
1 7( )12CaO 7Al O SiO  2CaO SiO Al O
6 6

-126427.4 45.3 298~1710 

    2 3 2 2 2 3
1 1( )3CaO Al O SiO  CaO SiO Al O  
3 3

 
-86654.2 9.4 298~1808 

3CaO·Al2O3+SiO2= 3CaO·SiO2+Al2O3 -100774.6 16.9 298~1808 

    2 3 2 2 2 3
1 1 1( )3CaO Al O SiO  ( )3CaO 2SiO Al O  
2 2 2

 

-103069.3 11.0 298~1700 

    2 3 2 2 2 3
2 2( )3CaO Al O SiO  2CaO SiO Al O  
3 3

 
-119063.3 12.1 298~1710 

 

Table 7. The  
TG of the reactions SiO2 with calcium aluminates(   

TG A BT , J/mol) 
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Fig. 8. Relationships between  

TG  and temperature in SiO2-calcium aluminates system 

2.8 CaO- Fe2O3 system  
Fe2O3 can react with CaO to form CaO·Fe2O3(CF) and 2CaO·Fe2O3(C2F). When Fe2O3 is 
used up, the newly formed C2F can react with Fe2O3 to form CF.  The reaction equations 
are shown in table 8, and the relationships between △G0 and temperature are shown in 
figure 9. 
Figure 9 shows that, Fe2O3 reacts with CaO much easily to form C2F; CF is not from the 
reaction of C2F and Fe2O3, but from the directly reaction of Fe2O3 with CaO. When Fe2O3 is 
excess, C2F can react with Fe2O3 to form CF. 
 

Reactions A, J/mol B, J/K.mol Temperature, K 
CaO+Fe2O3=CaO·Fe2O3 -19179.9 -11.1 298~1489 
2CaO+Fe2O3=2CaO·Fe2O3 -40866.7 -9.3 298~1723 
2CaO·Fe2O3+Fe2O3=(2)CaO·Fe2O3 2340.8 -12.6 298~1489 

Table 8. The  
TG of Fe2O3-CaO system(   

TG A BT , J/mol) 
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2.8 CaO- Fe2O3 system  
Fe2O3 can react with CaO to form CaO·Fe2O3(CF) and 2CaO·Fe2O3(C2F). When Fe2O3 is 
used up, the newly formed C2F can react with Fe2O3 to form CF.  The reaction equations 
are shown in table 8, and the relationships between △G0 and temperature are shown in 
figure 9. 
Figure 9 shows that, Fe2O3 reacts with CaO much easily to form C2F; CF is not from the 
reaction of C2F and Fe2O3, but from the directly reaction of Fe2O3 with CaO. When Fe2O3 is 
excess, C2F can react with Fe2O3 to form CF. 
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Fig. 9. Relationships between  

TG  and temperature in Fe2O3-CaO system 

2.9 Al2O3- calcium ferrites system  
Figure 1 shows that, the  

TG  of the reaction of Al2O3 with CaCO3 is more negative than that 
of Fe 2O3 with CaCO3, therefore, the reaction of Fe2O3 with CaCO3 occurs after the reaction 
of Al2O3 with CaCO3 under the conditions of excess CaCO3. The new generated calcium 
ferrites are likely to transform into calcium aluminates when CaCO3 is insufficient, the 
reactions are as followed:  
 

Reactions A, 
J/mol

B, J/K.mol Temperature, 
K 

(3)CaO•Fe2O3+ Al2O3 = 3CaO•Al2O3+3Fe2O3 47922.7 4.5 298~1489 
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    2 3 2 3 2 3 2 3
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Table 9. The  
TG of the reaction Al2O3 with calcium ferrites(   

TG A BT , J/mol) 

The relationships between  
TG  and temperature (T) are shown in figure 10. Figure 10 

shows that, Al2O3 cannot replace the Fe2O3 in calcium ferrites to generate C3A, and also 
cannot replace the Fe2O3 in CaO•Fe2O3(CF) to generate C12A7, but it can replace the Fe2O3 in 
2CaO•Fe2O3(C2F) to generate C12A7 when the temperature is above 1000K, the higher 
temperature is, the more negative Gibbs free energy is; Al2O3 can react with CF and C2F to 
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form CA or CA2, the higher temperature, more negative  
TG . Because Fe2O3 reacts with 

CaO more easily to generate C2F (Fig.9), therefore, C12A7 is the reaction product at normal 
roasting temperature(1073~1673K) under the conditions that CaO is sufficent in batching 
and the ternary compounds are not considered.  
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3. Ternary compounds in Al2O3-CaO-SiO2-Fe2O3 system  

The ternary compounds formed by CaO, Al2O3 and SiO2 in roasting process are mainly 
2CaO·Al2O3·SiO2(C2AS), CaO·Al2O3·2SiO2(CAS2), CaO·Al2O3·SiO2(CAS) and 
3CaO·Al2O3·3SiO2(C3AS3). In addition, ternary compound 4CaO·Al2O3·Fe2O3(C4AF) is 
formed form CaO, Al2O3 and Fe2O3. The equations are shown in table 10:  
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(cacoclasite) 
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Table 10. The  
TG of forming ternary compounds (   

TG A BT , J/mol) 
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Fig. 9. Relationships between  

TG  and temperature in Fe2O3-CaO system 
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Table 9. The  
TG of the reaction Al2O3 with calcium ferrites(   
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The relationships between  
TG  and temperature (T) are shown in figure 10. Figure 10 

shows that, Al2O3 cannot replace the Fe2O3 in calcium ferrites to generate C3A, and also 
cannot replace the Fe2O3 in CaO•Fe2O3(CF) to generate C12A7, but it can replace the Fe2O3 in 
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form CA or CA2, the higher temperature, more negative  
TG . Because Fe2O3 reacts with 

CaO more easily to generate C2F (Fig.9), therefore, C12A7 is the reaction product at normal 
roasting temperature(1073~1673K) under the conditions that CaO is sufficent in batching 
and the ternary compounds are not considered.  
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3. Ternary compounds in Al2O3-CaO-SiO2-Fe2O3 system  

The ternary compounds formed by CaO, Al2O3 and SiO2 in roasting process are mainly 
2CaO·Al2O3·SiO2(C2AS), CaO·Al2O3·2SiO2(CAS2), CaO·Al2O3·SiO2(CAS) and 
3CaO·Al2O3·3SiO2(C3AS3). In addition, ternary compound 4CaO·Al2O3·Fe2O3(C4AF) is 
formed form CaO, Al2O3 and Fe2O3. The equations are shown in table 10:  
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CaO·SiO2+ CaO·Al2O3=2CaO·Al2O3·SiO2 -30809.41 0.60 298~1600 

    2 3 2 2 3 2
1 1 1Al O   CaO  SiO  ( )CaO Al O 2SiO
2 2 2

-47997.55 -7.34 298~1826 
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Al2O3 + CaO + SiO2=CaO·Al2O3·SiO2 -72975.54 -9.49 298~1700 
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-112354.51 20.86 298~1700 

4CaO +Al2O3 + Fe2O3=4CaO·Al2O3·Fe2O3 -66826.92 -62.5 298~2000 
Al2O3 + 2CaO + SiO2=2CaO·Al2O3·SiO2 

(cacoclasite) 
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The relationships between  
TG  and temperature (T) are shown in figure 11. Figure 11 

shows that, except for C3AS3(Hessonite), all the  
TG of the reactions get more negative with 

the temperature increasing; the thermodynamic order of generating ternary compounds at 
sintering temperature of 1473K is: C2AS(cacoclasite) , C4AF,  CAS, C3AS3, C2AS, CAS2.  
C2AS may also be formed by the reaction of CA and CS, the curve is presented in figure 11. 
Figure 11 shows that, the  

TG  of reaction (Al2O3+CaO+SiO2) is lower than that of reaction 
of CA and CS to generate C2AS. So C2AS does not form from the binary compounds CA and 
CS, but from the direct combination among Al2O3, CaO, SiO2. Qiusheng Zhou thinks that, 
C4AF is not formed by mutual reaction of calcium ferrites and sodium aluminates, but from 
the direct reaction of CaO, Al2O3 and Fe2O3. Thermodynamic analysis of figure 1~figure11 
shows that, reactions of Al2O3, Fe2O3, SiO2 and CaO are much easier to form C2AS and C4AF, 
as shown in figure 12.  
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Fig. 11. Relationships between  

TG  of ternary compounds and temperature 

Figure 12 shows that, in thermodynamics, C2AS and C4AF are firstly formed when Al2O3, 
Fe2O3, SiO2 and CaO coexist, and then calcium silicates, calcium aluminates and calcium 
ferrites are generated.  

4. Summary  

1) When Al2O3 and Fe2O3 simultaneously react with CaO, calcium silicates are firstly formed, 
and then calcium ferrites. In thermodynamics, when one mole Al2O3 reacts with CaO, the 
sequence of generating calcium aluminates are 12CaO·7Al2O3, 3CaO·Al2O3, CaO·Al2O3, 
CaO·2Al2O3. When CaO is insufficient, redundant Al2O3 may promote the newly generated 
high calcium-to-aluminum ratio calcium aluminates to transform to lower calcium-to-
aluminum ratio calcium aluminates. Fe2O3 reacts with CaO easily to form 2CaO·Fe2O3, and 
CaO·Fe2O3 is not from the reaction of 2CaO·Fe2O3 and Fe2O3 but form the directly combination 
of Fe2O3 with CaO. Al2O3 cannot replace the Fe2O3 in calcium ferrites to generate 3CaO·Al2O3, 
and also cannot replace the Fe2O3 in CaO•Fe2O3 to generate 12CaO·7Al2O3, but can replace the 
Fe2O3 in 2CaO•Fe2O3 to generate 12CaO·7Al2O3 when the temperature is above 1000K; Al2O3 
can react with calcium ferrites to form CaO·Al2O3 or CaO·2Al2O3. 
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Fig. 12. Relationships between  

TG  and temperature in Al2O3-CaO-SiO2-Fe2O3 system 

2) One mole SiO2 reacts with Al2O3 much easily to generate 3Al2O3·2SiO2, Fe2O3 can not 
react with SiO2 in the roasting process in the air. Al2O3 can not directly react with Fe2O3, but 
can react with wustite (FeO) to form FeO·Al2O3.  
3) In thermodynamics, the sequence of one mole SiO2 reacts with CaO to form calcium 
silicates is  2CaO·SiO2, 3CaO·SiO2, 3CaO·2SiO2 and CaO·SiO2. Calcium aluminates can react 
with SiO2 to transform to calcium silicates and Al2O3. CaO·2Al2O3 can not transform to 
3CaO·SiO2 when the roasting temperature is above 900K; when the temperature is above 
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The relationships between  
TG  and temperature (T) are shown in figure 11. Figure 11 

shows that, except for C3AS3(Hessonite), all the  
TG of the reactions get more negative with 

the temperature increasing; the thermodynamic order of generating ternary compounds at 
sintering temperature of 1473K is: C2AS(cacoclasite) , C4AF,  CAS, C3AS3, C2AS, CAS2.  
C2AS may also be formed by the reaction of CA and CS, the curve is presented in figure 11. 
Figure 11 shows that, the  

TG  of reaction (Al2O3+CaO+SiO2) is lower than that of reaction 
of CA and CS to generate C2AS. So C2AS does not form from the binary compounds CA and 
CS, but from the direct combination among Al2O3, CaO, SiO2. Qiusheng Zhou thinks that, 
C4AF is not formed by mutual reaction of calcium ferrites and sodium aluminates, but from 
the direct reaction of CaO, Al2O3 and Fe2O3. Thermodynamic analysis of figure 1~figure11 
shows that, reactions of Al2O3, Fe2O3, SiO2 and CaO are much easier to form C2AS and C4AF, 
as shown in figure 12.  
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Figure 12 shows that, in thermodynamics, C2AS and C4AF are firstly formed when Al2O3, 
Fe2O3, SiO2 and CaO coexist, and then calcium silicates, calcium aluminates and calcium 
ferrites are generated.  

4. Summary  

1) When Al2O3 and Fe2O3 simultaneously react with CaO, calcium silicates are firstly formed, 
and then calcium ferrites. In thermodynamics, when one mole Al2O3 reacts with CaO, the 
sequence of generating calcium aluminates are 12CaO·7Al2O3, 3CaO·Al2O3, CaO·Al2O3, 
CaO·2Al2O3. When CaO is insufficient, redundant Al2O3 may promote the newly generated 
high calcium-to-aluminum ratio calcium aluminates to transform to lower calcium-to-
aluminum ratio calcium aluminates. Fe2O3 reacts with CaO easily to form 2CaO·Fe2O3, and 
CaO·Fe2O3 is not from the reaction of 2CaO·Fe2O3 and Fe2O3 but form the directly combination 
of Fe2O3 with CaO. Al2O3 cannot replace the Fe2O3 in calcium ferrites to generate 3CaO·Al2O3, 
and also cannot replace the Fe2O3 in CaO•Fe2O3 to generate 12CaO·7Al2O3, but can replace the 
Fe2O3 in 2CaO•Fe2O3 to generate 12CaO·7Al2O3 when the temperature is above 1000K; Al2O3 
can react with calcium ferrites to form CaO·Al2O3 or CaO·2Al2O3. 
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Fig. 12. Relationships between  

TG  and temperature in Al2O3-CaO-SiO2-Fe2O3 system 

2) One mole SiO2 reacts with Al2O3 much easily to generate 3Al2O3·2SiO2, Fe2O3 can not 
react with SiO2 in the roasting process in the air. Al2O3 can not directly react with Fe2O3, but 
can react with wustite (FeO) to form FeO·Al2O3.  
3) In thermodynamics, the sequence of one mole SiO2 reacts with CaO to form calcium 
silicates is  2CaO·SiO2, 3CaO·SiO2, 3CaO·2SiO2 and CaO·SiO2. Calcium aluminates can react 
with SiO2 to transform to calcium silicates and Al2O3. CaO·2Al2O3 can not transform to 
3CaO·SiO2 when the roasting temperature is above 900K; when the temperature is above 
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1. Introduction

This chapter is an introduction to the thermodynamics of systems, based on the correlation
function formalism, which has been established to determine the thermodynamic properties
of simple liquids. The article begins with a preamble describing few general aspects of the
liquid state, among others the connection between the phase diagram and the pair potential
u(r), on one hand, and between the structure and the pair correlation function g(r), on the
other hand. The pair correlation function is of major importance in the theory of liquids
at equilibrium, because it is required for performing the calculation of the thermodynamic
properties of systems modeled by a given pair potential. Then, the article is devoted to the
expressions useful for calculating the thermodynamic properties of liquids, in relation with
the most relevant features of the potential, and provides a presentation of the perturbation
theory developed in the four last decades. The thermodynamic perturbation theory is
founded on a judicious separation of the pair potential into two parts. Specifically, one of
the greatest successes of the microscopic theory has been the recognition of the quite distinct
roles played by the repulsive and attractive parts of the pair potential in predicting many
properties of liquids. Much attention has been paid to the hard-sphere potential, which has
proved very efficient as natural reference system because it describes fairly well the local order
in liquids. As an example, the Yukawa attractive potential is also mentioned.

2. An elementary survey

2.1 The liquid state
The ability of the liquids to form a free surface differs from that of the gases, which occupy
the entire volume available and have diffusion coefficients (∼ 0, 5 cm2s−1) of several orders of
magnitude higher than those of liquids (∼ 10−5 cm2s−1) or solids (∼ 10−9 cm2s−1). Moreover,
if the dynamic viscosity of liquids (between 10−5 Pa.s and 1 Pa.s) is so lower compared to that
of solids, it is explained in terms of competition between configurational and kinetic processes.
Indeed, in a solid, the displacements of atoms occur only after the breaking of the bonds
that keep them in a stable configuration. At the opposite, in a gas, molecular transport is a
purely kinetic process perfectly described in terms of exchanges of energy and momentum.
In a liquid, the continuous rearrangement of particles and the molecular transport combine
together in appropriate proportion, meaning that the liquid is an intermediate state between
the gaseous and solid states.
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the gaseous and solid states.

31



2 Thermodynamics book 1

The characterization of the three states of matter can be done in an advantageous manner by
comparing the kinetic energy and potential energy as it is done in figure (1). The nature
and intensity of forces acting between particles are such that the particles tend to attract
each other at great distances, while they repel at the short distances. The particles are in
equilibrium when the attraction and repulsion forces balance each other. In gases, the kinetic
energy of particles, whose the distribution is given by the Maxwell velocity distribution, is
located in the region of unbound states. The particles move freely on trajectories suddenly
modified by binary collisions; thus the movement of particles in the gases is essentially an
individual movement. In solids, the energy distribution is confined within the potential well.
It follows that the particles are in tight bound states and describe harmonic motions around
their equilibrium positions; therefore the movement of particles in the solids is essentially
a collective movement. When the temperature increases, the energy distribution moves
towards high energies and the particles are subjected to anharmonic movements that intensify
progressively. In liquids, the energy distribution is almost entirely located in the region of
bound states, and the movements of the particles are strongly anharmonic. On approaching
the critical point, the energy distribution shifts towards the region of unbound states. This
results in important fluctuations in concentrations, accompanied by the destruction and
formation of aggregates of particles. Therefore, the movement of particles in liquids is thus
the result of a combination of individual and collective movements.

Fig. 1. Comparison of kinetic and potential energies in solids, liquids and gases.

When a crystalline solid melts, the long-range order of the crystal is destroyed, but a residual
local order persits on distances greater than several molecular diameters. This local order into
liquid state is described in terms of the pair correlation function, g(r) = ρ(r)

ρ∞
, which is defined

as the ratio of the mean molecular density ρ(r), at a distance r from an arbitrary molecule, to
the bulk density ρ∞. If g(r) is equal to unity everywhere, the fluid is completely disordered,
like in diluted gases. The deviation of g(r) from unity is a measure of the local order in the
arrangement of near-neighbors. The representative curve of g(r) for a liquid is formed of
maxima and minima rapidly damped around unity, where the first maximum corresponds
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to the position of the nearest neighbors around an origin atom. It should be noted that the
pair correlation function g(r) is accessible by a simple Fourier transform of the experimental
structure factor S(q) (intensity of scattered radiation).
The pair correlation function is of crucial importance in the theory of liquids at equilibrium,
because it depends strongly on the pair potential u(r) between the molecules. In fact, one of
the goals of the theory of liquids at equilibrium is to predict the thermodynamic properties
using the pair correlation function g(r) and the pair potential u(r) acting in the liquids.
There are a large number of potential models (hard sphere, square well, Yukawa, Gaussian,
Lennard-Jones...) more or less adapted to each type of liquids. These interaction potentials
have considerable theoretical interest in statistical physics, because they allow the calculation
of the properties of the liquids they are supposed to represent. But many approximations for
calculating the pair correlation function g(r) exist too.
Note that there is a great advantage in comparing the results of the theory with those issued
from the numerical simulation with the aim to test the models developed in the theory.
Beside, the comparison of the theoretical results to the experimental results allows us to
test the potential when the theory itself is validated. Nevertheless, comparison of simulation
results with experimental results is the most efficient way to test the potential, because the
simulation provides the exact solution without using a theoretical model. It is a matter of
fact that simulation is generally identified to a numerical experience. Even if they are time
consuming, the simulation computations currently available with thousands of interacting
particles gives a role increasingly important to the simulation methods.
In the theory of simple fluids, one of the major achievements has been the recognition of
the quite distinct roles played by the repulsive and attractive parts of the pair potential in
determining the microscopic properties of simple fluids. In recent years, much attention has
been paid in developing analytically solvable models capable to represent the thermodynamic
and structural properties of real fluids. The hard-sphere (HS) model - with its diameter σ - is
the natural reference system for describing the general characteristics of liquids, i.e. the local
atomic order due to the excluded volume effects and the solidification process of liquids into a
solid ordered structure. In contrast, the HS model is not able to predict the condensation of a
gas into a liquid, which is only made possible by the existence of dispersion forces represented
by an attractive long-ranged part in the potential.
Another reference model that has proved very useful to stabilize the local structure in liquids
is the hard-core potential with an attractive Yukawa tail (HCY), by varying the hard-sphere
diameter σ and screening length λ. It is an advantage of this model for modeling real systems
with widely different features (1), like rare gases with a screening length λ ∼ 2 or colloidal
suspensions and protein solutions with a screening length λ ∼ 8. An additional reason that
does the HCY model appealing is that analytical solutions are available. After the search
of the original solution with the mean-spherical approximation (2), valuable simplifications
have been progressively brought giving simple analytical expressions for the thermodynamic
properties and the pair correlation function. For this purpose, the expression for the free
energy has been used under an expanded form in powers of the inverse temperature, as
derived by Henderson et al. (3).
At this stage, it is perhaps salutary to claim that no attempt will be made, in this article,
to discuss neither the respective advantages of the pair potentials nor the ability of various
approximations to predict the structure, which are necessary to determine the thermodynamic
properties of liquids. In other terms, nothing will be said on the theoretical aspect of
correlation functions, except a brief summary of the experimental determination of the
pair correlation function. In contrast, it will be useful to state some of the concepts
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of statistical thermodynamics providing a link between the microscopic description of
liquids and classical thermodynamic functions. Then, it will be given an account of the
thermodynamic perturbation theory with the analytical expressions required for calculating
the thermodynamic properties. Finally, the HCY model, which is founded on the perturbation
theory, will be presented in greater detail for investigating the thermodynamics of liquids.
Thus, a review of the thermodynamic perturbation theory will be set up, with a special
effort towards the pedagogical aspect. We hope that this paper will help readers to develop
their inductive and synthetic capacities, and to enhance their scientific ability in the field of
thermodynamic of liquids. It goes without saying that the intention of the present paper is
just to initiate the readers to that matter, which is developed in many standard textbooks (4).

2.2 Phase stability limits versus pair potential
One success of the numerical simulation was to establish a relationship between the shape
of the pair potential and the phase stability limits, thus clarifying the circumstances of the
liquid-solid and liquid-vapor phase transitions. It has been shown, in particular, that the
hard-sphere (HS) potential is able to correctly describe the atomic structure of liquids and
predict the liquid-solid phase transition (5). By contrast, the HS potential is unable to describe
the liquid-vapor phase transition, which is essentially due to the presence of attractive forces
of dispersion. More specifically, the simulation results have shown that the liquid-solid phase
transition depends on the steric hindrance of the atoms and that the coexistence curve of
liquid-solid phases is governed by the details of the repulsive part of potential. In fact,
this was already contained in the phenomenological theories of melting, like the Lindemann
theory that predicts the melting of a solid when the mean displacement of atoms from their
equilibrium positions on the network exceeds the atomic diameter of 10%. In other words, a
substance melts when its volume exceeds the volume at 0 K of 30%.
In restricting the discussion to simple centrosymmetric interactions from the outset, it is
necessary to consider a realistic pair potential adequate for testing the phase stability limits.
The most natural prototype potential is the Lennard-Jones (LJ) potential given by

uLJ(r) = 4εLJ

[
(

σLJ

r
)m − (

σLJ

r
)n
]

, (1)

where the parameters m and n are usually taken to be equal to 12 and 6, respectively. Such a
functional form gives a reasonable representation of the interactions operating in real fluids,
where the well depth εLJ and the collision diameter σLJ are independent of density and
temperature. Figure (2a) displays the general shape of the Lennard-Jones potential (m − n)
corresponding to equation (1). Each substance has its own values of εLJ and σLJ so that,
in reduced form, the LJ potentials have not only the same shape for all simple fluids, but
superimpose each other rigorously. This is the condition for substances to conform to the law
of corresponding states.
Figure (2b) represents the diagram p(T) of a pure substance. We can see how the slope of the
coexistence curve of solid-liquid phases varies with the repulsive part of potential: the higher
the value of m, the steeper the repulsive part of the potential (Fig. 2a) and, consequently, the
more the coexistence curve of solid-liquid phases is tilted (Fig. 2b).
We can also remark that the LJ potential predicts the liquid-vapor coexistence curve, which
begins at the triple point T and ends at the critical point C. A detailed analysis shows that the
length of the branch TC is proportional to the depth ε of the potential well. As an example, for
rare gases, it is verified that (TC − TT)kB � 0, 55 ε. It follows immediately from this condition
that the liquid-vapor coexistence curve disappears when the potential well is absent (ε = 0).
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Fig. 2. Schematic representations of the Lennard-Jones potential (m − n) and the diagram
p(T), as a function of the values of the parameters m and n.

The value of the slope of the branch TC also depends on the attractive part of the potential as
shown by the Clausius-Clapeyron equation:

dp
dT

=
Lvap

Tvap(Vvap − Vliq)
, (2)

where Lvap is the latent heat of vaporization at the corresponding temperature Tvap and
(Vvap − Vliq) is the difference of specific volumes between vapor and liquid. To evaluate the

slope dp
dT of the branch TC at ambient pressure, we can estimate the ratio Lvap

Tvap
with Trouton’s

rule ( Lvap
Tvap

� 85 J.K−1.mol−1), and the difference in volume (Vvap − Vliq) in terms of width of
the potential well. Indeed, in noting that the quantity (Vvap − Vliq) is an increasing function of
the width of potential well, which itself increases when n decreases, we see that, for a given
well depth ε, the slope of the liquid-vapor coexistence curve decreases as n decreases.
For liquid metals, it should be mentioned that the repulsive part of the potential is softer than
for liquid rare gases. Moreover, even if ε is slightly lower for metals than for rare gases, the
quantity (TC−TT)kB

ε is much higher (between 2 and 4), which explains the elongation of the
TC curve compared to that of rare gases. It is worth also to indicate that some flat-bottomed
potentials (6) are likely to give a good description of the physical properties of substances that
have a low value of the ratio TT

TC
. Such a potential is obviously not suitable for liquid rare gases,

whose ratio TT
TC

� 0, 56, or for organic and inorganic liquids, for which 0, 25 < TT
TC

< 0, 45. In
return, it might be useful as empirical potential for metals with low melting point such as
mercury, gallium, indium, tin, etc., the ratio of which being TT

TC
< 0, 1.
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that the liquid-vapor coexistence curve disappears when the potential well is absent (ε = 0).
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Fig. 2. Schematic representations of the Lennard-Jones potential (m − n) and the diagram
p(T), as a function of the values of the parameters m and n.

The value of the slope of the branch TC also depends on the attractive part of the potential as
shown by the Clausius-Clapeyron equation:

dp
dT

=
Lvap

Tvap(Vvap − Vliq)
, (2)

where Lvap is the latent heat of vaporization at the corresponding temperature Tvap and
(Vvap − Vliq) is the difference of specific volumes between vapor and liquid. To evaluate the

slope dp
dT of the branch TC at ambient pressure, we can estimate the ratio Lvap

Tvap
with Trouton’s

rule ( Lvap
Tvap

� 85 J.K−1.mol−1), and the difference in volume (Vvap − Vliq) in terms of width of
the potential well. Indeed, in noting that the quantity (Vvap − Vliq) is an increasing function of
the width of potential well, which itself increases when n decreases, we see that, for a given
well depth ε, the slope of the liquid-vapor coexistence curve decreases as n decreases.
For liquid metals, it should be mentioned that the repulsive part of the potential is softer than
for liquid rare gases. Moreover, even if ε is slightly lower for metals than for rare gases, the
quantity (TC−TT)kB

ε is much higher (between 2 and 4), which explains the elongation of the
TC curve compared to that of rare gases. It is worth also to indicate that some flat-bottomed
potentials (6) are likely to give a good description of the physical properties of substances that
have a low value of the ratio TT
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. Such a potential is obviously not suitable for liquid rare gases,

whose ratio TT
TC

� 0, 56, or for organic and inorganic liquids, for which 0, 25 < TT
TC

< 0, 45. In
return, it might be useful as empirical potential for metals with low melting point such as
mercury, gallium, indium, tin, etc., the ratio of which being TT

TC
< 0, 1.
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3. The structure of liquids

3.1 Scattered radiation in liquids
The pair correlation function g(r) can be deduced from the experimental measurement of
the structure factor S(q) by X-ray, neutron or electron diffractions. In condensed matter,
the scatterers are essentially individual atoms, and diffraction experiments can only measure
the structure of monatomic liquids such as rare gases and metals. By contrast, they provide
no information on the structure of molecular liquids, unless they are composed of spherical
molecules or monatomic ions, like in some molten salts.
Furthermore, each type of radiation-matter interaction has its own peculiarities. While the
electrons are diffracted by all the charges in the atoms (electrons and nuclei), neutrons are
diffracted by nuclei and X-rays are diffracted by the electrons localized on stable electron
shells. The electron diffraction is practically used for fluids of low density, whereas the beams
of neutrons and X-rays are used to study the structure of liquids, with their advantages and
disadvantages. For example, the radius of the nuclei being 10, 000 times smaller than that of
atoms, it is not surprising that the structure factors obtained with neutrons are not completely
identical to those obtained with X-rays.
To achieve an experience of X-ray diffraction, we must irradiate the liquid sample with a
monochromatic beam of X-rays having a wavelength in the range of the interatomic distance
(λ ∼ 0, 1 nm). At this radiation corresponds a photon energy (hν = hc

λ ∼ 104 eV), much
larger than the mean energy of atoms that is of the order of few kBT, namely about 10−1 eV.
The large difference of the masses and energies between a photon and an atom makes that
the photon-atom collision is elastic (constant energy) and that the liquid is transparent to the
radiation. Naturally, the dimensions of the sample must be sufficiently large compared to the
wavelength λ of the radiation, so that there are no side effects due to the walls of the enclosure
- but not too much though for avoiding excessive absorption of the radiation. This would be
particularly troublesome if the X-rays had to pass across metallic elements with large atomic
numbers.
The incident radiation is characterized by its wavelength λ and intensity I0, and the diffraction
patterns depend on the structural properties of the liquids and on the diffusion properties of
atoms. In neutron scattering, the atoms are characterized by the scattering cross section σ =
4πb2, where b is a parameter approximately equal to the radius of the core (∼ 10−14 m). Note
that the parameter b does not depend on the direction of observation but may vary slightly,
even for a pure element, with the isotope. By contrast, for X-ray diffraction, the property
corresponding to b is the atomic scattering factor A(q), which depends on the direction of
observation and electron density in the isolated atom. The structure factor S(q) obtained by
X-ray diffraction has, in general, better accuracy at intermediate values of q. At the ends of the
scale of q, it is less precise than the structure factor obtained by neutron diffraction, because
the atomic scattering factor A(q) is very small for high values of q and very poorly known for
low values of q.

3.2 Structure factor and pair correlation function
When a photon of wave vector k = 2π

λ u interacts with an atom, it is deflected by an angle θ

and the wave vector of the scattered photon is k� = 2π
λ u�, where u and u� are unit vectors. If

the scattering is elastic it results that |k� | = |k| , because E ∝ k2 = cte, and that the scattering
vector (or transfer vector) q is defined by the Bragg law:

q = k� − k, and |q| = 2 |k| sin
θ

2
=

4π

λ
sin

θ

2
. (3)
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Now, if we consider an assembly of N identical atoms forming the liquid sample, the intensity
scattered by the atoms in the direction θ (or q, according to Bragg’s law) is given by:

I(q) = AN A�
N = A0 A�

0

N

∑
j=1

N

∑
l=1

exp
[
iq

(
rj − rl

)]
.

In a crystalline solid, the arrangement of atoms is known once and for all, and
the representation of the scattered intensity I is given by spots forming the Laue or
Debye-Scherrer patterns. But in a liquid, the atoms are in continous motion, and the
diffraction experiment gives only the mean value of successive configurations during the
experiment. Given the absence of translational symmetry in liquids, this mean value provides
no information on long-range order. By contrast, it is a good measure of short-range order
around each atom chosen as origin. Thus, in a liquid, the scattered intensity must be expressed
as a function of q by the statistical average:

I(q) = I0

〈
N

∑
l=j=1

exp
[
iq

(
rj − rl

)]〉
+ I0

〈
N

∑
j=1

N

∑
l �=j

exp
[
iq

(
rj − rl

)]〉
. (4)

The first mean value, for l = j, is worth N because it represents the sum of N terms, each
of them being equal to unity. To evaluate the second mean value, one should be able to
calculate the sum of exponentials by considering all pairs of atoms (j, l) in all configurations
counted during the experiment, then carry out the average of all configurations. However, this
calculation can be achieved only by numerical simulation of a system made of a few particles.
In a real system, the method adopted is to determine the mean contribution brought in by
each pair of atoms (j, l), using the probability of finding the atoms j and l in the positions r�
and r, respectively. To this end, we rewrite the double sum using the Dirac delta function in
order to calculate the statistical average in terms of the density of probability PN(rN , pN) of the
canonical ensemble1. Therefore, the statistical average can be written by using the distribution

1 It seems useful to remember that the probability density function in the canonical ensemble is:

PN(rN , pN) =
1

N!h3N QN(V, T)
exp

[
−βHN(rN , pN)

]
,

where HN(rN , pN) = ∑ p2

2m + U(rN) is the Hamiltonian of the system, β = 1
kB T and QN(V, T) the

partition function defined as:

QN(V, T) =
ZN(V, T)

N!Λ3N ,

with the thermal wavelength Λ, which is a measure of the thermodynamic uncertainty in the localization
of a particle of mass m, and the configuration integral ZN(V, T), which is expressed in terms of the total
potential energy U(rN). They read:

Λ =

√
h2

2πmkBT
,

and ZN(V, T) =
∫ ∫

N
exp

[
−βU(rN)

]
drN .

Besides, the partition function QN(V, T) allows us to determine the free energy F according to the
relation:

F = E − TS = −kBT ln QN(V, T).

The reader is advised to consult statistical-physics textbooks for further details.
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function2 ρ
(2)
N (r, r�) in the form:
〈

N

∑
j=1

N

∑
l �=j

exp
[
iq

(
rj − rl

)]〉
=

∫ ∫

6
drdr� exp

[
iq

(
r� − r

)]
ρ
(2)
N

(
r, r�

)
.

If the liquid is assumed to be homogeneous and isotropic, and that all atoms have the same
properties, one can make the changes of variables R = r and X = r� − r, and explicit the pair

correlation function g(|r� − r|) = ρ
(2)
N (r,r�)

ρ2 in the statistical average as3:

〈
N

∑
j=1

N

∑
l �=j

exp
[
iq

(
rj − rl

)]〉
= 4πρ2V

∫ ∞

0

sin(qr)
qr

g(r)r2dr. (5)

One sees that the previous integral diverges because the integrand increases with r. The
problem comes from the fact that the scattered intensity, for q = 0, has no physical meaning
and can not be measured. To overcome this difficulty, one rewrites the scattered intensity I(q)
defined by equation (4) in the equivalent form (cf. footnote 3):

I(q) = NI0 + NI0ρ
∫

V
exp (iqr) [g(r)− 1] dr + NI0ρ

∫

V
exp (iqr) dr. (6)

To large distances, g(r) tends to unity, so that [g(r)− 1] tends towards zero, making the first
integral convergent. As for the second integral, it corresponds to the Dirac delta function4,

2 It should be stressed that the distribution function ρ
(2)
N

(
r2) is expressed as:

ρ
(2)
N

(
r, r�

)
= ρ2g(

∣∣r� − r
∣∣) = N!

(N − 2)!ZN

∫ ∫

3(N−2)
exp

[
−βU(rN)

]
dr3...drN .

3 To evaluate an integral of the form:

I =
∫

V
dr exp (iqr) g(r),

one must use the spherical coordinates by placing the vector q along the z axis, where θ = (q, r). Thus,
the integral reads:

I =
∫ 2π

0
dϕ

∫ π

0

∫ ∞

0
exp (iqr cos θ) g(r)r2 sin θdθdr,

with μ = cos θ and dμ = − sin θdθ. It follows that:

I = −2π
∫ ∞

0

[∫ −1

+1
exp (iqrμ) dμ

]
g(r)r2dr = 4π

∫ ∞

0

sin(qr)
qr

g(r)r2dr.

4 The generalization of the Fourier transform of the Dirac delta function to three dimensions is:

δ(r) =
1

(2π)3

∫ ∫ ∫ +∞

−∞
δ(q) exp (−iqr) dq =

1

(2π)3 ,

and the inverse transform is:

δ(q) =
∫ ∫ ∫ +∞

−∞
δ(r) exp (iqr) dr =

1

(2π)3

∫ ∫ ∫ +∞

−∞
exp (iqr) dr.
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Fig. 3. Structure factor S(q) and pair correlation function g(r) of simple liquids.

which is zero for all values of q, except in q = 0 for which it is infinite. In using the delta
function, the expression of the scattered intensity I(q) becomes:

I(q) = NI0 + NI0ρ
∫

V
exp (iqr) [g(r)− 1] dr + NI0ρ(2π)3δ(q).

From the experimental point of view, it is necessary to exclude the measurement of the
scattered intensity in the direction of the incident beam (q = 0). Therefore, in practice, the
structure factor S(q) is defined by the following normalized function:

S(q) =
I(q)− (2π)3NI0ρδ(q)

NI0
= 1 + 4πρ

∫ ∞

0

sin(qr)
qr

[g(r)− 1] r2dr. (7)

Consequently, the pair correlation function g(r) can be extracted from the experimental results
of the structure factor S(q) by performing the numerical Fourier transformation:

ρ [g(r)− 1] = TF [S(q)− 1] .

The pair correlation function g(r) is a dimensionless quantity, whose the graphic
representation is given in figure (3). The gap around unity measures the probability of finding
a particle at distance r from a particle taken in an arbitrary origin. The main peak of g(r)
corresponds to the position of first neighbors, and the successive peaks to the next close
neighbors. The pair correlation function g(r) clearly shows the existence of a short-range
order that is fading rapidly beyond four or five interatomic distances. In passing, it should be
mentioned that the structure factor at q = 0 is related to the isothermal compressibility by the
exact relation S(0) = ρkBTχT .
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Fig. 3. Structure factor S(q) and pair correlation function g(r) of simple liquids.
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4. Thermodynamic functions of liquids

4.1 Internal energy
To express the internal energy of a liquid in terms of the pair correlation function, one must
first use the following relation from statistical mechanics :

E = kBT2 ∂

∂T
ln QN(V, T),

where the partition function QN(V, T) depends on the configuration integral ZN(V, T) and
on the thermal wavelength Λ, in accordance with the equations given in footnote (1). The
derivative of ln QN(V, T) with respect to T can be written:

∂

∂T
ln QN(V, T) =

∂

∂T
ln ZN(V, T)− 3N

∂

∂T
ln Λ,

with:

∂

∂T
ln ZN(V, T) =

1
ZN(V, T)

� � �
1

kBT2 U(rN)

�
exp

�
−βU(rN)

�
drN

and
∂

∂T
ln Λ =

1
Λ

⎛
⎝− 1

2T3/2

�
h2

2πmkB

⎞
⎠ = − 1

2T
.

Then, the calculation is continued by admitting that the total potential energy U(rN) is written
as a sum of pair potentials, in the form U(rN) = ∑i ∑j>i u(rij). The internal energy reads:

E =
3
2

NkBT +
1

ZN(V, T)

� � ⎡
⎣∑

i
∑
j>i

u(rij)

⎤
⎦ exp

�
−βU(rN)

�
drN . (8)

The first term on the RHS corresponds to the kinetic energy of the system; it is the ideal
gas contribution. The second term represents the potential energy. Given the assumption of
additivity of pair potentials, we can assume that it is composed of N(N − 1)/2 identical terms,
permitting us to write:

∑
i

∑
j>i

1
ZN(V, T)

� �
u(rij) exp

�
−βU(rN)

�
drN =

N(N − 1)
2

�
u(rij)

�
,

where the mean value is expressed in terms of the pair correlation function as:

�u(r12)� = ρ2 (N − 2)!
N!

� �

6
u(r12)

�
g(2N (r1, r2)

�
dr1dr2.

For a homogeneous and isotropic fluid, one can perform the change of variables R = r1 and
r = r1 − r2, where R and r describe the system volume, and write the expression of internal
energy in the integral form:

E =
3
2

NkBT + 2πρN
� ∞

0
u(r)g(r)r2dr. (9)
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Therefore, the calculation of internal energy of a liquid requires knowledge of the pair
potential u(r) and the pair correlation function g(r). For the latter, the choice is to employ
either the experimental values or values derived from the microscopic theory of liquids. Note
that the integrand in equation (9) is the product of the pair potential by the pair correlation
function, weighted by r2. It should be also noted that the calculation of E can be made taking
into account the three-body potential u3(r1, r2, r3) and the three-body correlation function
g(3)(r1, r2, r3). In this case, the correlation function at three bodies must be determined only
by the theory of liquids (7), since it is not accessible by experiment.

4.2 Pressure
The expression of the pressure is obtained in the same way that the internal energy, in
considering the equation:

p = kBT
∂

∂V
ln QN(V, T) = kBT

∂

∂V
ln ZN(V, T).

The derivation of the configuration integral with respect to volume requires using the reduced
variable X = r

V that allows us to find the dependence of the potential energy U(rN) versus
volume. Indeed, if the volume element is dr = VdX, the scalar variable dr = V1/3dX leads to
the derivative:

dr
dV

=
1
3

V−2/3X =
1

3V
r. (10)

In view of this, the configuration integral and its derivative with respect to V are written in
the following forms with reduced variables:

ZN(V, T) = VN
∫ ∫

3N
exp

[
−βU(rN)

]
dX1...dXN ,

∂

∂V
ln ZN(V, T) =

N
V

+
VN

ZN(V, T)

∫ ∫

3N

[
−β

∂U(rN)

∂V

]
exp

[
−βU(rN)

]
dX1...dXN .

Assuming that the potential energy is decomposed into a sum of pair potentials, and with the
help of equation (10), the derivation of the potential energy versus volume is performed as:

∂U(rN)

∂V
=

1
3V ∑

i
∑
j>i

rij
∂u(rij)

∂rij
,

so that the expression of the pressure becomes:

p = kBT
N
V

− 1
3V

1
ZN(V, T) ∑

i
∑
j>i

∫ ∫

3N

[
rij

∂u(rij)

∂rij

]
exp

[
−βU(rN)

]
dr1...drN . (11)

Like for the calculation of internal energy, the additivity assumption of pair potentials permits
us to write the sum of integrals of the previous equation as:

∑
i

∑
j>i

1
ZN(V, T)

∫ ∫ [
rij

∂u(rij)

∂rij

]
exp

[
−βU(rN)

]
drN =

N(N − 1)
2

〈
rij

∂u(rij)

∂rij

〉
,
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4. Thermodynamic functions of liquids

4.1 Internal energy
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ln QN(V, T),
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∂
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∂T
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∂
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1
ZN(V, T)

� � �
1

kBT2 U(rN)

�
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�
−βU(rN)

�
drN

and
∂

∂T
ln Λ =

1
Λ

⎛
⎝− 1

2T3/2

�
h2

2πmkB

⎞
⎠ = − 1

2T
.

Then, the calculation is continued by admitting that the total potential energy U(rN) is written
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3
2
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1
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� � ⎡
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i
∑
j>i
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⎤
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�
−βU(rN)

�
drN . (8)

The first term on the RHS corresponds to the kinetic energy of the system; it is the ideal
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∑
i

∑
j>i

1
ZN(V, T)

� �
u(rij) exp

�
−βU(rN)

�
drN =

N(N − 1)
2

�
u(rij)

�
,

where the mean value is expressed in terms of the pair correlation function as:

�u(r12)� = ρ2 (N − 2)!
N!

� �

6
u(r12)

�
g(2N (r1, r2)

�
dr1dr2.

For a homogeneous and isotropic fluid, one can perform the change of variables R = r1 and
r = r1 − r2, where R and r describe the system volume, and write the expression of internal
energy in the integral form:

E =
3
2

NkBT + 2πρN
� ∞

0
u(r)g(r)r2dr. (9)
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Therefore, the calculation of internal energy of a liquid requires knowledge of the pair
potential u(r) and the pair correlation function g(r). For the latter, the choice is to employ
either the experimental values or values derived from the microscopic theory of liquids. Note
that the integrand in equation (9) is the product of the pair potential by the pair correlation
function, weighted by r2. It should be also noted that the calculation of E can be made taking
into account the three-body potential u3(r1, r2, r3) and the three-body correlation function
g(3)(r1, r2, r3). In this case, the correlation function at three bodies must be determined only
by the theory of liquids (7), since it is not accessible by experiment.
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The expression of the pressure is obtained in the same way that the internal energy, in
considering the equation:
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The derivation of the configuration integral with respect to volume requires using the reduced
variable X = r

V that allows us to find the dependence of the potential energy U(rN) versus
volume. Indeed, if the volume element is dr = VdX, the scalar variable dr = V1/3dX leads to
the derivative:
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In view of this, the configuration integral and its derivative with respect to V are written in
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]
exp

[
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]
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Assuming that the potential energy is decomposed into a sum of pair potentials, and with the
help of equation (10), the derivation of the potential energy versus volume is performed as:
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=

1
3V ∑
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where the mean value is expressed with the pair correlation function by:
〈

r12
∂u(r12)

∂r12

〉
= ρ2 (N − 2)!

N!

∫ ∫

6
r12

∂u(r12)

∂r12

[
g(2N (r1, r2)

]
dr1dr2.

For a homogeneous and isotropic fluid, one can perform the change of variables R = r1 and
r = r1 − r2, and simplify the expression of pressure as:

p = kBT
N
V

− 2π

3
ρ2

∫ ∞

0
r3 ∂u(r)

∂r
g(r)dr. (12)

The previous equation provides the pressure of a liquid as a function of the pair potential and
the pair correlation function. It is the so-called pressure equation of state of liquids. It should be
stressed that this equation of state is not unique, as we will see in presenting the hard-sphere
reference system (§ 4. 4). As the internal energy, the pressure can be written with an additional
term containing the three-body potential u3(r1, r2, r3) and the three-body correlation function
g(3)(r1, r2, r3).

4.3 Chemical potential and entropy
We are now able to calculate the internal energy (Eq. 9) and pressure (Eq. 12) for any system,
of which the potential energy is made of a sum of pair potentials u(r) and the pair correlation
function g(r) is known. Beside this, all other thermodynamic properties can be easily derived.
Traditionally, it is appropriate to derive the chemical potential μ as a function of g(r) by
integrating the partition function with respect to a parameter λ to be defined (8).
Firstly, the formal expression of the chemical potential is defined by the energy required to
introduce a new particle in the system:

μ = F(V, T, N)− F(V, T, N − 1) =
(

∂F
∂N

)

V,T
.

From footnote (1), the free energy F is written:

F(V, T, N) = −kBT ln QN(V, T) = −kBT
[
ln ZN(V, T)− ln N! − N ln Λ3

]
,

so that the chemical potential can be simplified as:

μ = kBT
[
− ln

ZN(V, T)
ZN−1(V, T)

+ ln N + ln Λ3
]

. (13)

Secondly, the procedure requires to write the potential energy as a function of the coupling
parameter λ, under the following form, in order to assess the argument of the logarithm in the
above relation:

U(rN , λ) = λ
N

∑
j=2

u(r1j) +
N

∑
i

N

∑
j>i≥2

u(rij). (14)

Varying from 0 to 1, the coupling parameter λ measures the degree of coupling of the particle
to which it is assigned (1 in this case) with the rest of the system. In the previous relation, λ = 1
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means that particle 1 is completely coupled with the other particles, while λ = 0 indicates a
zero coupling, that is to say the absence of the particle 1 in the system. This allows the writing
of the important relations:

U(rN , 1) =
N

∑
j=2

u(r1j) +
N

∑
i

N

∑
j>i≥2

u(rij) =
N

∑
i

N

∑
j>i≥1

u(rij) = U(rN),

and

U(rN , 0) =
N

∑
i

N

∑
j>i≥2

u(rij) = U(rN−1).

Under these conditions, the configuration integrals for a total coupling (λ = 1) and a zero
coupling (λ = 0) are respectively:

ZN(V, T, λ = 1) =
∫ ∫

3N
exp

[
−βU(rN)

]
dr1dr2...drN = ZN(V, T), (15)

ZN(V, T, λ = 0) =
∫

V
dr1

∫ ∫

3(N−1)
exp

[
−βU(rN−1)

]
dr2...drN = VZN−1(V, T). (16)

These expressions are then used to calculate the logarithm of the ratio of configuration
integrals in equation (13):

ln
ZN(V, T)

ZN−1(V, T)
= ln

ZN(V, T, λ = 1)
ZN(V, T, λ = 0)

+ ln V (17)

= ln V +
∫ 1

0

∂ ln ZN
∂λ

dλ. (18)

But with the configuration integral ZN(V, T, λ), in which potential energy is given by equation
(14), we can easily evaluate the partial derivatives ∂ZN

∂λ and ∂ ln ZN
∂λ . In particular, with the result

of the footnote (1), we can write ∂ ln ZN
∂λ as a function of the pair correlation function as:

∂ ln ZN(V, T, λ)

∂λ
= −βρ2 (N − 1)(N − 2)!

N!

∫ ∫

6
u(r12)

{
g(2)N (r1, r2, λ)

}
dr1dr2.

In addition, if the fluid is homogeneous and isotropic, the above relation simplifies under the
following form:

∂ ln ZN(V, T, λ)

∂λ
= − βρ2

N
V

∫ ∞

0
u(r)g(r, λ)4πr2dr,

that remains only to be substituted in equation (18) for obtaining the logarithm of the ratio of
configuration integrals. And by putting the last expression in equation (13), one ultimately
arrives to the expression of the chemical potential:

μ = kBT ln ρΛ3 + 4πρ
∫ 1

0

∫ ∞

0
u(r)g(r, λ)r2drdλ. (19)
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where the mean value is expressed with the pair correlation function by:
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r12
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6
r12
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[
g(2N (r1, r2)

]
dr1dr2.

For a homogeneous and isotropic fluid, one can perform the change of variables R = r1 and
r = r1 − r2, and simplify the expression of pressure as:

p = kBT
N
V

− 2π

3
ρ2

∫ ∞

0
r3 ∂u(r)

∂r
g(r)dr. (12)

The previous equation provides the pressure of a liquid as a function of the pair potential and
the pair correlation function. It is the so-called pressure equation of state of liquids. It should be
stressed that this equation of state is not unique, as we will see in presenting the hard-sphere
reference system (§ 4. 4). As the internal energy, the pressure can be written with an additional
term containing the three-body potential u3(r1, r2, r3) and the three-body correlation function
g(3)(r1, r2, r3).

4.3 Chemical potential and entropy
We are now able to calculate the internal energy (Eq. 9) and pressure (Eq. 12) for any system,
of which the potential energy is made of a sum of pair potentials u(r) and the pair correlation
function g(r) is known. Beside this, all other thermodynamic properties can be easily derived.
Traditionally, it is appropriate to derive the chemical potential μ as a function of g(r) by
integrating the partition function with respect to a parameter λ to be defined (8).
Firstly, the formal expression of the chemical potential is defined by the energy required to
introduce a new particle in the system:

μ = F(V, T, N)− F(V, T, N − 1) =
(

∂F
∂N

)

V,T
.

From footnote (1), the free energy F is written:

F(V, T, N) = −kBT ln QN(V, T) = −kBT
[
ln ZN(V, T)− ln N! − N ln Λ3

]
,

so that the chemical potential can be simplified as:

μ = kBT
[
− ln

ZN(V, T)
ZN−1(V, T)

+ ln N + ln Λ3
]

. (13)

Secondly, the procedure requires to write the potential energy as a function of the coupling
parameter λ, under the following form, in order to assess the argument of the logarithm in the
above relation:

U(rN , λ) = λ
N

∑
j=2

u(r1j) +
N

∑
i

N

∑
j>i≥2

u(rij). (14)

Varying from 0 to 1, the coupling parameter λ measures the degree of coupling of the particle
to which it is assigned (1 in this case) with the rest of the system. In the previous relation, λ = 1
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means that particle 1 is completely coupled with the other particles, while λ = 0 indicates a
zero coupling, that is to say the absence of the particle 1 in the system. This allows the writing
of the important relations:

U(rN , 1) =
N

∑
j=2

u(r1j) +
N

∑
i

N

∑
j>i≥2

u(rij) =
N

∑
i

N

∑
j>i≥1

u(rij) = U(rN),

and

U(rN , 0) =
N

∑
i

N

∑
j>i≥2

u(rij) = U(rN−1).

Under these conditions, the configuration integrals for a total coupling (λ = 1) and a zero
coupling (λ = 0) are respectively:

ZN(V, T, λ = 1) =
∫ ∫

3N
exp

[
−βU(rN)

]
dr1dr2...drN = ZN(V, T), (15)

ZN(V, T, λ = 0) =
∫

V
dr1

∫ ∫

3(N−1)
exp

[
−βU(rN−1)

]
dr2...drN = VZN−1(V, T). (16)

These expressions are then used to calculate the logarithm of the ratio of configuration
integrals in equation (13):

ln
ZN(V, T)

ZN−1(V, T)
= ln

ZN(V, T, λ = 1)
ZN(V, T, λ = 0)

+ ln V (17)

= ln V +
∫ 1

0

∂ ln ZN
∂λ

dλ. (18)

But with the configuration integral ZN(V, T, λ), in which potential energy is given by equation
(14), we can easily evaluate the partial derivatives ∂ZN

∂λ and ∂ ln ZN
∂λ . In particular, with the result

of the footnote (1), we can write ∂ ln ZN
∂λ as a function of the pair correlation function as:

∂ ln ZN(V, T, λ)

∂λ
= −βρ2 (N − 1)(N − 2)!

N!

∫ ∫

6
u(r12)

{
g(2)N (r1, r2, λ)

}
dr1dr2.

In addition, if the fluid is homogeneous and isotropic, the above relation simplifies under the
following form:

∂ ln ZN(V, T, λ)

∂λ
= − βρ2

N
V

∫ ∞

0
u(r)g(r, λ)4πr2dr,

that remains only to be substituted in equation (18) for obtaining the logarithm of the ratio of
configuration integrals. And by putting the last expression in equation (13), one ultimately
arrives to the expression of the chemical potential:

μ = kBT ln ρΛ3 + 4πρ
∫ 1

0

∫ ∞

0
u(r)g(r, λ)r2drdλ. (19)
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Thus, like the internal energy (Eq. 9) and pressure (Eq. 12), the chemical potential (Eq. 19) is
calculated using the pair potential and pair correlation function.
Finally, one writes the entropy S in terms of the pair potential and pair correlation function,
owing to the expressions of the internal energy (Eq. 9), pressure (Eq. 12) and chemical
potential (Eq. 19) (cf. footnote 1):

S =
E − F

T
=

E
T
− μN

T
+

pV
T

. (20)

It should be noted that the entropy can also be estimated only with the pair correlation
function g(r), without recourse to the pair potential u(r). The reader interested by this issue
should refer to the original articles (9).

4.4 Application to the hard-sphere potential
In this subsection we determine the equation of state of the hard-sphere system, of which the
pair potential being:

u(r) =

⎧⎨
⎩

∞ if r < σ

0 if r > σ,

where σ is the hard-sphere diameter. The Boltzmann factor associated with this potential has a
significant feature that enable us to express the thermodynamic properties under particularly
simple forms. Indeed, the representation of the Boltzmann factor

exp [−βu(r)] =

⎧⎨
⎩

0 if r < σ

1 if r > σ,

is a step function (Fig. 4) whose derivative with respect to r is the Dirac delta function, i. e.:

∂

∂r
exp [−βu(r)] = −β

∂u
∂r

exp [−βu(r)] = δ(r − σ).

In substituting ∂u
∂r , taken from the previous relation, in equation (12) we find the expression of

the pressure:

p = kBT
N
V

− 2π

3
ρ2

� ∞

0
r3

�
− 1

β

δ(r − σ)

exp [−βu(r)]

�
g(r)dr,

or:
p = kBT

N
V

+
2π

3
kBTρ2σ3g(σ) exp [βu(σ)] . (21)

It is important to recall that, for moderately dense gases, the pressure is usually expressed
under the form of the virial expansion

p
ρkBT

= 1 + ρB2(T) + ρ2B3(T) + ρ3B4(T) + ... =
pGP

ρkBT
+

pex

ρkBT
.
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Fig. 4. Representation of the hard-sphere potential and its Boltzmann factor.

The first term of the last equality represents the contribution of the ideal gas, and the excess
pressure pex comes from the interactions between particles. They are written:

pGP

ρkBT
= 1,

and
pex

ρkBT
= 4η + η2B′

3(T) + η3B′
4(T) + ...

where η is the packing fraction defined by the ratio of the volume actually occupied by the N
spherical particles on the total volume V of the system, that is to say:

η =
1
V

4π

3

(σ

2

)3
N =

π

6
ρσ3. (22)

Note that the first 6 coefficients of the excess pressure pex have been calculated analytically
and by molecular dynamics (10), with great accuracy. In addition, Carnahan and Starling
(11) have shown that the excess pressure of the hard-sphere fluid can be very well predicted
by rounding the numerical values of the 6 coefficients towards the nearest integer values,
according to the expansion:

pex

ρkBT
� 4η + 10η2 + 18η3 + 28η4 + 40η5 + 54η6... �

∞

∑
k=1

(k2 + 3k)ηk. (23)
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Thus, like the internal energy (Eq. 9) and pressure (Eq. 12), the chemical potential (Eq. 19) is
calculated using the pair potential and pair correlation function.
Finally, one writes the entropy S in terms of the pair potential and pair correlation function,
owing to the expressions of the internal energy (Eq. 9), pressure (Eq. 12) and chemical
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simple forms. Indeed, the representation of the Boltzmann factor

exp [−βu(r)] =

⎧⎨
⎩

0 if r < σ

1 if r > σ,
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Fig. 4. Representation of the hard-sphere potential and its Boltzmann factor.

The first term of the last equality represents the contribution of the ideal gas, and the excess
pressure pex comes from the interactions between particles. They are written:

pGP

ρkBT
= 1,

and
pex

ρkBT
= 4η + η2B′

3(T) + η3B′
4(T) + ...

where η is the packing fraction defined by the ratio of the volume actually occupied by the N
spherical particles on the total volume V of the system, that is to say:

η =
1
V
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(σ

2
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π
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Note that the first 6 coefficients of the excess pressure pex have been calculated analytically
and by molecular dynamics (10), with great accuracy. In addition, Carnahan and Starling
(11) have shown that the excess pressure of the hard-sphere fluid can be very well predicted
by rounding the numerical values of the 6 coefficients towards the nearest integer values,
according to the expansion:

pex

ρkBT
� 4η + 10η2 + 18η3 + 28η4 + 40η5 + 54η6... �

∞

∑
k=1

(k2 + 3k)ηk. (23)
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In combining the first and second derivatives of the geometric series ∑∞
k=1 ηk, it is found that

equation (23) can be transformed into a rational fraction5 enabling the deduction of the excess
pressure in the form:

pex

ρkBT
�

∞

∑
k=1

(k2 + 3k)ηk =
4η − 2η2

(1 − η)3 .

Consequently, the equation of state of the hard-sphere fluid is written with excellent precision
as:

p
ρkBT

=
1 + η + η2 − η3

(1 − η)3 . (24)

It is also possible to calculate the internal energy of the hard-sphere fluid by substituting u(r)
in equation (9). Given that u(r) is zero when r > σ and g(r) is zero when r < σ, it follows
that the integral is always zero, and that the internal energy of the hard-sphere fluid is equal
to that of the ideal gas E = 3

2 NkBT.
As for the free energy F, it is determined by integrating the pressure over volume with the
equation:

p = −
(

∂F
∂V

)

T
= −

(
∂FGP

∂V

)

T

−
(

∂Fex

∂V

)

T
,

where FGP is the free energy of ideal gas (cf. footnote 1, with ZN(V, T) = VN):

FGP = NkBT
(

ln ρΛ3 − 1
)

,

and Fex the excess free energy, calculated by integrating equation (23) as follows:

Fex = −
∫

pexdV = −
∫ NkBT

V

(
4η + 10η2 + 18η3 + 28η4 + 40η5 + 54η6...

) dV
dη

dη.

5 To obtain the rational fraction, one must decompose the sum as:

∞

∑
k=1

(k2 + 3k)ηk =
∞

∑
k=1

(k2 − k)ηk +
∞

∑
k=1

4kηk ,

and combine the geometric series ∑∞
k=1 ηk with its first and second derivatives:

∞

∑
k=1

ηk = η + η2 + η3 + ... =
η

1 − η
,

∞

∑
k=1

kηk−1 =
1

(1 − η)2 ,

and
∞

∑
k=1

k(k − 1)ηk−2 =
2

(1 − η)3 ,

to see appear the relation:
∞

∑
k=1

(k2 + 3k)ηk =
2η2

(1 − η)3 +
4η

(1 − η)2 .
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But, with equation (22) that gives dV
dη = −V

η , Fex is then reduced to the series expansion:

Fex

NkBT
= 4η + 5η2 + 6η3 + 7η4 + 8η5 + 9η6... =

∞

∑
k=1

(k + 3)ηk.

Like the pressure, this expansion is written as a rational function by combining the geometric
series ∑∞

k=1 ηk with its first derivative6. The expression of the excess free energy is:

Fex

NkBT
=

∞

∑
k=1

(k + 3)ηk =
4η − 3η2

(1 − η)2 ,

and the free energy of the hard-sphere fluid reduces to the following form:

F
NkBT

=
FGP

NkBT
+

Fex

NkBT
= ln ρΛ3 − 1 +

4η − 3η2

(1 − η)2 . (25)

Now, the entropy is obtained using the same method of calculation, by deriving the free
energy with respect to temperature:

S = −
(

∂F
∂T

)

V
= −

(
∂FGP

∂T

)

V

−
(

∂Fex

∂T

)

V
,

where SGP is the entropy of the ideal gas given by the Sackur-Tetrode equation:

SGP = −NkB

(
ln ρΛ3 − 5

2

)
,

and where the excess entropy Sex arises from the relation:

Sex = −
(

∂Fex

∂T

)

V
= −NkB

4η − 3η2

(1 − η)2 ,

hence the expression of the entropy of the hard-sphere fluid:

S
NkB

= − ln ρΛ3 +
5
2
− 4η − 3η2

(1 − η)2 . (26)

Finally, combining equations (25) and (24), with the help of equation (20), one reaches the
chemical potential of the hard-sphere fluid that reads:

μ

kBT
=

F
NkBT

+
p

ρkBT
= ln ρΛ3 − 1 +

1 + 5η − 6η2 + 2η3

(1 − η)3 . (27)

6 Indeed, the identity:
∞

∑
k=1

(k + 3)ηk =
∞

∑
k=1

kηk +
∞

∑
k=1

3ηk ,

is yet written:
∞

∑
k=1

(k + 3)ηk =
η

(1 − η)2 +
3η

(1 − η)
,
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5 To obtain the rational fraction, one must decompose the sum as:

∞

∑
k=1

(k2 + 3k)ηk =
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Like the pressure, this expansion is written as a rational function by combining the geometric
series ∑∞

k=1 ηk with its first derivative6. The expression of the excess free energy is:

Fex

NkBT
=
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∑
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4η − 3η2
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and the free energy of the hard-sphere fluid reduces to the following form:

F
NkBT

=
FGP

NkBT
+
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NkBT
= ln ρΛ3 − 1 +

4η − 3η2

(1 − η)2 . (25)

Now, the entropy is obtained using the same method of calculation, by deriving the free
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,

where SGP is the entropy of the ideal gas given by the Sackur-Tetrode equation:

SGP = −NkB

(
ln ρΛ3 − 5

2

)
,

and where the excess entropy Sex arises from the relation:

Sex = −
(

∂Fex
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)

V
= −NkB

4η − 3η2

(1 − η)2 ,

hence the expression of the entropy of the hard-sphere fluid:

S
NkB

= − ln ρΛ3 +
5
2
− 4η − 3η2

(1 − η)2 . (26)

Finally, combining equations (25) and (24), with the help of equation (20), one reaches the
chemical potential of the hard-sphere fluid that reads:

μ

kBT
=

F
NkBT

+
p

ρkBT
= ln ρΛ3 − 1 +

1 + 5η − 6η2 + 2η3

(1 − η)3 . (27)

6 Indeed, the identity:
∞

∑
k=1

(k + 3)ηk =
∞

∑
k=1

kηk +
∞

∑
k=1

3ηk ,

is yet written:
∞

∑
k=1

(k + 3)ηk =
η

(1 − η)2 +
3η

(1 − η)
,
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Since they result from equation (23), the expressions of thermodynamic properties (p, F, S and
μ) of the hard-sphere fluid make up a homogeneous group of relations related to the Carnahan
and Starling equation of state. But other expressions of thermodynamic properties can also
be determined using the pressure equation of state (Eq. 12) and the compressibility equation
of state, which will not be discussed here. Unlike the Carnahan and Starling equation of
state, these two equations of state require knowledge of the pair correlation function of hard
spheres, gHS(r). The latter is not available in analytical form. The interested reader will find
the Fortran program aimed at doing its calculation, in the book by McQuarrie (12), page 600.
It should be mentioned that the thermodynamic properties (p, F, S and μ), obtained with the
equations of state of pressure and compressibility, have analytical forms similar to those from
the Carnahan and Starling equation of state, and they provide results whose differences are
indistinguishable to low densities.

5. Thermodynamic perturbation theory

All theoretical and experimental studies have shown that the structure factor S(q) of simple
liquids resembles that of the hard-sphere fluid. For proof, just look at the experimental
structure factor of liquid sodium (13) at 373 K, in comparison with the structure factor of
hard-sphere fluid (14) for a value of the packing fraction η of 0.45. We can see that the
agreement is not bad, although there is a slight shift of the oscillations and ratios of peak
heights significantly different. Besides, numerical calculations showed that the structure
factor obtained with the Lennard-Jones potential describes the structure of simple fluids (15)
and looks like the structure factor of hard-sphere fluid whose diameter is chosen correctly.

Fig. 5. Experimental structure factor of liquid sodium at 373 K (points), and hard-sphere
structure factor (solid curve), with η = 0, 45.
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Such a qualitative success emphasizes the role played by the repulsive part of the pair
potential to describe the structure factor of liquids, while the long-ranged attractive
contribution has a minor role. It can be said for simplicity that the repulsive contribution
of the potential determines the structure of liquids (stacking of atoms and steric effects) and
the attractive contribution is responsible for their cohesion.
It is important to remember that the thermodynamic properties of the hard-sphere fluid (Eqs.
24, 25, 26, 27) and the structure factor SHS(q) can be calculated with great accuracy. That
suggests replacing the repulsive part of potential in real systems by the hard-sphere potential
that becomes the reference system, and precict the structural and thermodynamic properties
of real systems with those of the hard-sphere fluid, after making the necessary adaptations.
To perform these adaptations, the attractive contribution of potential should be treated as a
perturbation to the reference system.
The rest of this subsection is devoted to a summary of thermodynamic perturbation methods7.
It should be noted, from the outset, that the calculation of thermodynamic properties with the
thermodynamic perturbation methods requires knowledge of the pair correlation function
gHS(r) of the hard-sphere system and not that of the real system.

5.1 Zwanzig method
In perturbation theory proposed by Zwanzig (16), it is assumed that the total potential energy
U(rN) of the system can be divided into two parts. The first part, U0(rN), is the energy of
the unperturbed system considered as reference system and the second part, U1(rN), is the
energy of the perturbation which is much smaller that U0(rN). More precisely, it is posed that
the potential energy depend on the coupling parameter λ by the relation:

U(rN) = U0(rN) + λU1(rN)

in order to vary continuously the potential energy from U0(rN) to U(rN), by changing λ from
0 to 1, and that the free energy F of the system is expanded in Taylor series as:

F = F0 + λ

(
∂F
∂λ

)
+

λ2

2

(
∂2F
∂λ2

)
+ ... (28)

By replacing the potential energy U(rN) in the expression of the configuration integral (cf.
footnote 1), one gets:

ZN(V, T) =
∫ ∫

3N
exp

[
−βU0(rN)

]
drN ×

∫ ∫
3N

{
exp

[−βλU1(rN)
]}

exp
[−βU0(rN)

]
drN

∫ ∫
3N exp [−βU0(rN)] drN .

The first integral represents the configuration integral Z(0)
N (V, T) of the reference system, and

the remaining term can be regarded as the average value of the quantity exp
[−βλU1(rN)

]
, so

that the previous relation can be put under the general form:

ZN(V, T) = Z(0)
N (V, T)

〈
exp

[
−βλU1(rN)

]〉
0

, (29)

where �...�0 refers to the statistical average in the canonical ensemble of the reference system.
After the substitution of the configuration integral (Eq. 29) in the expression of the free energy

7 The interested reader will find all useful adjuncts in the books either by J. P. Hansen and I. R. McDonald
or by D. A. McQuarrie.
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Such a qualitative success emphasizes the role played by the repulsive part of the pair
potential to describe the structure factor of liquids, while the long-ranged attractive
contribution has a minor role. It can be said for simplicity that the repulsive contribution
of the potential determines the structure of liquids (stacking of atoms and steric effects) and
the attractive contribution is responsible for their cohesion.
It is important to remember that the thermodynamic properties of the hard-sphere fluid (Eqs.
24, 25, 26, 27) and the structure factor SHS(q) can be calculated with great accuracy. That
suggests replacing the repulsive part of potential in real systems by the hard-sphere potential
that becomes the reference system, and precict the structural and thermodynamic properties
of real systems with those of the hard-sphere fluid, after making the necessary adaptations.
To perform these adaptations, the attractive contribution of potential should be treated as a
perturbation to the reference system.
The rest of this subsection is devoted to a summary of thermodynamic perturbation methods7.
It should be noted, from the outset, that the calculation of thermodynamic properties with the
thermodynamic perturbation methods requires knowledge of the pair correlation function
gHS(r) of the hard-sphere system and not that of the real system.

5.1 Zwanzig method
In perturbation theory proposed by Zwanzig (16), it is assumed that the total potential energy
U(rN) of the system can be divided into two parts. The first part, U0(rN), is the energy of
the unperturbed system considered as reference system and the second part, U1(rN), is the
energy of the perturbation which is much smaller that U0(rN). More precisely, it is posed that
the potential energy depend on the coupling parameter λ by the relation:

U(rN) = U0(rN) + λU1(rN)

in order to vary continuously the potential energy from U0(rN) to U(rN), by changing λ from
0 to 1, and that the free energy F of the system is expanded in Taylor series as:

F = F0 + λ

(
∂F
∂λ

)
+

λ2

2

(
∂2F
∂λ2

)
+ ... (28)

By replacing the potential energy U(rN) in the expression of the configuration integral (cf.
footnote 1), one gets:

ZN(V, T) =
∫ ∫

3N
exp

[
−βU0(rN)

]
drN ×

∫ ∫
3N

{
exp

[−βλU1(rN)
]}

exp
[−βU0(rN)

]
drN

∫ ∫
3N exp [−βU0(rN)] drN .

The first integral represents the configuration integral Z(0)
N (V, T) of the reference system, and

the remaining term can be regarded as the average value of the quantity exp
[−βλU1(rN)

]
, so

that the previous relation can be put under the general form:

ZN(V, T) = Z(0)
N (V, T)

〈
exp

[
−βλU1(rN)

]〉
0

, (29)

where �...�0 refers to the statistical average in the canonical ensemble of the reference system.
After the substitution of the configuration integral (Eq. 29) in the expression of the free energy

7 The interested reader will find all useful adjuncts in the books either by J. P. Hansen and I. R. McDonald
or by D. A. McQuarrie.
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(cf. footnote 1), this one reads:

− βF = ln
Z(0)

N (V, T)
N!Λ3N + ln

〈
exp

[
−βλU1(rN)

]〉
0

. (30)

The first term on the RHS stands for the free energy of the reference system, denoted (−βF0),
and the second term represents the free energy of the perturbation:

− βF1 = ln
〈

exp
[
−βλU1(rN)

]〉
0

. (31)

Since the perturbation U1(rN) is small, exp (−βλU1) can be expanded in series, so that the
statistical average

〈
exp

[−βλU1(rN)
]〉

0, calculated on the reference system, is expressed as:

〈
exp

[
−βλU1(rN)

]〉
0
= 1 − βλ �U1�0 +

1
2!

β2λ2
〈

U2
1

〉
0
− 1

3!
β3λ3

〈
U3

1

〉
0
+ ... (32)

Incidentally, we may note that the coefficients of β in the preceding expansion represent
statistical moments in the strict sense. Given the shape of equation (32), it is still
possible to write equation (31) by expanding ln

〈
exp

[−βλU1(rN)
]〉

0 in Taylor series. After
simplifications, equation (31) reduces to:

ln
〈

exp
[
−βλU1(rN)

]〉
0
= −βλ �U1�0 +

1
2!

β2λ2
[〈

U2
1

〉
0
− �U1�2

0

]

−β3λ3
[

1
3!

〈
U3

1

〉
0
− 1

2
�U1�0

〈
U2

1

〉
0
+

1
3
�U1�3

0

]
+ β4λ4 [...]− ...

Now if we set:

c1 = �U1�0 , (33)

c2 =
1
2!

[〈
U2

1

〉
0
− �U1�2

0

]
, (34)

c3 =
1
3!

[〈
U3

1

〉
0
− 3 �U1�0

〈
U2

1

〉
0
+ 2 �U1�3

0

]
, etc. (35)

we find that:
ln

〈
exp

[
−βλU1(rN)

]〉
0
= −λβc1 + λ2β2c2 − λ3β3c3 + ...

The contribution of the perturbation (Eq. 31) to the free energy is then written in the compact
form:

− βF1 = ln
〈

exp
[
−βλU1(rN)

]〉
0
= −λβ

∞

∑
n=1

cn(−λβ)n−1, (36)

and the expression of the free energy F of the real system is found by substituting equation
(36) into equation (30), as follows:

F = F0 + F1 = F0 + λc1 − λ2βc2 + λ3β2c3 + ..., (37)

where the free energy of the real system is obtained by putting λ = 1. This expression of
the free energy of liquids in power series expansion of β corresponds to the high temperature
approximation.
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5.2 Van der Waals equation
As a first application of thermodynamic perturbation method, we search the
phenomenological van der Waals equation of state. In view of this, consider equation
(37) at zero order in β. The simplest assumption to determine c1 is to admit that the total
potential energy may be decomposed into a sum of pair potentials in the form:

U(rN) = U0(rN) + U1(rN) = ∑
i

∑
j>i

u0(rij) + ∑
i

∑
j>i

u1(rij).

Therefore, the free energy of the perturbation to zero order in β is given by equation (33), that
is to say:

c1 = �U1�0 =

∫ ∫
3N

[
∑i ∑j>i u1(rij)

]
exp

[−βU0(rN)
]

drN

∫ ∫
3N exp [−βU0(rN)] drN .

To simplify the above relation, we proceed as for calculating the internal energy of liquids
(Eq. 8) by revealing the pair correlation function of the reference system in the numerator.
If we assume that the sum of pair potentials is composed of equivalent terms equal to

∑i ∑j>i u1(rij) =
N(N−1)

2 u1(r12), the expression of c1 is simplified as:

c1 =
1

Z0(V, T)

∫ ∫ N(N − 1)
2

u1(r12)

{∫ ∫

3(N−2)
exp

[
−βU0(rN)

]
dr3...drN

}
dr1dr2.

The integral in between the braces is then expressed as a function of the pair correlation
function (cf. footnote 2), and c1 reduces to:

c1 =
ρ2

2

∫
dR

∫
u1(r)g0(r)dr. (38)

Yet, to find the equation of van der Waals we have to choose the hard-sphere system of
diameter σ, as reference system, and suppose that the perturbation is a long-range potential,
weakly attractive, the form of which is not useful to specify (Fig. 6a). Since one was unaware
of the existence of the pair correlation function when the model was developed by van der
Waals, it is reasonable to estimate g0(r) by a function equal to zero within the particle, and to
one at the outside. According to van der Waals, suppose further that the available volume per
particle8 is b = 2

3 πσ3 and the unoccupied volume is (V − Nb).
With these simplifications in mind, the configuration integral and free energy of the reference
system are respectively (cf. footnote 1):

Z0(V, T) =
∫ ∫

3N
exp

[
−βU0(rN)

]
drN = (V − Nb)N ,

and F0 = −kBT ln

[
(V − Nb)N

N!Λ3N

]
= −NkBT

[
ln

(V − Nb)
N

− 3 ln Λ + 1
]

.

8 The parameter b introduced by van der Waals is the covolume. Its expression comes from the fact that
if two particles are in contact, half of the excluded volume 4

3 πσ3 must be assigned to each particle (Fig.
6b).
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(cf. footnote 1), this one reads:

− βF = ln
Z(0)

N (V, T)
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〈
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]〉
0

. (30)

The first term on the RHS stands for the free energy of the reference system, denoted (−βF0),
and the second term represents the free energy of the perturbation:

− βF1 = ln
〈

exp
[
−βλU1(rN)

]〉
0

. (31)

Since the perturbation U1(rN) is small, exp (−βλU1) can be expanded in series, so that the
statistical average

〈
exp

[−βλU1(rN)
]〉

0, calculated on the reference system, is expressed as:

〈
exp

[
−βλU1(rN)

]〉
0
= 1 − βλ �U1�0 +

1
2!

β2λ2
〈

U2
1

〉
0
− 1

3!
β3λ3

〈
U3

1

〉
0
+ ... (32)

Incidentally, we may note that the coefficients of β in the preceding expansion represent
statistical moments in the strict sense. Given the shape of equation (32), it is still
possible to write equation (31) by expanding ln

〈
exp

[−βλU1(rN)
]〉

0 in Taylor series. After
simplifications, equation (31) reduces to:

ln
〈

exp
[
−βλU1(rN)

]〉
0
= −βλ �U1�0 +

1
2!

β2λ2
[〈

U2
1

〉
0
− �U1�2

0

]

−β3λ3
[

1
3!

〈
U3

1

〉
0
− 1

2
�U1�0

〈
U2

1

〉
0
+

1
3
�U1�3

0

]
+ β4λ4 [...]− ...

Now if we set:

c1 = �U1�0 , (33)

c2 =
1
2!

[〈
U2

1

〉
0
− �U1�2

0

]
, (34)

c3 =
1
3!

[〈
U3

1

〉
0
− 3 �U1�0

〈
U2

1

〉
0
+ 2 �U1�3

0

]
, etc. (35)

we find that:
ln

〈
exp

[
−βλU1(rN)

]〉
0
= −λβc1 + λ2β2c2 − λ3β3c3 + ...

The contribution of the perturbation (Eq. 31) to the free energy is then written in the compact
form:

− βF1 = ln
〈

exp
[
−βλU1(rN)

]〉
0
= −λβ

∞

∑
n=1

cn(−λβ)n−1, (36)

and the expression of the free energy F of the real system is found by substituting equation
(36) into equation (30), as follows:

F = F0 + F1 = F0 + λc1 − λ2βc2 + λ3β2c3 + ..., (37)

where the free energy of the real system is obtained by putting λ = 1. This expression of
the free energy of liquids in power series expansion of β corresponds to the high temperature
approximation.
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5.2 Van der Waals equation
As a first application of thermodynamic perturbation method, we search the
phenomenological van der Waals equation of state. In view of this, consider equation
(37) at zero order in β. The simplest assumption to determine c1 is to admit that the total
potential energy may be decomposed into a sum of pair potentials in the form:

U(rN) = U0(rN) + U1(rN) = ∑
i

∑
j>i

u0(rij) + ∑
i

∑
j>i

u1(rij).

Therefore, the free energy of the perturbation to zero order in β is given by equation (33), that
is to say:

c1 = �U1�0 =

∫ ∫
3N

[
∑i ∑j>i u1(rij)

]
exp

[−βU0(rN)
]

drN

∫ ∫
3N exp [−βU0(rN)] drN .

To simplify the above relation, we proceed as for calculating the internal energy of liquids
(Eq. 8) by revealing the pair correlation function of the reference system in the numerator.
If we assume that the sum of pair potentials is composed of equivalent terms equal to

∑i ∑j>i u1(rij) =
N(N−1)

2 u1(r12), the expression of c1 is simplified as:

c1 =
1

Z0(V, T)

∫ ∫ N(N − 1)
2

u1(r12)

{∫ ∫

3(N−2)
exp

[
−βU0(rN)

]
dr3...drN

}
dr1dr2.

The integral in between the braces is then expressed as a function of the pair correlation
function (cf. footnote 2), and c1 reduces to:

c1 =
ρ2

2

∫
dR

∫
u1(r)g0(r)dr. (38)

Yet, to find the equation of van der Waals we have to choose the hard-sphere system of
diameter σ, as reference system, and suppose that the perturbation is a long-range potential,
weakly attractive, the form of which is not useful to specify (Fig. 6a). Since one was unaware
of the existence of the pair correlation function when the model was developed by van der
Waals, it is reasonable to estimate g0(r) by a function equal to zero within the particle, and to
one at the outside. According to van der Waals, suppose further that the available volume per
particle8 is b = 2

3 πσ3 and the unoccupied volume is (V − Nb).
With these simplifications in mind, the configuration integral and free energy of the reference
system are respectively (cf. footnote 1):

Z0(V, T) =
∫ ∫

3N
exp

[
−βU0(rN)

]
drN = (V − Nb)N ,

and F0 = −kBT ln

[
(V − Nb)N

N!Λ3N

]
= −NkBT

[
ln

(V − Nb)
N

− 3 ln Λ + 1
]

.

8 The parameter b introduced by van der Waals is the covolume. Its expression comes from the fact that
if two particles are in contact, half of the excluded volume 4

3 πσ3 must be assigned to each particle (Fig.
6b).
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Fig. 6. Schematic representation of the pair potential by a hard-sphere potentiel plus a

perturbation. (b) Definition of the covolume by the quantity b = 1
2

(
4
3 πσ3

)
.

As for the coefficient c1 (Eq. 38), it is simplified as:

c1 = 2πρ2V
∫ ∞

σ
u1(r)r2dr = −aρN, (39)

with a = −2π
∫ ∞

σ
u1(r)r2dr.

Therefore, the expression of free energy (Eq. 37) corresponding to the model of van der Waals
is:

F = F0 + c1 = −NkBT
[

ln
(V − Nb)

N
− 3 ln Λ + 1

]
− aρN,

and the van der Waals equation of state reduces to:

p = −
(

∂F
∂V

)

T
=

NkBT
V − Nb

− a
N
V2

2
.

With b = a = 0 in the previous equation, it is obvious that one recovers the equation of state
of ideal gas. In return, if one wishes to improve the quality of the van der Waals equation
of state, one may use the expression of the free energy (Eq. 25) and pair correlation function
gHS(r) of the hard-sphere system to calculate the value of the parameter a with equation (38).
Another way to improve performance is to calculate the term c2. Precisely what will be done
in the next subsection.

5.3 Method of Barker and Henderson
To evaluate the mean values of the perturbation U1(rN) in equations (34) and (35), Barker and
Henderson (17) suggested to discretize the domain of interatomic distances into sufficiently
small intervals (r1, r2) , (r2, r3) , ..., (ri, ri+1),..., and assimilate the perturbating elemental
potential in each interval by a constant. Assuming that the perturbating potential in the
interval (ri, ri+1) is u1(ri) and that the number of atoms subjected to this potential is Ni, the
total perturbation can be written as the sum of elemental potentials:
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U1(rN) = ∑
i

Niu1(ri),

before substituting it in the configuration integral. The advantage of this method is to calculate
the coefficients cn and free energy (Eq. 37), not with the mean values of the perturbation, but
with the fluctuation number of particles. Thus, each perturbating potential u1(ri) is constant
in the interval which it belongs, so that we can write �U1�2

0 = ∑i ∑j�Ni�0�Nj�0u1(ri)u1(rj). In
view of this, the coefficient c2 defined by equation (34) is:

c2 =
1
2!

[〈
U2

1

〉
0
− �U1�2

0

]
=

1
2! ∑

i
∑

j

[〈
Ni Nj

〉
0
− �Ni�0

〈
Nj

〉
0

]
u1(ri)u1(rj).

With the local compressibility approximation (LC), where ρ and g0 depend on p, the expression
of c2 obtained by Barker and Henderson according to the method described above is written:

c2(LC) =
πNρ

β

(
∂ρ

∂p

)

0

∂

∂ρ

[∫
ρu2

1(r)g0(r)r2dr
]

. (40)

Incidentally, note the macroscopic compressibility approximation (MC), where only ρ is assumed
to be dependent on p, has also been tested on a system made of the hard-sphere reference
system and the square-well potential as perturbation. At low densities, the results of both
approximations are comparable. But at intermediate densities, the results obtained with
the LC approximation are in better agreement with the simulation results than the MC
approximation. Note also that the coefficient c3 has been calculated by Mansoori and Canfield
(18) with the macroscopic compressibility approximation.
At this stage of the presentation of the thermodynamic perturbation theory, we are in position
to calculate the first terms of the development of the free energy F (Eq. 37), using the
hard-sphere system as reference system. But there is not yet a criterion for choosing the
diameter d of hard spheres. This point is important because all potentials have a repulsive
part that must be replaced by a hard-sphere potential of diameter properly chosen. Decisive
progress has been made to solve this problem in three separate ways followed, respectively, by
Barker and Henderson (19), Mansoori and Canfield (20) and Week, Chandler and Andersen
(21).
Prescription of Barker and Henderson. To choose the best reference system, that is to say,
the optimal diameter of hard spheres, Barker and Henderson (19) proposed to replace the
potential separation u(r) = u0(r) + λu1(r), where u0(r) is the reference potential, u1(r)
the perturbation potential and λ the coupling parameter, by a more complicated separation
associated with a potential v(r) whose the Boltzmann factor is:

exp [−βv(r)] =
[

1 − Ξ
(

d +
r − d

α
− σ

)]
exp

[
−βu(d +

r − d
α

)

]

+ Ξ
(

d +
r − d

α
− σ

)
+ Ξ (r − σ) {exp [−βλu(r)]− 1} , (41)

where Ξ(x) is the Heaviside function, which is zero when x < 0 and is worth one when
x > 0. Note that here σ is the value of r at which the real potential u(r) vanishes and d is the
hard-sphere diameter of the reference potential, to be determined. Moreover, the parameters
λ and α are coupling parameters that are 0 or 1. If one looks at equation (41) at the same time
as figure(7a), it is seen that the function v(r) reduces to the real potential u(r) when α = λ = 1,
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Fig. 6. Schematic representation of the pair potential by a hard-sphere potentiel plus a

perturbation. (b) Definition of the covolume by the quantity b = 1
2

(
4
3 πσ3

)
.

As for the coefficient c1 (Eq. 38), it is simplified as:

c1 = 2πρ2V
∫ ∞

σ
u1(r)r2dr = −aρN, (39)

with a = −2π
∫ ∞

σ
u1(r)r2dr.

Therefore, the expression of free energy (Eq. 37) corresponding to the model of van der Waals
is:

F = F0 + c1 = −NkBT
[

ln
(V − Nb)

N
− 3 ln Λ + 1

]
− aρN,

and the van der Waals equation of state reduces to:

p = −
(

∂F
∂V

)

T
=

NkBT
V − Nb

− a
N
V2

2
.

With b = a = 0 in the previous equation, it is obvious that one recovers the equation of state
of ideal gas. In return, if one wishes to improve the quality of the van der Waals equation
of state, one may use the expression of the free energy (Eq. 25) and pair correlation function
gHS(r) of the hard-sphere system to calculate the value of the parameter a with equation (38).
Another way to improve performance is to calculate the term c2. Precisely what will be done
in the next subsection.

5.3 Method of Barker and Henderson
To evaluate the mean values of the perturbation U1(rN) in equations (34) and (35), Barker and
Henderson (17) suggested to discretize the domain of interatomic distances into sufficiently
small intervals (r1, r2) , (r2, r3) , ..., (ri, ri+1),..., and assimilate the perturbating elemental
potential in each interval by a constant. Assuming that the perturbating potential in the
interval (ri, ri+1) is u1(ri) and that the number of atoms subjected to this potential is Ni, the
total perturbation can be written as the sum of elemental potentials:
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U1(rN) = ∑
i

Niu1(ri),

before substituting it in the configuration integral. The advantage of this method is to calculate
the coefficients cn and free energy (Eq. 37), not with the mean values of the perturbation, but
with the fluctuation number of particles. Thus, each perturbating potential u1(ri) is constant
in the interval which it belongs, so that we can write �U1�2

0 = ∑i ∑j�Ni�0�Nj�0u1(ri)u1(rj). In
view of this, the coefficient c2 defined by equation (34) is:

c2 =
1
2!

[〈
U2

1

〉
0
− �U1�2

0

]
=

1
2! ∑

i
∑

j

[〈
Ni Nj

〉
0
− �Ni�0

〈
Nj

〉
0

]
u1(ri)u1(rj).

With the local compressibility approximation (LC), where ρ and g0 depend on p, the expression
of c2 obtained by Barker and Henderson according to the method described above is written:

c2(LC) =
πNρ

β

(
∂ρ

∂p

)

0

∂

∂ρ

[∫
ρu2

1(r)g0(r)r2dr
]

. (40)

Incidentally, note the macroscopic compressibility approximation (MC), where only ρ is assumed
to be dependent on p, has also been tested on a system made of the hard-sphere reference
system and the square-well potential as perturbation. At low densities, the results of both
approximations are comparable. But at intermediate densities, the results obtained with
the LC approximation are in better agreement with the simulation results than the MC
approximation. Note also that the coefficient c3 has been calculated by Mansoori and Canfield
(18) with the macroscopic compressibility approximation.
At this stage of the presentation of the thermodynamic perturbation theory, we are in position
to calculate the first terms of the development of the free energy F (Eq. 37), using the
hard-sphere system as reference system. But there is not yet a criterion for choosing the
diameter d of hard spheres. This point is important because all potentials have a repulsive
part that must be replaced by a hard-sphere potential of diameter properly chosen. Decisive
progress has been made to solve this problem in three separate ways followed, respectively, by
Barker and Henderson (19), Mansoori and Canfield (20) and Week, Chandler and Andersen
(21).
Prescription of Barker and Henderson. To choose the best reference system, that is to say,
the optimal diameter of hard spheres, Barker and Henderson (19) proposed to replace the
potential separation u(r) = u0(r) + λu1(r), where u0(r) is the reference potential, u1(r)
the perturbation potential and λ the coupling parameter, by a more complicated separation
associated with a potential v(r) whose the Boltzmann factor is:

exp [−βv(r)] =
[

1 − Ξ
(

d +
r − d

α
− σ

)]
exp

[
−βu(d +

r − d
α

)

]

+ Ξ
(

d +
r − d

α
− σ

)
+ Ξ (r − σ) {exp [−βλu(r)]− 1} , (41)

where Ξ(x) is the Heaviside function, which is zero when x < 0 and is worth one when
x > 0. Note that here σ is the value of r at which the real potential u(r) vanishes and d is the
hard-sphere diameter of the reference potential, to be determined. Moreover, the parameters
λ and α are coupling parameters that are 0 or 1. If one looks at equation (41) at the same time
as figure(7a), it is seen that the function v(r) reduces to the real potential u(r) when α = λ = 1,
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Fig. 7. Separation of the potential u(r) according to (a) the method of Barker and Henderson
and (b) the method of Weeks, Chandler and Andersen.

and it behaves approximately as the hard-sphere potential of diameter d when α ∼ λ ∼ 0.
The substitution of equation (41) in the configuration integral (Eq. 29), followed by the related
calculations not reproduced here, enable us to express the free energy F of the real system
as a series expansion in powers of α and λ, which makes the generalization of equation (28),
namely:

F = FHS + λ

(
∂F
∂λ

)
+ α

(
∂F
∂α

)
+

λ2

2

(
∂2F
∂λ2

)
+

α2

2

(
∂2F
∂α2

)
+ ... (42)

By comparing equations (37) and (42), we see that the first derivative
(

∂F
∂λ

)
coincides with c1

and the second derivative 1
2

(
∂2 F
∂λ2

)
with (−βc2). Concerning the derivatives of F with respect

to α, they are complicated functions of the pair potential and the pair correlation function

of the hard-sphere system. The first derivative
(

∂F
∂α

)
, whose the explicit form given without

proof, reads:
(

∂F
∂α

)
= −2πNρkBTd2gHS(d)

[
d −

∫ σ

0
{1 − exp [−βu(r)]} dr

]
.

Since the Barker and Henderson prescription is based on the proposal to cancel the term
(

∂F
∂α

)
,

the criterion for choosing the hard-sphere diameter d is reduced to the following equation:

d =
∫ σ

0
{1 − exp [−βu(r)]} dr. (43)

In applying this criterion to the Lennard-Jones potential, it is seen that d depends on
temperature but not on the density. Also, the calculations show that the terms of the expansion
of F in α2 and αλ are negligible compared to the term in λ2.
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Therefore, using equation (38) to evaluate c1 and equation (40) to evaluate c2, the expression
of the free energy F of the real system (Eq. 42) is:

F = FHS + 2πρN
∫ ∞

d
u1(r)gHS(η; r)r2dr

− πNρ

(
∂ρ

∂p

)

HS

∂

∂ρ

[∫ ∞

d
ρu2

1(r)gHS(η; r)r2dr
]

, (44)

where the first term on the RHS represents the free energy of the hard-sphere system (Eq. 25),

and the partial derivative
(

∂ρ
∂p

)
HS

can be deduced from the Carnahan and Starling equation of

state (Eq. 24). Recall that the pair correlation function of hard-sphere system, gHS(η; r), must
be only determined numerically. It depends on the density ρ and diameter d via the packing
fraction η(= π

6 ρd3). Since gHS(η; r) = 0 when r < d, either 0 or d can be used as lower limit
of integration in equation (44).

5.4 Prescription of Mansoori and Canfield.
An important consequence of the high temperature approximation to first order in β is to mark
out the free energy of the real system by an upper limit that can not be exceeded, because the
sum of the terms beyond c1 is always negative. The easiest way to proof this, is to consider the
expression of the free energy (Eq. 30) and to write the perturbation U1(rN) around its mean
value �U1�0 as:

U1 = �U1�0 + ΔU1.

After replacing U1 in equation (30), we obtain:

− βF = −βF0 − β �U1�0 + ln
〈
exp [−βΔU1]0

〉
. (45)

However, considering the series expansion of an exponential, the above relation is
transformed into the so-called Gibbs-Bogoliubov inequality9:

F ≤ F0 + �U1�0 . (46)

A thorough study of this inequality shows that it is always valid, and it is unnecessary to
consider values of n greater than zero. Equation (46), at the base of the variational method,
allows us to find the value of the parameter d that makes the free energy F minimum. If the
reference system is that of hard spheres, the value of the free energy obtained with this value
of d (or η = π

6 ρd3) is considered as the best estimate of the free energy of the real system. Its
expression is:

F ≤ FHS +
ρN
2

∫
u1(r)gHS(η; r)dr, (47)

9 The Mac-Laurin series of the exponential naturally leads to the inequality:

exp (−βΔU1) ≥
2n+1

∑
k=0

(−βΔU1)
k

k!
(n = 0, 1, 2, ...).

For n = 0, the last term of equation (45) behaves as:

ln

〈
1

∑
k=0

(−βΔU1)
k

k!

〉

0

= ln �1 − βΔU1�0 � −β �ΔU1�0 = 0,

since the mean value of the deviation, �ΔU1�0 , is zero.
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Fig. 7. Separation of the potential u(r) according to (a) the method of Barker and Henderson
and (b) the method of Weeks, Chandler and Andersen.

and it behaves approximately as the hard-sphere potential of diameter d when α ∼ λ ∼ 0.
The substitution of equation (41) in the configuration integral (Eq. 29), followed by the related
calculations not reproduced here, enable us to express the free energy F of the real system
as a series expansion in powers of α and λ, which makes the generalization of equation (28),
namely:

F = FHS + λ

(
∂F
∂λ

)
+ α

(
∂F
∂α

)
+

λ2

2

(
∂2F
∂λ2

)
+

α2

2

(
∂2F
∂α2

)
+ ... (42)

By comparing equations (37) and (42), we see that the first derivative
(

∂F
∂λ

)
coincides with c1

and the second derivative 1
2

(
∂2 F
∂λ2

)
with (−βc2). Concerning the derivatives of F with respect

to α, they are complicated functions of the pair potential and the pair correlation function

of the hard-sphere system. The first derivative
(

∂F
∂α

)
, whose the explicit form given without

proof, reads:
(

∂F
∂α

)
= −2πNρkBTd2gHS(d)

[
d −

∫ σ

0
{1 − exp [−βu(r)]} dr

]
.

Since the Barker and Henderson prescription is based on the proposal to cancel the term
(

∂F
∂α

)
,

the criterion for choosing the hard-sphere diameter d is reduced to the following equation:

d =
∫ σ

0
{1 − exp [−βu(r)]} dr. (43)

In applying this criterion to the Lennard-Jones potential, it is seen that d depends on
temperature but not on the density. Also, the calculations show that the terms of the expansion
of F in α2 and αλ are negligible compared to the term in λ2.
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Therefore, using equation (38) to evaluate c1 and equation (40) to evaluate c2, the expression
of the free energy F of the real system (Eq. 42) is:

F = FHS + 2πρN
∫ ∞

d
u1(r)gHS(η; r)r2dr

− πNρ

(
∂ρ

∂p

)

HS

∂

∂ρ

[∫ ∞

d
ρu2

1(r)gHS(η; r)r2dr
]

, (44)

where the first term on the RHS represents the free energy of the hard-sphere system (Eq. 25),

and the partial derivative
(

∂ρ
∂p

)
HS

can be deduced from the Carnahan and Starling equation of

state (Eq. 24). Recall that the pair correlation function of hard-sphere system, gHS(η; r), must
be only determined numerically. It depends on the density ρ and diameter d via the packing
fraction η(= π

6 ρd3). Since gHS(η; r) = 0 when r < d, either 0 or d can be used as lower limit
of integration in equation (44).

5.4 Prescription of Mansoori and Canfield.
An important consequence of the high temperature approximation to first order in β is to mark
out the free energy of the real system by an upper limit that can not be exceeded, because the
sum of the terms beyond c1 is always negative. The easiest way to proof this, is to consider the
expression of the free energy (Eq. 30) and to write the perturbation U1(rN) around its mean
value �U1�0 as:

U1 = �U1�0 + ΔU1.

After replacing U1 in equation (30), we obtain:

− βF = −βF0 − β �U1�0 + ln
〈
exp [−βΔU1]0

〉
. (45)

However, considering the series expansion of an exponential, the above relation is
transformed into the so-called Gibbs-Bogoliubov inequality9:

F ≤ F0 + �U1�0 . (46)

A thorough study of this inequality shows that it is always valid, and it is unnecessary to
consider values of n greater than zero. Equation (46), at the base of the variational method,
allows us to find the value of the parameter d that makes the free energy F minimum. If the
reference system is that of hard spheres, the value of the free energy obtained with this value
of d (or η = π

6 ρd3) is considered as the best estimate of the free energy of the real system. Its
expression is:

F ≤ FHS +
ρN
2

∫
u1(r)gHS(η; r)dr, (47)

9 The Mac-Laurin series of the exponential naturally leads to the inequality:

exp (−βΔU1) ≥
2n+1

∑
k=0

(−βΔU1)
k

k!
(n = 0, 1, 2, ...).

For n = 0, the last term of equation (45) behaves as:

ln

〈
1

∑
k=0

(−βΔU1)
k

k!

〉

0

= ln �1 − βΔU1�0 � −β �ΔU1�0 = 0,

since the mean value of the deviation, �ΔU1�0 , is zero.
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where F0 = FHS is given by equation (25) and �U1�0 = c1 by equation (38). Since gHS(η; r) = 0
when r < d and u1(r) = u(r)− uHS(r) = u(r) when r ≥ d, equation (47) can be written as:

F ≤ FHS + 2πρN
∫ ∞

0
u(r)gHS(η; r)r2dr. (48)

Practically, we vary the value of d (or η) until the result of the integral is minimum. And the
value of F thus obtained is the best estimate of the free energy of the real system, in the sens
of the variational method (20).

5.5 Prescription of Weeks, Chandler and Andersen.
At the same time that the perturbation theory was developing, Weeks, Chandler and
Andersen (21) formulated another prescription for finding the hard-sphere diameter d. Its
originality lies in the idea that a particle in the liquid is less sensitive to the sign of the
potential u(r) than to the sign of the strength, that is to say, to the derivative of the potential(
− ∂u

∂r

)
ρ,T

. That is why the authors proposed to separate the real potential into a purely

repulsive contribution and a purely attractive perturbation. This separation, shown in figure
(7b), is defined by the relation u(r) = u0(r) + u1(r) with:

u0(r) =
{

u(r) + ε if r < rmin
0 if r ≥ rmin

u1(r) =
{ −ε if r < rmin

u(r) if r ≥ rmin,

where ε is the depth of the potential well, i. e. the value of u(rmin) = −ε.
To follow the same sketch that for the Barker and Henderson prescription, define the potential
v(r) by the Boltzmann factor:

exp [−βv(r)] = exp [−βuHS(d)] + α {exp [−β (u0(r) + λu1(r))]− exp [−βuHS(d)]} . (49)

However, from the simultaneous observation of equation (49) and figure (7b) one remarks
that the potential v(r) reduces to the real potential u(r) when α = λ = 1, and behaves like the
hard-sphere potential of diameter d when α = 0.
The substitution of equation (49) in the configuration integral, and subsequent calculations,
enables us to express the free energy F of the system as a series expansion in powers of α and
λ identical to that of equation (42). The first term of this expansion, FHS, is the free energy of
the hard-sphere system. As for the first derivative of F with respect to α, it is written in this
case: (

∂F
∂α

)
= −2πNρ

β

∫ ∞

0
{exp [−βu0(r)]− exp [−βuHS(d)]} yHS(η; r)r2dr, (50)

where yHS(η; r) is the cavity function of great importance in the microscopic theory of liquids10.
It is defined by means of the pair correlation function gHS(η; r) and the Boltzmann factor
exp [−βuHS(d)] of the hard-sphere potential as:

yHS(η; r) = exp [βuHS(d)] gHS(η; r). (51)

10 The cavity function yHS(η; r) does not exist in analytical form. It must be calculated at all reduced
densities (ρd3) by solving an integro-differential equation.
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It should be stressed that the cavity function depends only weakly on the potential, this is why
Weeks, Chander and Anderson (WCA) suggested to use the same cavity function yHS(η; r) for
all potentials, and to express the pair correlation functions of each potential as a function of
yHS(η; r). As a result, the pair correlation function g0(r) related to the repulsive contribution
u0(r) of the potential can be approximately written as:

g0(r) � exp [−βu0(r)] yHS(η; r). (52)

The suggestion of WCA for choosing the hard-sphere diameter d is to cancel
(

∂F
∂α

)
, which

amounts to solving the nonlinear equation given by equation (50), i. e.:
∫ ∞

0
{exp [−βu0(r)]− exp [−βuHS(d)]} yHS(η; r)r2dr = 0. (53)

It is interesting to note that equation (53) has a precise physical meaning that appears by
writing it in terms of the pair correlation functions gHS(η; r) and g0(r) drawn, respectively,
from equations (51) and (52). It reads:

∫ ∞

0
[g0(r)− 1] r2dr =

∫ ∞

0
[gHS(η; r)− 1] r2dr.

According to equation (7), the previous expression is equivalent to the equality S0(0) =
SHS(0), meaning the equality between the isothermal compressibility of the repulsive
potential u0(r) and that of the hard-sphere potential uHS(d).
Ultimately, the expression of free energy (Eq. 28) of the real system is the sum of FHS,

calculated with the value of d issued from equation (53), and the term
(

∂F
∂λ

)
= c1, calculated

with equation (38) in using the pair correlation function g0(r) � exp [−βu0(r)] yHS(η; r), i. e.:

F = FHS + 2πρN
∫ ∞

0
u1(r) {exp [−βu0(r)] yHS(η; r)} r2dr. (54)

Note that the value of d obtained with the WCA prescription (blip function method) is
significantly larger than that obtained with the Barker and Henderson (BH) prescription.
By the fact that yHS(η; r) depends on density, the value of d calculated with equation (53)
depends on temperature and density, while that calculated with equation (43) depends only
on temperature.
In order to compare the relative merits of equations (44) and (54), simply note that the WCA
prescription shows that not only the terms of the expansion of F in α2 and in αλ are negligible,
but also the term in λ2. This means that the WCA treatment is a theory of first order in λ, while
the BH one is a theory of second order in λ. In addition, the BH treatment is coherent as FHS,
c1 and c2 are calculated with the same reference system, whereas the WCA treatment is not
coherent because it uses the hard-sphere system to calculate FHS and the repulsive potential
u0(r) to calculate c1, via the pair correlation function g0(r). In contrast, the WCA treatment
does not require the calculation of c2 and improves the convergence of calculations. As an
additional advantage, the WCA treatment can be used to predict the structure factor of simple
liquids (22).
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5.6 Application to the Yukawa attractive potential
As an application of the perturbation theory, consider the hard-core attractive Yukawa
potential (HCY). This potential consists of the hard-sphere potential uHS(d) and the attractive
perturbation u1(r). Its traditional analytical form is:

u(r) =
{

∞
−(εd/r) exp[−λ(r/d − 1)]

r < d
r ≥ d, (55)

where d is the diameter of hard spheres, ε the potential value at r = d and λ a parameter that
measures the rate of exponential decay. The shape of this potential is portrayed in figure (8a)

Fig. 8. (a) Representation of the HCY potential for three values of λ (1.8, 3.0, 4.0). (b) Phase
diagram of the HCY potential for the same three values of λ (1.8, 3.0, 4.0).

for three different values of λ. For guidance, note that a value of λ ∼ 1.8 predicts the
thermodynamic properties of liquid rare gases quite so well as the Lennard-Jones potential.
By contrast, a value of λ ∼ 8 enables us to obtain the thermodynamic properties of colloidal
suspensions or globular proteins. This wide possible range of λ values explains why the HCY
potential has been used in many applications and has been the subject of numerous theoretical
studies after its analytical solution was obtained by Waisman (2). Without going into details of
the resolution of the problem that involves the microscopic theory of liquids, indicate that the
solution reduces to determining a fundamental parameter Γ as the root of the quartic equation
(23):

Γ(1 + λΓ)(1 + ψΓ)2 + βεw = 0, (56)

where ε and λ are the two parameters of the HCY potential, and w and ψ two additional
parameters explicitly depending on λ and η by the following relations:

w =
6η

φ2
0

,

ψ = λ2(1 − η)2 [1 − exp(−λ)]

L(λ) exp(−λ) + S(λ)

−12η(1 − η)
[1 − λ/2 − (1 + λ/2) exp(−λ)]

L(λ) exp(−λ) + S(λ)
,
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with:

φ0 =
L(λ) exp(−λ) + S(λ)

λ3(1 − η)2
,

L(λ) = 12η[1 + 2η + (1 + η/2)λ],

S(λ) = (1 − η)2λ3 + 6η(1 − η)λ2 + 18η2λ − 12η(1 + 2η).

By expressing Γ as a function of β, Henderson et al. (3) managed to write the free energy F of
the system according to the series expansion in powers of β:

F = FHS − NkBT
2

∞

∑
n=1

vn

n
(βε)n , (57)

where FHS is the free energy of the hard-sphere system calculated, for example, with equation
(25), and where the first five terms vn have expressions derived by the authors11.
At this stage, we see that the free energy of the HCY potential can be approximated for all
values of the triplet (η, ε, λ), using the analytical expressions of the five coefficients vn given
in footnote (11). From equation (57), we can also deduce the internal energy (Eq. 9), excess
pressure (Eq. 12), chemical potential (Eq. 19) and entropy (Eq. 20) of the HCY system.
The HCY equation of state, which is based on the perturbation theory and expressed
in terms of the relevant features of the potential, is a very handy tool for investigating
the thermodynamics of systems governed by an effective hard-sphere interaction plus an
attractive tail. Alternatively, the HCY system could be used vicariously to approximate any
available interatomic potential for real fluids.
The reduced phase diagrams (T∗ = kBT

ε versus ρ∗ = ρσ3 =
6η
π ) predicted by this equation

of state, for values of λ = 1.8, 3 and 4, are displayed in figure (8b), together with simulation
data. A rapid glance at figure (8b) indicates that the critical temperature T∗

C predicted by the
perturbation theory is noticeably greater than that predicted by the simulation. The reason is
that the HCY equation of state involves a truncated series. But, also, we can speculate that the

11 The first terms of the series expansion are:

v0 = 0,

v1 =
2α0

φ0
,

v2 =
2w(1 − α1 + α0ψ)

λφ0
,

v3 =
2w2(1 − α1 + α0ψ) (1 + 3λψ)

λ3φ0
,

v4 =
4w3(1 − α1 + α0ψ)

(
1 + 4λψ + 6λ2ψ2

)

λ5φ0
,

v5 =
10w4(1 − α1 + α0ψ)

(
1 + 5λψ + 11λ2ψ2 + 11λ3ψ3

)

λ7φ0
,

with:

α0 =
L(λ)

λ2(1 − η)2
; α1 =

12η(1 + λ/2)
λ2(1 − η)

and (1 − α1 + α0ψ)φ0 = 1.
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correlation functions, inherent in the calculations of the pressure and the chemical potential,
do not represent correctly the growing correlation lengths in approaching the critical point.
Looking at the evolution of the binodal lines as a function of the rate of decay λ of the Yukawa
potential, we remark that higher the critical temperature is, lower λ is. At the same time, the
domain below the binodal line shrinks. In contrast, when λ increases (i. e., the attraction
range of the potential becomes shorter), the critical temperature decreases, and the liquid and
gaseous phases become indistinguishable. For the hard-sphere potential, as a border case
(λ → ∞), there is no longer gas-liquid phase transition. On the other hand, one can see that
the phase diagrams obtained with the perturbation theory agree with simulation data more
favorably for the vapor branch than for the liquid branch. This is not surprising in the extent
that the perturbation theory works better for low densities. Lastly, it should be mentioned
that the structure and thermodynamic properties of the HCY potential have been extensively
studied for the two last decades, as much by computer simulations and integral equation
theory as by means of perturbation theory. Note that many other studies of the HCY potential
with these various methods are available in literature (24).

6. Concluding remarks

In the foregoing, we started with a brief discussion of the liquid state, compared with
the gaseous and solid states. Among other things, we mentioned that one of the most
successes of the microscopic theory of liquids has been to emphasize the importance of the
pair potential u(r) to describe a wide variety of physical properties of liquids. Then, we
learned a rudimentary knowledge of the structure of liquids. The latter is essentially described
by the static structure factor S(q), which can be measured directly by elastic scattering of
neutrons or X-rays. But S(q), or more precisely the pair correlation function g(r), can also
be determined by numerical simulations (known as virtual experiments) and with models
of the microscopic theory of liquids once the nature of the pair potential u(r) is known. The
comparison between simulation results and those of analytical models essentially allows us
to test the models, whereas the comparison of simulation results with experimental results is
the ultimate test to judge the efficiency of the pair potential. Subsequently, we described in
minute detail the calculations of the thermodynamic properties in terms of the pair potential
and pair correlation function. In particular, with the pressure p and the chemical potential
μ to apply equilibrium conditions, it has been shown that we are in a position to determine
theoretical estimates for the liquid-vapor coexistence curve. Finally, we got down to basics of
the thermodynamic perturbation theory, before presenting the liquid-vapor coexistence curve
for the HCY fluid.
In a 1990 time warp, it became apparent that the usefulness of thermodynamic perturbation
theory was on the decline compared to the more powerful simulation methods. This
was primarily due to the rapid increase in the power of computers. At the same time,
the integral equation theory enjoyed renewed popularity with the extensively employed
concept of thermodynamic consistency (25), but this aspect goes beyond the scope of
this short review. Incidentally, we recall that the thermodynamic consistency consists to
adjusting the isothermal compressibility obtained by two different routes. Nevertheless, the
thermodynamic perturbation theory remains undoubtedly the most tractable approach to
predict the thermodynamic properties of liquids. Let us just quote few articles containing
investigations of the HCY fluid with the integral equation theory (26).
As one would expect, the thermodynamic perturbation theory described previously is also
important for mixtures. The thermodynamic properties established for studying pure liquids
can be applied to binary mixtures, with only few modifications. Specifically, analytic
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expressions for the hard-sphere free energy FHS(d1, d2) and subsequent thermodynamic
quantities are readily generalized for a mixture of hard spheres of different diameters d1 and
d2. Therefore, if one estimates that a real binary mixture behaves like binary hard-sphere
fluid, the variational method consists of minimizing FHS(d1, d2) versus the two hard-sphere
diameters, and by taking the resulting minimum upper bound as an approximation to the free
energy. The variational method is not limited neither to hard-sphere reference system nor to
a specific fluid. It should be stressed that systems like pure liquid metals composed of ions
embedded in an electron gas can not be treated as a binary mixture, in the strict sense of the
word, but must be suitably reduced to a one-component system of pseudoions. In contrast,
a liquid metal made up of two species of pseudoions forms a binary mixture, for which the
approach originally developed for simple liquids can be applied. What is it that determines
whether or not two metals will mix to form an alloy is a crucial issue to be answered by
thermodynamic perturbation theory (27).
I would like to express my acknowledgement to Jean-Marc Bomont for its stimulating
discussions.

7. References

[1] M. H. J. Hagen and D. Frenkel, J. Chem. Phys. 101, 4093 (1994).
[2] E. Waisman, Mol. Phys. 25, 45 (1973).
[3] D. Henderson, G. Stell and E. Waisman, J. Chem. Phys. 62, 4247 (1975). D. Henderson, L.

Blum and J. P. Noworyta, J. Chem. Phys. 102, 4973 (1995).
[4] See, for instance, the book of J. P. Hansen and I. R. McDonald, Theory of Simple Liquids,

Acad. Press., London (2006).
[5] W. G. Hoover and F. H. Ree, J. Chem. Phys. 47, 4873 (1967); 49, 3609 (1968).
[6] E. Chacon, M. Reinaldo-Falagan, E. Velasco and P. Tarazona, Phys. Rev. Lett. 87, 166101

(2001). D. Li and S. A. Rice, J. Phys. Chem. B. 108, 19640 (2004). J. M. Bomont and J. L.
Bretonnet, J. Chem. Phys. 124, 054504 (2006).

[7] N. Jakse and J. L. Bretonnet, J. Phys.: Condens. Matter 15, S3455 (2003).
[8] J. G. Kirkwood, J. Chem. Phys. 3, 300 (1935). J. G. Kirkwood and E. Monroe, J. Chem.

Phys. 9, 514 (1941). See also D. A. McQuarrie, Statistical Mechanics, Harper and Row,
New-York (1976), p. 263.

[9] R. E. Nettleton and M. S. Green, J. Chem. Phys. 29, 1365 (1958). H. J. Raveché, J. Chem.
Phys. 55, 2242 (1971).

[10] B. J. Alder and T. E. Wainwright, Phys. Rev. 127, 359 (1962); F. H. Ree and W. G. Hoover,
J. Chem. Phys. 40, 939 (1964).

[11] N. F. Carnahan and K. E. Starling, J. Chem. Phys. 51, 635 (1969).
[12] D. A. McQuarrie, Statistical Mechanics, Harper and Row, New York (1976).
[13] A. J. Greenfield, J. Wellendorf and N. Wiser, Phys. Rev. A 4, 1607 (1971).
[14] N. W. Ashcroft and J. Lekner, Phys. Rev. 156, 83 (1966).
[15] L. Verlet, Phys. Rev. 165, 201 (1968).
[16] R. Zwanzig, J. Chem. Phys. 22, 1420 (1954).
[17] J. A. Barker and D. Henderson, J. Chem. Phys. 47, 2856 (1967).
[18] G. A. Mansoori and F. B. Canfield, J. Chem. Phys. 51, 4958 (1969).
[19] J. A. Barker and D. Henderson, Ann. Rev. Phys. Chem. 23, 439 (1972).
[20] G. A. Mansoori and F. B. Canfield, J. Chem. Phys. 51, 4967 (1969); 51 5295 (1969); 53, 1618

(1970).
[21] J. D. Weeks, D. Chandler and H. C. Andersen, J. Chem. Phys. 54, 5237 (1971); 55, 5422

(1971).

869Thermodynamic Perturbation Theory of Simple Liquids



30 Thermodynamics book 1

correlation functions, inherent in the calculations of the pressure and the chemical potential,
do not represent correctly the growing correlation lengths in approaching the critical point.
Looking at the evolution of the binodal lines as a function of the rate of decay λ of the Yukawa
potential, we remark that higher the critical temperature is, lower λ is. At the same time, the
domain below the binodal line shrinks. In contrast, when λ increases (i. e., the attraction
range of the potential becomes shorter), the critical temperature decreases, and the liquid and
gaseous phases become indistinguishable. For the hard-sphere potential, as a border case
(λ → ∞), there is no longer gas-liquid phase transition. On the other hand, one can see that
the phase diagrams obtained with the perturbation theory agree with simulation data more
favorably for the vapor branch than for the liquid branch. This is not surprising in the extent
that the perturbation theory works better for low densities. Lastly, it should be mentioned
that the structure and thermodynamic properties of the HCY potential have been extensively
studied for the two last decades, as much by computer simulations and integral equation
theory as by means of perturbation theory. Note that many other studies of the HCY potential
with these various methods are available in literature (24).

6. Concluding remarks

In the foregoing, we started with a brief discussion of the liquid state, compared with
the gaseous and solid states. Among other things, we mentioned that one of the most
successes of the microscopic theory of liquids has been to emphasize the importance of the
pair potential u(r) to describe a wide variety of physical properties of liquids. Then, we
learned a rudimentary knowledge of the structure of liquids. The latter is essentially described
by the static structure factor S(q), which can be measured directly by elastic scattering of
neutrons or X-rays. But S(q), or more precisely the pair correlation function g(r), can also
be determined by numerical simulations (known as virtual experiments) and with models
of the microscopic theory of liquids once the nature of the pair potential u(r) is known. The
comparison between simulation results and those of analytical models essentially allows us
to test the models, whereas the comparison of simulation results with experimental results is
the ultimate test to judge the efficiency of the pair potential. Subsequently, we described in
minute detail the calculations of the thermodynamic properties in terms of the pair potential
and pair correlation function. In particular, with the pressure p and the chemical potential
μ to apply equilibrium conditions, it has been shown that we are in a position to determine
theoretical estimates for the liquid-vapor coexistence curve. Finally, we got down to basics of
the thermodynamic perturbation theory, before presenting the liquid-vapor coexistence curve
for the HCY fluid.
In a 1990 time warp, it became apparent that the usefulness of thermodynamic perturbation
theory was on the decline compared to the more powerful simulation methods. This
was primarily due to the rapid increase in the power of computers. At the same time,
the integral equation theory enjoyed renewed popularity with the extensively employed
concept of thermodynamic consistency (25), but this aspect goes beyond the scope of
this short review. Incidentally, we recall that the thermodynamic consistency consists to
adjusting the isothermal compressibility obtained by two different routes. Nevertheless, the
thermodynamic perturbation theory remains undoubtedly the most tractable approach to
predict the thermodynamic properties of liquids. Let us just quote few articles containing
investigations of the HCY fluid with the integral equation theory (26).
As one would expect, the thermodynamic perturbation theory described previously is also
important for mixtures. The thermodynamic properties established for studying pure liquids
can be applied to binary mixtures, with only few modifications. Specifically, analytic
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expressions for the hard-sphere free energy FHS(d1, d2) and subsequent thermodynamic
quantities are readily generalized for a mixture of hard spheres of different diameters d1 and
d2. Therefore, if one estimates that a real binary mixture behaves like binary hard-sphere
fluid, the variational method consists of minimizing FHS(d1, d2) versus the two hard-sphere
diameters, and by taking the resulting minimum upper bound as an approximation to the free
energy. The variational method is not limited neither to hard-sphere reference system nor to
a specific fluid. It should be stressed that systems like pure liquid metals composed of ions
embedded in an electron gas can not be treated as a binary mixture, in the strict sense of the
word, but must be suitably reduced to a one-component system of pseudoions. In contrast,
a liquid metal made up of two species of pseudoions forms a binary mixture, for which the
approach originally developed for simple liquids can be applied. What is it that determines
whether or not two metals will mix to form an alloy is a crucial issue to be answered by
thermodynamic perturbation theory (27).
I would like to express my acknowledgement to Jean-Marc Bomont for its stimulating
discussions.
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1. Introduction 
Solution microcalorimetry has entrenched itself as a major technique in laboratories 
concerned with studying the thermodynamics of chemical systems. Recent developments in 
the calorimeter marketplace will undoubtedly continue to popularize microcalorimeters as 
mainstream instruments. The technology of microcalorimetry has in turn benefited from this 
trend in terms of enhanced sensitivity, signal stability, physical footprint and user-
friendliness. As the popularity of solution microcalorimeters has grown, so has an 
impressive body of literature on various aspects of microcalorimetry, particularly with 
respect to biophysical characterizations. The focus of this chapter is on experimental and 
analytical aspects of solution microcalorimetry that are novel or represent potential pitfalls. 
It is hoped that this information will aid bench scientists in the formulation and numerical 
analysis of models that describe their particular experimental systems. This is a valuable 
skill, since frustrations often arise from uninformed reliance on turnkey software that 
accompany contemporary instruments. This chapter will cover both differential scanning 
calorimetry (DSC) and isothermal titration calorimetry (ITC). It targets physical chemists, 
biochemists, and chemical engineers who have some experience in calorimetric techniques 
as well as nonlinear regression (least-square analysis), and are interested in quantitative 
thermodynamic characterizations of noncovalent interactions in solution. 

2. Differential scanning calorimetry 
DSC measures the heat capacity (Cp) of a sample as the instrument “scans” up or down in 
temperature. For reversible systems, direct interpretation of the data in terms of 
thermodynamic parameters requires that chemical equilibrium be re-established much more 
rapidly than the scan rate. This can be verified by comparing data obtained at different scan 
rates. For transitions involving a change in molecularity (e.g., self-association/dissociation, 
ligand binding/unbinding), reversibility can also be confirmed by the lack of hysteresis 
between heating and cooling experiments. The optimal scan rate is ultimately a compromise 
between the requirement for reversibility and the desire for reasonable throughput; 
typically this falls between 0.5 to 1.0 °C/min for most systems in dilute aqueous solutions. 

2.1 Experimental conditions for DSC 
The observed or apparent thermodynamics of solution systems generally include linked 
contributions from other solutes in addition to the species of interest. They include buffers, 
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1. Introduction 
Solution microcalorimetry has entrenched itself as a major technique in laboratories 
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mainstream instruments. The technology of microcalorimetry has in turn benefited from this 
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analytical aspects of solution microcalorimetry that are novel or represent potential pitfalls. 
It is hoped that this information will aid bench scientists in the formulation and numerical 
analysis of models that describe their particular experimental systems. This is a valuable 
skill, since frustrations often arise from uninformed reliance on turnkey software that 
accompany contemporary instruments. This chapter will cover both differential scanning 
calorimetry (DSC) and isothermal titration calorimetry (ITC). It targets physical chemists, 
biochemists, and chemical engineers who have some experience in calorimetric techniques 
as well as nonlinear regression (least-square analysis), and are interested in quantitative 
thermodynamic characterizations of noncovalent interactions in solution. 

2. Differential scanning calorimetry 
DSC measures the heat capacity (Cp) of a sample as the instrument “scans” up or down in 
temperature. For reversible systems, direct interpretation of the data in terms of 
thermodynamic parameters requires that chemical equilibrium be re-established much more 
rapidly than the scan rate. This can be verified by comparing data obtained at different scan 
rates. For transitions involving a change in molecularity (e.g., self-association/dissociation, 
ligand binding/unbinding), reversibility can also be confirmed by the lack of hysteresis 
between heating and cooling experiments. The optimal scan rate is ultimately a compromise 
between the requirement for reversibility and the desire for reasonable throughput; 
typically this falls between 0.5 to 1.0 °C/min for most systems in dilute aqueous solutions. 

2.1 Experimental conditions for DSC 
The observed or apparent thermodynamics of solution systems generally include linked 
contributions from other solutes in addition to the species of interest. They include buffers, 
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salts, neutral cosolutes, and cosolvents. Of these, the choice of buffer, or any ionizable 
species in general, must take into account the change in pKa with respect to temperature i.e., 
the enthalpy of ionization (Hion). Unless a buffer’s Hion is negligibly small, its pKa will 
exhibit a temperature dependence, leading to a change in pH of the solution upon heating or 
cooling. Failure to take this fact into account may introduce significant artifacts into the 
observed melting behavior. Such changes in pH represent a different issue from any 
coupled ionization enthalpy arising from the release or uptake of protons associated with 
the transition of interest. 
The direction and extent of the temperature of pH for a buffered solution depends on the 
sign and magnitude of Hion as well as the concentration of the buffering species. Consider 
the ionization of a buffer AZ in the direction of deprotonation to produce its conjugate base 
BZ-1: 

 1A  B Hz z   (1) 

According to the van’t Hoff equation, 

 ion ion10
(1 / ) (1 / )

pKadK d dH
d T d T R



   , (2) 

where R is the gas constant, T is absolute temperature, and 
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[H ][B ]
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z

z
K  . (3) 

Thus, for a buffer with a positive (endothermic) Hion, its ionization equilibrium shifts 
towards deprotonation as temperature increases, leading to a drop in pH. Conversely, the 
pH of a solution buffered by an exothermic buffer rises with increasing pH. 
Table 1 lists several common buffers for aqueous solutions (King 1969; Disteche 1972; Lo 
Surdo et al. 1979; Kitamura and Itoh 1987; Goldberg et al. 2002). As a group, substituted 
ammonium compounds exhibit substantial positive values of Hion, making them poor 
choices for DSC experiments. These compounds include the so-called “Good buffers” (Good 
et al. 1966) that are prevalent in biochemistry. Among these, Tris, is a particular offender: 
the pH of a 25 mM solution initially buffered at pH 9.0 drops by more than one pH unit 
from 0 to 37°C (Poon et al. 2002). In contrast, the ionization of carboxylic acids and their 
analogues is far less sensitive to temperature. Generally, buffers based on acetate, 
cacodylate, and phosphate, for example, are preferred choices for DSC experiments. 
Another important note relates to polyprotic species such as phosphates, citrates, and 
borates, whose pKa also depends markedly on ionic strength. This relationship is 
quantitatively given by the volume changes of ionization (V°) and interpreted in terms of 
electrostriction of solvent water molecules. Thus, the addition of salts such as NaCl or 
guanidinium salts (the latter commonly used to denature proteins) will systematically 
reduce the pH of a solution buffered by polyprotic acids. The pH of a 0.1 M phosphate 
buffer at pH 7.2, for example, can fall by 0.5 pH unit upon addition of 0.5 M of NaCl. Molar 
concentrations of guanidinium hydrochloride will produce an even greater drop. On the 
other hand, inorganic cosolvents have the opposite effect by affecting the solution dielectric. 
Of course, once the pH of these buffers is adjusted to a value that is compatible with the 
apparent pKa, it will be stable with respect to temperature. As seen in Table 1, it is generally 
the case that a buffer is either sensitive to temperature or ionic strength in aqueous solution. 
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Buffer pKa H°, kJ mol-1 Cp°, J K-1 mol-1 V°, mL mol-1 a 
     
     

Acetate 4.756 -0.41 -142 -10.6 
Bicine 8.334 26.34 0 -2.0 
Bis-tris 6.484 28.4 27 3.1 

Cacodylate 6.28 -3 -86 -13.3 

Citrate 
3.128 
4.761 
6.396 

4.07 
2.23 
-3.38 

-131 
-178 
-254 

-10.7 
-12.3 
-22.3 

Glycine 2.351 
9.780 

4 
44.2 

-139 
-57 -6.8 

HEPES 7.564 20.4 47 4.8 
Imidazole 6.993 36.64 -9 1.8 

MES 6.27 14.8 5 3.9 
MOPS 7.184 21.1 25 4.7 

Phosphate 
2.148 
7.198 
12.35 

-8 
3.6 
16 

-141 
-230 
-242 

-16.3 
-25.9 
-36.0 

Succinate 4.207 
5.636 

3.0 
-0.5 

-121 
-217  

Tris 8.072 47.45 -142 4.3 
     

a Ionization volume at atmospheric pressure at infinite dilution. 

Table 1. Thermodynamic properties of ionization by common aqueous buffers 

2.2 Analysis of DSC data 
A complete DSC experiment consists of matched scans of a sample and a sample-free 
reference solution. Blank-subtracted data can be empirically analyzed to obtain model-
independent thermodynamic parameters. The difference between pre- and post-transition 
baselines gives the change in heat capacity, Cp. After subtracting a suitable baseline across 
the transition range, the arithmetic integration of the Cp vs. T trace yields the so-called 
calorimetric enthalpy: 

 cal p

T

T

f

i
H C dT   . (4) 

Hcal is the value of the transition enthalpy at the transition temperature, Tm. The entropy at 
Tm is 

 cal( )m
m

HS T
T


  . (5) 

Thus, a single DSC experiment yields the complete thermodynamics of a transition. Model-
free determination of thermodynamics, including the direct measurement of Cp, is a 
unique feature of DSC not possible with optical techniques (such as absorption and 
fluorescence spectroscopy) which access H via the van't Hoff equation. However, model 
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Thus, a single DSC experiment yields the complete thermodynamics of a transition. Model-
free determination of thermodynamics, including the direct measurement of Cp, is a 
unique feature of DSC not possible with optical techniques (such as absorption and 
fluorescence spectroscopy) which access H via the van't Hoff equation. However, model 
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fitting by least-square analysis can extract considerably more useful information and 
facilitate quantitative hypothesis testing. 
In general, the reference-subtracted DSC data represent the heat capacity of the initial state 0 
(Cp,0) as well as the excess heat capacity function, <Cp(T)>: 

 p p,0 p( ) ( )C T C C T   . (6) 

Consider a general model in which the sample undergoes a transition from initial state 0 
through intermediates 1, 2, ... , i to the final state n. (One can readily envisage extensions of 
this model in which a heterotypic complex dissociates into subunits which then go on to 
further, independent transitions.) The excess heat capacity function is (Privalov and 
Potekhin 1986) 
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where Hi and Cp,i are the enthalpy and heat capacity change, respectively, from state 0 to 
state i, and i(T) is the fractional conversion at state i. tr

p , ( )iC T and int
p , ( )iC T are called 

"transition" and "intrinsic" heat capacities, respectively. The intrinsic heat capacity, which 
represents the summed heat capacities of the various species present at T, is the baseline 
function of the observed DSC trace (Figure 1). Some analytical protocols invite the user to 
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Fig. 1. An excess heat capacity function and its constituent transition and intrinsic heat 
capacities. Integration of the transition heat capacity, tr

p , ( )iC T , gives Hcal at the transition 

temperature (50°C here). 
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perform manual baseline subtraction before fitting a excess heat capacity function. This is 
intended to eliminate int

p , ( )iC T  from the fitting function. In the transition region, manual 
baseline subtraction requires either heuristic or semi-empirical criteria to connect the pre- 
and post-transitional states. This is both unnecessary and questionable practice, since 
manual editing may (and probably do) bias the data. The most appropriate approach is to fit 
both the excess and intrinsic heat capacities directly according to Eq (7). Since both terms are 
functions of i(T), the fitted baseline will objectively track the progress of each transition. 
Note that Cp,0 and Cp,i are taken to be constants in Eqs (6) and (7) since their temperature 
dependence is generally weak over the experimental range. They can be formulated, if 
desired, as polynomials to define nonlinear baselines. Care must be taken, however, to 
ensure that such curvature is not masking some low-enthalpy transition such as 
conformation changes of proteins in the native state (Privalov and Dragan 2007). 

2.2.1 Formulation of DSC models 
The principal task in formulating DSC models is deriving expressions for i(T) from the 
relevant equilibrium expressions and equations of state. Implicit in this task is the 
computation of Ki from its corresponding thermodynamic parameters. This in turn requires 
the choice of a reference temperature, the most convenient of which is the characteristic 
temperature T° at which G(T°) = 0: 

 p( ) ( ) 1 lnT TG T H T C T T T
T T

                  
. (8) 

Again Cp is taken to be independent of temperature in the experimental range. The 
simplest DSC model involves the isomeric conversion of a species in a strictly two-state 
manner (i.e., no intermediate state is populated at equilibrium). The denaturation of many 
single-domain proteins exemplifies this model. This excess heat capacity function is 
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The two terms on the right side represent tr
p , ( )iC T and int

p , ( )iC T , respectively. The DSC 

traces in Figure 1 are simulated using Eq (9) with H = 50 kcal/mol, Cp = 500 cal mol-1 K-1, 
and T° = 50°C (1 cal  4.184 J). In this model, T° is the midpoint of the transition (i.e., K = 1 

and 0.5
1

K
K

  


) and marks the maximum of the int
p , ( )iC T  function. 

For transitions involving changes in molecularity, i(T) includes total sample concentration, 
ct in addition to equilibrium constants. While the mechanics of formulating such models is 
not different, a potential source of inconsistency arises from the choice of unit in 
thermodynamic parameters. Specifically, every intensive thermodynamic parameter can be 
defined either per unit of monomer or oligomer. Either choice is correct, of course, but the 
resultant differences may lead to some confusion. Take for example a two-state homo-
oligomeric transition (Privalov and Potekhin 1986; Freire 1989): 
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fitting by least-square analysis can extract considerably more useful information and 
facilitate quantitative hypothesis testing. 
In general, the reference-subtracted DSC data represent the heat capacity of the initial state 0 
(Cp,0) as well as the excess heat capacity function, <Cp(T)>: 
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where Hi and Cp,i are the enthalpy and heat capacity change, respectively, from state 0 to 
state i, and i(T) is the fractional conversion at state i. tr
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represents the summed heat capacities of the various species present at T, is the baseline 
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ct in addition to equilibrium constants. While the mechanics of formulating such models is 
not different, a potential source of inconsistency arises from the choice of unit in 
thermodynamic parameters. Specifically, every intensive thermodynamic parameter can be 
defined either per unit of monomer or oligomer. Either choice is correct, of course, but the 
resultant differences may lead to some confusion. Take for example a two-state homo-
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where K is the equilibrium dissociation constant. Table 2 shows the subtle differences in 
accounting arising out of the two definitions. 
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Table 2. Equivalent formulations of a two-state homo-oligomeric transition 

In the author's experience (Poon et al. 2007), the choice of per unit monomer is more 
convenient, particularly when oligomers of different molecularities are compared. In 
addition, it can be seen that K is a polynomial in  of order n. Even in cases where  can be 
solved explicitly in terms of K and ct (n ≤ 4), it is advisable to use numerical procedures such 
as Newton's method instead to minimize potential algebraic errors and avoid a loss of 
significance in the fitting procedure. 
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Fig. 2. Two-state dissociation of an homo-oligomer. The traces are simulated for a pentamer 
(n = 5) where H = 50 kcal mol-1, Cp = 250 cal mol-1 K-1 and T° = 100°C. All 
thermodynamics parameters are per unit monomer. Note the asymmetry in both heat 
capacity functions. 
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An additional consideration for transitions involving changes in molecularity concerns the 
choice and interpretation of the reference temperature. In contrast with isomeric transitions, 
T° is neither the midpoint of a transition (in the context of concentrations) nor does it mark 
the maximum of the transition heat capacity function. Both of the latter temperatures are 
lower than T°. In addition, the midpoint of the transition, T50, is below the temperature of 
the transition heat capacity maximum, Tm. These relationships are illustrated for the two-
state dissociation model in Figure 2. The non-equivalence of Tm and T50 also introduces a 
systematic difference between the calorimetric and van't Hoff enthalpies (HvH, reported at 
Tm) (Freire 1989; Freire 1995). Moreover, the actual values of T50 and Tm are concentration-
dependent, and this serves as a diagnostic for a change in molecularity in the transition. For 
data fitting purposes, T° remains the most efficient choice because it is independent of 
concentration. After data fitting, estimates of Tm and T50 can also be easily obtained from the 
fitted curve. 
Extension of the foregoing discussion applies readily to multi-state transitions. However, an 
explicit, statistical thermodynamic approach is generally used to derive the required 
equations for each state as a function of the partition function (Freire and Biltonen 1978). 
Details in deriving these models have been discussed extensively by Privalov's and Freire's 
groups (Privalov and Potekhin 1986; Freire 1994). From the standpoint of numerical 
analysis, it is worth noting that the excess enthalpy is the summed contributions from each 
state: 
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Depending on the number of states considered, the expansion of the derivative on the right 
side of Eq (11) can be formidable. Commercial programs such as Mathematica (Wolfram 
Research, Champaign, IL, USA) are thus recommended for symbolic manipulation for all 
but the most trivial derivations. Less preferably, one can numerically integrate the raw Cp 
vs. T data and fit ( )H T  directly. There are generally enough data points (at 0.1°C 
resolution) in an experiment that any loss of resolution should be negligibly small.  

3. Isothermal titration calorimetry 
As its name indicates, ITC measures the heat change accompanying the injection of a titrant 
into titrate at constant temperature. In contemporary instruments, this is accomplished by 
compensating for any temperature difference between the sample and reference cells (the 
latter lacking titrate, usually just water). The raw ITC signal is therefore power P, a time-
dependent variable. Integration with respect to time therefore yields heat q which is the 
primary dependent variable that tracks the progress of the titration of interest: 
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Typically, ITC is operated in incremental mode in which the titrant is injected in preset 
aliquots after successive re-equilibration periods. A feature of ITC that distinguishes it from 
most titration techniques is that the measured heat does not accumulate from one injection 
to the next, but dissipates as the instrument measures the heat signal by returning the 
sample and reference cells to isothermal conditions. ITC is therefore a differential technique 
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with respect to the concentration of the titrant (X) i.e., the derivative of q with respect to the 
total titrant concentration, [X]t: 
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where [Xi]b is the concentration of X in the i-th bound state. This contrasts with most other 
physical binding signals (e.g., absorbance, fluorescence intensity or anisotropy, pH) which 
are integrative in nature. 

3.1 Experimental conditions for ITC 
As a thermodynamic tool for studying molecular interactions, the singular strength of ITC is 
the direct measurement of binding enthalpies. Model-based analysis of ITC data, the subject 
of Section 3.2, allows the extraction of binding affinity and additional parameters in complex 
systems. As a label-free technique, ITC compares favorably with other titration techniques 
such as fluorescence and radioactivity. However, despite much-improved sensitivity 
(minimum detectable thermal energy <0.1 µJ), baseline stability, and titrant control found in 
contemporary instruments, sensitivity of ITC is relatively limited. The actual limit of 
detection depends primarily on the intrinsic enthalpy of the binding system at the 
temperature of interest, and to a lesser extent, the physical configuration of the instrument. 
Roughly speaking, a typical ITC experiment requires at least 10-6 M of titrate in a 1-mL 
volume and 10-4 M of titrant in a 100-µL syringe. (Recently, so-called "low volume" 
instruments equipped with 200-µL cells and 50-µL syringes have become available.) 
The sensitivity of ITC is helped considerably by the differential nature of its signal (which is 

proportional to 
t[X]

dq
d

) with respect to titrant concentration (Figure 3). In practice, the 

requirement for sufficient concentration in the sample cell to produce sufficient heat signals 
poses a direct limit on the tightest binding that may be reliably determined. Specifically, 
depletion of titrant dominates at titrate concentrations that are high relative to the 
dissociation constant K. Under this condition, the titration approaches a discontinuity in the 
first derivative at the equivalence point (Poon 2010). In the case of simple 1:1 binding, an 
empirical relationship that the product 1 < ctitrate/K < 1000, where ctitrate is the titrate 
concentration, is optimal for reliable estimation of K (Wiseman et al. 1989). One way of 
getting around this problem for very tight binding is to lower the apparent value of K by 
including a suitable, fixed concentration of competitor in the cell. Another possibility is 
continuous ITC, which will be discussed in Section 3.1.2. It should be noted that even under 
conditions where K cannot be determined, H can still be determined by integration of the 
measured heat: 

 
0

titrate

( )1 V q vH dv
c v
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where V is the volume of the (fixed) sample cell. (A volume correction is generally 
necessary; see Section 3.2.1.3.) A requirement for Eq (14) is, of course, that the titration is 
complete. Whichever the case, repeating the titration at different temperatures provides an 
estimate of the change in heat capacity by Kirchoff's relation: 
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If the interaction under investigation occurs in a buffered solution, the earlier discussion on 
the temperature dependence of pKa would again be relevant. More generally, binding that 
involves coupled uptake or release of protons will contain the buffer's enthalpy of ionization 
in the apparent binding enthalpy (Fisher and Singh 1995). 
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Fig. 3. The differential nature of ITC data. The volume and enthalpy are intentionally 
omitted to illustrate the differential nature of ITC data with respect to total titrant 
concentration. Simulated 1:1 binding to 10 µM titrate is shown in Panel A, with the 
corresponding integrated binding curves in Panel B. The values of K are as follows: a, 10-9 
M; b, 10-8 M; c, 10-7 M; d, 10-6 M; and e, 10-5 M. The values of ctitrate/K range from 104 to 1. 

Finally, ITC has been used as an “analog” of DSC for studying the stability of complexes. A 
concentrated solution of complex in the syringe is titrated into pure water or buffer in the 
cell. The resulting dilution drives complex dissociation and the attendant enthalpy is 
measured. This method has been used to characterize complexes through the spectrum of 
stoichiometries, from dimers (Burrows et al. 1994; Lovatt et al. 1996) to higher oligomers 
(Lassalle et al. 1998; Luke et al. 2005) to polymeric species (Stoesser and Gill 1967; Arnaud 
and Bouteiller 2004). Again, given the sensitivity of ITC, relatively high concentrations are 
required, so this technique is limited to the measurement of relatively weak complexes. It 
has been shown (Poon 2010) that the ITC data can be used to diagnose a dimeric or higher-
order complex based on the presence of an inflection point in the latter. 

3.1.1 Baseline signals 
Two types of baselines are operative in an ITC experiment. One is instrument noise. Drifts 
on the order of 0.02 µW/h are routinely achievable in contemporary instruments. Another 
source of baseline arises from the injection of titrant. At the very least, viscous mixing makes 
a measurable if small exothermic contribution to the observed heat. This effect can be 
observed in a blank-to-blank injection (Figure 4), and serves as a casual useful indicator of 
the cleanliness of the cell and syringe between sample runs. Moreover, any mismatch in the 
matrices of the titrant and titrate will be manifest as a dilution enthalpy with each injection. 
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with respect to the concentration of the titrant (X) i.e., the derivative of q with respect to the 
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order complex based on the presence of an inflection point in the latter. 

3.1.1 Baseline signals 
Two types of baselines are operative in an ITC experiment. One is instrument noise. Drifts 
on the order of 0.02 µW/h are routinely achievable in contemporary instruments. Another 
source of baseline arises from the injection of titrant. At the very least, viscous mixing makes 
a measurable if small exothermic contribution to the observed heat. This effect can be 
observed in a blank-to-blank injection (Figure 4), and serves as a casual useful indicator of 
the cleanliness of the cell and syringe between sample runs. Moreover, any mismatch in the 
matrices of the titrant and titrate will be manifest as a dilution enthalpy with each injection. 
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For small molecules, solids or lyophilized samples are usually dissolved in water or buffer. 
To complicate matters, hydrophobic solutes often require a cosolvent such as DMSO or 
DMF to achieve initial solubility before addition of the aqueous solvent; dilution of the 
cosolvent will therefore contribute to the observed heat at each injection. In other cases, 
ionizable solutes can perturb solution pH due to their substantial (>10-3 M) concentration in 
the syringe. Unless the solvent is adequately buffered, the pH in the cell and syringe will 
differ significantly and neutralization heats will contribute to the observed signal. 
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Fig. 4. Typical water-water control "titration." Inset, integrated areas of the water peaks. 
Given the low signal-to-noise ratios, the values must be considered very crude. However, 
the scatter also attests to the cleanliness of the cell and syringe. 

In the case of macromolecular titrant and titrates, the solution matrices can be closely 
matched by extensive co-dialysis in the same solution. Care must be taken, however, with 
ionic polymers such as nucleic acids. These solutes can alter the distribution of ions in their 
compartment during dialysis due to the Donnan effect. Specifically, a non-diffusible 
polyionic solute excludes diffusible ions of the same charge from their compartment and 
therefore induces an asymmetric distribution of diffusible ions across the semipermeable 
membrane at equilibrium. To illustrate, for a simple system consisting only of the non-
diffusible polyion M and a monovalent salt AB, the ratio concentrations of A+ or B- across 
the membrane is (Cantor and Schimmel 1980): 
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where z is the charge on the polyion (shown simply as M for brevity). At the concentrations 
required for the syringe, z[M] can be substantial. For example, a duplex oligonucleotide 
consisting of 20 base-pairs represents at 100 µM contributes 4 mM in total anions 
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(phosphates). The so-called Donnan ratio, rD, is significantly above unity even at low 
polyion:salt ratios (). Eq (16) shows that a ten-fold excess of salt concentrations (=0.1) 
leads to a 10% exclusion of A or B from the compartment occupied by polyion. If AB is a 
buffer salt, the result is also a change of pH. Such asymmetry will modify the heat observed 
by ITC. As is well known, and illustrated by Eq (16), Donnan effects can be suppressed by 
ensuring a sufficient excess of diffusible salt in the dialysate. Unfortunately, the required salt 
concentrations may interfere with the investigation of interactions mediated substantially by 
electrostatic effects (as is usually the case for polyions). If possible, therefore, it is advisable 
to arrange for the polyionic species to be in the cell, where concentrations are lower. 
In practical terms, none of these baselines effects are significant if the heat generated by the 
interaction of interest is sufficiently strong. This is not always achievable, however, for 
several reasons. Availability or solubility of the sample, particularly biological samples, may 
be limiting. It may also be desirable, for example, to perform titrations at a range of cell 
concentrations for binding to oligomerizing systems. Characterization of binding to a 
polyion at low salt concentration may require a reduced concentration. Thus, strategies for 
handling relatively low signal-to-noise situations are helpful in many situations. The most 
basic of these involve inspection and, where necessary, manual editing of the power 
baseline to mitigate the occasion excursion due to instrumental noise. To this end, an 
increase in the time between injection may be indicated to unambiguously identify the 
restoration of baseline. In addition, the residual heats (which may be up to 10 µJ) after the 
equivalence point are unlikely to be negligible. Subtraction with data from a titrant-to-blank 
run would likely introduce more noise into the data and be no more helpful than taking a 
simple average of the final post-equivalence heats. If the data is to be fitted to models, a 
more appropriate solution is to add a constant parameter B to the fitting equation: 
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3.1.2 Continuous ITC titrations 
While incremental titrations most commonly performed in ITC, an alternative mode of 
operation is a continuous titration (cITC) (Markova and Hallén 2004). In cITC, the titrant is 
continuously into injected the cell at a low rate (~0.1 µL/s). The primary advantage of cITC 
is throughput. An incremental ITC experiment typically requiring 20 injections of 5 µL at 
intervals of 300 s takes (neglecting time for baseline stabilization) 100 min; at 0.1 µL/s, cITC 
would require approximately 17 min. Another potential motivation for cITC is increased 
resolution in terms of model-dependent analysis. In incremental ITC, peak-by-peak 

integration of thermal power is performed to obtain 
t[X]

dq
d

. This step reduces the number of 

collected data points (typically 1 s-1 over 103 s, or about one to two hours) for nonlinear 
regression to the number of injections (usually 10 to 30). By using the thermal power data 
directly for fitting, cITC can in principle discriminate the curvature required to define tight 
binding. 
Maintenance of quasi-equilibrium conditions throughout the titration is essential to correct 
interpretation of derived thermodynamic parameters and is a major concern for cITC. To 
this end, the stirring rate in cITC must be considerably increased (up to 700 rpm) relative to 
incremental ITC to facilitate mixing of titrant into the titrate solution. Additionally, the 
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matched by extensive co-dialysis in the same solution. Care must be taken, however, with 
ionic polymers such as nucleic acids. These solutes can alter the distribution of ions in their 
compartment during dialysis due to the Donnan effect. Specifically, a non-diffusible 
polyionic solute excludes diffusible ions of the same charge from their compartment and 
therefore induces an asymmetric distribution of diffusible ions across the semipermeable 
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required for the syringe, z[M] can be substantial. For example, a duplex oligonucleotide 
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(phosphates). The so-called Donnan ratio, rD, is significantly above unity even at low 
polyion:salt ratios (). Eq (16) shows that a ten-fold excess of salt concentrations (=0.1) 
leads to a 10% exclusion of A or B from the compartment occupied by polyion. If AB is a 
buffer salt, the result is also a change of pH. Such asymmetry will modify the heat observed 
by ITC. As is well known, and illustrated by Eq (16), Donnan effects can be suppressed by 
ensuring a sufficient excess of diffusible salt in the dialysate. Unfortunately, the required salt 
concentrations may interfere with the investigation of interactions mediated substantially by 
electrostatic effects (as is usually the case for polyions). If possible, therefore, it is advisable 
to arrange for the polyionic species to be in the cell, where concentrations are lower. 
In practical terms, none of these baselines effects are significant if the heat generated by the 
interaction of interest is sufficiently strong. This is not always achievable, however, for 
several reasons. Availability or solubility of the sample, particularly biological samples, may 
be limiting. It may also be desirable, for example, to perform titrations at a range of cell 
concentrations for binding to oligomerizing systems. Characterization of binding to a 
polyion at low salt concentration may require a reduced concentration. Thus, strategies for 
handling relatively low signal-to-noise situations are helpful in many situations. The most 
basic of these involve inspection and, where necessary, manual editing of the power 
baseline to mitigate the occasion excursion due to instrumental noise. To this end, an 
increase in the time between injection may be indicated to unambiguously identify the 
restoration of baseline. In addition, the residual heats (which may be up to 10 µJ) after the 
equivalence point are unlikely to be negligible. Subtraction with data from a titrant-to-blank 
run would likely introduce more noise into the data and be no more helpful than taking a 
simple average of the final post-equivalence heats. If the data is to be fitted to models, a 
more appropriate solution is to add a constant parameter B to the fitting equation: 
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3.1.2 Continuous ITC titrations 
While incremental titrations most commonly performed in ITC, an alternative mode of 
operation is a continuous titration (cITC) (Markova and Hallén 2004). In cITC, the titrant is 
continuously into injected the cell at a low rate (~0.1 µL/s). The primary advantage of cITC 
is throughput. An incremental ITC experiment typically requiring 20 injections of 5 µL at 
intervals of 300 s takes (neglecting time for baseline stabilization) 100 min; at 0.1 µL/s, cITC 
would require approximately 17 min. Another potential motivation for cITC is increased 
resolution in terms of model-dependent analysis. In incremental ITC, peak-by-peak 

integration of thermal power is performed to obtain 
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. This step reduces the number of 

collected data points (typically 1 s-1 over 103 s, or about one to two hours) for nonlinear 
regression to the number of injections (usually 10 to 30). By using the thermal power data 
directly for fitting, cITC can in principle discriminate the curvature required to define tight 
binding. 
Maintenance of quasi-equilibrium conditions throughout the titration is essential to correct 
interpretation of derived thermodynamic parameters and is a major concern for cITC. To 
this end, the stirring rate in cITC must be considerably increased (up to 700 rpm) relative to 
incremental ITC to facilitate mixing of titrant into the titrate solution. Additionally, the 
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instrument must be able to provide sufficient thermal compensation during the titration to 
maintain isothermal conditions. Finally, the kinetics of the interaction of interest must be 
fast relative to the injection rate. Generally speaking, these criteria are most likely met by 
relatively high-affinity interactions with moderate binding enthalpies. 

3.2 Analysis of ITC data 
The direct measurement of H is considered a significant advantage over non-calorimetric 
binding methods since the latter access the binding thermodynamics indirectly in terms of 
the equilibrium constant K via the van’t Hoff equation: 

 vHln
(1 / )
d K H

d T R


  . (18) 

Estimation of Cp by non-calorimetric methods, therefore, involves taking a second 
derivative of the measured data. Another potential source of difficulty is the interpretation 
of K, which is model-dependent. As in DSC, however, ITC becomes a considerably more 
useful analytical technique when model fitting is used for parameter estimation and 
hypothesis testing. Moreover, agreement between the directly-fitted, calorimetric H and 
the van't Hoff HvH obtained from Eq (18) is a strong indication of the physical correctness 
of the model at hand. 
The most fundamental concept in the analysis of ITC data is the differential nature of the 
heat signal with respect to titrant concentration (Figure 3). Recalling Eq (13), 
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Integration of this fundamental equation gives the is the functional form of conventional 
binding models: 
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The ideal approach to fitting ITC data is to directly fit Eq (13) (Poon 2010). For simple 

models, it is possible to write analytical expressions for b
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the functional form of Eq (19). Take, for example, simple 1:1 binding of X + Y   XY: 
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where 
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K    is the equilibrium dissociation constant. Its derivative is 
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where r = K/[X]t and  = [X]t/[Y]t. Eq (21) is sometimes referred to as the Wiseman 
isotherm (Wiseman et al. 1989). As complexity of the model increases, however, the algebra 
involved rapidly becomes prohibitive. In any case, numerical methods provide the means 
for generating solutions for Eq (13). 

3.2.1 Numerical aspects of ITC data analysis 
Given the usual practice of formulating models in terms of total or unbound concentrations, 
rather than their derivatives, conventional ITC data analysis has handled the differential 
nature of calorimetric data by fitting to a finite-difference version of Eq (13). Thus, for the j-
th injection: 

 1j j j jq q q q    , (22) 

where qj is a volume-correction factor. This approach has the apparent advantage that 
models which have been formulated in terms of [X]b vs. [X]t can be used directly. However, 
Eq (22) represents poor practice in nonlinear regression. Since each computation of qj 
requires evaluation of q corresponding to two consecutive injections, j and j-1, the data 
points (and their errors, albeit small) are not independent. Independence of observations 
constitutes a major assumption of nonlinear regression, one which the recursive form of Eq 
(22) clearly violates. Specifically, the residual in qj during fitting becomes increasing 
correlated with increasing j. In addition, the resultant propagation of error likely violates the 
assumption of homoscedasticity (uniform variance) as well. Unless specialized regression 
techniques are employed (such as correlated least-squares), violations of these assumptions 
potentially calls the errors of the parameters, and possibly the parameters themselves, into 
question. 
From the perspective of numerical analysis, Eq (22) is also entirely unnecessary. As stated 
previously, the most appropriate approach to handling ITC data is to fit Eq (13) directly. 

Posed in the form of Eq (13), ITC models (more specifically, the solution of b

t
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[X]

d
d

) represent 

classic initial value problems (IVPs). IVPs are first-order ordinary differential equations 
(ODEs) with a specific initial condition ([X]b = 0 at [X]t = 0) for which numerical methods for 
their solution are well-established. In addition avoiding the statistical pitfalls of Eq (22), 
formulating ITC models as differential equations simplify the algebra considerably. This is 
because implicit differentiation offers a welcome shortcut that obviates the need for an 
explicit solution for [X]b. This is illustrated for X + Y   XY with Eq (20): 
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. (23) 

Recognizing that [X]t, [Y]t are constants (and K being the parameter to be estimated), Eq (23) 
takes on a noticeable simpler (but equivalent) form compared to the Wiseman isotherm, Eq 
(21). More importantly, implicit differentiation always yields an explicit ODE even when no 
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instrument must be able to provide sufficient thermal compensation during the titration to 
maintain isothermal conditions. Finally, the kinetics of the interaction of interest must be 
fast relative to the injection rate. Generally speaking, these criteria are most likely met by 
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Recognizing that [X]t, [Y]t are constants (and K being the parameter to be estimated), Eq (23) 
takes on a noticeable simpler (but equivalent) form compared to the Wiseman isotherm, Eq 
(21). More importantly, implicit differentiation always yields an explicit ODE even when no 
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analytical expression for [X]b exists e.g., polynomials of order >4. Direct substitution of Eq 
(23) into Eq (13) directly yields the ODE needed to generate values for nonlinear regression. 
This approach of formulating explicit titration models for ITC has been demonstrated for 
many empirical models in common use, including the multi-site model, homotropic 
cooperativity, and two-state self-association (Poon 2010). To further illustrate the this 
approach, a competitive binding model will be examined. This is a method of measuring 
tight binding by ITC by adding a competitive species in the cell to reduce the apparent 
affinity (Sigurskjold 2000). The mechanism is an example of the general multi-site model 
involving two ligands competing for a single site (Wells 1992). The equilibrium distribution 
of bound titrate is a function of the affinities of the titrant X1 and competitor X2 for the titrate 
Y as well as the total concentrations of all three species. For the titrant-titrate complex, X1Y: 
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and K1 and K2 are the equilibrium dissociation constants of X1 and X2 for the titrate, 
respectively. The corresponding expression for the competitor-titrate complex, X2Y, can be 
obtained from symmetry arguments: 
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It is possible to solve the cubic equation in Eqs (24) and (25) explicitly, followed by 

differentiation of the solutions to obtain 1
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 as was done with the Wiseman 

isotherm. All of this is avoided, however, by implicit differentiation with respect to [X1]t 
which directly yields the required derivatives: 
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The observed heat is now the sum of the enthalpy of unbinding of X2 from Y and the 
binding of X1 to Y: 

 1 2
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d d d
 

    
 

. (27) 

As shown in Figure 5, a judicious choice of competitor reduces the apparent affinity of the 
titrant to a range more amenable for regression. In this case, the initial condition for [X2Y] is 
not zero because the titrate is essentially pre-equilibrated with competitor before any titrant 
has been injected. The initial value for numerical integration is supplied by Eq (20): 
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Thus, the competitive model requires prior knowledge of both the concentration and affinity 
of the competitor. Since the competitor would therefore require its own characterization, a 
weak competitor is preferred, which means it would need to be present at significant 
concentrations (i.e., [Y]t  K). Since binding of the titrate involves the unbinding of the 
competitor, the enthalpy of competitor unbinding may be substantially convoluted in the 
observed heat as indicated by Eq (27). 
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Fig. 5. Titrant-titrate binding in the presence of a competitor. A, simulated 1:1 titrant-titrate 
binding in the absence of competitor. The parameters are K1 = 10-10 M, H1 = -10 kcal mol-1, 
and [Y]t = 10 µM. Data representing this level of affinity would be unfit for model-fitting; 
K1/[Y]t = 104. B, in the presence a competitor, X2, at 10 µM (K2 = 10-8 M, H2 = -5 kcal mol-1). 
Inset, titration of the competitor. 

Explicit titration models are also amenable to formulating models for continuous ITC. In the 
case of cITC, thermal power P is directly used in model fitting, so Eq (19) needs to be 
differentiated with respect to time: 
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analytical expression for [X]b exists e.g., polynomials of order >4. Direct substitution of Eq 
(23) into Eq (13) directly yields the ODE needed to generate values for nonlinear regression. 
This approach of formulating explicit titration models for ITC has been demonstrated for 
many empirical models in common use, including the multi-site model, homotropic 
cooperativity, and two-state self-association (Poon 2010). To further illustrate the this 
approach, a competitive binding model will be examined. This is a method of measuring 
tight binding by ITC by adding a competitive species in the cell to reduce the apparent 
affinity (Sigurskjold 2000). The mechanism is an example of the general multi-site model 
involving two ligands competing for a single site (Wells 1992). The equilibrium distribution 
of bound titrate is a function of the affinities of the titrant X1 and competitor X2 for the titrate 
Y as well as the total concentrations of all three species. For the titrant-titrate complex, X1Y: 

 2 3
0 1 1 2 1 3 1[X Y] [X Y] [X Y] 0a a a a    , (24) 

where 
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and K1 and K2 are the equilibrium dissociation constants of X1 and X2 for the titrate, 
respectively. The corresponding expression for the competitor-titrate complex, X2Y, can be 
obtained from symmetry arguments: 

 2 3
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where 
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It is possible to solve the cubic equation in Eqs (24) and (25) explicitly, followed by 

differentiation of the solutions to obtain 1

1 t
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d
d

 and 2

1 t
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d
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 as was done with the Wiseman 

isotherm. All of this is avoided, however, by implicit differentiation with respect to [X1]t 
which directly yields the required derivatives: 
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The observed heat is now the sum of the enthalpy of unbinding of X2 from Y and the 
binding of X1 to Y: 

 1 2
X Y X Y

t 1 t 1 t
1 2

[X Y] [X Y]
[X] [X ] [X ]
dq d dV H H

d d d
 

    
 

. (27) 

As shown in Figure 5, a judicious choice of competitor reduces the apparent affinity of the 
titrant to a range more amenable for regression. In this case, the initial condition for [X2Y] is 
not zero because the titrate is essentially pre-equilibrated with competitor before any titrant 
has been injected. The initial value for numerical integration is supplied by Eq (20): 

2
2 t t 2 2 t t 2 2 t t

2

[X ] [Y] ([X ] [Y] ) 4[X ] [Y]
[X Y]

2
K K     

 . 

Thus, the competitive model requires prior knowledge of both the concentration and affinity 
of the competitor. Since the competitor would therefore require its own characterization, a 
weak competitor is preferred, which means it would need to be present at significant 
concentrations (i.e., [Y]t  K). Since binding of the titrate involves the unbinding of the 
competitor, the enthalpy of competitor unbinding may be substantially convoluted in the 
observed heat as indicated by Eq (27). 
 

0 5 10 15 20

-10

-8

-6

-4

-2

0

0 5 10 15 20

B

 

 

1/
V

 d
q/

d[
X

1]
t, 

ca
l m

ol
-1

[X1]t x 10-6 M

A

 

 

0

2

4

6

8

10

 

[X
2Y

] x
 1

0-6
 M

 
Fig. 5. Titrant-titrate binding in the presence of a competitor. A, simulated 1:1 titrant-titrate 
binding in the absence of competitor. The parameters are K1 = 10-10 M, H1 = -10 kcal mol-1, 
and [Y]t = 10 µM. Data representing this level of affinity would be unfit for model-fitting; 
K1/[Y]t = 104. B, in the presence a competitor, X2, at 10 µM (K2 = 10-8 M, H2 = -5 kcal mol-1). 
Inset, titration of the competitor. 

Explicit titration models are also amenable to formulating models for continuous ITC. In the 
case of cITC, thermal power P is directly used in model fitting, so Eq (19) needs to be 
differentiated with respect to time: 
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Applying the chain rule and the relation syr inj
tot[X ]i

c v
V

 , where csyr is the concentration of 

titrant in the syringe and vinj is the injection volume, 

 syr injb b tot b

tot tot

[X ] [X ] [X ] [X ]
[X ] [X ]

i i i i

i i

c dvd d d d
dt d dt d V dt

 
   

 
. (29) 

(The subscript "tot" has been used to denote total concentration to avoid ambiguity with the 

variable t for time.) Note that injdv
dt

 is the (constant) injection rate. Substituting into Eq (28) 

gives 
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Thus explicit expressions of b

tot

[X ]
[X ]

i

i

d
d

 can be directly used as in incremental ITC. At a 

sufficiently low injection rate, Eq (30) has the potential of "flattening out" the titration by 
transforming it in the time domain. This feature, in addition to the higher density of data 
points available for regression, may allow cITC to characterize much tighter binding than is 
practicable with incremental ITC (Markova and Hallén 2004). 
In the foregoing discussion, the need to correct for various displacement and dilution effects 
due to the injection process has not been considered. In the author's experience, this is best 
handled during preliminary data reduction, before nonlinear regression. This aspect will be 
discussed in Section 3.2.1.3.  
3.2.1.1 Choice of dependent variable 
Another benefit of formulating ITC models as explicit ODEs is the flexibility in the choice of 
dependent variable for implicit differentiation, as long as it is a function in [X]t. For the 1:1 
binding model, formulation in terms of the unbound titrant X gives the (and simple) 
functional form of the familiar Langmuir isotherm: 

 t
b

[X][Y][X]
[X] K




. (31) 

Applying the chain rule of calculus, 

 b b
2

t t t

[X] [X] [X] [X] [X]
[X] [X] [X] ([X] ) [X]

d d d K d
d d d K d

 


. (32) 

 

At the same time, using the equation of state [X] = [X]t - [X], 
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Substituting the results from Eq (23) into Eq (33), 
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[X] [X] [X] [X]1
[X] 2[X] [X] [Y] 2[X] [X] [Y]

d K
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 (34) 

The simultaneous equations (32) and (34) represent another formulation of the same model, 
except now [X] is the explicit dependent variable instead of [X]b. (The initial condition is [X] 
= 0 at [X]t = 0.) Of course, we have previously derived Eq (23) directly, so this approach is 
regressive for this simple model. However, The flexibility to use any dependent variable of 
[X]t is useful, for example, for models that are formulated in terms of the binding 
polynomial which is based on [L] (Schellman 1975; Freire et al. 2009). 
3.2.1.2 Practical considerations in implementing explicit ITC models 
Successful implementation of Eq (13) requires numerical procedures for solving IVPs. The 
explicit, closed-form ODEs encountered in most models are typically ratios of polynomials. 
These functions are generally amenable any of the standard Runge-Kutta methods, which 
are widely available. A fast CPU is helpful, but not required. To this end, the tolerance for 
iteration should not be unnecessarily stringent in relation to the concentrations used and the 
value of K expected. Generally, a value of 10-6 will suffice. Even average single-core CPUs 
will handle ODEs of practical complexity with reasonable dispatch. Any significant delay is 
almost always related to input/output issues and can be alleviated by suppressing 
intermediate output. Numerical failures, if they occur, usually does so when there are two 
or more very different scales of the independent variable on which the dependent variable is 
changing e.g., extremely tight binding to one site in the multi-site model. One such example 
is competitive binding in the presence of a very strong competitor in Eq (27). These 
pathological scenarios are associated with “stiff” differential equations that require more 
specialized algorithms for numerical solution. Fortunately, these situations are unlikely to 
be encountered as they are usually incompatible with experimental data in the first place. 
Several technical software suites, such as Mathematica (Wolfram Research, Champaign, IL, 
USA), MATLAB (the MathWorks, Natick, MA USA), Maple (Maplesoft, Waterloo, Ontario, 
Canada), and IgorPro (WaveMetrics, OR, USA) which have built-in numerical ODE and 
least-square minimization capabilities, represent full-featured, integrated solutions. 
Alternatively, pre-compiled libraries containing optimized algorithms for numerical ODEs 
and least-square minimization are available commercially (the Numerical Algorithm Group 
Library; Numerical Algorithms Group [NAG], Oxford, UK) or free (GNU Scientific Library 
[GSL]) for most computing platforms. Functions from these libraries can be called under 
standard programming environments (e.g., C/C++, FORTRAN) to perform the required 
procedures. Some commercial data analysis software such as Origin (Northampton, MA, 
USA) can interface with external libraries such as the NAG Library or GSL to perform 
numerical ODEs within their least-squares routines. If access to external libraries is not 
available, an adequate alternative is to code a numerical ODE algorithm (such as Runge-
Kutta-Fehlberg) as part of the target function within the data fitting routines of the analysis 
program. “Cookbook” recipes for a variety of ODE solvers are straightforward and can be 
found in most texts of numerical analysis (Press 2007).  
3.2.1.3 Volume correction 
The sample and reference cells are typically overfilled for both DSC and ITC. Overfilling 
maximizes heat transfer between the solution and the wall of the cell as air is a poor thermal 
conductor. In the case of ITC, overfilling also minimizes stray signal arising from 
mechanical agitation of the solution-air-cell interface caused by the stirring paddle. 
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Applying the chain rule and the relation syr inj
tot[X ]i
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 , where csyr is the concentration of 

titrant in the syringe and vinj is the injection volume, 
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(The subscript "tot" has been used to denote total concentration to avoid ambiguity with the 

variable t for time.) Note that injdv
dt

 is the (constant) injection rate. Substituting into Eq (28) 

gives 
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Thus explicit expressions of b
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 can be directly used as in incremental ITC. At a 

sufficiently low injection rate, Eq (30) has the potential of "flattening out" the titration by 
transforming it in the time domain. This feature, in addition to the higher density of data 
points available for regression, may allow cITC to characterize much tighter binding than is 
practicable with incremental ITC (Markova and Hallén 2004). 
In the foregoing discussion, the need to correct for various displacement and dilution effects 
due to the injection process has not been considered. In the author's experience, this is best 
handled during preliminary data reduction, before nonlinear regression. This aspect will be 
discussed in Section 3.2.1.3.  
3.2.1.1 Choice of dependent variable 
Another benefit of formulating ITC models as explicit ODEs is the flexibility in the choice of 
dependent variable for implicit differentiation, as long as it is a function in [X]t. For the 1:1 
binding model, formulation in terms of the unbound titrant X gives the (and simple) 
functional form of the familiar Langmuir isotherm: 
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Applying the chain rule of calculus, 
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At the same time, using the equation of state [X] = [X]t - [X], 
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Substituting the results from Eq (23) into Eq (33), 
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The simultaneous equations (32) and (34) represent another formulation of the same model, 
except now [X] is the explicit dependent variable instead of [X]b. (The initial condition is [X] 
= 0 at [X]t = 0.) Of course, we have previously derived Eq (23) directly, so this approach is 
regressive for this simple model. However, The flexibility to use any dependent variable of 
[X]t is useful, for example, for models that are formulated in terms of the binding 
polynomial which is based on [L] (Schellman 1975; Freire et al. 2009). 
3.2.1.2 Practical considerations in implementing explicit ITC models 
Successful implementation of Eq (13) requires numerical procedures for solving IVPs. The 
explicit, closed-form ODEs encountered in most models are typically ratios of polynomials. 
These functions are generally amenable any of the standard Runge-Kutta methods, which 
are widely available. A fast CPU is helpful, but not required. To this end, the tolerance for 
iteration should not be unnecessarily stringent in relation to the concentrations used and the 
value of K expected. Generally, a value of 10-6 will suffice. Even average single-core CPUs 
will handle ODEs of practical complexity with reasonable dispatch. Any significant delay is 
almost always related to input/output issues and can be alleviated by suppressing 
intermediate output. Numerical failures, if they occur, usually does so when there are two 
or more very different scales of the independent variable on which the dependent variable is 
changing e.g., extremely tight binding to one site in the multi-site model. One such example 
is competitive binding in the presence of a very strong competitor in Eq (27). These 
pathological scenarios are associated with “stiff” differential equations that require more 
specialized algorithms for numerical solution. Fortunately, these situations are unlikely to 
be encountered as they are usually incompatible with experimental data in the first place. 
Several technical software suites, such as Mathematica (Wolfram Research, Champaign, IL, 
USA), MATLAB (the MathWorks, Natick, MA USA), Maple (Maplesoft, Waterloo, Ontario, 
Canada), and IgorPro (WaveMetrics, OR, USA) which have built-in numerical ODE and 
least-square minimization capabilities, represent full-featured, integrated solutions. 
Alternatively, pre-compiled libraries containing optimized algorithms for numerical ODEs 
and least-square minimization are available commercially (the Numerical Algorithm Group 
Library; Numerical Algorithms Group [NAG], Oxford, UK) or free (GNU Scientific Library 
[GSL]) for most computing platforms. Functions from these libraries can be called under 
standard programming environments (e.g., C/C++, FORTRAN) to perform the required 
procedures. Some commercial data analysis software such as Origin (Northampton, MA, 
USA) can interface with external libraries such as the NAG Library or GSL to perform 
numerical ODEs within their least-squares routines. If access to external libraries is not 
available, an adequate alternative is to code a numerical ODE algorithm (such as Runge-
Kutta-Fehlberg) as part of the target function within the data fitting routines of the analysis 
program. “Cookbook” recipes for a variety of ODE solvers are straightforward and can be 
found in most texts of numerical analysis (Press 2007).  
3.2.1.3 Volume correction 
The sample and reference cells are typically overfilled for both DSC and ITC. Overfilling 
maximizes heat transfer between the solution and the wall of the cell as air is a poor thermal 
conductor. In the case of ITC, overfilling also minimizes stray signal arising from 
mechanical agitation of the solution-air-cell interface caused by the stirring paddle. 
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However, the introduction of titrant into an overfilled ITC sample cell leads to displacement 
effects that need to be taken into account. Specifically, each injected volume of titrant 
simultaneously displaces an equal volume of titrate and any previously injected titrant out 
of the sample cell (into the access tube). The accounting for these displaced volumes and 
their effect on titrant and titrate concentration is made on the assumption that the displaced 
material is immediately and completely excluded from the titration. This implies that no 
mixing occurs between the injected and displaced materials at the time injection. The 
concentrations of the titrant X after the i-th injection in the cell is therefore 

 inj syr t, -1 inj
t, t,0

[X] ( )
[X] , [X] 0i

i

v c V v
V

 
  , (35) 

where V is the cell volume and vinj is the injection volume. The corresponding 
concentrations of the titrate Y is 

 t, -1 inj
t,

[Y] ( )
[Y] i

i

V v
V


 . (36) 

There are two ways to handle volume corrections. One is to incorporate Eqs (35) and (36) as 
additional terms in the fitting equation. In the author’s experience (Poon 2010), it is more 
efficient instead to perform the volume corrections on the dataset at the outset, and simply 
treat [Y]t,i as an additional dependent variable in the least-square procedure. 
3.2.1.4 Error analysis in ITC 
Compared to other titrations, particularly in the biochemical laboratory, that requires 
extensive manual manipulation e.g., electrophoretic mobility shift, filter binding, ITC 
instrumentation offers a greatly reduced level of statistical error in the measured data. 
Nonetheless, detailed theoretical and experimental studies of the nature and magnitude of 
statistical errors in ITC have offered insight into how instrumental errors can be minimized 
in fitted parameters. Although such studies have so far only focused on 1:1 binding, it has 
become clear that at least two régimes of instrumental errors exist (Tellinghuisen 2003; 
2005b). Specifically, for titrations associated with relatively large heats (>300 µcal or “high-
q”), proportional errors in the injected volumes dominate, and the inclusion of statistical 
weights is indicated to optimize fitted parameters. For “low-q” titrations, which typify low-
concentration titrations needed for tight binding interactions, constant errors in thermal 
detection and compensation dominate, and unweighted fitting does not adversely affect 
parameter optimization. In either case, the optimal number of injections is considerably 
lower than the norm of 20 to 25 injections, especially if variable volume procedures are 
employed (Tellinghuisen 2005a). This approach could substantially reduce titration time and 
increase experimental throughput. It may be pointed out, however, that in some 
applications, sample-to-sample variation may be greater than any statistical error inherent 
in the analytical technique. In these cases, standard errors in parameters estimated from 
replicate experiments will be higher but more representative indicators of experimental 
uncertainty than the fitting error extracted from the variance-covariance matrix. 

4. Conclusion 
Commercial development of microcalorimetry has greatly increased the accessibility of this 
technique for the thermodynamic characterization of chemical systems in solution. 

 
Probing Solution Thermodynamics by Microcalorimetry 

 

889 

Unfortunately, the "black-box" nature of commercial software has engendered unwarranted 
reliance by many users on the turnkey software accompanying their instruments, and an 
attendant tendency to fit data to models of questionable relevance to the actual chemistry. 
This chapter discusses several novel aspects and potential pitfalls in the experimental 
practice and analysis of both DSC and ITC. This information should enable users to tailor 
their experiments and model-dependent analysis to the particular requirements. 
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However, the introduction of titrant into an overfilled ITC sample cell leads to displacement 
effects that need to be taken into account. Specifically, each injected volume of titrant 
simultaneously displaces an equal volume of titrate and any previously injected titrant out 
of the sample cell (into the access tube). The accounting for these displaced volumes and 
their effect on titrant and titrate concentration is made on the assumption that the displaced 
material is immediately and completely excluded from the titration. This implies that no 
mixing occurs between the injected and displaced materials at the time injection. The 
concentrations of the titrant X after the i-th injection in the cell is therefore 
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where V is the cell volume and vinj is the injection volume. The corresponding 
concentrations of the titrate Y is 
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There are two ways to handle volume corrections. One is to incorporate Eqs (35) and (36) as 
additional terms in the fitting equation. In the author’s experience (Poon 2010), it is more 
efficient instead to perform the volume corrections on the dataset at the outset, and simply 
treat [Y]t,i as an additional dependent variable in the least-square procedure. 
3.2.1.4 Error analysis in ITC 
Compared to other titrations, particularly in the biochemical laboratory, that requires 
extensive manual manipulation e.g., electrophoretic mobility shift, filter binding, ITC 
instrumentation offers a greatly reduced level of statistical error in the measured data. 
Nonetheless, detailed theoretical and experimental studies of the nature and magnitude of 
statistical errors in ITC have offered insight into how instrumental errors can be minimized 
in fitted parameters. Although such studies have so far only focused on 1:1 binding, it has 
become clear that at least two régimes of instrumental errors exist (Tellinghuisen 2003; 
2005b). Specifically, for titrations associated with relatively large heats (>300 µcal or “high-
q”), proportional errors in the injected volumes dominate, and the inclusion of statistical 
weights is indicated to optimize fitted parameters. For “low-q” titrations, which typify low-
concentration titrations needed for tight binding interactions, constant errors in thermal 
detection and compensation dominate, and unweighted fitting does not adversely affect 
parameter optimization. In either case, the optimal number of injections is considerably 
lower than the norm of 20 to 25 injections, especially if variable volume procedures are 
employed (Tellinghuisen 2005a). This approach could substantially reduce titration time and 
increase experimental throughput. It may be pointed out, however, that in some 
applications, sample-to-sample variation may be greater than any statistical error inherent 
in the analytical technique. In these cases, standard errors in parameters estimated from 
replicate experiments will be higher but more representative indicators of experimental 
uncertainty than the fitting error extracted from the variance-covariance matrix. 

4. Conclusion 
Commercial development of microcalorimetry has greatly increased the accessibility of this 
technique for the thermodynamic characterization of chemical systems in solution. 
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Unfortunately, the "black-box" nature of commercial software has engendered unwarranted 
reliance by many users on the turnkey software accompanying their instruments, and an 
attendant tendency to fit data to models of questionable relevance to the actual chemistry. 
This chapter discusses several novel aspects and potential pitfalls in the experimental 
practice and analysis of both DSC and ITC. This information should enable users to tailor 
their experiments and model-dependent analysis to the particular requirements. 
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1. Introduction 
Considering the increasing pollution and exploitation of fossil energy resources, the 
implementation of new energy concepts is essential for our future industrialized society. 
Renewable sources have to replace current energy technologies. This shift, however, will not 
be an easy task. In contrast to current nuclear or fossil power plants renewable energy 
sources in general do not offer a constant energy supply, resulting in a growing demand of 
energy storage. Furthermore, fossil fuels are both, energy source as well as energy carrier. 
This is of special importance for all mobile applications. Alternative energy carriers have to 
be found. The hydrogen technology is considered to play a crucial role in this respect.  In 
fact it is the ideal means of energy storage for transportation and conversion of energy in a 
comprehensive clean-energy concept. Hydrogen can be produced from different feedstocks, 
ideally from water using regenerative energy sources. Water splitting can be achieved by 
electrolysis, solar thermo-chemical, photoelectrochemical or photobiological processes. 
Upon reconversion into energy, by using a fuel cell only water vapour is produced, leading 
to a closed energy cycle without any harmful emissions. Besides stationary applications, 
hydrogen is designated for mobile applications, e.g. for the zero-emission vehicle. In 
comparison to batteries hydrogen storage tanks offer the opportunity of fast recharging 
within a few minutes only and of higher storage densities by an order of magnitude. 
Hydrogen can be produced from renewable energies in times when feed-in into the 
electricity grid is not possible. It can be stored in large caverns underground and be utilized 
either to produce electricity and be fed into the electricity grid again or directly for mobile 
applications.  
However, due to the very low boiling point of hydrogen (20.4 K at 1 atm) and its low 
density in the gaseous state (90 g/m3) dense hydrogen storage, both for stationary and 
mobile applications, remains a challenging task. There are three major alternatives for 
hydrogen storage: compressed gas tanks, liquid hydrogen tanks as well as solid state 
hydrogen storage such as metal hydride hydrogen tanks. All of these three main techniques 
have their special advantages and disadvantages and are currently used for different 
applications. However, so far none of the respective tanks fulfils all the demanded technical 
requirements in terms of gravimetric storage density, volumetric storage density, safety, 
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hydrogen storage: compressed gas tanks, liquid hydrogen tanks as well as solid state 
hydrogen storage such as metal hydride hydrogen tanks. All of these three main techniques 
have their special advantages and disadvantages and are currently used for different 
applications. However, so far none of the respective tanks fulfils all the demanded technical 
requirements in terms of gravimetric storage density, volumetric storage density, safety, 
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free-form, ability to store hydrogen for longer times without any hydrogen losses, cyclability 
as well as recyclability and costs. Further research and development is strongly required. 
One major advantage of hydrogen storage in metal hydrides is the ability to store hydrogen 
in a very energy efficient way enabling hydrogen storage at rather low pressures without 
further need for liquefaction or compression. Many metals and alloys are able to absorb 
large amounts of hydrogen. The metal-hydrogen bond offers the advantage of a very high 
volumetric hydrogen density under moderate pressures, which is up to 60% higher than 
that of liquid hydrogen (Reilly & Sandrock, 1980).  
Depending on the hydrogen reaction enthalpy of the specific storage material during 
hydrogen uptake a huge amount of heat (equivalent to 15% or more of the energy stored in 
hydrogen) is generated and has to be removed in a rather short time, ideally to be recovered 
and used as process heat for different applications depending on quantity and temperature. 
On the other side, during desorption the same amount of heat has to be applied to facilitate 
the endothermic hydrogen desorption process – however, generally at a much longer time 
scale. On one side this allows an inherent safety of such a tank system. Without external 
heat supply hydrogen release would lead to cooling of the tank and finally hydrogen 
desorption necessarily stops. On the other side it implies further restrictions for the choice of 
suitable storage materials. Highest energy efficiencies of the whole tank to fuel combustion 
or fuel cell system can only be achieved if in case of desorption the energy required for 
hydrogen release can be supplied by the waste heat generated in case of mobile applications 
on-board by the hydrogen combustion process and the fuel cell respectively.  

2. Basics of hydrogen storage in metal hydrides 
Many metals and alloys react reversibly with hydrogen to form metal hydrides according to 
the reaction (1): 

 Me + x/2 H2  MeHx + Q. (1) 

Here, Me is a metal, a solid solution, or an intermetallic compound, MeHx is the respective 
hydride and x the ratio of hydrogen to metal, x=cH [H/Me], Q the heat of reaction. Since the 
entropy of the hydride is lowered in comparison to the metal and the gaseous hydrogen 
phase, at ambient and elevated temperatures the hydride formation is exothermic and the 
reverse reaction of hydrogen release accordingly endothermic. Therefore, for hydrogen 
release/desorption heat supply is required.  
Metals can be charged with hydrogen using molecular hydrogen gas or hydrogen atoms 
from an electrolyte. In case of gas phase loading, several reaction stages of hydrogen with 
the metal in order to form the hydride need to be considered. Fig. 1 shows the process 
schematically.  
The first attractive interaction of the hydrogen molecule approaching the metal surface is the 
Van der Waals force, leading to a physisorbed state. The physisorption energy is typically of 
the order EPhys ≈ 6 kJ/mol H2. In this process, a gas molecule interacts with several atoms at 
the surface of a solid. The interaction is composed of an attractive term, which diminishes 
with the distance of the hydrogen molecule and the solid metal by the power of 6, and a 
repulsive term diminishing with distance by the power of 12. Therefore, the potential energy 
of the molecule shows a minimum at approximately one molecular radius. In addition to 
hydrogen storage in metal hydrides molecular hydrogen adsorption is a second technique to 
store hydrogen. The storage capacity is strongly related to the temperature and the specific 
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surface areas of the chosen materials. Experiments reveal for carbon-based nanostructures 
storage capacities of less than 8 wt.% at 77 K and less than 1wt.% at RT and pressures below 
100 bar (Panella et al., 2005; Schmitz et al., 2008).  
 

 
Fig. 1. Reaction of a H2 molecule with a storage material: a) H2 molecule approaching the 
metal surface. b) Interaction of the H2 molecule by Van der Waals forces (physisorbed state). 
c) Chemisorbed hydrogen after dissociation. d) Occupation of subsurface sites and diffusion 
into bulk lattice sites. 

In the next step of the hydrogen-metal interaction, the hydrogen has to overcome an 
activation barrier for the formation of the hydrogen metal bond and for dissociation, see Fig. 
1c and 2. This process is called dissociation and chemisorption. The chemisorption energy is 
typically in the range of EChem ≈ 20 - 150 kJ/mol H2 and thus significantly higher than the 
respective energy for physisorption which is in the order of 4-6 kJ/mol H2 for carbon based 
high surface materials (Schmitz et al., 2008). 
 
 

 
 

Fig. 2. Schematic of potential energy curves of hydrogen in molecular and atomic form 
approaching a metal. The hydrogen molecule is attracted by Van der Waals forces and 
forms a physisorbed state. Before diffusion into the bulk metal, the molecule has to 
dissociate forming a chemisorbed state at the surface of the metal (according to Züttel, 2003). 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

892 

free-form, ability to store hydrogen for longer times without any hydrogen losses, cyclability 
as well as recyclability and costs. Further research and development is strongly required. 
One major advantage of hydrogen storage in metal hydrides is the ability to store hydrogen 
in a very energy efficient way enabling hydrogen storage at rather low pressures without 
further need for liquefaction or compression. Many metals and alloys are able to absorb 
large amounts of hydrogen. The metal-hydrogen bond offers the advantage of a very high 
volumetric hydrogen density under moderate pressures, which is up to 60% higher than 
that of liquid hydrogen (Reilly & Sandrock, 1980).  
Depending on the hydrogen reaction enthalpy of the specific storage material during 
hydrogen uptake a huge amount of heat (equivalent to 15% or more of the energy stored in 
hydrogen) is generated and has to be removed in a rather short time, ideally to be recovered 
and used as process heat for different applications depending on quantity and temperature. 
On the other side, during desorption the same amount of heat has to be applied to facilitate 
the endothermic hydrogen desorption process – however, generally at a much longer time 
scale. On one side this allows an inherent safety of such a tank system. Without external 
heat supply hydrogen release would lead to cooling of the tank and finally hydrogen 
desorption necessarily stops. On the other side it implies further restrictions for the choice of 
suitable storage materials. Highest energy efficiencies of the whole tank to fuel combustion 
or fuel cell system can only be achieved if in case of desorption the energy required for 
hydrogen release can be supplied by the waste heat generated in case of mobile applications 
on-board by the hydrogen combustion process and the fuel cell respectively.  

2. Basics of hydrogen storage in metal hydrides 
Many metals and alloys react reversibly with hydrogen to form metal hydrides according to 
the reaction (1): 

 Me + x/2 H2  MeHx + Q. (1) 

Here, Me is a metal, a solid solution, or an intermetallic compound, MeHx is the respective 
hydride and x the ratio of hydrogen to metal, x=cH [H/Me], Q the heat of reaction. Since the 
entropy of the hydride is lowered in comparison to the metal and the gaseous hydrogen 
phase, at ambient and elevated temperatures the hydride formation is exothermic and the 
reverse reaction of hydrogen release accordingly endothermic. Therefore, for hydrogen 
release/desorption heat supply is required.  
Metals can be charged with hydrogen using molecular hydrogen gas or hydrogen atoms 
from an electrolyte. In case of gas phase loading, several reaction stages of hydrogen with 
the metal in order to form the hydride need to be considered. Fig. 1 shows the process 
schematically.  
The first attractive interaction of the hydrogen molecule approaching the metal surface is the 
Van der Waals force, leading to a physisorbed state. The physisorption energy is typically of 
the order EPhys ≈ 6 kJ/mol H2. In this process, a gas molecule interacts with several atoms at 
the surface of a solid. The interaction is composed of an attractive term, which diminishes 
with the distance of the hydrogen molecule and the solid metal by the power of 6, and a 
repulsive term diminishing with distance by the power of 12. Therefore, the potential energy 
of the molecule shows a minimum at approximately one molecular radius. In addition to 
hydrogen storage in metal hydrides molecular hydrogen adsorption is a second technique to 
store hydrogen. The storage capacity is strongly related to the temperature and the specific 

 
Thermodynamics of Metal Hydrides: Tailoring Reaction Enthalpies of Hydrogen Storage Materials 

 

893 

surface areas of the chosen materials. Experiments reveal for carbon-based nanostructures 
storage capacities of less than 8 wt.% at 77 K and less than 1wt.% at RT and pressures below 
100 bar (Panella et al., 2005; Schmitz et al., 2008).  
 

 
Fig. 1. Reaction of a H2 molecule with a storage material: a) H2 molecule approaching the 
metal surface. b) Interaction of the H2 molecule by Van der Waals forces (physisorbed state). 
c) Chemisorbed hydrogen after dissociation. d) Occupation of subsurface sites and diffusion 
into bulk lattice sites. 

In the next step of the hydrogen-metal interaction, the hydrogen has to overcome an 
activation barrier for the formation of the hydrogen metal bond and for dissociation, see Fig. 
1c and 2. This process is called dissociation and chemisorption. The chemisorption energy is 
typically in the range of EChem ≈ 20 - 150 kJ/mol H2 and thus significantly higher than the 
respective energy for physisorption which is in the order of 4-6 kJ/mol H2 for carbon based 
high surface materials (Schmitz et al., 2008). 
 
 

 
 

Fig. 2. Schematic of potential energy curves of hydrogen in molecular and atomic form 
approaching a metal. The hydrogen molecule is attracted by Van der Waals forces and 
forms a physisorbed state. Before diffusion into the bulk metal, the molecule has to 
dissociate forming a chemisorbed state at the surface of the metal (according to Züttel, 2003). 



 
Thermodynamics – Interaction Studies – Solids, Liquids and Gases 

 

894 

After dissociation on the metal surface, the H atoms have to diffuse into the bulk to form a 
M-H solid solution commonly referred to as -phase. In conventional room temperature 
metals / metal hydrides, hydrogen occupies interstitial sites - tetrahedral or octahedral - in 
the metal host lattice. While in the first, the hydrogen atom is located inside a tetrahedron 
formed by four metal atoms, in the latter, the hydrogen atom is surrounded by six metal 
atoms forming an octahedron, see Fig. 3.  
 

 
Fig. 3. Octahedral (O) and tetrahedral (T) interstitial sites in fcc-, hcp- and bcc-type metals. 
(Fukai, 1993). 

In general, the dissolution of hydrogen atoms leads to an expansion of the host metal lattice 
of 2 to 3 Å3 per hydrogen atom, see Fig. 4. Exceptions of this rule are possible, e.g. several 
dihydride phases of the rare earth metals, which show a contraction during hydrogen 
loading for electronic reasons. 
 

 
Fig. 4. Volume expansion of the Nb host metal with increasing H content. (Schober & Wenzl, 
1978) 
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In the equilibrium the chemical potentials of the hydrogen in the gas phase and the 
hydrogen absorbed in the metal are the same: 

 1
2 gas metal  .  (2) 

Since the internal energy of a hydrogen molecule is 7/2 kT the enthalpy and entropy of a 
hydrogen molecule are             
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Here k is the Boltzmann constant, T the temperature, p the applied pressure, EDiss the 
dissociation energy for hydrogen (EDiss = 4.52 eV eV/H2), MH-H the mass of the H2 molecule, 
rH-H the interatomic distance of the two hydrogen atoms in the H2 molecule. 
Consequently the chemical potential of the hydrogen gas is given by  
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with p0 = 1.01325 105 Pa. 
In the solid solution (-phase) the chemical potential is accordingly 
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Here, s,conf is the configuration entropy which is originating in the possible allocations of 
NH hydrogen atoms on Nis different interstitial sites: 
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with nis being the number of interstitial sites per metal atom: nis = Nis/NMe and cH the 
number of hydrogen atoms per metal atom: cH = NH/NMe. 
Therefore the chemical potential of hydrogen in the solid solution (-phase) is given by 
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Taking into account the equilibrium condition (2) the hydrogen concentration cH can be 
determined via 
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Here g0 is the chemical potential of the hydrogen molecule at standard conditions and R 
being the molar gas constant. 
For very small hydrogen concentrations cHcH << nis in the solid solution phase  the 
hydrogen concentration is directly proportional to the square root of the hydrogen pressure 
in the gas phase. This equation is also known as the Sievert’s law, i.e.  
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with KS being a temperature dependent constant. As the hydrogen pressure is increased, 
saturation occurs and the metal hydride phase MeHc starts to form.  
For higher hydrogen pressures/concentrations metal hydride formation occurs. 
The conversion from the saturated solution phase to the hydride phase takes place at 
constant pressure p according to: 
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In the equilibrium the chemical potentials of the gas phase, the solid solution phase and 
the hydride phase  coincide: 
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Following Gibb’s Phase Rule  f=c-p+2 with f being the degree of freedom, k being the 
number of components and p the number of different phases only one out of the four 
variables p, T, c, c is to be considered as independent. Therefore for a given temperature all 
the other variables are fixed. 
Therefore the change in the chemical potential or the Gibbs free energy is just a function of 
one parameter, i.e. the temperature T: 
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From this equation follows the frequently-used Van’t Hoff equation (16): 
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The temperature dependent plateau pressure of this two phase field is the equilibrium 
dissociation pressure of the hydride and is a measure of the stability of the hydride, which 
commonly is referred to as -phase.  
After complete conversion to the hydride phase, further dissolution of hydrogen takes place 
as the pressure increases, see Fig. 5. 
 

 
Fig. 5. Schematic Pressure/Composition Isotherm. The precipitation of the hydride phase  
starts when the terminal solubility of the -phase is reached at the plateau pressure. 

Multiple plateaus are possible and frequently observed in composite materials consisting of 
two hydride forming metals or alloys. The equilibrium dissociation pressure is one of the 
most important properties of a hydride storage material.  
If the logarithm of the plateau pressure is plotted vs 1/T, a straight line is obtained (van’t 
Hoff plot) as seen in Fig. 6. 
 

 
Fig. 6. Schematic pcT-diagram and van’t Hoff plot. The -phase is the solid solution phase, 
the -phase the hydride phase. Within the  two phase region both the metal-hydrogen 
solution and the hydride phase coexist.  
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2.1 Conventional metal hydrides 
Fig. 7 shows the Van’t Hoff plots of some selected binary hydrides. The formation enthalpy 
of these hydrides H0f determines the amount of heat which is released during hydrogen 
absorption and consequently is to be supplied again in case of desorption. To keep the heat 
management system simple and to reach highest possible energy efficiencies it is necessary 
to store the heat of absorption or to get by the waste heat of the accompanying hydrogen 
utilizing process, e.g. energy conversion by fuel cell or internal combustion system. 
Therefore the reaction enthalpy has to be as low as possible. The enthalpy and entropy of 
the hydrides determine the working temperatures and the respective plateau pressures of 
the storage materials. For most applications, especially for mobile applications, working 
temperatures below 100°C or at least below 150°C are favoured. To minimize safety risks 
and avoid the use of high pressure composite tanks the favourable working pressures 
should be between 1 and 100 bar. 
 

 
Fig. 7. Van’t Hoff lines (desorption) for binary hydrides. Box indicates 1-100 atm, 0-100 °C 
ranges, taken from Sandrock et al. (Sandrock, 1999). 

However, the Van’t Hoff plots shown in Fig. 7 indicate that most binary hydrides do not 
have the desired thermodynamic properties. Most of them have rather high thermodynamic 
stabilities and thus release hydrogen at the minimum required pressure of 1 bar only at 
rather high temperatures (T>300°C). The values of their respective reaction enthalpies are in 
the range of 75 kJ/(mol H2)  (MgH2) or even higher. Typical examples are the hydrides of 
alkaline metals, alkaline earth metals, rare earth metals as well as transition metals of the  
Sc-, Ti- and V-group. The strongly electropositive alkaline metals like LiH and NaH and 
CaH2 form saline hydrides, i.e. they have ionic bonds with hydrogen. MgH2 marks the 
transition between these predominantly ionic hydrides and the covalent hydrides of the 
other elements in the first two periods.  
Examples for high temperature hydrides releasing the hydrogen at pressures of 1 bar at 
extremely high temperatures (T > 700°C) are ZrH2 and LaH2 (Dornheim & Klassen, 2009). 
ZrH2 for example is characterized by a high volumetric storage density NH. NH values larger 
than 7   1022 hydrogen atoms per cubic centimetre are achievable. This value corresponds to 
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58 mol H2/l  or  116 g/l and has to be compared with the hydrogen density in liquid hydrogen 
(20 K): 4.2  1022 (35 mol H2/l or 70 g/l) and in compressed hydrogen (350 bar / 700 bar): 1.3 / 
2.3  1022 atoms/cm3 ( 11 mol H2/l or 21 g/l and 19 mol H2/l or 38 g/l respectively) . The 
hydrogen density varies a lot between different hydrides. VH2 for example has an even higher 
hydrogen density which amounts to 11.4   1022 hydrogen atoms per cubic centimetre and 
accordingly 95 mol H2/l or 190 g/l. As in the case of many other transition metal hydrides Zr 
has a number of different hydride phases ZrH2-x with a wide variation in the stoichiometry 
(Hägg, 1931). Their compositions extend from about ZrH1.33 up to the saturated hydride ZrH2. 
Because of the limited gravimetric storage density of only about 2 wt.% and the negligibly low 
plateau pressure within the temperature range of 0 – 150 °C Zr as well as Ti and Hf are not 
suitable at all as a reversible hydrogen storage material. Thus, they are not useful for reversible 
hydrogen storage if only the pure binary hydrides are considered (Dornheim & Klassen, 2009).  
Libowitz et al. (Libowitz et al., 1958) could achieve a breakthrough in the development of 
hydrogen storage materials by discovering the class of reversible intermetallic hydrides. In 
1958 they discovered that the intermetallic compound ZrNi reacts reversibly with gaseous 
hydrogen to form the ternary hydride ZrNiH3. This hydride has a thermodynamic stability 
which is just in between the stable high temperature hydride ZrH2 (fH0= -169 kJ/mol H2) and 
the rather unstable NiH (fH0= -8.8 kJmol-1H2). Thus, the intermetallic Zr-Ni bond exerts a 
strong destabilizing effect on the Zr-hydrogen bond so that at 300°C a plateau pressure of 1bar 
is achieved which has to be compared to 900°C in case of the pure binary hydride ZrH2. This 
opened up a completely new research field. In the following years hundreds of new storage 
materials with different thermodynamic properties were discovered which generally follow 
the well-known semi-empirical rule of Miedema (Van Mal et al., 1974):  

 (A B H ) (A H ) (B H ) (A B )n m x y n x m y n mH H H H         (17) 

Around 1970, hydrides with significantly lowered values of hydrogen reaction enthalpies, 
such as LaNi5 and FeTi but also Mg2Ni were discovered. While 1300 C are necessary to 
reach a desorption pressure of 2 bar in case of the pure high temperature hydride LaH2, in 
case of LaNi5H6 a plateau pressure of 2 bar is already reached at 20 C only. The value of the 
hydrogen reaction enthalpy is lowered to HLaNi5H6 = 30.9 kJmol-1H2. The respective values 
for NiH are Hf,NiH = 8.8 kJmol-1H2 and Pdiss,NiH,RT=3400 bar. 
In the meantime, several hundred other intermetallic hydrides have been reported and a 
number of interesting compositional types identified (table 1). Generally, they consist of a high 
temperature hydride forming element A and a non hydride forming element B, see fig. 8. 
 
COMPOSITION A B COMPOUNDS 

A2B Mg, Zr Ni, Fe, Co Mg2Ni, Mg2Co, Zr2Fe 
AB Ti, Zr Ni, Fe TiNi, TiFe, ZrNi 

AB2 Zr, Ti, Y, La V, Cr, Mn, Fe, Ni LaNi2, YNi2,YMn2, ZrCr2, ZrMn2,ZrV2, 
TiMn2 

AB3 La, Y, Mg Ni, Co LaCo3,YNi3,LaMg2Ni9 

AB5 
Ca, La, Rare 

Earth Ni, Cu, Co, Pt, Fe CaNi5, LaNi5, CeNi5, LaCu5, LaPt5, 
LaFe5 

Table 1. Examples of intermetallic hydrides, taken from Dornheim et al. (Dornheim, 2010). 
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Fig. 8. Hydride and non hydride forming elements in the periodic system of elements. 

Even better agreement with experimental results than by use of Miedema’s rule of reversed 
stability is obtained by applying the semi-empirical band structure model of Griessen and 
Driessen (Griessen & Driessen, 1984) which was shown to be applicable to binary and 
ternary hydrides. They found a linear relationship of the heat of formation H = H0f of a 
metal hydride and a characteristic energy E of the electronic band structure of the host 
metal which can be applied to simple metals, noble metals, transition metals, actinides and 
rare earths: 

 α βH E      (18) 

with E = EF-ES (EF being the Fermi energy and ES the center of the lowest band of the host 
metal,  = 59.24 kJ (eV mol H2)-1 and  = -270 kJ (mol H2)-1 and E in eV.  
As described above, most materials experience an expansion during hydrogen absorption, 
wherefore structural effects in interstitial metal hydrides play an important role as well. This 
can be and is taken as another guideline to tailor the thermodynamic properties of 
interstitial metal hydrides. Among others Pourarian et al. (Pourarian, 1982), Fujitani et al. 
(Fujitani, 1991) and Yoshida & Akiba (Yoshida, 1995) report about this relationship of lattice 
parameter or unit cell volume and the respective plateau pressures in different material 
classes. 
Intensive studies let to the discovery of a huge number of different multinary hydrides with 
a large variety of different reaction enthalpies and accordingly working temperatures. They 
are not only attractive for hydrogen storage but also for rechargeable metal hydride 
electrodes and are produced and sold in more than a billion metal hydride batteries per 
year. Because of the high volumetric density, intermetallic hydrides are utilized as hydrogen 
storage materials in advanced fuel cell driven submarines, prototype passenger ships, 
forklifts and hydrogen automobiles as well as auxiliary power units.  

 
Thermodynamics of Metal Hydrides: Tailoring Reaction Enthalpies of Hydrogen Storage Materials 

 

901 

2.2 Hydrogen storage in light weight hydrides 
Novel light weight hydrides show much higher gravimetric storage capacities than the 
conventional room temperature metal hydrides. However, currently only a very limited 
number of materials show satisfying sorption kinetics and cycling behaviour. The most 
prominent ones are magnesium hydride (MgH2) and sodium alanate (NaAlH4). In both 
cases a breakthrough in kinetics could be attained in the late 90s of the last century / the 
early 21st century.  
Magnesium hydride is among the most important and most comprehensively investigated 
light weight hydrides. MgH2 itself has a high reversible storage capacity, which amounts to 
7.6 wt.%. Furthermore, magnesium is the eighth most frequent element on the earth and 
thus comparably inexpensive. Its potential usage initially was hindered because of rather 
sluggish sorption properties and unfavourable reaction enthalpies. The overall hydrogen 
sorption kinetics of magnesium-based hydrides is as in case of all hydrides mainly 
determined by the slowest step in the reaction chain, which can often be deduced e.g. by 
modelling the sorption kinetics (Barkhordarian et al, 2006; Dornheim et al., 2006). Different 
measures can be taken to accelerate kinetics. One important factor for the sorption kinetics is 
the micro- or nanostructure of the material, e.g. the grain or crystallite size. Because of the 
lower packing density of the atoms, diffusion along grain boundaries is usually faster than 
through the lattice. Furthermore, grain boundaries are favourable nucleation sites for the 
formation and decomposition of the hydride phase. A second important parameter is the 
outer dimension of the material, e.g. in case of powdered material, its particle size. The 
particle size (a) determines the surface area, which is proportional to the rate of the surface 
reaction with the hydrogen, and (b) is related to the length of the diffusion path of the 
hydrogen into and out of the volume of the material. A third major factor by which 
hydrogen sorption is improved in many hydrogen absorbing systems is the use of suitable 
additives or catalysts. In case of MgH2 it was shown by Oelerich et al. (Oelerich et al., 2001; 
Dornheim et al., 2007) that already tiny amounts of transition metal oxides have a huge 
impact on the kinetics of hydrogen sorption. Using such additives Hanada et al. (Hanada et 
al., 2007) could show that by using such additives hydrogen uptake in Mg is possible 
already at room temperature within less than 1 min. The additives often do not just have 
one single function but multiple functions. Suitable additives can catalyze the surface 
reaction between solid and gas. Dispersions in the magnesium-based matrix can act as 
nucleation centres for the hydride or the dehydrogenated phase. Furthermore, different 
additives, such as liquid milling agents and hard particles like oxides, borides, etc. , can 
positively influence the particle size evolution during the milling process (Pranzas et al., 
2006; Pranzas et al., 2007; Dornheim et al, 2007) and prevent grain i.e. crystallite growth. 
More detailed information about the function of such additives in MgH2 is given in 
(Dornheim et al., 2007). Beyond that, a preparation technique like high-energy ball milling 
affects both the evolution of certain particle sizes as well as very fine crystallite sizes in the 
nm range and is also used to intermix the hydride and the additives/catalysts. Thus, good 
interfacial contact with the light metal hydride as well as a fine dispersion of the additives 
can be achieved. 
As in case of MgH2 dopants play also an important role in the sorption of Na-Al-hydride, 
the so-called Na-alanate. While hydrogen liberation is thermodynamically favorable at 
moderate temperatures, hydrogen uptake had not been possible until in 1997 Bogdanovic et 
al. demonstrated that mixing of NaAlH4 with a Ti-based catalyst leads to a material, which 
can be reversibly charged with hydrogen (Bogdanovic, 1997). By using a tube vibration mill 
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of Siebtechnik GmbH Eigen et al. (Eigen et al., 2007; Eigen et al., 2008) showed that 
upscaling of material synthesis is possible: After only 30 min milling under optimised 
process conditions in such a tube vibration mill in kg scale, fast absorption and desorption 
kinetics with charging/discharging times of less than 10 min can be obtained. The operation 
temperatures of this complex hydride are much lower than compared to MgH2 and other 
light weight hydrides. Fast kinetics is achieved at 100 °C to 150 °C which is much less than 
what is required in case of MgH2, however, still significantly higher than in case of the 
conventional hydrides which show only a very limited storage capacity. Such hydride 
working temperatures offer the possibility for combinations of metal hydride tanks based on 
these complex hydrides with e. g. combustion engines, high temperature PEM fuel cells or 
other medium to high temperature fuel cells. However, compared to MgH2 the gravimetric 
hydrogen storage capacity is significantly reduced. Having a maximum theoretical storage 
capacity of about 5.6 wt. % NaAlH4 exhibits a long term practical storage capacity of 3.5-4.5 
wt. % H2 only. Furthermore, in difference to MgH2 NaAlH4 decomposes in two reaction 
steps upon dehydrogenation which implies two different pressure plateaus instead of just 
one: 

 NaAlH4    1/3 Na3AlH6 + 2/3 Al + H2(g)   NaH + Al +3/2 H2(g)   (19) 

The first decomposition step has an equilibrium pressure of 0.1 MPa at 30 °C, the second 
step at about 100 °C (Schüth et al., 2004). A maximum of 3.7 wt.% H2 can be released during 
the first desorption step,  5.6 wt.% in total. The remaining hydrogen bonded to Na is 
technically not exploitable due to the high stability of the respective hydride.  
While the reaction kinetics was optimized significantly, the desorption enthalpy of NaAlH4 
of 37 kJ/molH2 and Na3AlH6 of 47 kJ/mol H2 respectively remains a challenge. For many 
applications even this value which is much below that of MgH2 is still too large. 

3. Tailoring thermodynamics of light weight metal hydrides 
While there are plenty of known hydrides with suitable thermodynamics for hydrogen 
uptake and release at ambient conditions (several bar equilibrium pressure at or nearby 
room temperature) currently no hydride is known which combines suitable 
thermodynamics and kinetics with such a high gravimetric storage capacity that a hydrogen 
storage tank based on such a material could compete with a 700 bar compressed composite 
vessel in regard to weight. Depending on the working temperature and pressure as well as 
the reversible gravimetric storage capacity of the selected hydride the achievable capacity of 
a metal hydride based storage tank is usually better than half of the capacity of the metal 
hydride bed itself (Buchner & Povel, 1982). Since modern composite pressurized gas tanks 
meanwhile show gravimetric hydrogen storage capacities of around 4 wt.% according to 
conservative extrapolations the possible choice of hydrides should be limited to those 
having the ability to reversibly store at least 6 wt.%H2. All currently known high capacity 
hydrides, however, show either too small values of the respective reaction enthalpy and are 
therefore not reversible or would require several thousand bar hydrogen pressure or 
alternatively electrochemical loading or on the other hand are too stable and have an 
equilibrium pressure which around room temperature is much below the required 
pressures. The value of reaction enthalpy aimed at is between 20 and 30 kJ/mol H2. Fig. 9 
shows the potentially available hydrogen content of some well known hydrides plotted 
against their hydrogen reaction enthalpies. 

 
Thermodynamics of Metal Hydrides: Tailoring Reaction Enthalpies of Hydrogen Storage Materials 

 

903 

 
Fig. 9. Theoretically achievable reversible storage capacities and reaction enthalpies of 
selected hydrides. LaNi5H6 and FeTiH2 are taken as examples for conventional room 
temperature hydrides. The reaction enthalpies and achievable hydrogen storage capacities 
are H = -31 kJ/mol H2, CH,max = 1.4 wt.% for LaNi5H6 and for the Fe-Ti system H = -
31.5 kJ/mol H2, CH,max = 1.8 wt.%(average over two reaction steps with H(FeTiH2) = -
28 kJ/mol H2 and H(FeTiH) = -35 kJ/mol H2 respectively) (Buchner, 1982). The respective 
values for NaAlH4 are H = -40.5 kJ/mol H2, CH,max = 5.6 wt.%(average over two reaction 
steps with H(NaAlH4) = -37 kJ/mol H2 and H(NaAl3H6) = -47 kJ/mol H2 (Bogdanovic et 
al., 2009)), for MgH2: H = -78 kJ/mol H2 (Oelerich, 2000) and CH,max = 7.6 wt.%, for LiBH4: 
H = -74 kJ/mol H2 (Mauron, 2008) and CH,max = 7.6 wt.%, for Mg(BH4)2: H = -
57 kJ/mol H2 (Li, 2008) and CH,max = 14.9 wt.%.  

As shown in Fig. 9 none of the plotted hydrides, neither the conventional room temperature 
hydrides with their rather low gravimetric capacity nor the sophisticated novel chemical 
hydrides with their unsuitable reaction enthalpy, show the desired combination of 
properties. Therefore the tailoring of the thermodynamic properties of high capacity light 
weight and complex hydrides is a key issue, an imperative for future research in the area of 
hydrides as hydrogen storage materials.  

3.1 Thermodynamic tuning of single phase light weight hydrides 
The traditional way of tailoring the thermodynamic properties of metal hydrides is by 
formation of alloys with different stabilities as described in chapter 2.1. Thereby the value of 
reaction enthalpy can be reduced by stabilising the dehydrogenated state and/or 
destabilising of the hydride state, see Fig. 10 a. Accordingly, the total amount of reaction 
enthalpy is increased by destabilising the dehydrogenated state and/or stabilising the 
hydride, see Fig. 10 b.  
This approach has been successfully applied to light weight metal hydrides also.  
Mg-based hydrides 
One of the first examples using this approach for tuning the thermodynamic properties of 
light weight metal hydrides was the discovery of the Mg-Ni –system as potential hydrogen 
storage system by Reilly and Wiswall (Reilly & Wiswall, 1968). Mg2Ni has a negative heat of 
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Fig. 10. Tailoring of the reaction enthalpy by altering the stability of the hydrogenated or 
dehydrogenated state of the metal hydrides: a) Reduction of total reaction enthalpy by 
stabilising the dehydrogenated phase by Hds or destabilising the hydride phase by Hhd.  
b) Increase of total reaction enthalpy by destabilising the dehydrogenated state by Hdd or 
stabilising the hydrogenated state by Hhs. 

formation of H0f(Mg2Ni) = -42 kJ/mol. Therefore, compared to pure Mg the dehydrogenated 
state is stabilised by Hds = -21 kJ/(mol Mg). The enthalpy of formation of Mg2NiH4is 
H0f(Mg2NiH4) = -176 kJ/mol (= -88 kJ/(mol Mg)), wherefore the hydride phase is stabilised 
by Hhd = -10 kJ/(mol Mg) if compared to pure MgH2. In total the hydrogen reaction 
enthalpy of Mg2Ni  

 
2Mg Ni-H Mg-H ds hdH   H H H        (20) 

is reduced by 11 kJ/mol H2 to aboutH(Mg2Ni-H) = 67 kJ/mol H2. While pure MgH2 
exhibits a hydrogen plateau pressure of 1 bar around 300 °C, in case of Mg2NiH4 such a 
plateau pressure is reached already at around 240 °C and in case of further alloying and 
substituting Ni by Cu at around 230°C in Mg2Ni0.5Cu0.5 (Klassen et al., 1998). Unfortunately, 
the gravimetric storage capacity of Mg2NiH4 is reduced to 3.6 wt.% H2 only and thus is less 
than half the respective value in the MgH2 system. Darnaudery et al. (Darnaudery et al., 
1983) were successful to form several quaternary hydrides by hydrogenating Mg2Ni0.75M0.25 
with different 3d elements M  {V, Cr, Fe, Co and Zn} showing stabilities very similar 
Mg2NiH4.  
Increasing the amount of 3d metals Tsushio et al. (Tsushio et al., 1998) investigated the 
hydrogenation of MgNi0.86M0.03 with M  {Cr, Fe, Co, Mn}. Consequently, they observed a 
dramatic decrease in hydrogen storage capacity to 0.9 wt.% and in hydrogen reaction 
enthalpy which amounts to 50 kJ/(mol H2) for MgNi0.86Cr0.03. This reaction enthalpy value is 
in very good agreement with the value 54 kJ/(mol H2) given by Orimo et al. for amorphous 
MgNi (Orimo et al., 1998).  
Lowering even more the content of Mg Terashita et al. (Terashita et al., 2001) found  
(Mg1-xCax)Ni2 based alloys desorbing hydrogen at room temperature. They determined the 
hydride formation enthalpy and entropy of (Mg0.68Ca0.32)Ni2 to be H = -37 kJ/(mol H2) and  
S = - 94 J/(mol H2 K) respectively, which is already quite near to the envisioned target. 
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Unfortunately, with lowering the Mg content the hydrogen storage capacity dropped down 
to 1.4 wt.% only. 
On the other side, as schematically shown in Fig. 10b the absolute value of reaction enthalpy  
can be increased by either stabilising the hydride phase or destabilising the dehydrogenated 
phase. In case of Mg-based hydrogen absorbing alloys this is not at all of interest for 
hydrogen storage itself since MgH2 is too stable for most hydrogen storage applications , 
however, this is of interest for other applications like the storage of thermal energy 
(Dornheim & Klassen, 2009). Mg2FeH6 is an example of such materials with increased 
amount of reaction enthalpy. Furthermore, it is the one with the highest known volumetric 
hydrogen density which amounts to 150 kg m-3. This enormously high hydrogen density is 
more than double the value found in case of liquid hydrogen at 20 K and moderate 
pressures of up to 20 bar (Klell, 2010). The gravimetric storage capacity is 5.6 wt.% and thus 
still rather high. Since Mg and Fe are immiscible the dehydrogenated state is destabilised 
compared to pure Mg: Hdd > 0 kJ/(mol H2). Accordingly the hydride phase is more 
difficult to be synthesised and reversibility as well as long term stability is more difficult to 
be accomplished.  
Nevertheless, hydrogenation is possible at hydrogen pressures of at least 90 bar and 
temperatures of at least 450 °C (Selvam & Yvon, 1991). Bogdanovic et al. (Bogdanovic et al., 
2002) achieved very good reversibility and cycling stability with the hydrogen storage 
capacities remaining unchanged throughout 550-600 cycles at a level of 5-5.2 wt.% H2. The 
reaction enthalpy value is reported to be in between 77 kJ/(mol H2) and 98 kJ/(mol H2) 
(Bogdanovic et al., 2002), (Konstanchuk et al, 1987), (Puszkiel et al., 2008), (Didisheim et al., 
1984). 
The large reaction enthalpies of MgH2 and Mg2FeH6 lead to weight and volume related heat 
storage densities in the temperature range of 500 °C which are many times higher than that 
of the possible sensible or latent heat storage materials (Bogdanovic et al., 2002). The 
calculated and experimental heat storage densities to weight given by Bogdanovic et al. are 
2814 kJ/kg and 2204 kJ/kg for the MgH2-Mg system and 2106 and 1921 kJ/kg for the 
Mg2FeH6 – 2Mg+Fe system respectively. The corresponding calculated and experimental 
values for the volumetric thermal energy storage density are 3996 kJ/dm³ and 1763 kJ/dm³ 
for the MgH2-Mg system and 5758 kJ/dm³ and 2344 kJ/dm³ respectively (Bogdanovic et al., 
2002). These thermal energy densities ought not to be mistaken with the energy stored in the 
hydrogen (lower heating value) which is more than a factor of three larger. 
Aluminum-based complex hydrides 
As Mg2FeH6 decomposes during hydrogen release into 2 Mg, Fe and 3 H2 NaAlH4 
decomposes during hydrogen release in 1/3 Na3AlH6 + 2/3 Al + H2 and finally NaH + Al + 
3/2 H2. As written in chapter 2.2 while much lower than those of the Mg-based hydrides the 
reaction enthalpies of |H|= 37 kJ/(mol H2) and |H|= 47 kJ/(mol H2)  are still two high 
for many applications especially for the usage in combination with low temperature PEM 
fuel cells. LiAlH4 on the other hand is much less stable. It decomposes in two steps as is the 
case of the NaAlH4: 

 4 3 6 2 2?
6 LiAlH   2Li AlH   4Al  6 H   6 LiH  6 Al  9 H      . (21) 

The first reaction step, however, the decomposition of LiAlH4 is found to be exothermic 
with Hdecomposition = -10 kJ/(mol H2). Since the entropy of decomposition is positive. 
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Fig. 10. Tailoring of the reaction enthalpy by altering the stability of the hydrogenated or 
dehydrogenated state of the metal hydrides: a) Reduction of total reaction enthalpy by 
stabilising the dehydrogenated phase by Hds or destabilising the hydride phase by Hhd.  
b) Increase of total reaction enthalpy by destabilising the dehydrogenated state by Hdd or 
stabilising the hydrogenated state by Hhs. 
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Rehydrogenation is not possible at all. The second reaction step, the decomposition of 
Li3AlH6 is endothermic with Hdecomposition = 25 kJ/(mol H2). The decomposition of LiH itself 
takes place at much higher temperatures with H = 140 kJ/(mol H2) (Orimo et al., 2007). 
While the second reaction step, the decomposition of Li3AlH6 and rehydrogenation of 
LiH + Al shows rather suitable thermodynamic properties, sluggish kinetics prevent this 
system so far from being used for hydrogen storage.  
To increase the storage capacity and tailor the reaction enthalpy of the NaAlH4 system it is a 
comprehensible approach to replace some of the Na by Li. Indeed Huot et al. (Huot et al., 
1999) proved the existence of Na2LiAlH6 and the possible formation by high energy ball-
milling of NaH + LiH + NaAlH4. Reversible hydrogen sorption is found to be possible in the 
Na-Li-Al-H system according to the following reaction: 

 2 6 22Na LiAlH     4NaH  2LiH  Al  3H     (22) 

As in case of the pure Na-Al-H system and the Li-Al-H system kinetics can be improved by 
the addition of transition metal compounds like metal oxides, chlorides and fluorides, see 
(Ares Fernandez et al., 2007), (Ma et al., 2005) and (Martinez-Franco et al., 2010). However, 
due to the lack of any stable compound in the dehydrogenated state and the formation of a 
rather stable hydride the value of reaction enthalpy isn’t decreased but increased if 
compared to the original single Na and Li based aluminium hydrides. Fossdal et al. (Fossdal 
et al., 2005) has determined the pressure-composition isotherms of TiF3-doped Na2LiAlH6 in 
the temperature range of 170 °C – 250 °C. They determined the dissociation enthalpy and 
the corresponding entropy from the Van’t Hoff plot: |DH| = 56 kJ/(mol H2) and 
S = 138 J/(K mol H2). Therefore, instead of a lowering the heat of reaction the opposite is 
observed. The heat of reaction of the hexa-hydride phase is increased by about 
10 kJ/(mol H2) if compared to the pure Na3AlH6 hydride phase. 
In 2007 Yin et al. (Yin et al., 2007) presented DFT calculations about the doping effects of 
TiF3 on Na3AlH6. Their calculations suggested F- substitution for the H-anion leading to a 
reduction of the desorption enthalpy and therefore for a favourable thermodynamic 
modification of the Na3AlH6 system which was experimentally confirmed by Brinks et al. 
(Brinks et al., 2008) and Eigen et al. (Eigen et al., 2009). 

Borohydrides 
Only a very few hydrides show a higher gravimetric storage capacity than MgH2. For this 
they must be composed from very light elements. Knowing that Al-containing compounds 
can form reversible complex metal hydrides it is a reasonable approach to look for Boron-
containing compounds as reversible hydrogen storage materials with even higher storage 
capacity. Borohydrides are known since 1940 when Schlesinger and Brown report about the 
successful synthesis of LiBH4 by reaction of LiEt and diborane (Schlesinger & Brown, 1940). 
Despite the early patent from Goerrig in 1958 (Goerrig, 1960) direct synthesis from gaseous 
H2 was not possible for long times. Until in 2004 three different groups from the USA (Vajo 
et al., 2005), South Korea (Cho et al., 2006) and Germany (Barkhordarian et al., 2007) 
independently discovered that by using MgB2 instead of pure Boron as starting material 
formation of the respective borohydrides occurs at rather moderate conditions of 5 MPa H2 
pressure. Orimo et al. (Orimo et al., 2005) reports on the rehydrogenation of previously 
dehydrogenated LiBH4 at 35 MPa H2 pressure at 600 °C. Mauron et al. (Mauron et al., 2008) 
report that rehydrogenation is also possible at 15 MPa. As in case of the Mg-based alloys 
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and the aluminum hydrides the reaction enthalpy of many borohydrides is rather 
unsuitable for most applications. LiBH4 as one of the most investigated borohydrides with a 
very high gravimetric hydrogen density of 18.5 wt.% shows an endothermic desorption 
enthalpy of |DH| = 74 kJ/(mol H2) (Mauron et al., 2008) which is almost the same as in 
MgH2. Therefore the tailoring of the reaction enthalpy by substitution is a key issue for these 
materials as well. As in case of the aluminium hydrides there are two different possibilities 
for substitution in these complex hydrides: cation substitution and anion substitution. 
Nakamori et al. (Nakamori et al., 2006) reports about a linear relationship between the heat 
of formation Hboro of M(BH4)n determined by first principle methods and the Pauling 
electronegativity of the cation p: 
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Aiming to confirm their theoretical results the same group performed hydrogen desorption 
experiments which show that the experimentally determined desorption temperature Td 
shows correlates with the Pauling electronegativity p as well, see Fig. 11. 
 

 
Fig. 11. The desorption temperature Td as a function of the Pauling electronegativity P and 
estimated desorption enthalpies Hdes (Nakamori et al., 2007). 

Based on these encouraging results several research groups started to investigate the partial 
substitution of one cation by another studying several bialkali metal borohydrides. The 
decomposition temperature of the bialkali metal borohydrides like LiK(BH4)2 is 
approximately the average of the decomposition temperature of the mono alkali 
borohydrides (Rude et al., 2011). Investigations of Li et al. (Li et al., 2007) and Seballos et al. 
(Seballos et al., 2009) confirmed that this correlation between desorption enthalpy / 
observed Td holds true for many double cation MM’(BH4)n systems, see Fig. 12.  
Several experiments are indicating that transition metal fluorides are among the best 
additives for borohydrides (Bonatto Minella et al., 2011). While for some cases the function 
of the transition metal part as additive is understood (Bösenberg et al., 2009; Bösenberg et 
al., 2010; Deprez et al., 2010; Deprez et al., 2011), the function of F so far remained unclear. 
DFT calculations performed by Yin et al. (Yin et al., 2008) suggest a favourable modification 
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of hydrogen reaction enthalpy in the LiBH4 system by substitution of the H--ion with the F--
ion. However, no clear indicative experimental results for F- -substitution in borohydrides 
are found yet. In contrast to the F the heavier and larger halides Cl, Br, I are found to readily 
substitute in some borohydrides for the BH4--ion and form solid solutions or stoichiometric 
compounds and are so far reported to stabilize the hydride phase leading to an increase of 
the desorption enthalpy |H| (Rude et al., 2011). 
 

 
Fig. 12. Decomposition temperatures, Tdec for metal borohydrides plotted as a function of 
the electronegativity of the metal, M’. (Rude et al., 2011) 

3.2 Thermodynamic tuning using multicomponent systems: reactive additives and 
reactive hydride composites 
In 1967 Reilly and Wiswall (Reilly & Wiswall, 1967) found another promising approach to 
tailor reaction enthalpies of hydrides (MHx) by mixing them with suitable reactants (A): 

 x
x y 22MH   yA  MA   H    (24) 

They investigated the system MgH2/MgCu2 which reversibly reacts with hydrogen 
according to: 

 2 2 2 23 MgH   MgCu   2 Mg Cu  3H    (25) 

The formation of MgCu2 from Mg2Cu and Cu is exothermic and thus counteracts the 
endothermic release of hydrogen. Thereby, the total amount of hydrogen reaction enthalpy 
is reduced to roughly |H| = 73 kJ/(mol H2) (Wiswall, 1978). The equilibrium temperature 
for 1 bar hydrogen pressure is reduced to about 240 °C. In spite of the lower driving force 
for rehydrogenation, Mg2Cu is much more easily hydrogenated than pure Mg. A fact found 
in many other systems like the Reactive Hydride Composites as well. 
Aluminum is another example of a reactive additive for MgH2. The reaction occurs via two 
steps (Bouaricha et al., 2000): 

 2 2 2 3 2 17 12 217 MgH   12 Al  9 MgH   4 Mg Al   8 H   Mg Al  17 H       (26) 
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The system can reversibly store 4.4 wt.% H2. Since the formation enthalpy HForm of 
Mg17Al12 is -102 kJ/mol the total value of reaction enthalpy of reaction (26) is reduced by 
~ 6 kJ/(mol H2) if compared to pure MgH2. An equilibrium pressure of 1 bar is reached at 
around 240 °C again.  
To further decrease the reaction enthalpy of a Mg-based system a much more stable 
compound would have to be formed during dehydrogenation. A system investigated by 
many groups is the MgH2-Si system. Mg2Si has an enthalpy of formation of HForm = -
79 kJ/mol. Due to the formation of Mg2Si the value of reaction enthalpy of MgH2/Si should 
therefore be reduced by 37 kJ/(mol H2) to about |H| = 41 kJ/(mol H2) (Dornheim, 2010).  
Theoretically 5 wt.% H2 can be stored via the reaction 

 2 2 22 MgH   Si  Mg Si  4 H    (27) 

The thermodynamic data indicate a very favourable equilibrium pressure of about 1 bar at 
20 °C and 50 bar at 120 °C (Vajo, 2004). While so far rehydrogenation of Mg2Si was not 
shown to be possible the system LiH-Si turned out to be reversible. The enthalpy of 
dehydrogenation of LiH being 190 kJ/(mol H2) an equilibrium H2 pressure of 1 bar is 
reached at 910 °C (Sangster, 2000; Dornheim, 2010). LiH reversibly reacts with Si via a two 
step reaction with the equilibrium pressure being more than 104 times higher and the 
dehydrogenation enthalpy being reduced by 70 kJ/(mol H2) (Vajo, 2004). 
This approach has recently also been applied to borohydrides. According to Cho et al. (Cho 
et al., 2006) the decomposition temperature of pure LiBH4 is determined by CALPHAD to 1 
bar H2 pressure at 403 °C while the corresponding equilibrium temperature for the reaction 

 4 2 22 LiBH   Al   2 LiH  AlB   3 H     (28) 

is reduced to 188 °C. Kang et al. (Kang et al., 2007) and Jin et al. (Jin et al., 2008) could show 
that this system indeed is reversible if suitable additives are used.  
The only disadvantage of this approach is that the total reversible storage capacity per 
weight is reduced if something is added to the hydrogen storing material which contains no 
hydrogen. 
The problem of reduced hydrogen capacity by using reactive additives has recently 
overcome by the approach of the Reactive Hydride Composites (Dornheim, 2006). Thereby, 
different high capacity hydrogen storage materials are combined which react exothermically 
with each other during decomposition, see Fig. 13.  
One of the first examples of such a system is the LiNH2-LiH system which was discovered 
by Chen et al. (Chen et al., 2002): 

 23222 H 2  NLi  H  LiH  NHLi  LiH 2 LiNH   (29) 

However, the value of reaction enthalpy is |H| = 80 kJ/(mol H2) and therefore for most 
applications still much to high. In contrast the system  

 Mg(NH2)2 + 2 LiH ↔ Li2Mg(NH)2 + 2H2 (30) 

shows a much  more suitable desorption enthalpy of |H|~40 kJ/(mol H2) with an 
expected equilibrium pressure of 1 bar at approximately 90 °C (Xiong et al., 2005; Dornheim, 
2010).  
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Fig. 13. Schematic of the reaction mechanism in Reactive Hydride Composite. 

In 2004 Vajo et al. (Vajo et al., 2005) , Cho et al. (Cho et al., 2006) and Barkhordarian et al. 
(Barkordarian et al., 2007) independently discovered that the usage of borides especially 
MgB2 as a starting material facilitates the formation of different borohydrides. This finding 
initiated the development and investigation of several new reversible systems with high 
storage capacities of 8 – 12 wt.% H2 and improved thermodynamic and kinetic properties 
such as 2 LiBH4+MgH2 (Bösenberg et al., 2009; 2010; 2010b), 2 NaBH4+MgH2 (Garroni et al., 
2010; Pistidda et al., 2010; 2011; Pottmaier et al., 2011), Ca(BH4)2+MgH2 (Barkhordarian et al., 
2008), 6 LiBH4+CeH2, 6 LiBH4+CaH2 (Jin et al., 2008b), LiBH4/Ca(BH4)2 (Lee et al., 2009) . 
One of the most intensely studied systems hereof is the 2 LiBH4 + MgH2 system. The 
indended reaction pathway is: 

 2224 H 4 MgB  LiH 2   MgH  LiBH 2   (31) 

However, several other reaction pathways are possible leading to products such as LiB2, 
amorphous B, Li2B12H12 or Li2B10H10. Bösenberg et al. (Bösenberg et al., 2010b) could show 
that due to a higher thermodynamic driving force for the favoured reaction the competing 
reactions can be suppressed by applying a hydrogen back pressure and limiting the 
dehydrogenation temperature. Nevertheless, since long-range diffusion of metal atoms 
containing species is required, see Fig. 13, in bulk ball-milled samples dehydrogenation so 
far occurs only at temperatures higher than 350 °C, hydrogenation at temperatures higher 
than 250 °C. 
The dehydrogenation temperatures of this Reactive Hydride Composite, however, can be 
significantly reduced by using nanoconfined 2 LiBH4 + MgH2  stabilised in inert nanoporous 
aerogel scaffold materials whereby long-range phase separation is hindered and thus the 
diffusion path length reduced (Gosalawit-Utke, 2011). 

4. Conclusion  
Metal hydrides offer a safe and compact alternative for hydrogen storage. The 
thermodynamic properties of them determine both their reaction heat as well as hydrogen 
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equilibrium pressure at given temperature and, therefore, are important parameters to be 
taken into account. Optimised system integration for a given application is not possible 
without selecting a hydride with suitable thermodynamic properties. To achieve highest 
possible energy efficiencies the heat of reaction and temperature of operation of the metal 
hydride should be adapted to the waste heat and temperature of operation of the fuel cell / 
fuel combustion system. It has been found that the thermodynamic properties of metal 
hydrides can be tailored in a wide range. Unfortunately, so far all the known conventional 
metal hydrides with more or less ideal reaction enthalpies and hydrogen equilibrium 
pressures above 5 bar at room temperature suffer from a rather limited reversible hydrogen 
storage capacity of less than 2.5 wt.%. With such a material it is not possible to realise a solid 
storage hydrogen tank with a total hydrogen storage density of more than 1.8 wt.% H2. Such 
tank systems still have advantages for the storage of small quantities of hydrogen for larger 
quantities, however, modern high pressure composite tank shells have a clear advantage in 
respect of gravimetric storage density. To realise a solid storage tank for hydrogen with a 
comparable gravimetric storage density it is required that novel hydrogen storage materials 
based on light weight elements are developed. There are several promising systems with 
high gravimetric storage densities in the range of 8 – 12 wt.% H2. For the applications of 
these novel material systems it is important to further adapt thermodynamic properties as 
well as the temperatures of operation towards the practical requirements of the system. 
The discovery of the approach of combining different hydrides which react with each other 
during hydrogen release by forming a stable compound, the so-called Reactive Hydride 
Composites, show a great promise for the development of novel suitable hydrogen storage 
material systems with elevated gravimetric storage densities. However, so far, the ideal 
storage material with low reaction temperatures, a reaction heat in the range of |H| = 20-
30 kJ/(mol H2) and a on-board reversible hydrogen storage density of more than 6 wt.% H2 
has not been found. 
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these novel material systems it is important to further adapt thermodynamic properties as 
well as the temperatures of operation towards the practical requirements of the system. 
The discovery of the approach of combining different hydrides which react with each other 
during hydrogen release by forming a stable compound, the so-called Reactive Hydride 
Composites, show a great promise for the development of novel suitable hydrogen storage 
material systems with elevated gravimetric storage densities. However, so far, the ideal 
storage material with low reaction temperatures, a reaction heat in the range of |H| = 20-
30 kJ/(mol H2) and a on-board reversible hydrogen storage density of more than 6 wt.% H2 
has not been found. 
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