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Hydrogen economy represents the future of human civilization. Limited resources of 
our planet are compelling us to turn to renewable clean energy resources and hydrogen 

figures prominently as the energy carrier of a future sustainable energy system. 
There are significant challenges to be overcome in order to make hydrogen viable, in 

production, storage and power generation, while safety of operation is an ever-present 
factor that determines success or failure of a proposed solution. Recent developments 
in all of these aspects are reviewed in this book, along with some latest research in the 

field of hydrogen energy and use.
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Preface 

Identifying and building a new sustainable energy system is probably one of the most 
critical issues that today’s society has to address for long-term sustainable 
development of human civilization. Limited reserves of both fossil and nuclear fuels 
mandate that alternative energy sources have to be developed and incorporated into 
the energy system with a prospect of replacing the current technology. Replacing the 
current energy carrier mix, based mostly on fossil fuels, with an abundant energy 
carrier with low environmental impact is a key piece in that system. Hydrogen is the 
most abundant element in the universe, burns clean, producing only water and has the 
highest energy density per unit mass, which is why it is considered a suitable primary 
energy material. Hydrogen derived from water, as an energy carrier, can address the 
issues of sustainability, environmental impact and energy security. However, 
produced from water, it, currently, costs more energy to produce hydrogen than one 
would recover burning it. Ideally, a hydrogen cycle would include hydrogen 
produced by splitting water using electrolysis with solar energy and stored reversibly 
in a solid. Hydrogen has already found a place, as a fuel, in experimental cars and 
space industry, but further breakthroughs are needed if hydrogen is to challenge the 
dominance of gasoline as the fuel that propels our civilization. When considering 
hydrogen as a renewable fuel for the future, it is only appropriate that, with all the 
challenges associated with its production, storage and use, we keep in mind that, in 
proposed systems, efficiency is only one of the factors that will determine the success 
of these systems. Other important aspects, such as production cost (both financial and 
in resource), durability and stability and safety of operation, can, more than efficiency, 
determine the success or failure of the proposed solutions. 

There are several crucial aspects of hydrogen use as a fuel that need developing in 
order to make hydrogen a viable energy carrier: production, storage, power generation 
and safety. There are several means of hydrogen production: from water and from 
hydrocarbons, either fossil fuels or biomass. While production from water is clean and 
renewable, production from fossil fuels generates similar or even higher levels of CO2 
emissions as burning of coal and gasoline. Hydrogen production from biomass is 
carbon-neutral, although, the negative environmental impact is considerable due to 
the fact that it requires large land surfaces for growth. Hydrogen storage represents a 
major challenge, since a variety of methods for hydrogen storage has been investigated 
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and they have yet to reach the required performance level. An ideal system must 
combine high capacity with rapid reversible charging/discharging and durability, the 
properties which can often conflict with each other in real system, adding a degree of 
difficulty to the development. Power generation from hydrogen in fuel cells owes a lot 
of its development to the space program, as it has been used to provide electricity in 
space crafts for decades. However, the existing systems still face major challenges, like 
insufficient lifetime and high price. Finally, the properties that make hydrogen an 
attractive candidate for energy carrier, like its high energy density, require that it is 
handled with care, putting the issue of safety of all hydrogen systems at the forefront 
during their development. 

All of these aspects, their current state and some of the recent developments will be 
discussed in this book. The chapters have been organized into four sections, each 
focusing on one of these aspects. 

I would like to thank all of the contributors for their hard work and dedication. I 
would also like to acknowledge the invaluable assistance of Dr. Vladimir Blagojevic in 
editing of this book. 

Professor Dragica Minić 
University of Belgrade 

Faculty of Physical Chemistry, Belgrade, 
Serbia 
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1. Introduction 

Identifying and building a sustainable energy system are two of the most critical issues for any 
modern society. Ideally, current energy system, based mostly on fossil fuels, which have limited 
supply and considerable negative environmental impact, would be replaced with a system 
based on a renewable fuel. Hydrogen, as an energy carrier primarily derived from water, can 
address the issues of sustainability, environmental emissions and energy security. If one 
assumes a full hydrogen economy the size of United States, the amount of hydrogen for just 
purposes of transportation would be about 150 million tons per year, which would amount to 
consuming, with current production efficiency, between 2 and 5 billion tons of water. As a 
comparison, current water consumption in United States for purpose of thermoelectric power 
generation in power plants is around 300 billion tons, with another 1.2 billion tons consumed 
for gasoline production. Therefore, rather than consume, a hydrogen economy would most 
likely significantly reduce water consumption for purposes of energy generation (Turner, 2004). 

Hydrogen is the most abundant element in the universe, burns clean, producing only water 
and has the highest energy density per unit mass. This is why hydrogen is considered most 
suitable to replace fossil fuels as the primary energy material for the mobile industry (Šušić, 
1997c). However, hydrogen is not an energy source, only an energy carrier, and it is not 
freely available in nature and needs to be produced, either from water or other compounds. 
If it is produced from water, it costs more energy to produce it than one would recover 
burning it. This is why, ideally, a hydrogen cycle would include hydrogen produced by 
splitting water using electrolysis with solar energy and stored reversibly in a solid. 
However, there are considerable difficulties associated with efficient hydrogen production, 
storage and use in fuel cells. Among them, hydrogen storage for mobile applications is 
currently the most difficult obstacle. 

© 2012 Minić et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Gasoline has very high energy density of 31.6 MJ/L, compared to 4.4 MJ/L of compressed 
hydrogen and 8.8 MJ/L of liquid hydrogen. In addition, gasoline tank has extremely short 
filling time, is capable of providing energy at low temperatures and provides excellent 
control of energy discharge, allowing rapid acceleration, high sustained speed and 
considerable range. These are the challenges that a successful hydrogen tank has to meet, 
too. US Department of Energy (DOE) target requirements for a hydrogen tank require 
hydrogen gravimetric density of 7.5 mass% and volumetric density of 70g/L, operating 
temperature between 233 and 358K, minimum delivery pressure of 12bar (1.2MPa) and 
fueling time of 3min. In addition, the storage system should be safe, durable (1500 
operational cycle life) and cost effective. None of the existing systems meet these 
requirements. 

In order to achieve the hydrogen economy, there are some obstacles that need to be 
overcome to make hydrogen a viable energy carrier. They are characterized by four main 
aspects of hydrogen use and some of these will be addressed here: 

1. Production – since hydrogen needs to be produced, ideally from water, it is necessary to 
develop production methods that would consume the least amount of energy and 
provide ability to produce hydrogen renewably on a large scale. 

2. Storage – fuel needs to be easily stored for use and transport, where one of the main 
requirements is that it is readily available, which requires not just short 
charge/discharge times, but also excellent control of charge/discharge process coupled 
with sufficient energy and gravimetric/volumetric density. 

3. Power generation – once hydrogen is ready to be consumed, it is necessary to do so in 
the most effective way: the power generation system that uses hydrogen needs to be 
both efficient and, for mobile application, lightweight. 

4. Safety – hydrogen use and storage comes with some risks (flammability) which 
necessitate certain precautions and safety measures; another aspect related to this is 
environmental impact of the hydrogen cycle, which depends on the methods used to 
produce, store and use it.  

Since hydrogen is thought to be a renewable fuel for the future, it is only appropriate that, 
when we consider all the challenges associated with its production, storage and use, we 
keep in mind that when we consider proposed systems, efficiency is only one of the factors 
that will determine the success of these systems. Other important aspects are production 
cost (both financial and in resource), durability, stability of operation and safety, and these 
can, more than efficiency, determine the success or failure of any of the proposed solutions 
for a part of the hydrogen cycle. 

2. Hydrogen production 

There are several potential sources of hydrogen on our planet, although these are 
exclusively hydrogen compounds, necessitating extraction of hydrogen at energy cost. The 
most abundant is water, while hydrogen can also be obtained from hydrocarbons, either 
fossil fuels or biomass. While production from water is clean and renewable, with no CO2 
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emission, production from fossil fuels generates similar or even higher levels of CO2 
emissions as burning of coal and gasoline. Hydrogen production from biomass is carbon-
neutral, since plants and organisms used during the process sequester approximately the 
same amount of CO2 during their growth as it is emitted during the process of extraction of 
hydrogen from them. However, their negative environmental impact is considerable due to 
the fact that they require large land surfaces for growth. 

From water. Although many technologies have been explored for production of hydrogen by 
splitting water into hydrogen and oxygen, these processes have yet to achieve the necessary 
efficiency and scalability for industrial application. The main advantage of hydrogen 
production from water is that it is clean, renewable and has little or no negative 
environmental impact, although the energy cost of its production is currently too high. 
There are several processes of interest, like electrolysis, catalytic thermolysis, photocatalytic 
water splitting and sulfur-iodine cycle. 

Electrolysis of water is used today to produce around 5% of all industrial hydrogen. There 
are several types of cells in use: solid oxide electrolysis cell, alkaline electrolysis cell and 
polymer electrolyte membrane cell. These cells operate at elevated temperatures (350-570K) 
and contain high electrolyte concentrations and catalysts (typically yttrium-stabilized 
zirconium oxide mixed with nickel). Efficiency of typical electrolysis processes is usually 
between 50-80%, when inefficiencies of production of power used for electrolysis are not 
taken into account. With these taken into account, the energy efficiency would decrease to 
30-45% for a typical nuclear or thermal power plant used as the power source, or even lower 
for a typical solar cell or array (Hauch et al., 2008). 

Water thermolysis is thermal dissociation of water, which occurs spontaneously around 
2800K. Although this temperature is too high for practical applications, significant effort has 
been invested into research of catalysts to reduce water thermolysis temperature and make 
it an industrially viable process. The goal is to use water thermolysis either in solar 
concentrators or in nuclear power plants to produce hydrogen directly using thermal 
energy. Solar concentrators can produce very high temperatures (over 1800K) by 
concentrating sunlight using a system of mirrors. Next generation nuclear power plants will 
be operating at lower temperatures (1000-1300K), but it is hoped that new catalysts will 
make it possible to use them for direct hydrogen generation using water thermolysis. 

Photocatalytic water splitting is a process of directly producing hydrogen using solar 
energy. It relies on use of photocatalyst to capture the solar energy and use for water 
dissociation (Ni et al., 2007). There are two principal types of catalysts: photoelectrochemical 
and photobiological (discussed in biohydrogen production section). Photoelectrochemical 
(PEC) systems can be divided further into four groups: 

- Type 1 – a single electrolyte-filled reactor containing a colloidal suspension of PEC 
nanoparticles producing a mixture of H2 and O2 gas; 

- Type 2 – dual electrolyte-filled reactor beds containing a colloidal suspension of PEC 
nanoparticles, each carrying out half of the reaction process (one producing oxygen, the 
other hydrogen from H+ produced in the first reactor bed); 
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- Type 3 – fixed PEC planar array using multi-junction photovoltaic/PEC cells immersed 
in electrolyte reservoir; 

- Type 4 – PEC solar concentrator system, using reflectors to focus the solar flux at 10:1 
intensity onto multi-junction photovoltaic/PEC cell receivers immersed in electrolyte 
reservoir and pressurized to 2MPa. 

Estimated hydrogen production costs for these systems are: 1.63-10.36$/kgH2 depending on 
the type of system. DOE target for 2015 price of hydrogen was originally set at 1.50$/kgH2, 
but it was increased in 2005 to 2-3$ per kgH2, which means that some of these systems 
already meet that modified requirement. The main issues in these systems remain 
separation of O2 and H2 from the product for Type 1, ionic conduction (through ionic 
bridge) between two reactor beds for Type 2, improvement of PEC cell structure to reduce 
cost for Type 3 and new composite concentrator structure and high pressure PEC operation 
for Type 4. Potential benefits are clean and renewable direct hydrogen production with 
relatively low cost, although efficiency, depending on the system, is in range of 5-25% for 
the entire system.  

Sulfur-iodine cycle is a thermochemical process which produces hydrogen from hydrogen 
iodide at much higher efficiency than water splitting, and at lower temperature (700K). One 
of its advantages is that sulfur and iodine are recovered and reused during the process and 
not consumed. It is usually coupled with concentrating solar power systems to produce 
hydrogen using solar energy, providing clean and renewable source of energy. 

From fossil fuels. Fossil fuels are the dominant source of industrial hydrogen today. 
Hydrogen can be produced from natural gas with efficiency of around 80% and from other 
hydrocarbon sources with a varying degree of efficiency.  

Most widely used method of hydrogen production today is steam reforming of methane or 
natural gas. At high temperatures (1000-1300K), water vapor reacts with methane to yield 
syngas (mixture of hydrogen and carbon monoxide), which can be used to produce more 
hydrogen through reaction of water and carbon monoxide (also known as water gas shift 
reaction, performed around 400K). The drawback of this process is that it produces CO2 
waste (Lee & Lee, 2001). 

Other methods of hydrogen production from fossil fuels are partial oxidation of 
hydrocarbons, which includes partial combustion of fuel-air mixture at high temperatures 
or in a presence of a catalyst, plasma reforming (Kvaerner process), which produces 
hydrogen and carbon black from hydrocarbons (no CO2 waste), and coal gasification, where 
coal is converted to syngas and methane. 

Biohydrogen production. Biological H2 production represents an effort to harness biological 
processes to generate hydrogen on the industrial scale. Although they have found no 
industrial application, there are a number of processes for conversion of biomass and waste 
streams into biohydrogen. Some of them are the same as the ones described above for fossil 
fuels, except they use biomass in place of fossil fuel (biomass gasification, steam reforming), 
while others use biological conversion of solar energy (Tao et al., 2007). Biological 
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conversion is process where biological organisms (usually plants) convert sunlight into 
hydrogen through their metabolic processes (Melis, 2002).  

There are variety of pathways for biological conversion that include unicellular green algae, 
cyanobacteria, photosynthetic bacteria and dark fermentative bacteria. Photobiological 
production of hydrogen offers a perspective of operating with solar energy conversion 
efficiency to H2 as high as 10%, if some of the barriers could be overcome, like slow H2 
production rate, or discontinuity of H2 production due to co-generation of O2 (Maness, 
2002). Another challenge represents system engineering for cost-effective photobiological H2 
production. Because of an excellent variety of different bacteria, which absorb light in 
different spectral regions, it is hoped that, ultimately, a mixture of bacteria tailored to 
maximize sunlight absorption would be used to improve efficiency. This level of 
adaptability is one of the advantages of photobiological hydrogen production. There are no 
photobiological hydrogen production systems that are even close to being competitive with 
other methods of hydrogen generation, while relatively low overall efficiency would require 
large surface areas for harvesting and conversion of sunlight. On the other hand, biological 
production would probably have positive impact on environmental pollution and 
potentially serve as a source of high value bio-products, which could be useful in the food 
and synthetic chemistry industries. However, the main limitation of biological production is 
that it ultimately depends on availability of land for biomass production. This means that it 
cannot provide the amounts of hydrogen needed by an entire civilization, especially taking 
into account the fact that we live in a food-limited world with increasing population. 

3. Hydrogen storage 
Hydrogen storage is a problem that has been a focus of scientific research for decades (Minić 
& Šušić, 2002). During this time a variety of methods have been investigated, although, none 
of these have accomplished the required performance level so far. Current methods for 
hydrogen storage can be broadly separated into: 

- mechanical storage: storage in a tank of compressed gas or liquid hydrogen; 
- physisorbtion: storage in a solid material through physisorbtion; includes: 
- graphene and other carbon structures 
- metals and metallic nanocrystals and composites 
- metal-organic frameworks, zeolites; 
- hydrogen: storage in solid or liquid material of chemically bound hydrogen that is 

released on decomposition; includes: 
- light metal hydrides (e.g. alkaline hydrides, alanates, alane) 
- borohydrides 
- amines and imides 
- amino borane. 

Each of these methods has its advantages and disadvantages, but all on-board storage 
technologies have to meet the following requirements: 

- safety 
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- performance 
- cost 
- technical adaptation for the infrastructure 
- scalability (application in both small and large vehicles). 

3.1. Mechanical storage 

Low-pressure gaseous form of hydrogen is preferable in terms of efficiency. However, since 
vehicles cannot store enough hydrogen in this form, compression or liquefaction of 
hydrogen represents a relatively straightforward way of increasing vehicle on-board 
capacity. Mechanical storage methods store hydrogen by confining its gas or liquid form in 
a mechanical tank, similar to how gasoline is stored. The advantages are relatively good 
charge/discharge time and durability, but the capacity of the tanks is limited by relatively 
low energy density of hydrogen gas and liquid. In addition, the weight of tank is 
considerably larger than the gasoline tank due to demands of safe hydrogen storage.  

There are currently three broad methods of mechanical hydrogen storage: 

- high-pressure tank systems 
- hydrogen-absorbing alloy tank system 
- liquid hydrogen tanks. 

Most current vehicles using hydrogen are equipped with a composite high-pressure tank, 
due to its simple structure and ease of charge-discharge cycle. Standard high-pressure tanks 
store hydrogen at 35MPa (350bar) pressure, which provides vehicle autonomy of 300-
350km. Tanks have been developed recently to store hydrogen at 70MPa (700bar) pressure.  

 
Figure 1. DOE set requirements (solid lines) and overview of existing developed hydrogen storage 
methods with respect to those requirements 
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However, pressure in this range makes the relationship between hydrogen pressure and 
amount non-linear. Therefore, doubling of pressure only leads to an increase of 40-60% 
more hydrogen, increasing vehicle autonomy to around 500km (Mori & Hirose, 2009). 
 

Tank type Type 1 Type 2 Type 3 Type 4 

composition 
all metal (carbon 

steel) 

metal liner 
+ 

GFRP layer 

metal liner 
+ 

CFRP layer 

plastic liner 
+ 

CFRP layer 
thickness ratio 
(cylinder part) 

1.0 0.7 0.32 0.28 

Table 1. Different high-pressure (35MPa) tank types for hydrogen storage (GFRP – glass fiber 
reinforced polymer, CFRP – carbon fiber reinforced polymer) 

In order to improve storage capacity of a high-pressure tank, hydrogen absorbing metal 
alloy is added to the tank to produce a hybrid high-pressure hydrogen absorbing tank 
system. The alloy increases capacity of the tank from around 3kg per 180L tank to 7-10kg 
per 180L tank, but hydrogen absorption on charging releases considerable amount of heat, 
requiring heat exchanger and radiator to be fitted with the tank, resulting in an increase in 
tank weight from around 100kg to over 400kg. High-pressure (35MPa) hydrogen 
environment helps metal alloy absorb hydrogen quickly (around 80% charge in 5min) and 
improves discharge speed, which is a common difficulty of classical metal hydrides, 
although high hydrogen pressure means that this system has the same safety issues as a 
regular high-pressure tank system. This system is also capable of operating at temperatures 
as low as 243K, which is not possible with low-pressure metal hydride systems. These 
hybrid systems offer a lot of promise offering good charge/discharge performance, but they 
still don’t achieve the required hydrogen capacity and they retain the same safety issues 
associated with conventional high-pressure systems. 

Another improvement of high-pressure system represents the use of cryo-compressed 
storage, where hybrid high-pressure tank is equipped with heat-transfer system, allowing it 
to maintain hydrogen gas at temperature around 50K and 0.4MPa pressure (around 
6mass%). As the tank is emptied during use, temperature is gradually increased using the 
heat released during discharge to maintain a minimum 0.4MPa pressure. Figure 2 shows a 
comparison of gravimetric and volumetric densities of hydrogen for different high-pressure 
tank systems. Projected capacity of cryo-compressed hybrid system would meet DOE 
interim requirements for 2015, the first system so far to achieve this. However, this system is 
still well short of ultimate goals set by DOE. 

Liquid hydrogen exists at atmospheric pressure at temperatures below 20K and its density is 
much higher than compressed gas. From the point of use in vehicles and infrastructure, 
liquid hydrogen is very attractive, because it offers an opportunity to easily transport and 
store large amounts of hydrogen. Some studies show that the extra energy consumption of 
liquefaction process can be compensated by the ease of delivery and storage. However, due 
to low temperatures involved, liquid hydrogen tanks require double wall construction for 
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thermal insulation, minimizing heat conductivity with vacuum multi-layer insulation. This 
consists of a thin metal layer on the spacer material which prevents both radiation and 
thermal irradiation between individual layers and heat intrusion from irradiation and 
gaseous convection. The most advanced liquid hydrogen tanks have limited heat flow to a 
few watts per second, which results in hydrogen evaporation and, therefore, loss of a few 
percent per day. Further developments in thermal insulation, advanced liquefaction and 
charge/discharge strategy are necessary in order to make liquid hydrogen a viable 
commercial alternative to a gasoline tank. 

3.2. Carbon materials 

There have been a number of studies of use of different carbon materials for hydrogen 
storage. Although initial reports suggested high hydrogen storage capacity of carbon 
nanotubes and other related nanostructures, more recent results have shown that the 
maximum sorption capacity of carbon nanostructures is around 2mass% (Zuettel et al., 2004) 
and that it is dependent only on the surface area of individual carbon nanostructure. Of those 
nanostructures, graphene sheets have exhibited the highest surface area and represent the 
most promising carbon material for hydrogen storage. However, since its capacity in pure 
form is about 2mass%, recent work has been focused on improving both performance and 
capacity of graphene. One of the issues that need to be overcome is that binding energy of 
atomistic hydrogen to carbon is 0.8eV, much lower than the energy of H-H bond in H2 
molecule (2.3eV per hydrogen atom). That is why recent research has been focused on 
catalyst assisted hydrogen sorption on carbon through spillover effect. Hydrogen spillover 
refers to transport of an active species generated on one substance (activator) to another 
(receptor) that would not normally adsorb it. In this case, activator is commonly a metal or a 
metal oxide, while carbon acts as a receptor, overcoming the energy barrier associated with 
dissociation of hydrogen molecule. Enhancement of hydrogen adsorption via spillover effect is 
much more pronounced at lower hydrogen pressure (below 0.5MPa), while it saturates at high 
pressures. This suggests existence of two distinct mechanisms corresponding to different 
spillover behavior, which can be controlled by activation of catalyst (Tsao et al., 2010).  

Recent first-principle calculations have suggested that use of graphene double-layer and 
multi-layer structures could increase capacity for hydrogen storage (3-4mass%) 
(Patchkovskii et al., 2005), while recent experiments of Pd-loaded single-wall carbon 
nanotubes show improved performance after Pd-loading and thermal treatment at 
temperatures around 700K (Kocabas et al., 2008). Additional theoretical calculations of 
spillover on graphene suggests that hydrogen atoms on graphene surface should create 
compact clusters so that the lowest-energy luster is composed of closed six-hydrogen rings, 
which would correspond, if entire surface area of graphene is used, to hydrogen storage 
capacity of about 7.7mass% (Lin et al., 2008). However, recent studies of kinetics of 
hydrogen adsorption/desorption kinetics in Pd/Pt/Ni/Ru doped ordered mesoporous carbon 
indicated that there is no difference in the kinetics of doped and pure carbon (Saha & Deng, 
2009), suggesting that doping of carbon materials using transition metals might not be able 
to achieve significant increase in capacity and charge/discharge rates. 
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Although work on carbon materials is ongoing, it is unlikely that carbon materials will, in 
the foreseeable future, achieve the necessary performance levels required to replace fossil 
fuels. These types of materials have exhibited encouraging hydrogen capacity at low 
temperatures (20-80K), but their performance has regularly diminished at room temperature 
and this remains the biggest challenge in research of carbon materials for hydrogen storage. 

3.3. Zeolites and metal-organic frameworks 

Zeolites are crystalline microporous materials, usually alumosilicates or aluminophosphates. 
They consist of microporous framework, which, in principle, appears highly suitable for 
hydrogen adsorption, as the adsorption energies in the narrow pores are very low, allowing 
thermal cycling to be used for adsorption and desorption of hydrogen. Initial reports of their 
storage capacities (Weitkamp et al., 1992, 1995, 1997) indicated very low capacities at room 
temperature, but these substantially increased at 77K, to 1.5mass% (Jhung et al., 2007). 
However, these fall well short of technical requirements. Projected maximum capacities for 
zeolite systems (assuming hydrogen packing density equal to liquid hydrogen) are a 
maximal 2.5 mass%, indicating that the currently known systems would not be able to meet 
the requirements to serve as hydrogen storage materials in mobile applications, although 
new materials might offer better performance. 

Metal-organic framework (MOF) materials are composed of metal ions as vertices connected 
by organic molecules, often polyvalent carboxylic acids, to create a porous material of 
exceedingly high surface area (Rowsell & Yaghi, 2005). Reported hydrogen storage capacities 
of these materials have been encouraging: material MOF-177 was reported to have saturation 
uptake of 7.5 mass% at 77K and atmospheric pressure (Wong-Foy et al., 2006), although this 
declines to 1.62 mass% at 0.1MPa pressure (Rowsell et al., 2004). These materials exhibit an 
interesting feature, which could be of great importance for hydrogen adsorption – the so-
called gated adsorption (Kitaura et al., 2003; Zhao et al., 2004). This process relies on 
flexibility of the framework of some MOFs allowing the structure to expand upon adsorption 
of guest species and shrink back upon desorption. This leads to a pronounced hysteresis, 
which can be exploited to load the materials at high pressure and still be able to capture 
hydrogen at lower pressures or higher temperature. However, these materials have some 
disadvantages as the loading of the material has to be performed at low temperatures, which 
consumes additional energy, and the binding of hydrogen to MOF materials is stronger than 
in carbon materials like graphite and carbon nanotubes (Rosi et al., 2003). However, this is 
still a new class of materials and most of them have yet to be investigated as hydrogen 
storage materials. In addition, in the foreseeable future, there should be many more new 
materials of this type, therefore, this class of materials shows great promise when it comes to 
hydrogen storage capabilities and offers genuine prospect of a hydrogen storage system that 
could meet all the requirements necessary for mobile applications. 

3.4. Metal hydrides 

Many metals and alloys are capable of absorbing considerable amounts of hydrogen 
according to the reaction (1): 
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 22 x
xMe H MeH+ ⇔  (1) 

Here Me  is a metal, a solid solution, or an intermetallic compound and xMeH  is a hydride 
(x is the ratio of hydrogen to metal H/Me). In most cases this reaction is exothermic and 
reversible. Heating of the hydride causes hydrogen desorption. Charging can be done using 
molecular hydrogen gas or hydrogen ions from an electrolyte. If hydrogen is loaded from 
gas phase, several reaction stages of hydrogen with metal would occur, as shown in Fig.2. 
The metal is usually in form of powder, and can be amorphous or crystalline (Minić et al., 
1996). Repeated thermal treatment during hydrogen absorption and desorption causes 
structural changes in amorphous metals and intermetallic compounds, leading to 
crystallization (Minić et al., 1995; Šušić et al., 1996). 

 
Figure 2. Reaction of H2 molecule with metal surface: a) H2 molecule move toward the metal surface. b) 
physisorbtion of H2 molecule through Van der Waals interaction with metal surface c) chemisorption of 
hydrogen after dissociation d) occupation of subsurface sites and diffusion into bulk.  

Most of the known metal hydrides exhibit unsatisfactory charge/discharge kinetics, which 
led to devotion of significant research effort on improving it using surface catalysts and 
taking advantage of spillover mechanism of hydrogen absorption (Fig. 3). This mechanism 
includes adsorption and subsequent dissociation of hydrogen molecule on surface catalyst, 
and migration and subsequent diffusion of adsorbed hydrogen atoms from surface catalyst 
into the metal (Minić et al., 1997). Since catalyst is a metal or intermetallic compound with 
superior hydrogen adsorption, it serves as a gateway for hydrogen absorption. This 
improves charging kinetics of the metal, while using relatively small amounts of catalyst 
(most commonly Pd) (Šušić, 1997a, 1997b). 

The reaction of hydrogen gas with a metal can be described by one-dimensional Lennard-
Jones potential curve, Figure 4 (Lennard-Jones, 1932). Far from the metal surface, the 
potential energy difference of a hydrogen molecule and that of 2 individual hydrogen atoms 
is equal to dissociation energy (H2

 
→ 2H, ED = 435.99 kJ/molH2). The molecular hydrogen 

initially exhibits Van der Waals attractive interaction during approach to metal surface, 
leading to the physisorbed state (Ephys ≈ -5 kJ/molH) at a distance from the metal surface 
approximately equal to hydrogen molecule radius (≈0.2 nm). 
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Figure 3. Illustration of spillover mechanism of absorption of hydrogen into a metal using a catalyst 

 
Figure 4. One-dimensional potential energy curve (one-dimensional Lennard-Jones potential for a 
hydrogen metal system. 

Closer to the metal surface, hydrogen has to overcome an activation barrier for dissociation 
and formation of the hydrogen-metal bond (crossing point of dashed blue and solid red 
line). The height of the activation barrier depends on the chemical composition of the 
surface. When hydrogen atom becomes chemisorbed (Echem ≈-50 kJ/molH2) it shares its 
electron with the metal atoms at the surface. These hydrogen atoms have high surface 
mobility, interacting with each other and forming surface phases. In the next step 
chemisorbed hydrogen atom can migrate into the subsurface layer and, finally, diffuse into 
the interstitial sites through the host metal lattice, contributing their electrons to the band 
structure of the metal (Zuettel, 2003). 

After dissociation on the metal surface, the H atoms generally diffuse rapidly through the 
bulk metal even at room temperature to form Me-H solid solution or α-phase. The 
thermodynamic aspects of hydride formation from gaseous hydrogen are described by 
pressure–composition isotherms (Fig. 5). After the maximum solubility of hydrogen in the 
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α-phase is reached, hydride phase (β-phase) will begin to form. Further increase in 
hydrogen pressure will result in substantial increase in the amount of absorbed hydrogen. 
This phenomenon can be explained using the Gibbs phase rule (2)  

 
Figure 5. Left: Pressure-Composition-Isotherms (PCI) for a hypothetical metal hydride. Right: Van't 
Hoff plot for a hypothetical metal hydride derived from the measured pressures at plateau midpoints 
from the PCI's. 

 2F Nπ= − +  (2) 

where F  is the degree of freedom, π  is the number of phases and N is the number of 
components.  

Hydrogen pressure at which this transformation takes place is called the plateau pressure, 
where α- and β-phase co-exist. When the stoichiometric hydride is formed, completely 
depleting the α-phase, an additional degree of freedom is regained and the additional 
absorption of hydrogen would now require a substantial pressure increase, corresponding 
to the solid solution of hydrogen in β-phase.  

The plateau pressure, described by Van’t Hoff equation (3), gives us valuable information 
about reversible storage capacity. Width of the plateau and the position of the plateau at a 
given temperature give us a sense of the stability of the hydrides. Stable hydrides (enthalpy 
of formation, Hf << 0) would require higher temperatures than less stable hydrides (Hf < 0) 
to achieve a certain plateau pressure. Recording a series of PCI's at different temperatures 
makes it possible to construct a phase diagram from the end points of the plateaus in the 
individual PCI's.  

 ln H Sp
RT R
Δ Δ= −  (3) 

where HΔ is enthalpy, SΔ  is entropy, R is the gas constant and T is temperature. 

Figure 6 represents a Van’t Hoff diagram showing the dissociation pressures and 
temperatures of a number of hydrides. Light elements, such as Mg, have shown promising 
levels of stored hydrogen (about 7 wt% hydrogen), but require higher temperature for 
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dehydrogenation. Conventional metal hydrides, which have been well characterized and 
their capacity for interstitial hydrogen storage is well-established, include type AB, AB2, 
AB5, A2B (TiFe, ZrMn2, LaNi5, and Mg2Ni) intermetallic compounds, and body-centered 
cubic metals. These materials typically store between 1.4 and 3.6 wt% hydrogen. (Table 2). 
However, the requirements for gravimetric capacity, fast kinetic and high storage capacity is 
barely satisfied, so development of new lightweight materials presents many scientific and 
technical challenges. Among metal hydrides, magnesium hydride appears to be the most 
promising, because of its high storage capacity and relatively low cost. 
 

Type 
Intemetallic 
compound 

H/M 
H2 capacity 

(mass%) 
Temperature (K) 

for 0.1MPa Pdesorption 

A2B Mg2Ni 1.33 3.6 528 
AB TiFe 0.975 1.86 265 
AB ZrNi 1.4 1.85 565 
AB2 ZrMn2 1.2 1.77 440 
AB5 LaNi5 1.08 1.49 285 
AB2 TiV0,62Mn1,5 1.14 2.15 267 

Table 2. Hydrogen storage properties of some intermetallic compounds 

3.5. Magnesium hydride 

High gravimetric (7.6 wt.%) (Hanada et al., 2004) and volumetric density (130 kg H2/m3) and 
relatively low price make magnesium hydride (MgH2) an attractive hydrogen storage 
material. However the wide industrial application is still not feasible, due to its high 
enthalpy of formation (ΔH° = -75 kJ/molH2) and dehydrogenation temperature (720 K), as 
well as slow kinetics of hydrogenation reactions/dehydrogenation reaction. For example, 
there is no detectable hydrogen desorption at temperature of 573 K, while at 623 K it takes 
more than 3000s for complete decomposition of  MgH2 (Varin et al., 2009). Furthermore, in 
order to allow for the formation of MgH2, it is necessary to perform an activation process of 
Mg metal by consecutive heating and cooling of metal in vacuum and in hydrogen 
atmosphere, which makes the material permeable to hydrogen. The efforts to overcome 
these deficiencies have made MgH2 one of the most investigated materials in last two 
decades.  

At moderate hydrogen pressure the only hydride phase existing in equilibrium with Mg is 
magnesium hydride, β-MgH2. Pure Mg has a hexagonal crystal structure, while its hydride 
has a tetragonal lattice unit cell (rutile type) (Zeng et al., 1999; Yu & Lam, 1988). Figure 7 
shows the crystal structure of β-MgH2 (P42/mnm space group), were each Mg atom is 
coordinated with six H atoms forming an irregular slightly distorted octahedron (Noritake 
et al., 2003). Each H atom is coordinated with three planar Mg atoms. Synchrotron X-ray 
diffraction gives the parameters of crystal a = 0.45180(6) nm and c = 0.30211(4) nm (Lide, 
2006; Lide, 2007) while the powder diffraction file (JCPDS 12–0697) provides similar values 
for a = 0.4517 nm and c = 0.30205 nm. Density of MgH2 is 1.45 g/cm3 (Bastide, 1980). 
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Figure 6. Van’t Hoff plots of various metal hydrides, showing hydrogen dissociation pressures and 
temperatures (red shaded area represents desirable operating conditions). 

 
Figure 7. Two perspectives of crystal structure of β-MgH2 showing the positions of Mg (blue) and H 
atoms (red) 

Although there is considerable literature dealing with structure and properties (Novaković 
et al., 2009; Schimmel et al., 2004, 2005; Kelkar & Pal, 2009; Basseti et al., 2005) of MgH2, 
there are still some uncertainties about H-desorption kinetics, since the Mg–H interaction 
strongly depends on method of synthesis and presence of additives. For instance, ball 
milling causes mechanical deformation, surface modification, and metastable phase 
formation which generally promote the solid–gas reaction. It also introduces defect zones 
which may accelerate the diffusion of hydrogen (Shan et al., 2004; Jensen et al., 2006; Bobet 
et al., 2001; Montone et al., 2006, 2007; Aguey-Zinsou et al., 2007). Addition of transition 
metals, metal oxides or ternary hydrides to mechanically milled MgH2 decreases its thermal 
stability and decomposition temperature. It has also been established that nanosized 
powders provide a possible solution for the problem of hydrogen desorption kinetics (Varin 
et al., 2006). Ab initio DFT calculations (Kurko et al., 2011) have been used to determine 
possible ways of improving the performance of MgH2. They have shown that destabilization 
temperature of MgH2 reduces with decreasing cluster size, and that a crystallite size of 0.9 
nm could result in a desorption temperature below 500 K (Wagemans et al., 2005). However 
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ball milling can also cause agglomeration and cold welding of particles (Montone et al., 
2005), therefore experimentally obtained decrease in hydrogen adsorption temperature in 
ball-milled samples is relatively low, keeping MgH2 far from practical application 
(Milovanović et al., 2008). Based on ab initio calculations, Novakovic et al. (Novaković et al., 
2009) examined the possible pathways for adsorption/desorption of hydrogen from MgH2, 
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3.6. Alanates 

Alanates, or aluminohydrides, are a family of compounds containing aluminum and 
hydrogen, with NaAlH4 being the most popular material in this family (Bogdanović & 
Schwickardi, 1997; Downs & Pulham, 1994; Fichter et al., 2003; Jain et al., 2010). One of the 
attractive features of alanates is their easy accessibility, since sodium and lithium alanate are 
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undergo multi-step thermal decomposition (Eq. 4) to release hydrogen and these reactions 
require relatively high temperatures and considerable reaction time (NaAlH4 releases 3.7 
mass% H2 in 3h at 483K). 

 4 2
1
2

NaAlH NaH Al H→ + +  (4) 

Additionally, some of the alanates are meta-stable, making their first decomposition 
(dehydrogenation) step exothermic and irreversible. This makes their direct rehydrogenation 
impossible, which would rule them out as candidates for on-board hydrogen storage 
applications. 

In order to improve their charge/discharge performance and reduce decomposition 
temperatures, alanates have been doped with transition metals, with Ti- and Ni-doping 
exhibiting promising results thus far in improving kinetics and dehydrogenation rates, 
while preserving very high hydrogen capacity.  
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Material 
H2 capacity 

(mass%) 
Dehydogenation 
temperature (K) 

Dissociation enthalpy  
(kJ/mol H2) 

NaAlH4 5.6 
480-490 (I step) 
>525 (II step) 

37 (I step, 3.7 mass% H2) 
42 (II step, 1.9 mass% H2) 

LiAlH4 7.9 
430-450 (I step) 
450-490 (II step) 

-10 (I step, 5.3 mass% H2) 
25 (II step, 2.6 mass% H2) 

Mg(AlH4)2 9.3 
380-470 (I step) 
510-650 (II step) 

41 (I step, 7 mass% H2) 
76 (II step, 2.3 mass% H2) 

KAlH4 5.7 
570 (I step) 
610 (II step) 
650 (III step) 

55 (I step, 2.9 mass% H2) 
70 (II step, 1.4 mass% H2) 

Ca(AlH4)2 5.9 
400 (I step) 
520 (II step) 

-7 (I step, 2.9 mass% H2) 
28 (II step, 2.9 mass% H2) 

Table 3. Overview of characteristics of some of the alanates for hydrogen storage [18] 

Alanates exhibit very high hydrogen storage capacity, although they cannot be charged and 
discharged easily and their working temperatures are too high. There is some hope that 
doping could alleviate some of these difficulties, but it is clear that if these materials become 
utilized for hydrogen storage, it will probably be in a hybrid high-pressure system, which 
could additionally improve their charge/discharge performance and be adapted to account 
for relatively slow discharge rates, while taking advantage of high hydrogen capacities. 

3.7. Borohydrides 

Borohydride, or tetrahydroborate, refers to a group of complex hydride compounds in 
which hydrogen in covalently bonded to the central atom in [BH4]- complex anion (Eq. 5). 

 
4 2 2 2 2(2 ) 4NaBH x H O H NaBO xH O+ + → + ⋅  (5) 

They exhibit high gravimetric and volumetric hydrogen capacity, making the materials of 
interest for hydrogen storage research (Schlesinger et al., 1953). One of the issues that would 
have to be resolved is the fact that they exhibit exothermic desorption reactions (30-300 
kJ/mol), making their rehydrogenation more difficult than that of other materials and 
making direct rehydrogenation thermodynamically impossible. In addition, they exhibit 
high dehydrogenation temperatures (520-670oC), which practically means that only part of 
their hydrogen capacity is accessible at normal working temperatures. 
 

Material 
H2 capacity 

(mass%) 
Dehydogenation 
temperature (K) 

Dissociation enthalpy 
(kJ/mol H2) 

NaBH4 10.8 670 -217 to -270 
LiBH4 13.4 650 -177 

Mg(BH4)2 13.7 530-670 -39.3 to -50 
Ca(BH4)2 9.6 620 32 

Table 4. Overview of characteristics of some of the borohydrides for hydrogen storage [18] 
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Therefore, most of the work associated with borohydrates is focused on use of doping and 
catalysts to improve charge/discharge kinetics, lower dehydrogenation temperature and 
increase hydrogen discharge capacity and cycling ability of these materials (Soler et al., 2007, 
Pena-Alonso et al., 2007; Lee et al., 2008; Demirci et al., 2009). 

3.8. Amides and imides 

Amides and imides have attracted a lot of interest, due to their high hydrogen capacity and 
relatively low operating temperature (Chen et al., 2003; Hu et al., 2003). However, their poor 
absorption kinetics limits their current practical application (Eq. 6). Therefore there has been 
a lot of focus on overcoming this by doping with a catalyst, usually through mechanical ball 
milling (Liu et al., 2008). 

 
2 2 2LiNH LiH Li NH H+ → +  (6) 

Another direction of research has been combining alkaline metal amides with other hydride 
materials using ball milling. Although LiNH2 and LiAlH4 mixture released approximately 4 
atom equivalents of hydrogen, its rehydrogenation was unsuccessful at H2 pressures up to 
80bar (8MPa) (Xiong et al., 2006). 
 

Metal ion of 
amide/imide system 

H2 capacity 
(mass%) 

Dehydogenation 
temperature (K) 

Dissociation enthalpy 
(kJ/mol H2) 

Li 
5.4 
6.5 

 
550 

148 
45 

Mg 7.4 470 3.5 

Ca 3.5 
2.1 

620 
770 

 
 

Li-Mg 4.5 470 39 

Li-Al 
4 
2 

2.1 

360 
440 
470 

 
 

Table 5. Overview of characteristics of some of the amida/imide systems for hydrogen storage [18] 

3.9. Amino borane 

Ammonium borane, NH3BH3, is considered a promising candidate for chemical storage of 
hydrogen, due to its low molecular weight and high hydrogen content of 19.6 mass%. Its 
thermal decomposition occurs in three stages (Eqs. 7 and 8), around 363, 420 and 970K, 
respectively, with one molar equivalent (6.5 mass%) of hydrogen released during each step 
(Gutowska et al. 2005; Baitalow et al., 2002).  

 3 3 2( ) 3nNH BH BN nH→ +  (7) 

 3 3 2 4 2 23NH BH H O NH BO H+ −+ → + +  (8) 
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Dehydrogenation rates are very slow due to long induction period (around 200min at 353K) 
(Chandra & Xu, 2006a, 2006b). The enthalpy is -21 kJ/mol, which is in the range that is 
suitable for on-board application. Therefore, most of the scientific effort has been focused on 
overcoming the slow reaction kinetics using additives like silica scaffolds, metal catalysts 
and ionic liquids (Umegaki et al., 2009). 

3.10. Alane 

Aluminum hydride (alane, AlH3) has an average enthalpy of formation of -11.4 kJ/mol and 
freshly synthesized non-solvated alane is reported to desorb around 10 mass% of H2 at 
temperatures below 373K (Graetz & Reilly, 2006). However, while the dehydrogenation 
reaction occurs readily (Eq. 9), the reverse process does not, requiring 2.5GPa pressure of H2 
to rehydride (Baranowski & Tkacz, 1983).  

 3 2
3
2

AlH Al H→ +  (9) 

In addition, dehydrogenation kinetics is too slow for practical applications, as it is limited by 
nucleation and growth of aluminum particles. Therefore, research has been focused on 
decreasing the dehydrogenation temperature and improving its kinetics using additives like 
alkali metal hydride (Sandrock et al., 2006) and particle size reduction using ball milling 
(Orimo et al., 2006). Best results have been achieved by doping AlH3 with small amounts of 
LiH, NaH or KH. 

4. Hydrogen power generation – Fuel cells 

As early as 1839, William Grove discovered the basic operating principle of a fuel cell by 
reversing the electrolysis of water to generate electricity from hydrogen and oxygen. This 
principle remains unchanged today, that a fuel cell is an electrochemical device which 
continuously converts chemical energy into electric energy (and heat) for as long as fuel and 
oxidant are supplied. A fuel cell does not need recharging, operates quietly and efficiently 
and, with hydrogen as fuel, generates only power and water. This is why it is called a zero-
emission engine. Unlike thermal engines, it is not limited by the Carnot efficiency; therefore, 
while thermal engines typically achieve efficiency of 24-32%, fuel cells achieve efficiencies of 
35-60% (Minh & Takahashi, 1995). 

One of the major obstacles in fuel cell application so far has been their insufficient lifetime: 
most fuel cells exhibit major performance decay after 1000 hours of operation, while DOE 
target for 2015 is 5000 hours of operation at 60% efficiency for mobile applications. 
Additionally, their price per kW is almost twice that of an internal combustion engine 
(Hoogers, 2003). There is a wide variety of fuel cell types, which can be distinguished by the 
electrolyte used, but they all function in the same basic way. At the anode a fuel (usually 
hydrogen) is oxidized into electrons and protons, and at the cathode, oxygen is reduced to  
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Fuel Cell 
Type 

Electrolyte Charge 
Carrier 

Operating 
temperature 
(K) 

Fuel Electric 
Efficiency 
(system) 

Power 
Range 
(kW) 

Alkaline KOH OH- 330-390 H2 35-55% <5kW 
Proton 
Exchange 
Membrane 

Solid 
polymer 

H+ 320-373 H2  
(tolerates CO2)

35-45% 5-250 

Phosphoric 
acid 

Phosphoric 
acid 

H+ ~590 H2  
(tolerates CO2)

40% 200 

Molten 
carbonate 

Li and K 
carbonate 

CO32- ~1020 H2, CO, CH4 
(tolerates CO2)

>50% 200-1000 

Solid oxide Solid oxide 
electrolyte 
(Y, Zr) 

O2- ~1270 H2, CO, CH4 
(tolerates CO2)

>50% 2-1000 

Table 6. Overview of different types of fuel cells and their characteristics 

oxide species. Depending on the electrolyte, either protons or oxide ions are transported 
through the electrolyte (ion-conducting, but electronically insulating) to combine with oxide 
species or protons, respectively, to generate water and electric power. Alkaline fuel cells do 
not tolerate presence of CO2 in the system, which forms alkaline carbonates, meaning that 
they can only use carbon-free fuel. 

Of the currently developed types of fuel cells, proton exchange membrane fuel cells 
(PEMFC) and alkaline fuel cells (AFC) satisfy the required range of operating temperature 
and provide sufficient current density for mobile applications, although the power range for 
AFC is sufficient only for specialty applications (like power generation of space crafts). 
PEMFC, also known as solid polymer fuel cell, takes its name from the special plastic 
membrane it uses for electrolyte, combining all the key parts (anode, cathode, electrolyte) in 
a very compact unit, not thicker than few hundreds microns. The membrane requires 
presence of liquid water, limiting its operating temperature to below 373K, which means 
that, to achieve a good performance, this fuel cell requires a good catalyst (Wang et al., 
2011).  

Two high-temperature types of fuel cells (molten carbonate and solid oxide) are mainly 
considered for large scale stationary power generation. They achieve higher efficiencies than 
low-temperature systems and high operating temperatures allow for direct internal 
processing of fuels like natural gas, reducing the system’s complexity (Tucker, 2010). 
However, this also means that they cannot easily be turned off.  

In addition to using pure hydrogen of hydrocarbons and carbon monoxide as fuel, in recent 
times, fuel cells have been coupled with biomass-derived fuel processors. This makes it 
possible to use biomass-derived fuels, such as ethanol, methanol, biodiesel or biogas, and 
feed them to a fuel processor as a raw fuel, which would, after reforming, be used by a fuel 
cell (Xuan et al., 2009). 
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Although all of types of fuel cells described above operate on gas fuel, recently, PEM fuel 
cells have been constructed to operate using liquid fuel – methanol (Ismail et al., 2011). This 
has advantages for mobile applications and fuel transportation, but these direct methanol 
fuel cells are not yet advanced enough to generate high enough current and power density 
to compete with gas fuel cells. 

5. Conclusion 

The limitations of our world’s natural resources mean that our civilization has to find an 
alternative energy source and energy carrier to replace fossil fuels. Taking into account 
available fossil fuel reserves and that such a conversion of energy source/carrier historically 
takes 75-100 years, it is clear that this is crucial time for alternative energy research. Hydrogen 
is the obvious candidate for the renewable energy carrier for the future, due to its availability 
in form of water, high energy density and lack of negative environmental impact. However, 
current state of technology is such that significant advances are needed in the next decade in 
order to make hydrogen economy viable. There is still lack of an effective large-scale 
hydrogen production process from water, while hydrogen storage still falls well behind the 
requirements set by gasoline. When it comes to power generation, hydrogen fuel cells are still 
lagging behind internal combustion engines and conventional batteries in performance and 
power/weight ratio. On the other hand, significant strides have been made in recent times, 
which give hope that hydrogen will, in the foreseeable future, be able to challenge fossil fuels 
as the primary energy carrier, but only through a sustained and focused effort. 
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1. Introduction 

The industrial production of hydrogen by reforming natural gas is well established. 
However, this process is energy intensive and process economics are adversely affected as 
scale is decreased. There are many situations where a smaller supply of hydrogen, 
sometimes in remote locations, is required. To this end, the steam-iron process, an 
originally coal-based process, has been re-considered as an alternative. Many recent 
investigations have shown that hydrogen (H2) can be produced when methane (CH4) is 
used as the feedstock under carefully controlled process conditions. The chemistry driving 
this chemical looping (CL) process involves the reduction of metal oxides by methane and 
the oxidation of lower oxidation state metal oxides with steam. This process utilises oxygen 
from oxide materials that are able to transfer oxygen and eliminates the need of purified 
oxygen for combustion. Such a system has the potential advantage of being less energy 
intensive than reforming processes and of being flexible enough for decentralised 
hydrogen production from stranded reserves of natural gas. This chapter first reviews the 
existing hydrogen production technologies then highlights the recent progress made on 
hydrogen production from small scale CL processes. The development of oxygen carrier 
materials will also be discussed. Finally, a preliminary economic appraisal of the CL 
process will be presented.  

2. A brief overview on hydrogen production 

Hydrogen can be produced from the reaction of feedstock including fossil fuels and biomass 
with water. Today, 96 % of hydrogen is derived from fossil fuels of which 48 %, 30 % and 18 
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% originates from natural gas, higher hydrocarbons and coal, respectively and the 
remaining 4 % comes from electrolysis. Fossil fuel based hydrogen production processes are 
mature technologies and are currently the most economic routes for large scale hydrogen 
production. Because coal, natural gas and biomass all contain carbon, carbon dioxide is 
inevitably produced as a by-product of the energy released. A pictorial overview of the 
available hydrogen production processes is given in Figure 1. The basics of two 
commercialised processes, namely steam methane reforming and partial oxidation, are 
considered in this section. A brief discussion on emerging hydrogen production technology 
will also be presented.  

 
Figure 1. An overview of existing hydrogen production process from different sources.1 

2.1. Steam methane reforming  

Steam reforming of methane (SMR) is one of the most developed and commercially used 
technologies. Compared to other fossil fuels, natural gas, which contains mostly methane, is 
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a cost effective feedstock for making hydrogen. This is because methane has a high 
hydrogen-to-carbon ratio, meaning the yield of hydrogen is higher. Today, almost 48 % of 
the world’s hydrogen is produced from this technology [1]. In this process, hydrogen is 
produced according to the following two reactions: 

 CH4 + H2O → CO + 3H2∆H° = 206 kJ/mol (1) 

 CO + H2O → CO2 + H2∆H° = -41 kJ/mol (2) 

In the SMR, the natural gas feedstock is first reformed in the presence of steam over a 
catalyst at elevated temperatures (700 – 925 °C) to produce a mixture of carbon monoxide 
and hydrogen (syngas) as shown in Equation 1. Then, the yield of hydrogen is further 
increased by reacting the carbon monoxide with make up steam via the water-gas shift 
reaction (WGS) as shown in Equation 2. Finally, hydrogen is separated and purified by 
processes such as pressure swing absorption, wet scrubbing or membrane separation. SMR 
is currently the most cost effective hydrogen production process which offers a minimum 
energy efficiency of 80 – 85 % in a large scale facility if residual steam is re-used [1]. 
Furthermore, the process is economically viable for large scale operation [2]. According to 
Pardor et al.[3], the price of hydrogen produced from SMR ranges from $5.97/GJ for a 25.4 
million Nm3/day plant to $7.46/GJ for a 1.34 million Nm3/day plant. A figure of $11.22/GJ 
was estimated for hydrogen produced from a small facility (0.27 million Nm3/day). 
However, the price of hydrogen varies with the price of natural gas feedstock. In general, 
the price of the natural gas feedstock accounts for 52 – 68 % and 40 % of the total cost for 
large and small SMR plants, respectively. It can be seen that decreasing the scale of 
operation would lead to an increase in cost of the hydrogen produced. 

2.2. Partial oxidation  

Hydrogen can also be produced from the partial oxidation (POX) of hydrocarbons over a 
catalyst at high temperatures (Equation 3). 

 CH4 + 0.5O2 → CO + 2H2∆H° = -36 kJ/mol (3) 

The reaction requires the use of high purity oxygen and is mildly exothermic. Similar to the 
SMR process, the yield and purity of hydrogen may be further increased by the WGS 
reaction and a subsequent purification process. The reported efficiency of POX is in the 
range of 66 – 76 % [1]. Mirabal [4] estimated the cost of hydrogen to be $12.43/GJ for a 2.83 
million Nm3/day plant, which is higher than that produced from SMR. However, based on 
the use of coke off-gas and residual oil (both having a price of lower than natural gas), 
Pardro et al.[3] estimated the price to be in the range of $6.94 – 9.83/GJ for large facilities 
(1.34 – 2.80 million Nm3/day) and $10.73/GJ for a small facility (capacity is 0.27 million 
Nm3/day). Similar to SMR, the economics appears more favourable for large scale 
operations.  
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2.3. Coal gasification 

Gasification can be used to convert a varied range of solid fuels such as coal and biomass 
into syngas (Equation 4).  

 C(s) + H2O → CO + H2∆H° = 131 kJ/mol (4) 

Coal gasification is a mature process and is commercially available. Although the cost of the 
coal feedstock is generally much cheaper than natural gas, the price of hydrogen produced 
from coal gasification process is estimated to be $17.45/GJ. This is higher compared to SMR 
($10.26/GJ) and POX ($12.43/GJ), and this is due to the higher capital investment required 
for coal gasification. Coal is an economically viable option for making hydrogen in very 
large centralised plants where the demand for hydrogen becomes large enough to support 
an associated large distribution network and establishment costs. It is therefore seen that 
coal gasification would become more competitive than SMR and POX as the price of natural 
gas increases [4]. Much of the engineering experience accumulated from coal fired power 
plant is directly useful for coal gasification. 

2.4. Other novel routes for hydrogen production  

Water splitting is one of the options for producing hydrogen and has received wide 
attention. The current reported energy efficiency is between 10 – 27 % and the cost of 
hydrogen is estimated to be 3-10 times of the hydrogen produced from the SMR process [5]. 
Biological routes for producing hydrogen are also being considered because of the 
renewable nature and the mild operating conditions of these processes. These alternative 
routes have yet to become economically competitive with technologies in practice such as 
SMR and POX that use fossil fuel feedstock. 

3. Hydrogen production from cyclic redox processes  

There is an ongoing demand for viable processes for producing hydrogen on a small scale for 
decentralised distribution. For this reason, there is currently much attention being paid to the 
development of cyclic redox processes or commonly referred as chemical looping (CL) 
processes for small scale hydrogen production. In addition to the compactness of the process, 
another advantage is the ability to produce a near sequestration-ready stream of carbon 
dioxide from the process. The operating concept behind these processes resembles the well-
known steam-iron process and is illustrated in Figure 2a. Some widely reported variations 
and applications include chemical looping combustion (CLC) for power generation and, 
chemical looping hydrogen production (CLH2). The schematic diagrams representing these 
processes are shown in Figure 2b and Figure 2c. A typical chemical looping operation 
consists of a reduction and an oxidation steps. During the reduction, a metal oxide is used as 
the oxygen carrier to oxidise carbonaceous fuels (e.g. natural gas, coal or biomass) into carbon 
dioxide and steam. The reduction can be optimised such that syngas (a mixture of carbon 
monoxide and hydrogen) can be obtained. Subsequently, the partially or fully reduced metal 
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chemical looping hydrogen production (CLH2). The schematic diagrams representing these 
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oxide is oxidised with air or steam to re-generate the original metal oxide and other oxidation 
products. When steam is used, water is split to produce hydrogen as the main product.  

One of the fundamental parameters that determine the overall efficiency of many chemical 
looping processes is the effectiveness of the oxygen carriers. Therefore many research groups 
have focused on improving the activity and the stability of oxygen carrying materials. This 
section reports the latest developments of oxygen carrier materials for CL applications.  

 
Figure 2. a) The traditional steam-iron process and chemical looping (CL) processes, b) CLC for power 
generation, and c) CLH2. 2 

3.1. Thermodynamic constraints  

The selection of an oxygen carrier requires comprehensive appraisal of the physiochemical 
properties of the material. Some properties include reaction kinetics, oxygen content, long-
term recyclability and durability, attrition resistance, heat capacity, melting points, tendency 
to form coke, resistance to carbon deposition, cost and toxicity [6, 7]. Nevertheless, the most 
important requirement is the thermodynamic feasibility of oxygen transfer to and from 
these oxygen carriers. Figure 3 shows the changes in Gibbs free energy (∆G) of some oxygen 
carriers commonly studied for CL applications. Some selected properties are provided in 
Table 1.  

For the current topic, the oxygen carrier can be divided into two groups based on their ability 
to oxidise methane. The first group contains oxides that are capable of only partially oxidising 
methane into carbon monoxide and hydrogen. Some representative redox couples are 
ZnO/Zn, V2O5/V and CeO2/Ce2O3 couples. The second group contains oxides that are able to 
support the complete oxidation of methane. NiO/Ni, CuO/Cu and Co3O4/Co are redox couples 
that fall into this category. In addition, the oxidations of these reduced oxides are favourable 
over a wide temperature range as indicated by the negative ∆G values in Figure 3. Therefore 
these three redox couples are often regarded as good candidates for CL applications.  
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Figure 3. Variation of Gibbs free energy of reactions, a) CH4 combustion (CH4 + 4/yMxOy→ CO2 + 2H2O 
+ 4x/yM) and b) CH4 partial oxidation (CH4 + 1/yMxOy→ CO + 2H2 + x/yM), c) steam oxidation (xM + 
yH2O → MxOy + yH2), and d) air oxidation (xM + y/2O2→ MxOy). See Table 1 for the legendsused.3 

Number Redox couple Melting point
[°C]

Oxygen transport capacity
[kg/kg-metal]

Price 
[USD/t] 

1 NiO/Ni 1955/1455 0.27 21,800 
2 CuO/Cu 1326/1084 0.25 7,680 
3 Fe3O4/Fe 1597/1538 0.38 100 
4 MnO2/Mn 535/1267 0.58 1,500 
5 Co3O4/Co 895/1495 0.36 39,700 
6 WO3/W 1472/3407 0.26 27,000 
7 ZnO/Zn 1975/420 0.24 2,250 
8 SnO/Sn 1080/232 0.13 21,000 
9 In2O3/In 1913/157 0.21 565,000 
10 MoO2/Mo 1100/2623 0.33 34,900 
11 V2O5/V 670/1910 0.78 25,600 
12 CeO2/Ce2O3 2400/2230 0.06 24,611 

Table 1. Selected properties of oxygen carriers.1 

a) 

b) 

c) 

d) 
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Compared to oxidation using molecular oxygen, the ∆G shifts to higher values when steam 
is used as the oxidising agent. As a result, it is not thermodynamically feasible to produce 
hydrogen by reacting steam with metallic Ni, Cu or Co.MnO2/Mn and SnO/Sn couples are 
also not reactive when they are brought into contact with steam. ZnO/Zn and V2O5/V 
couples react with steam to produce hydrogen, however, their melting points in either the 
oxide or the metallic form are too low for CL applications in general. Despite the moderate 
∆G values associated with Fe3O4/Fe, WO3/W and CeO2/Ce2O3 redox couples, the reported 
redox kinetics and thermo-mechanical strength have made them appealing candidates for 
CL processes. The Fe3O4/Fe couple also possesses a relatively high oxygen content, and is 
widely available, non-toxic and less costly. When iron oxide is used, it is only possible to 
oxidise the reduced state to magnetite (Fe3O4) due to thermodynamic limitations. 

3.2. Common feedstocks for producing hydrogen  

A number of studies have employed non-gaseous fuels including coal [8-13], biomass [14-
17] and pyrolysis oil [18, 19]. In a syngas chemical looping (SCL) process, the fuel is first 
converted into syngas in a separate gasification unit. The syngas generated is then used in 
the reduction cycle and steam is used to regenerate the oxide and to produce hydrogen. An 
additional air oxidation cycle may be required to regenerate the oxygen carrier. The SCL 
process generally has lower efficiency for conversion, owing to the low conversions in the 
syngas generation step and the steam oxidation step [8]. Li et al. [9] examined the cyclic 
performance of a Fe-based oxygen carrier at 830 °C when a simulated syngas was used. 
They showed that the syngas was completely converted in the reduction half cycle giving an 
oxygen carrier conversion of 94.6 %. For the steam half cycle, the reduced oxygen carrier 
was oxidised into Fe3O4 producing a stream of 99.8 % pure hydrogen. In a separate study, 
the same group also demonstrated the feasibility of using a moving bed reactor at 900 °C for 
the same reaction[10]. A syngas conversion in excess of 99.5% and an oxygen carrier 
conversion of 50 % were recorded. A process simulation conducted by Gupta et al. 
[8]confirmed that the maximum efficiency for the SCL process could reach 74.2 % for 
hydrogen production which is comparable to or more effective than steam reforming (65-75 
%), partial oxidation (50 %) and gasification (43-47 %). Considering the complexity of the 
SCL, it is clear that footprint of the process would be large because of the large number of 
unit operations involved in its design.  

When coal is used as the feedstock, the solid fuel can be used to reduce oxygen carriers 
directly. This process is often referred as the coal direct chemical looping (CDCL) process 
because a gasification unit, as well as air separation and gas cleaning units, is not required 
[12]. The CDCL process is reported to be significantly more efficient than the SCL process 
for hydrogen production [6, 13].Yang et al. [11] investigated the CDCL process using a 
lignite-derived char in a fluidised bed reactor. The complete gasification of the char 
achieved a maximum carbon dioxide concentration of 90% in the presence of a K2CO3 

catalyst. A high oxygen carrier-to-char ratio improved the complete gasification to carbon 
dioxide but this also led to lower hydrogen yields as a result of low conversions of the 
oxygen carrier. Under the optimum condition, the hydrogen production efficiency was 
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reported to be 50.2 % at an oxygen carrier conversion of 70.2 %. The use of counter-current 
moving bed reactor was found to improve oxygen carrier conversion, and achieved (due to 
the significantly low mass required) a char conversion of > 90 % and an overall carbon 
dioxide capturing efficiency of > 95 %[6]. 

Biomass has found limited applications for SCL processes. This is because of the high water 
content generally associated with biomass feedstocks. Sime et al. [14] investigated the use of 
gases derived from woody biomass gases for SCL and reported that such process was less 
efficient and more costly than conventional gasification processes for producing hydrogen. 
Li et al. [16] pointed out that it is critical to reduce the moisture content in the biomass 
feedstock to less than 5 %in order to achieve a conversion of 56.6 % in gasification. Similar to 
other solid feedstocks, unreacted biomass must be separated before the oxygen carrier is 
circulated to the steam reactor. Otherwise, the unreacted biomass could be gasified and 
lower the purity of the hydrogen produced. 

Natural gas is an efficient feedstock for CL processes since it is fed to the process in gaseous 
form. This minimises the need of solid handling and improves mass transfer processes [20]. 
Cormos (2011) recently assessed and compared hydrogen production from a natural gas CL 
process and a coal/lignite based SCL [21]. It was concluded that when natural gas was used to 
produce hydrogen, the recorded efficiency was 78.1 %. This value was higher compared to 
the values of 65.7 % and 63.3 % recorded for the coal- or lignite-based SCL processes, 
respectively. In addition, the separation and capturing of CO2 were said to be more effective 
when natural gas was used. Another clear advantage of using natural gas as the feedstock is 
that no additional up-stream unit operations are required for producing syngas.  

3.3. Oxygen carriers for cyclic redox processes 

As mentioned previously, redox kinetics and thermal stability are the two main issues 
associated with the use of oxide-based oxygen carriers for CL processes. In order to improve 
their performance, support and/or promoting materials to assist in material stabilisation are 
often added to improve the performance of the metal oxide. A comprehensive list of oxygen 
carriers developed for various CL applications in the last decade can be found in an 
excellent review published by Adanez et al. [7]. This section highlights some recent studies 
on developing novel oxygen carriers.    

3.3.1. Effects of metal addition to oxide carriers 

Otsuka et al. [22, 23] investigated the effects of 26 different metal dopants on iron oxide. It 
was found that some metal dopants were more effective in preventing the iron oxide from 
sintering and some were more effective in facilitating the splitting of water. Among these 26 
metals, Mo and Cr were found to improve the thermal stability of iron oxide in the cyclic 
process. The improved redox stability after the introduction of Mo metal (5 mol%) was also 
reported by Wang et al. [24], and Liu and Wang [25]. Despite the fact that Cr addition could 
improve the sintering resistance of iron oxide, temperature programmed analysis revealed 
that a temperature of ca. 500 °C is required to split water when compared to a temperature 
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of 420 °C as required by iron oxide modified with Mo [22]. In addition, no oxidation of 
methane was observed when the temperature was lower than 700 °C [26]. It was proposed 
that the main role of Cr and Mo dopants was to partially transform the iron oxide into the 
ferrite structure (MxFe3-xO4, M = Mo and Cr) [22, 26] and therefore inhabited the 
agglomeration of neighbouring particles. 

Some metals including Ru, Rh, Pd, Ag, Ir and Pt have been shown to improve reaction 
kinetics by facilitating the dissociation of hydrogen, methane and water. Otsuka et al. [22] 
reported that the improvement on splitting of water into hydrogen by metal in a CLprocess 
increased in the order of Rh > Ir > Ag > Pd > Ru. Ryu et al. [27] also found that Rh was more 
effective than Pb, Pt and Ru in enhancing the hydrogen production step in a chemical 
looping process. The role of Rh was to decrease the onset temperature for the water splitting 
reaction. A XANES/EXAFS study on Rh-Cr-added iron oxide revealed that Rh was also able 
to form Rh-Fe alloy upon reductions[26]. However, Rh segregated in the alloy structure 
when it contacted steam and thus accelerated the sintering of iron oxide. This led to the 
observed deterioration in redox activity after repeated redox operation. Although Ni- and 
Cu-ferrites also exhibited an enhancing effect on redox kinetics, Ni and Cu were shown not 
to be effective in improving sintering resistance [28, 29]. 

The addition of a second and a third metal have been shown to further improve the redox 
activity [22, 24-27, 30, 31]. Common choices of metal combinations often consisted of a first 
metal such as Rh, Pt, Ni and Cu which is thought to catalytically activates the reducing gas 
(e.g. hydrogen, carbon monoxide or methane), and a second metal such as Mo and Cr which 
exhibits a structural stabilising effect. Otsuka et al [22] examined the addition of Rh and Mo 
to iron oxide for the chemical storage of hydrogen and observed an enhancement in reaction 
kinetics and a reduction in reaction temperature for hydrogen formation. Most importantly, 
the Mo provided good stabilising effect and largely mitigated the sintering of the oxygen 
carrier. The effect of bimetal addition on iron oxide was also investigated under methane 
oxidation at a temperature range of 200 – 800 °C by Takenaka et al. [30]. The methane 
conversion was found to increase by adding a second metal and the performance increased 
in the order of Rh-Cr > Ir-Cr > Pt-Cr > Ni-Cr > Pd-Cr > Cu-Cr = Co-Cr. Other research groups 
also reported similar findings [24, 25, 27, 31]. Despite the improvement in reactivity and 
thermal stability, most of the bimetallic modified oxygen carriers produce carbon upon 
methane oxidation. The production of carbon usually leads to a rapid deterioration of the 
oxygen carrier and is the source of carbon oxides (COx) contamination. 

3.3.2. Supported oxygen carriers 

Another approach to improve the thermal stability of oxygen carriers is to introduce inert 
support materials such as Al2O3, SiO2, TiO2 and ZrO2. Adanez et al. [32] assessed the 
reactivity of 240 different types of oxygen carriers composed of Cu, Fe, Mn or Ni supported 
on SiO2, TiO2, ZrO2, Al2O3 or sepiolite (Mg4Si6O15(OH)2∙6H2O) over a temperature range of 
950 – 1300 °C. The best Fe-based oxygen carriers were those supported on Al2O3 or ZrO2. It 
was also found that the formation of aluminate (NiAl2O4 and CoAl2O4) lowered the oxygen 
transport capacity and hence reduced the redox activity [33]. SiO2 was found to be the most 
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suitable support for Cu-based oxygen carrier because it remained inert at high temperatures 
and did not form Cu-SiO2 composites. However, Fe-based oxygen carriers showed a strong 
tendency to form unreactive iron silicates with SiO2[34]. ZrO2 and TiO2 were suggested as 
the best supports for Mn- and Ni-based oxygen carriers, respectively. In terms of the cyclic 
redox activity, however, TiO2 supported Ni-based oxygen carriers showed lower 
reactivities, compared to Ni supported on Al2O3. This is because NiO is more prone to react 
with TiO2 and form NiTiO3 which is known to be less reducible than NiO. It also exhibits a 
high carbon formation tendency. Therefore, Al2O3 supported Ni-based oxides were 
considered to be the most promising oxygen carrier for a large scale CLC applications. 

Some metal doped iron oxide oxygen carriers were also supported on ZrO2 for CL processes 
[29, 35-37]. Kodama et al. [35, 36] showed improved thermal resistance for the Ni- and Co-
ferrites when ZrO2 support was introduced. The reported methane conversion and carbon 
monoxide selectivity by using Ni0.39Fe2.61O2 (33 wt%)/ZrO2 were 46-58% and 44-48%, 
respectively. However, since Fe and Ni are excellent catalysts for methane decomposition, the 
material was severely deactivated by coke and the subsequent carbide species formed. Because 
Cu has lower activity for methane decomposition, CuFe2O4 was used to produce syngas from 
methane [29]. The results showed that no COx was formed during the operation. The same 
group also found beneficial effects of ZrO2 and CeO2 supports for CuFe2O4 (20 wt%) [38]. 
Compared to the methane conversion obtained for CuFe2O4 (34–56 %), the methane conversions 
achieved by CuFe2O4/CeO2 and CuFe2O4/ZrO2 were 89-92 % and 74-83 %, respectively. From 
these results, CeO2 was found to be more active in promoting methane oxidation while ZrO2 
was considered to be a more effective stabiliser against thermal sintering. Since CeO2 is known 
to be able to oxidise soot through lattice oxygen transfer [39, 40], it is thought that this property 
could help to minimise carbon formation when CuFe2O4/CeO2 is used. Cha et al. [37] also 
confirmed that CeO2 modified CuFe2O4/ZrO2 was a more effective oxygen carrier than Ni- 
modified CuFe2O4/ZrO2 for chemical looping syngas and hydrogen productions.  

A recent study conducted by Yamaguchi et al. [41] also demonstrated the improved 
performance of CeO2/ZrO2 modified Fe2O3for producing hydrogen from methane-steam 
cycles. Some results obtained from temperature programmed analysis and isothermal 
reduction are shown in Figure 4 and are summarised in Table 2. Figure 4a shows that CeO2 
and ZrO2 altered the redox properties of Fe2O3 with the most significant enhancement 
observed for the reducibility at low temperatures (< 600 °C) (see Table 2). The isothermal 
reduction analysis (Figure4b) further confirmed the accelerated reduction kinetics after the 
introduction of CeO2 and ZrO2. The observed overall enhancement was derived from the 
combined effects of CeO2 and ZrO2. CeO2 improved the reducibility of Fe2O3 while ZrO2 
provided thermal stability and helped to suppress the reduction of FeO to metallic Fe. The 
latter was supported by the incomplete reduction of Fe15Ce10Zr75 and Fe40Zr60 
(Table2).Similar observations were also reported when WO3 was modified with CeO2 and 
ZrO2[42]. The synergic effect provided by CeO2 and ZrO2 effectively defined the redox 
window of the oxygen carriers. An immediate consequence is the minimisation of carbon 
and carbide formation during repeated redox cycles. This can be demonstrated by the fact 
that COx free hydrogen was produced by using CeO2-ZrO2 modified WO3 in a methane-
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steam CL process [42]. The addition of a small amount of Mo or Cr could further improve 
the thermal stability of this type of oxygen carrier. Galvita et al. [43] showed the addition of 
2 wt% of Mo to Fe2O3/Ce0.5Zr0.5O2 could maintain a stable level of hydrogen production over 
100 cycles in a cyclic water-gas shift process. In this reaction, the main role of Mo is to 
improve the dispersion of Fe-Mo oxide material and minimise the migration of material 
across the boundary of adjacent particles [44]. 

 
Figure 4. Effect of CeO2 and/or ZrO2 addition on Fe2O3 reducibility during a) temperature programmed 
and b) isothermal reduction with H2[41].4\ 

Oxygen 
carrier 

Oxygen removal1

[mg-O/g-Fe] 
Overall reduction efficiency2

[wt%] 
H2 yield
[μmol/g-Fe] 

H2 purity 
[%] 

Fe100 125 98.1 15 11.5 
Fe60Ce40 169 97.1 368 49.1 
Fe40Zr60 153 66.7 88 17.4 
Fe15Ce10Zr75 255 77.2 6283 97.5 

Table 2. A summary of oxides used in methane-steam redox cycle [41]. 1The oxygen removal represents 
a cumulative weight reduction at temperatures < 600 °C during the TPR analysis (Figure4a). 2The 
overall reduction efficiency represents a final reduction efficiency obtained during isothermal reduction 
analysis at 750 °C for 240 min.2 

3.3.3. Naturally occurring oxide materials 

Recently, many naturally occurring minerals and ashy waste produced from industry have 
been considered for use as oxygen carriers. These materials include natural ilmenite (Fe and 
Ti mixed oxide often denoted as FeTiO3), iron ore, manganese ore and oxide scales. An 
advantage of using these materials is the low cost compared to many synthetic oxygen 
carriers. In addition, naturally occurring oxides usually contain Si, Al, Mg, and many other 
metals which have been shown to modify the physiochemical properties of the materials to 
various degrees. Leion et al. [45] investigated the feasibility of using ilmenite, iron ores, oxide 
scales from steel industry and manganese ores as oxygen carriers in a fluidised bed reactor. 
They concluded that many Fe based oxides, particularly ilmenite, were suitable for CLC 
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application. However, the Mn-based oxides showed poor mechanical stability and fluidising 
properties, and were determined to be non-ideal candidates for this application. In a separate 
study, Leion et al. [46] also proved the feasibility of using ilmenite to completely capture 
carbon dioxide upon its reaction with syngas and reported a moderate conversion when 
methane is used. Adanez et al. [47] observed increases in ilmenite, and syngas and methane 
conversions with increasing the time on stream and the number of redox cycles. Another 
important finding was the enhanced activation of ilmenite when the raw ilmenite material 
was subjected to an oxidation pre-treatment. The authors also found the redox properties of 
ilmenite changed with the temperature of oxidative pre-treatment. However, the positive 
effect only became apparent when the ilmenite was first oxidised to pseudobrookie (Fe2TiO5) 
which is usually formed above 1000 °C.  
 

Pre-oxidation temperature
[°C] 

Major crystalline phases1 Oxygen transfer capacity 
[wt%] 

Raw FeTiO3, TiO2 1.1 
800 Fe2O3, TiO2 1.0 
1000 Fe2TiO5, TiO2 1.8 

Table 3. Oxygen transfer capacity and major phase of various ilmenite samples before and after pre-
oxidation. 1 Phases were identified by XRD analysis3 

Leion et al. [46] also reported that an ilmenite sample remained active with minimum 
carbon formation after a continuous operation for three days at 975 °C. Furthermore, natural 
ilmenite is known to react just as well with petroleum coke, syngas and methane as 
synthetically prepared Fe2O3/MgAl2O4[48]. Lorente et al. [49] reported a better hydrogen 
storage capacity and redox stability when iron ore samples was used instead of pure Fe2O3. 
The improvement in the overall redox performance was due to the presence of impurities 
including SiO2, Al2O3, MgO and CaO. Among these impurities, Al2O3 and SiO2 are 
considered to be good stabilisers against sintering, while CaO and MgO are able to facilitate 
kinetics of water splitting. 

3.4. Deactivation of oxygen carriers 

The life time of the oxygen carrier is a critical factor in determining the efficiency and 
viability of CL processes. In general, the efficacies of oxygen carriers decrease over time 
because of material alternation by sintering and/or coking. 

Generally, for the CLH2 application, a relatively high temperature is required for driving the 
reduction reaction in order to achieve satisfactory conversion and kinetics. As a result, the 
high temperature environment irreversibly alters the structure and the morphology of 
oxygen carriers, and lowers the activity during the cyclic operation. The sintering process 
starts as two spherical particles adhere to one another. The process involves the diffusion of 
metal cations between neighbouring spheres. Figure 5 shows the SEM images of a pure Fe2O3 
sample and the same material recovered after six methane-steam redox cycles performed at 
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750 °C. Severe sintering is clearly evident. The heat generated from the redox reactions could 
accelerate the rate of sintering. When oxygen carriers sinter and agglomerate inside a 
fluidised bed reactor, bed defluidisation may occur. The change in solid circulation and the 
subsequent occurrence of gas by-pass would significantly lower the gas-solid contact and 
hence the overall conversion efficiency. 

 
Figure 5. SEM images of Fe2O3 sample before and after six methane-steam redox cycles at 750 °Cand 
representative schematics of neck growth between two particles[41].5 

One of the approaches to minimise material sintering is to inhibit the diffusion in the solid 
particle. The complete reduction of the oxygen carrier to the corresponding zero valent 
metal is also a main cause of sintering since most metals agglomerates easily under elevated 
temperature conditions. Fukase and Suzuka [50] reported that the formation and 
accumulation of FeO during CL operation was mainly responsible for deactivation when 
iron oxide was used as the oxygen carrier. They also pointed out the importance of 
balancing the stoichiometry of reduction and oxidation of iron oxide and to avoid the 
formation of FeO by controlling reduction and oxidation temperatures. It is also important 
that the reduced iron species were completely oxidised to Fe3O4 phase. This mitigates the 
crystallite growth of the iron oxide and effectively prevents it from any structural changes. 

Carbon is a common by-product of the CL process when a carbonaceous fuel is used as the 
feedstocks. Two possible routes for carbon formation are the decomposition of methane (Eq. 
5) and the Boudouard reaction (Eq. 6). Methane decomposition is an endothermic reaction, 
and it is thermodynamically favourable at a high temperature, while the Boudourard 
reaction is favourable at a low temperature. These reactions could become significant in the 
presence of catalysts. Upon reduction, many metal oxides such as NiO, CuO and Fe2O3 
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could give rise to active metal centres which are able to rapidly produce carbon on the 
oxygen carrier surfaces. Once the solid carbon is formed, it will be carried over to the 
subsequent oxidation cycle where it is gasified to produce COx. When this happens, the 
purity of the hydrogen produced will be inevitably lowered. 

 CH4→ C + 2H2∆H° = 74.6 kJ/mol (5) 

 2CO → C + CO2∆H° = -172.4 kJ/mol (6) 

In general, as the oxygen ratio in the system decreases, there is a higher tendency towards 
carbon formation. The oxygen ratio is defined as the actual amount of oxygen contained in 
the metal oxide to the stoichiometric amount of oxygen required for complete oxidation of 
the fuel. It is also clear that carbon formation becomes more favourable as the oxygen in the 
oxygen carrier is depleted through the reaction with fuel. Cho et al. [51] reported that when 
more than 80 % of the available oxygen in the Ni-based oxygen carrier was consumed, the 
rate of carbon formation increased rapidly. This was accompanied by a drastic decrease in 
the fuel conversion because of the decreasing oxygen content available for oxidation. 
Galvita and Sundmacher [43] reported that a maximum Fe reduction of 60 % largely 
minimised carbon formation and a high purity hydrogen stream (< 20 ppm CO) could be 
obtained.  

4. Process economics 

In view of the lack of information on the cost of hydrogen produced from the CL process, 
the preliminary economic analysis and greenhouse gas footprint (GHG equivalent emissions 
in terms of carbon dioxide) of a methane-steam redox process will be provided in this 
section. A simple design for hydrogen production via a two-reactor layout was first 
obtained by considering the mass and energy balances as well as the overall pressure 
balance in order to establish a circulation of solids between the two reactors. The means of 
exchanging heat (direct, indirect, counter-current, available surface area, approach 
temperatures etc) has been considered, but has not been addressed further in this study. The 
pressure balance was affected by variables including the physical properties of the solid and 
gas, fluid velocity, solids recirculation rate as well as the geometry of the system. The 
pressure balance was solved using a one-dimensional model[52]. The basis of the design 
was a hydrogen production rate of 49 kg/h (or 547 Nm3/h). This process considered the use 
of iron oxide as the oxygen carrier. Because the reduction of the iron oxide was much slower 
than its oxidation, a bubbling fluidised bed was chosen for the fuel reactor and a riser for the 
steam reactor. A particle size and density of the iron oxide particles were assumed to be 
160µm and 5850kg/m3, respectively. Other assumptions made for the operation are listed in 
Table 4. A high solids (i.e. the iron oxide) flow rate was required through the riser in order 
to meet the mass balance. This resulted in a high pressure drop across the riser, which was 
reduced by increasing the excess steam used for oxidation of the reduced iron oxide in the 
riser (at constant superficial gas velocity). The resultant mass balance is given inFigure6 and 
the CLH2 design is presented in Figure 5. 
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 Steam 
Reactor 
(riser) 

Downcomer Fuel Reactor 
(bubbling 

fluidised bed) 

Loop Seal to 
Steam 

Reactor 
Superficial gas velocity [m/s] 6.0 0.1 0.15 0.1 
Temperature [°C] 750 700 750 700 
Feed gas Steam Steam Natural Gas Steam 
Feed gas temperature [°C] 240 240 500 240 
Feed gas pressure [bar] 5 5 5 5 
Conversion 100% FeO 

to Fe3O4 
None 20% F3O4 to FeO

100% conversion 
of NG 

None 

Residence time required   1 minute  

Table 4. Assumptions used in the design of a CLH2process.4 

 
Figure 6. A schematic of CLH2processand the mass balance used for hydrogen production. Flow rates 
are represented in kg/hr and compositions in mass percentage.6 

The process flow diagram including the major peripheral equipment is shown in Figure 7. 
The heat from the exothermic reaction in the riser is used to raise superheated steam at 20 bar 
and 400 °C. This is used to generate electricity, with the steam let down to 5 bar and 240 °C. 
25% of the steam is used as feed to the steam reactor and to fluidise the two loop seals. The 
water vapour content in the hydrogen product stream is due to the excess steam fed to the 
riser as well as from steam used to fluidise the loop seals. This is condensed out and returned 
with the water from the steam turbine to the boiler, in order to reduce the fresh water 
requirement. The heating required for the endothermic reaction in the fuel reactor is reduced  

1 2 3 4 5 6
Solids 98166 97776
  FeO 0.0% 5.4%
  Fe3O4 28.8% 23.1%
Support 71.2% 71.5%

Gas 1320 99 108 108 1145 489

  O2

  N2

  H2O 100.0% 100.0% 100.0% 95.7% 44.3%

  H2 4.3%

  CH4 89.3% 0.0%
  C2H6 8.5% 0.0%
  C3H8 2.2% 0.0%
  CO2 55.7%
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 Steam 
reactor 

Steam 
down-comer

Fuel reactor Units 

Gas flow Entering  957 16 159 Nm3/h 
 Exiting   457 14 137 Nm3/h 
Superficial gas velocity   6.0 0.1 0.15 m/s 
Gs Entering  346 346 51 kg/m2⋅s 
Internal diameter  0.32 0.32 0.83 m 
Temperature  750 700 750 °C 
Pressure  Bottom  113 98 107 kPa,g 
 Top   102.45 179.31 179.31 kPa,g 
Height Total internal  15 - 3.9 m 
 Gas exit (from top of riser) 0.8 - - m 
 Downcomer (not including cyclone) - 7 - m 
 Bubbling bed /loop seal - 0.7 1.1 m 
Height relative to datum      
 Bottom 0.0 5.1 1.9 m 
 Loop seal entrance to riser 1.2 - - m 
Solids void age (ε)  0.88 0.47 0.53  

Table 5. Reactor configuration for CLH2process.5 

 
Figure 7. Proposed flow diagram of CLH2 process, showing peripheral equipment.7 



 
Hydrogen Energy – Challenges and Perspectives 46 

 Steam 
reactor 

Steam 
down-comer

Fuel reactor Units 

Gas flow Entering  957 16 159 Nm3/h 
 Exiting   457 14 137 Nm3/h 
Superficial gas velocity   6.0 0.1 0.15 m/s 
Gs Entering  346 346 51 kg/m2⋅s 
Internal diameter  0.32 0.32 0.83 m 
Temperature  750 700 750 °C 
Pressure  Bottom  113 98 107 kPa,g 
 Top   102.45 179.31 179.31 kPa,g 
Height Total internal  15 - 3.9 m 
 Gas exit (from top of riser) 0.8 - - m 
 Downcomer (not including cyclone) - 7 - m 
 Bubbling bed /loop seal - 0.7 1.1 m 
Height relative to datum      
 Bottom 0.0 5.1 1.9 m 
 Loop seal entrance to riser 1.2 - - m 
Solids void age (ε)  0.88 0.47 0.53  

Table 5. Reactor configuration for CLH2process.5 

 
Figure 7. Proposed flow diagram of CLH2 process, showing peripheral equipment.7 

 
Small Scale Hydrogen Production from Metal-Metal Oxide Redox Cycles 47 

by pre-heating the natural gas using the waste heat from the off gas from the fuel reactor. 
For the current heat balance purpose it is assumed that there are different ways of supplying 
this remaining heat. One of the possible ways of supplying direct heat is by including a 
third combustion loop operated at higher temperature, which is outside the scope of this 
study. 

The greenhouse gas emissions associated with the production of a unit of hydrogen were 
calculated using lifecycle assessment (LCA) techniques. Principally, LCA is a technique used 
to assess the environmental impacts of all stages associated with the production, use and 
disposal of a product or delivery of a service (product life from cradle to grave). In the case 
of a fossil fuel for example, this includes not only the combustion emissions associated with 
the fuel’s use, but also includes pre-combustion or upstream emissions resulting from the 
extraction, production, transportation, processing, conversion and distribution of the fuel. 
The international standards contained in the ISO 14040 series [53] provide a basic 
framework in which to undertake LCA. A more general introduction to LCA may be found 
in Horne et al. [54]and Weidema et al. [55].I n this study, all fuel production and feedstock 
supply processes, as specified in Figure 7, were included in the LCA. The analysis is 
therefore limited to processes upstream of the refinery gate and thus does not include the 
delivery and combustion of hydrogen. Emission results are reported using the concept of a 
global warming potential (GWP), which enables different greenhouse gases to be compared 
and expressed using an equivalent carbon dioxide (gCO2e) value. Data used for the analysis 
are summarised in Table 6 based on an hourly hydrogen production rate of 49 kg. The GHG 
impact of the CLH2 process under consideration is 18,690 gCO2e/kg H2 produced or 154 
gCO2e/MJ H2. The impact is dominated by the need to supply process heat to the fuel 
reactor(redox heater emissions:9,628 gCO2/kg H2) as shown in Figure 8. 
 

Inputs Value Units Comments
Resources    
Natural gas 99 kg Natural gas for reaction 
Oxide material 1.26 kg Yearly make-up (per hour) 
Water 440 kg Make-up water (reaction and cooling) 
Energy    
Natural gas 151 kg Fuel reactor heat requirement 
Electricity 189 kW Net electricity requirement 

Outputs    
Hydrogen 49 kg Compressed hydrogen output 
Emissions    
H2O 217 kg Fuel reactor (stack emissions) 
CO2 272 kg Fuel reactor (stack emissions) 
CO2 419 kg Fuel reactor (heater emissions) 

Table 6. LCA inputs/outputs (per hour) for the CLH2 process.6 
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Figure 8. Redox emissions breakdown (per kg H2).8 

Preliminary results demonstrate the need to optimise the delivery of heat to the fuel reactor. 
The introduction of a third combustion loop operated at higher temperature is one such 
means to reduce upstream emissions. However, this may negatively influence total capital 
expenditure. The literature reports hydrogen production through current steam reforming 
technology produces between 9,830 gCO2e/kg H2 (24,000 kg H2/day; midsized facility) and 
12,130 gCO2e/kg H2 (480 kg H2/day; distributed facility), and thus are higher than the direct 
redox process emissions [56], although significantly lower than the total CLH2 emissions. 
The literature only considered electricity and natural gas related emissions and thus total 
upstream emissions of existing technologies maybe higher than the reported values. 

The commercial viability of the redox process was estimated using cost estimate practices 
outlined in the literature [56, 57]. Results are reported in $/kg H2. Material and fuel 
operating expenditure was calculated using the inputs identified in Figure7, as summarised 
in the lifecycle analysis section (Table 6). Fixed operating and maintenance costs were 

0.02563 kg
Crude iron ETH S

52.37 g CO2-e

8.98 kg
Water,

reticulated/AU  S

2.574 g CO2-e

13.86 MJ
Electricity, high
voltage, Natural

Gas/AU  S

2742 g CO2-e

5.102 kg
Natural gas/AU  S

1783 g CO2-e

1 kg
Hydrogen (redox);
two-reactor design

1.869E4 g CO2-e

0.02041 p
Redox Heater

9628 g CO2-e

Emissions source g CO2e/kg H2

Direct redox reaction emissions 5,558.6
Water supply 2.6
Gas supply (reaction feedstock) 706.1
Oxide material 52.4
Fuel reactor (process heat) 9,628.0
Electricity (from natural gas) 2,742.0
Total 18,689.7
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The commercial viability of the redox process was estimated using cost estimate practices 
outlined in the literature [56, 57]. Results are reported in $/kg H2. Material and fuel 
operating expenditure was calculated using the inputs identified in Figure7, as summarised 
in the lifecycle analysis section (Table 6). Fixed operating and maintenance costs were 

0.02563 kg
Crude iron ETH S

52.37 g CO2-e

8.98 kg
Water,

reticulated/AU  S

2.574 g CO2-e

13.86 MJ
Electricity, high
voltage, Natural

Gas/AU  S

2742 g CO2-e

5.102 kg
Natural gas/AU  S

1783 g CO2-e

1 kg
Hydrogen (redox);
two-reactor design

1.869E4 g CO2-e

0.02041 p
Redox Heater

9628 g CO2-e

Emissions source g CO2e/kg H2

Direct redox reaction emissions 5,558.6
Water supply 2.6
Gas supply (reaction feedstock) 706.1
Oxide material 52.4
Fuel reactor (process heat) 9,628.0
Electricity (from natural gas) 2,742.0
Total 18,689.7
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calculated based on the total capital expenditure. Battery limit capital expenditure (e.g. 
redox process) is based on the engineering judgment of the authors, with capital build-up 
(facilities, engineering, permitting, start-up, contingencies, working capital and land) 
estimated using a percentage of the battery limit cost. Capital charges are calculated using a 
percentage of total capital expenses. Importantly, although the estimates may look precise, 
they are simply estimates based on the judgment of the authors. There remains significant 
uncertainty about the actual cost of the redox process as it has not been commercially 
demonstrated. A breakdown of cost data is provided in Table 7. 

Initial costing estimates show that the redox process may produce hydrogen at $8.93/kg 
($9.36/kg, including carbon tax). The cost breakdown demonstrates that onsite storage of 
compressed hydrogen represents a significant expense. However, this arises from the 
conversion of stranded methane. If demand for hydrogen is identified close to a stranded gas 
reserve, storage costs will decrease significantly. Delivery of compressed hydrogen represents 
an additional cost that has not been considered in this analysis. Literature cost estimates for at  
 

Expense $M/yr Comment
OpEX Variable (fuel and materials)
Oxide material 0.55 $50/kg
Natural gas 0.20 Reaction feed and reducer heating 
Electricity 0.12 Net electricity demand
Water 0.01 Make-up supply
Total OpEX 0.88
 
CapEX $M
CLH2 reactor 10.0
H2 Compression 0.44 $3,000/kW capacity
H2 Storage 5.97 $26,417/m3 capacity; 5 days storage 
Total process units 16.42
General facilities 3.28 20 % of process unit CapEX
Engineering 2.46 15 % of process unit CapEX
Contingencies 1.64 10 % of process unit CapEX
Working capital 0.82 5 % of process unit CapEX
Total CapEX 24.62

 
Balance $M/yr
OpEx (variable) 0.88
OpEx (fixed) 0.49 2 % of total CapEX
Capital charge 2.46 10 % of total CapEX
Carbon Tax 0.18 $23/T CO2

Total ($M/yr) 4.02

Total ($/kg H2) 
8.93 (ex. carbon tax)
9.36 (inc. carbon tax)

Table 7. Redox process cost estimates.7 
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gate hydrogen production via steam reforming, using current technology, range between 
$1.51/kg (midsize facility: 24,000 kg H2/day) to $3.68/kg (distributed facility: 480 kg H2/day 
facility). Hence the hydrogen at gate cost for the CLH2 process is higher than steam reforming 
technology. Electrolysis production of hydrogen ranges between $4.94 and $6.82 per kg for a 
midsize and distributed facility respectively and thus is closer to CLH2production costs [56]. 
Experience gained through the commercialisation and deployment of the redox technology is 
expected to reduce costs, particularly capital build-up costs. However the stranded nature of 
the product may significantly increase total delivered hydrogen cost. 

5. Conclusion 

The feasibility of producing hydrogen from the metal/metal oxide redox process has been 
demonstrated in the literature. This process offers several advantages including the ability 
to produce hydrogen of high purity and a concentrated stream of carbon dioxide. Most 
importantly this process eliminates the need for a supply of high purity oxygen and a water 
gas shift process that are generally required by commercial processes. However, this redox 
process is not regarded as a fully developed technology and further R&D development is 
required for commercialisation.  

In view of the literature, much research effort has been devoted to formulating novel oxygen 
carrier materials. Although several types of improved oxygen carrier materials have been 
identified, full appraisals of their performance and further optimisation studies are required. 
Iron oxides and nickel oxides appear to be attractive candidates for this application in terms 
of their activity. However, their thermal stabilities need further improvement. Current 
practices include doping, introducing a diffusional barrier provided by a second oxide, 
and/or adding a second oxide with higher oxygen storage capacity. There are also a limited 
number of studies that investigate the life time of oxygen carriers. Apart from chemical 
stability, the changes in the physical properties such as size and attrition of the carrier 
particles during fluidisation have received little attention and should be addressed in future 
research. It is viewed strongly that improvement in these areas would significantly increase 
process efficiency and economic viability of the cyclic redox process. 

The lack of pilot scale studies also impedes the commercialisation of cyclic redox and 
chemical looping processes. Limited data are available for process design, scale-up and 
optimisation. For example, the transfer of the oxygen carrier particles between oxidation 
and reduction is a critical issue when it comes to process design. Fixed bed, moving bed and 
circulating fluidised bed have been proposed, and the choice of reactor will depend on the 
reaction kinetics and the required flow dynamics of the process. Because the cyclic redox 
process is considered as an unsteady process, the definition of the operation window of the 
process will be determined by limiting the upper and the lower oxidation states of the 
metal/metal oxide couple. This parameter has a direct impact on the overall conversion 
efficiencies, process designs and economics. Since the redox reactions usually take place at 
temperatures above 600 °C, most of the sensible heat stored in the gas existing from the 
oxidation and reduction reactors can be used to generate power with a steam generator. The 
co-production of excess electricity would reduce the cost of the hydrogen produced and 



 
Hydrogen Energy – Challenges and Perspectives 50 

gate hydrogen production via steam reforming, using current technology, range between 
$1.51/kg (midsize facility: 24,000 kg H2/day) to $3.68/kg (distributed facility: 480 kg H2/day 
facility). Hence the hydrogen at gate cost for the CLH2 process is higher than steam reforming 
technology. Electrolysis production of hydrogen ranges between $4.94 and $6.82 per kg for a 
midsize and distributed facility respectively and thus is closer to CLH2production costs [56]. 
Experience gained through the commercialisation and deployment of the redox technology is 
expected to reduce costs, particularly capital build-up costs. However the stranded nature of 
the product may significantly increase total delivered hydrogen cost. 

5. Conclusion 

The feasibility of producing hydrogen from the metal/metal oxide redox process has been 
demonstrated in the literature. This process offers several advantages including the ability 
to produce hydrogen of high purity and a concentrated stream of carbon dioxide. Most 
importantly this process eliminates the need for a supply of high purity oxygen and a water 
gas shift process that are generally required by commercial processes. However, this redox 
process is not regarded as a fully developed technology and further R&D development is 
required for commercialisation.  

In view of the literature, much research effort has been devoted to formulating novel oxygen 
carrier materials. Although several types of improved oxygen carrier materials have been 
identified, full appraisals of their performance and further optimisation studies are required. 
Iron oxides and nickel oxides appear to be attractive candidates for this application in terms 
of their activity. However, their thermal stabilities need further improvement. Current 
practices include doping, introducing a diffusional barrier provided by a second oxide, 
and/or adding a second oxide with higher oxygen storage capacity. There are also a limited 
number of studies that investigate the life time of oxygen carriers. Apart from chemical 
stability, the changes in the physical properties such as size and attrition of the carrier 
particles during fluidisation have received little attention and should be addressed in future 
research. It is viewed strongly that improvement in these areas would significantly increase 
process efficiency and economic viability of the cyclic redox process. 

The lack of pilot scale studies also impedes the commercialisation of cyclic redox and 
chemical looping processes. Limited data are available for process design, scale-up and 
optimisation. For example, the transfer of the oxygen carrier particles between oxidation 
and reduction is a critical issue when it comes to process design. Fixed bed, moving bed and 
circulating fluidised bed have been proposed, and the choice of reactor will depend on the 
reaction kinetics and the required flow dynamics of the process. Because the cyclic redox 
process is considered as an unsteady process, the definition of the operation window of the 
process will be determined by limiting the upper and the lower oxidation states of the 
metal/metal oxide couple. This parameter has a direct impact on the overall conversion 
efficiencies, process designs and economics. Since the redox reactions usually take place at 
temperatures above 600 °C, most of the sensible heat stored in the gas existing from the 
oxidation and reduction reactors can be used to generate power with a steam generator. The 
co-production of excess electricity would reduce the cost of the hydrogen produced and 
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increase overall process viability. Hence, the issue of heat management requires much closer 
examination when it comes to process optimisation.  

Finally, the current preliminary LCA-Economic study has made the first attempt to provide 
an indicative price of hydrogen produced from the redox process. Although the cost of 
hydrogen produced from the redox process is higher than hydrogen produced from other 
commercial processes, several design parameters have been identified as the areas for future 
improvement. It is seen that the LCA techniques are valuable tools for process optimisation.  
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1. Introduction 

The use of energy on a large scale has been a determining aspect of the world economy in 
modern times. For the last several centuries, this energy has come mainly from the 
transformation of combustible fossils, in the form of peat, coal, petroleum, and natural gas. 
During the year 2003 the supply of primary energy ran to 10,579 Mtoe (443 EJ), and this 
number represented a 75% increase over 30 years [1]. Of this, 80% came from fossil fuels. In 
2003, the production of electricity worldwide was still dominated by coal (40%), followed by 
natural gas (19%), and nuclear and hydro generation (15% each) [1]. 

In contrast to the overall energy requirements stated above, transportation depends almost 
exclusively (to 95%) on petroleum and its derivatives; the problems surrounding this 
resource will necessitate the investment of an estimated 16 trillion U.S. dollars to develop 
and update new ways to power vehicles [1]. Bauen [1] mentioned that, in order to reduce 
CO2 emissions, in the future we could use a pre-combustion at the coal plants, producing 
250 Mt of hydrogen per year, which is six times the present production. He held out a vision 
of use of fuel cells for the transformation of energy and its use in hybrid vehicles which 
would use as their fuel hydrogen produced from water. With respect to the energy invested 
during a process, Liu et al. [2] state that apart from a qualitative understanding of the 
energy, a quantitative understanding is essential, analyzing an industrial process in terms of 
the material flow and amount of energy, using as example an analysis of the statistical data 
from an aluminum refinery at Zhenzhou, China. 

Research on renewable energy sources is, in large measure, driven by the expectation of 
future shortages in the supply of crude oil. In the U.S.A., maximal crude-oil production 

© 2012 Pless et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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occurred in the 1990s [3]; this event was termed “Peak Oil” for the American case. Other 
important oil producers, such as Mexico, Indonesia, United Kingdom, Norway, Romania, 
are also clearly beyond their date of maximal production. As to the timing of Peak Oil on the 
worldwide scale, different workers have, at different times, made their predictions; some of 
these are summarized in Table 1. Most of these forecast that Peak Oil was less than a dozen 
years away from the date of their prediction, though some predictions are slightly more 
sanguine [15], [17]. But even if, by dint of new exploration, new crude-oil production 
technologies, more efficient use of this resource, and the development of alternative energy 
technologies the actual Peak Oil date has continually been deferred, this signal event will 
probably take place at some point in the relatively near future. This represents a substantial 
menace for the world economy, in light of the increasing energy demand of major, rapidly 
industrializing national economies, especially in Asia and South America.  
 

Date of
forecast

Peak Oil date Reference

2000 2004-2014 Bartlett [4] 
2001 Beyond 2020 Deffeyes [5] 
2002 2011-2016 Smith [6] 
2003 Around 2010 Campbell [7] 
2004 2006-2007 Bakhtiari [8] 
2005 After 2010 Koppelaar [9] 
2006 After 2010 Skrebowski [10] 
2007 2008-2018 Robelius [11] 
2008 2035 CERA, [12] 
2008 2010-2011 Hirsch [13] 
2009 2015 de Almeida [14] 
2010 2030 Aleklett [15] 
2011 2015-2020 Murphy [16]    
2011 2035 Winch [17] 

Table 1. Peak Oil dates projected by various authors. 

The wide use of crude oil, and of fossil fuels in general, has also given rise to a separate, but 
equally pressing concern: that the liberation of carbon dioxide to the atmosphere attendant 
on the use of these fuels is having a major, and potentially accelerating, deleterious climate 
effect, which may impinge in critical ways on the world economy and the well-being of 
mankind. The two considerations are independently important: even if easily accessible, 
vast new oilfields were to be found in the near future, relieving the supply concerns in this 
area, the continuous increase in atmospheric CO2 over the past decades is deemed to be of 
sufficient concern to warrant worldwide, concerted efforts to reduce production of this gas, 
mainly by switching energy production on a large scale to new, alternative forms, which 
minimize or entirely avoid the formation of this by-product. 
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2. Overview 

2.1. Hydrogen production 

A promising part in the new developments of energy technologies is played by hydrogen. It is 
not a primary fuel, as no hydrogen can be mined on our planet; rather it has to be considered 
an energy vector, a material produced by an endergonic chemical process starting from 
hydrogen-containing compounds, and whose chemical potential can in turn be converted to 
other forms of energy, by combustion in air, through fuel cells, or by other means. Hydrogen 
is, thus, useful as a storage form of energy derived from intermittent sources such as wind 
power, to later be transformed to electricity when and where required. An important 
application would be as a portable energy source in automotive transport, where hydrogen 
fuel cells now operate with an efficiency of about 40%, and perhaps 50% in the near future, 
while gasoline- or diesel-operated internal-combustion engines have efficiencies of 25%-30% 
under real driving conditions [18]. Also, fuel-cell powered vehicles are mechanically simpler, 
facilitating new designs in automobile construction. Finally, and importantly, fuel cells with 
proton membranes only release water to the environment, an innocuous product. 

On our planet, hydrogen occurs naturally in the form of compounds such as water or 
hydrocarbons. It can be produced in elementary form through partial combustion of fossil 
fuels, as in reforming of natural gas, in coal gasification, through high-temperature 
electrolysis, e.g. at operating temperatures of 800°C in nuclear reactors [19], or from 
renewable energy by processes such as water electrolysis, water photoelectrolysis, or 
biomass gasification. In 2007 about 50 million metric tonnes of hydrogen were used 
worldwide, mainly in the production of ammonia fertilizers, in chemical syntheses, and in 
refining processes [20]. 95% of the hydrogen production is in a captive mode (i.e. it is 
produced where it is used) starting from fossil fuels (50% from natural gas, 30% from crude 
oil, and 20% from coal). However, from an economic-environmental point of view, the most 
favourable method of hydrogen production is starting from renewable energies, mainly 
from hydro and wind energies through electrolysis; nonetheless, water electrolysis only 
accounts for 4% of total worldwide hydrogen production [21], even though as far back as 
1977 there was already an international consensus about the need for a concerted initiative 
to develop water-electrolysis technologies such as aqueous water electrolysis, solid-polymer 
and solid-oxide water electrolysis, and electrocatalysis [22]. 

Another method of hydrogen production is the reduction of water using aluminium or its 
alloys. Because of its light weight and great strength, aluminium is widely used for 
structural purposes, but it also offers important advantages for its potentially wide 
employment as an energy carrier: its high energy density, of 29 MJ/kg, the fact that it is the 
most abundant metal in the earth´s crust, and its highly negative standard redox potential 
(ε0 = -1.66 V) which makes it, in principle, an excellent reducing agent, capable of producing 
hydrogen gas upon contact with water, in a corrosion process which does not entail 
production of CO2. This type of reaction can be carried out with the help of alkali, or under 
neutral conditions, or at elevated temperatures, or via reaction of aluminium with alcohol 
[23]. As a practical example for the high energy density of aluminium, it can be calculated 
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that an electrical automobile energized by fuel cells could run a distance of 400 km with 
about 4 kg of hydrogen which could be obtained from 36 kg of aluminium via an 
aluminium-water reaction [23]. This example points out the advantages inherent in the use 
of aluminium metal as a compact source of hydrogen; by contrast, storage of hydrogen at 
standard temperature and pressure requires volumes 3000-fold larger than for gasoline, and 
in liquid state it is necessary to take it to temperatures of -253°C through cooling systems, 
which entails additional important energy costs. 

The aluminium-water reaction produces energy in different forms, all of which are 
potentially usable: heat, water vapour, and hydrogen gas. The water vapour and hydrogen 
gas formed can be used to power a turbine, and the hydrogen gas furthermore represents an 
energy reservoir to be used by high-temperature combustion or to feed fuel cells. Such 
systems have been quantitatively modeled [24], [25] and [26]. 

2.2. Aluminium production 

The main prime material for aluminium production is alumina (Al2O3), found in a large 
number of natural minerals. 98% of metallurgical alumina is produced by the Bayer process 
[27] starting from bauxite, a mineral composed to 50%-80% of hydrous alumina (aluminium 
hydroxides and oxyhydroxides). A simplified rendition of the chemistry underlying the 
Bayer  process is given in the equation:  

 Al2O3•nH2O + 2NaOH   →   2NaAlO2 + (n + 1)H2O (1) 

The production of 1 kg of aluminium takes about 2 kg of alumina, which would be derived 
from 4 kg of bauxite. The energy investment in 1 kg of aluminium is 29.6 MJ for the 
obtention of the prime material (i.e. bauxite mining, alumina refining, and production of the 
carbon anodes) and 56 MJ for the electric work of alumina reduction.  As the heat content 
required by the carbon for each kg of aluminium is about 14 MJ, the total energy investment 
of the aluminium is about 100 MJ/kg [28]. 

As stated before, it is of advantage to produce the hydrogen at the point of use, therefore, 
portable systems are required, based on electrochemical oxidation of the aluminium [29], or 
on the aluminium-water reaction in alkaline conditions, or on the oxidation of 
mechanochemically or mechanically activated aluminium [29]. Theoretically the 
electrochemical oxidation has an energy density of 4300 Wh/kg and an electrical efficiency 
of 55%. Chemical-oxidation technologies with aluminium can reach energy densities of 1040 
Wh/kg and electrical efficiencies of 25%. As a reference in the comparison of efficiencies 
Schwarz et al. [30] stated that power plants which use heat derived from fossil fuels have 
efficiencies of 53% in the case of natural gas, 48% for crude oil, and 43% for coal. 

3. Performance of the aluminium-water reaction 

Because of its low equivalent weight, aluminium is an excellent potential producer of 
hydrogen by weight, though it is outdone in this regard by sodium borohydride, which in 
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hydrolysis can produce 2.4 litres of hydrogen gas per gramme of substance. Aluminium and 
magnesium have values of 1.245 L and 0.95 L per gramme respectively, while their 
corresponding hydrides, AlH3 and MgH2, produce 2.24 L g-1 and 1.88 L g-1, respectively [31]. 

Due to its highly negative redox potential, aluminium should react easily with water, 
producing hydrogen gas and Al(OH)3 according to the equation: 

 2Al  +  3H2O  →  3H2  +  Al2O3   (2) 

In practice however, aluminium is generally passivated by formation of a tightly adhering 
surface film. For example, when exposed to air, the surface of aluminium metal is rapidly 
oxidized to form a tight layer of aluminium oxide, which prevents further penetration of 
oxygen, thus protecting the underlying metal from further oxidation. This passivation of the 
aluminium also interferes with the aluminium-water reaction at the interface between metal 
and liquid. Surface oxidation of the aluminium also comes about as a result of the 
aluminium-water reaction itself, and may also constitute a limitation to the rate and yield of 
the reaction. Overcoming these impediments is a central problem in all practical applications 
of the aluminium-water reaction. 

The passivating surface layer of Al2O3 is an amphoteric material, soluble in both strongly 
acidic and strongly basic aqueous solution. Therefore, both acidic and basic hydrolysis of 
aluminium can be employed for hydrogen production. However, the corrosive character of 
the solutions employed in these instances is of disadvantage in practical applications.  
Accordingly, a large part of the recent research in this area has centred on methods to 
promote the aluminium-water reaction in neutral or near-neutral conditions, by employing 
special aluminium alloys, by addition of activators, by mechanical pretreatment of the 
aluminium, or by irradiation. 

For several decades, aluminium alloys with gallium and indium have been studied as 
highly reactive materials in the aluminium-water reaction, as the minor-metal admixtures 
cause embrittlement of the metal and destruction of the intergranular bonds and of the 
passivating aluminium oxide film. The activation of aluminium powders by grinding or co-
milling with gallams of various compositions, Ga-In (70:30), Ga-In-Zn (70:25:3), Ga-In-Sn 
(62:25:13), Ga-In-Sn-Zn (60:25:10:5), leads to significant rates of hydrogen gas evolution on 
water contact [31] [32]. These are in the range of 14-20 mL g-1 min-1 with powders prepared 
by soft mechanical treatments, but can be two orders of magnitude higher, at 1000 - 2500 mL 
g-1 min-1, in the case of the milled powders. The rate of the reaction rises with increasing 
admixture of the gallam, up to 10 wt%, relative to the aluminium, and with the reaction 
temperature. The cost of the gallams is, obviously, a consideration; still, a 2%-3% admixture 
of gallam and a temperature of 60°C bring about hydrogen evolution rates of 2000 mL g-1 
min-1.  Materials with lower gallium content, however, perform more poorly, and an 
increase in the concentration of cheaper dopants (Sn, Zn, Pb) is ineffective [33]. 

Certain aluminum-based composites, generally containing aluminium at 80 wt%, doped 
with gallium, indium, zinc, or tin, obtained by co-melting of the metallic components, have 
been studied by powder X-ray diffraction, differential thermal analysis, and EDX [33]. The 
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tests indicated the presence of a crystalline aluminium metal phase, an intermetallic 
compound, InSn4, and a eutectic in the Ga-In-Sn-Zn system, melting at 6°C, distributed over 
the grain boundary space. Some of these alloys performed satisfactorily in the aluminium-
water reaction, forming hydrogen and amorphous precipitates of the corresponding metal 
hydroxides; however, they lost effectiveness upon storage at room temperature, and were 
completely stable only in vacuum at liquid-nitrogen temperature. 

Shaytura et al. [34] studied the aluminium-water reaction in the presence of an undisclosed 
chemical activator which interacts with the OH-groups of the Al(OH)3 formed during the 
reaction, thereby affecting the pore size distribution in the newly made oxide layer, which 
facilitates permeation through this layer and thus the hydrogen-forming reaction. Similar 
effects of better pore-size distribution and faster hydrogen evolution were also obtained by 
applying an ultrasonic field to the reacting mixture. 

Czech and Troczynski [35] found that the passivation of aluminium metal in water in the 
pH range from 5 to 9 is significantly suppressed when the metal has been milled with 
inorganic salts, such as KCl o NaCl.  Corrosion of this type of aluminium in tap water, with 
production of hydrogen and precipitation of aluminium hydroxide, at normal pressure and 
a temperature of about 55°C, is rapid and substantial. By way of example, 92% of the 
aluminium in the Al-KCl system (milled for 1 h) is corroded in 1 h, in aqueous solution at 
neutral or near-neutral pH, with liberation of 1.5 mol of hydrogen for each mole of 
aluminium consumed in the reaction.  Apart from gaseous hydrogen, only solid aluminium 
hydroxides are formed as by-products of the reaction; this is a promising aspect for direct 
recycling from this system. 

Similarly, Alinejad and Mahmoodi [36] proposed a simple method for hydrogen generation, 
based on highly activated aluminium and water. Activation was achieved by milling 
aluminium powder with sodium chloride as a nano-miller. The mean rate of hydrogen 
release per gram of aluminium was 75 ml/min, for powder prepared with a salt/aluminium 
molar ratio of 1.5, and 100% yield was reached after 40 minutes. 

Mahmoodi and Alinejad [37] also reported preparing highly active material for the 
aluminium-water reaction by ball-milling the metal with a large amount of sodium chloride 
as a nano-miller, in a dilute argon atmosphere. The powder obtained could be stored for a 
long time; once submerged in hot water, it was rapidly hydrolysed, and hydrogen was 
produced in a 100% yield. The rate of hydrogen generation was found to depend critically 
on the initial water temperature. The heat released in the exothermal aluminium-water 
reaction was employed to raise the water temperature during the reaction.  The mean rate of 
hydrogen production was ∼101 and ∼210 ml/min per 1 g de Al, using initial water 
temperatures of  55°C y 70°C, respectively. However, distinctly higher rates of hydrogen 
evolution were achieved (713 mL g-1 min-1) when the aluminium was activated by ball 
milling with 7 wt% bismuth. 

Wang et al. [38] used nanocrystals of metal oxides such as TiO2, Co3O4, Cr2O3, Fe2O3, Mn2O3, 
NiO, CuO, and ZnO as modifiers in aluminium metal powders to produce hydrogen by a 
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room-temperature reaction with deionised water or tap water. They studied the effect of 
TiO2 nanocrystals of different crystal size on hydrogen production in the reaction with tap 
water, and showed that the water quality and the metal-oxide nanocrystals such as TiO2, 
Co3O4, and Cr2O3 increase hydrogen production by the reaction of the aluminium powder in 
neutral water at ambient temperature. 

Mercury or zinc amalgam have been used as activators to promote the hydrolysis of 
aluminium [39]. The results showed that in the presence of mercury or zinc amalgam 
aluminium hydrolysis to generate hydrogen could take place at room temperature, in 
distilled water. The rate of hydrogen release depended on the reaction temperature, and the 
maximum rate of hydrogen generation was 43.5 cm3 h-1 cm-2, obtained at 65°C with the zinc-
amalgam technique. For this method, the apparent energy of activation for aluminium 
hydrolysis induced by zinc amalgam had a value 43.4 kJ mol- 1, while in the case of the 
mercury method it was 74.8 kJ mol-1. The results of the X-ray diffraction analysis showed 
that the subproduct formed is bayerite. 

Deng et al. [40] used three different modification agents, γ-Al2O3, α-Al2O3, and TiO2, to 
surface-modify aluminium particles. The selected oxide was ball-milled with the aluminium 
metal in ethanol suspension, using highly pure Al2O3 spheres. They investigated the effect of 
different modification agents on hydrogen generation in the reaction of aluminium powder 
with water. The different modification agents were seen to have different effects on the 
dynamics of the aluminium-water reaction.  In particular, induction times for the reaction 
increased in the series: γ-Al2O3-modified aluminium < α-Al2O3-modified < TiO2-modified, 
interpreted as the series of increasing energy barriers for nucleation of hydrogen bubbles on 
the variously modified metal surfaces. 

Fan et al. [41] prepared a series of aluminium-based materials by ball-milling and/or fusion; 
they used the techniques of XRD, SEM, and TG-DTA to characterise the samples. They 
evaluated the effects of different alloying metals, such as Zn, Ca, Ga, Bi, Mg, In, and Sn, on 
hydrogen generation through hydrolysis in pure water. They found mechanical milling to 
be preferable to melting as a method to produce aluminium alloys containing metals with 
low melting points (Ga, In).  The addition of Sn, Ga, or In could reduce the hydrolysis rate of 
the Al-Bi alloy, but the addition of Zn accelerated the hydrolysis of this alloy. Best yields of 
hydrogen were obtained with quinternary alloys containing Al, Bi, Zn, Ga, and calcium 
hydride. 

Parker et al. [42] developed a process to obtain hydrogen by the reaction of mixtures of 
finely divided magnesium and finely divided aluminium with seawater, at normal pressure 
and temperature. The procedure is appropriate for fixed applications where no electric net is 
available, it requires no or only a minimal supply of electricity. As a side product a mixture 
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high market value as prime materials for the production of thermal and electrical insulation 
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maximum hydrogen production per gramme of aluminium of 3100 cm3 min-1 with 5 M 
NaOH at 350 K, while the use of 5 M KOH at 350 K gave a rate of 2900 cm3min-1 per gramme 
of aluminium. 

Macanás et al. [44] examined the effect of the presence of various inorganic salts, at a 
concentration of 0.01 M, as corrosion promoters in the reaction of metallic aluminium in 0.1 
M NaOH at 75°C and found the advantages of 100% yield of hydrogen production, self-
initiation without heating, and significant accelerating effects (almost two-fold in the case of 
NaF, and 1.5-fold with MgCl2, Fe2(SO4)3, Na2SO4, and FeCl3). High rates and good yields of 
hydrogen were also achieved in the absence of NaOH with the use of mixed solutions of 
sodium aluminate, sodium stannate, and sodium metaborate, each in concentrations 
between 0.1 M and 0.5 M. In almost all of these experiments, beginning and end values of 
pH were between 12 and 13.  

The use of solutions containing only sodium aluminate was examined by Soler et al. [45] in 
comparison with NaOH solutions giving the same initial pH value; similar results both in 
terms of yields and of maximum hydrogen flow rates were obtained, leaving in doubt 
whether there is a specific chemical effect of the aluminate, especially as this salt was used in 
high concentration (0.5 M). For the sodium aluminate case, an Arrhenius energy of 
activation of 71 kJ mol-1 was determined, interpreted as indicating that the rate-controlling 
step in the process was a chemical event.  

The aluminium-water reaction in the presence of sodium stannate at 0.075 M (Soler et al., 
[46]) gives interesting results in terms of acceleration. In this case, the reaction is affected 
from its earliest stages by formation of metallic tin as a by-product, noticeably reducing the 
hydrogen yield and complicating the product mixture. The energy of activation of the 
hydrogen formation was determined at 73 kJ mol-1.  

Uehara et al. [47] observed that when aluminium metal was cut under water effervescence 
occurred at the freshly cut surface, which however soon subsided.  The method is obviously 
not applicable as a practical way to produce hydrogen gas; nonetheless, the observation 
serves to illustrate the problem of rapid passivation under water and the need to address 
this issue in a realistic manner to produce hydrogen in the aluminium-water reaction, e.g. 
through addition of appropriate activators.  

Watanabe [48] studied the mechanism of the aluminium-water reaction in aluminium 
powders with particle sizes in the micron and sub-micron range, obtained by mechanical 
grinding, and came to the following conclusions. Micro-cracks formed at grain boundaries 
at the surface of the metal particles grow inward, due to corrosion by water. Inside these 
fissures, unsaturated aluminium atoms (with one free bond or two free bonds, i.e. (Al=) and 
(Al-)) may conform, with other such atoms, clusters which split the water molecules present 
in the crack, with initial formation of AlH3, and hydroxylated aluminum species in the 
crevice wall. The formation of these species creates internal stresses in the metal, extending 
the micro-cracks, by a kind of micro-tribochemical effect. The AlH3 further reacts with 
water, producing diatomic hydrogen. 
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In a simulation using the reactive force-field method (ReaxFF), Russo et al. [49] examined 
the dynamics of water dissociation at the surface of aluminium nanoclusters, over time 
periods of up to 70 ps, and with different numbers of total participating water molecules. 
Interestingly, an optimum water concentration (of about 30 water molecules per Al100 
cluster) was found, indicative of two countervailing effects: the need for some additional 
solvating water molecules to assist the reaction of the aluminium-adsorbed water 
undergoing reaction, and surface saturation of the aluminium surface at high water 
concentration, sterically hindering the binding of hydrogen to the cluster. 

Table 2 summarises further results reported with different mixtures as prime materials for 
the aluminium-water reaction.  A few examples of the related magnesium-water reaction are 
also included. 
 

Mixture Process Rate of hydrogen 
production  

Source 

Hydrogenated Mg3La  + 
water 

Hydrolysis, during the 
first 20 minutes 

43.8 ml min-1 g-1 Ouyang et 
al. [50] 

Hydrogenated La2Mg  + 
water 

40.1 ml min-1 g-1 

Milled Mg  +  sea water Hydrolysis, during the 
first 10 min 

90.6 ml min-1 g-1 Zou et al. 
[51] 

Milled Mg/Co (95:5)  + sea 
water 

Hydrolysis, during the 
first minute 

575 ml min-1 g-1 Zou et al. 
[51] 

Milled Al/Bi/NaCl 
(80:15:5)  +  water 

Hydrolysis, during the 
first  30 min  

300 ml min-1 g-1 Fan et al. 
[52] 
 Milled Al/Bi/CaH2

(80:10:10)  +  water 
Hydrolysis, during the 
first  3 min  

340ml min-1 g-1 

Milled Al/Bi (80:20)  +  
water 

Hydrolysis, during the 
first  30 min  

24 ml min-1 g-1 

Al-20%wt CaH2 Hydrolysis, during the 
first  5 min 

24 ml min-1 g-1 

Ni20Al80  +  0.46 M NaOH Hydrolysis, during the 
first 15 min  

63 ml min-1 g-1 Hu, et al. 
[53] 

Ni30Al70 + 0.46 M NaOH Hydrolysis, during the 
first 15 min  

54 ml min-1 g-1 

Ni40Al60 + 0.46 M NaOH Hydrolysis, during the 
first 20 min  

47 ml min-1 g-1 

Ni50Al50 + 0.46 M NaOH Hydrolysis, during the 
first 60 min 

7.3 ml min-1 g-1 

Table 2. Mixtures of water, aluminium, and other materials, for hydrogen production 
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4. Applications of the aluminium–water reaction 

4.1. Thermal energy 

A special type of application of the aluminium-water reaction, which emphasizes the 
thermal aspect, was described by Sabourin et al. [54], who carried out the combustion of 
nano-aluminium (38 nm diameter particle size) in mixtures of liquid water and hydrogen 
peroxide. They obtained, at 3.65 MPa argon pressure, mass burning rates per unit area 
between 6.93 g cm-2 s-1 (at 0% H2O2) and 37.04 g cm-2 s-1  (at 32% H2O2), corresponding to 
linear burning rates of 9.58 cm s-1 y 58.2 cm s-1, respectively. The difficulty lies in the high 
cost of the preparation of aluminium on the nanoscale for its combustion [55]. 

There are various techniques to prepare aluminium on the nanoscale, such as the electro-
exploded wire method cited by Kotov [56] and by Kwon et al. [57], explosion in plasma [58], 
plasma electro-condensation process [59], sol-gel [60], heating evaporation [61], and 
evaporation [62], for which two routes can be used: induction heating evaporation (IHE) 
and laser-induction complex heating evaporation (LCHE). For the “IHE” method one uses a 
chamber which contains an induction coil; in the centre of the coil are located two crucibles, 
one made of graphite, the other of alumina. The alumina crucible is charged with 
aluminium of 99.6% purity, while the interior of the chamber holds a dilute argon 
atmosphere at 10 Pa pressure. The coil is energized at high frequency at an initial power of 5 
kW; after several minutes the aluminium metal has melted. The coil is deenergized, and the 
molten liquid rapidly evaporates; these atoms of evaporated aluminium are collected 
through collisions with the argon gas, producing in this manner aluminium nanopowders. 
For the “LCHE” method the equipment is fitted with a continuous-wave 1.6-kW CO2 laser; 
this laser is switched on when the aluminium has molten and vaporises it rapidly, in the 
subsequent condensation step aluminium nanopowder is again obtained. The thermal 
properties were determined by Chen et al. [62] using thermogravimetric (TGA) techniques 
and differential thermo-analysis (DTA), finding that the temperature peaks were at 560°C 
and 565°C, and the enthalpy increases were 1.18 kJ/g and 3.54 kJ/g for “IHE” y “LCHE”, 
respectively.  

Shafirovich et al. [63] proposed the use of NaBH4/metal/H2O, were aluminium metal in 
powder form can be used, thus reducing the extra cost entailed in the preparation of 
nanoparticulate aluminium. In their experiments they used different stoichiometric ratios, 
with the result that the mixtures containing powdered aluminium  do not burn as easily as 
when nanoscale aluminium is used. To resolve this problem they added magnesium in 
powder form as an activator, thus achieving combustion.  Here again, the main result is the 
thermal effect, with only a minor yield of hydrogen.  

A different type of thermal application with Al/H20/NaOH, where the aluminium used was 
the shavings from lathes and milling machines, i.e. aluminium pieces on the centimeter 
scale, was described by Olivares-Ramírez et al. [64]. In this system, in a first stage 
hydrolysers are used to obtain hydrogen through the chemical reaction between aluminium, 
sodium hydroxide, and water, the hydrogen obtained is then passed through water to trap 
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the vapour generated in the original exothermal reaction; finally the hydrogen is burned in 
air. The second stage consists of a refrigerator based on the ammonia-water absorption 
principle, energized by the heat produced in the combustion of the hydrogen.  

4.2. Fuel cells 

Hydrogen is the fuel most frequently used in fuel cells.  At present, microfuel cells are being 
developed for applications in portable electronic devices, to address the problem of 
hydrogen storage in a portable mode. The difficulty lies in that we do not yet have portable 
systems for hydrogen storage; for instance, even a small hydrogen container, to energize a 
laptop computer, would not be allowed onto an airplane. Small aluminium-water reactors, 
however, could supply this need [65]. The hydrogen could be produced from variegated 
sources, such as electrical wire, metal hydride, or aluminium foil. 

Jung et al. [66] describe a small-scale hydrogen generator, in which two types of additives, 
NaOH or CaO, are used to control the flow of the hydrogen generated, with the idea that 
this could be connected to a small fuel cell. In their experiment they feed the reactor, 
through a micro-pump, with NaOH solution at a rate of 0.2 x 10-6 m3 min-1, at a pressure of 
1500 kgf cm-2, and NaOH at concentrations of 5%, 10%, 15% y 20% (w/w), achieving a 
maximum hydrogen production of 2.65x10-3 m3 using 15% (w/w) NaOH.  They also tested 
mixtures of aluminium with 5% (w/w) NaOH, obtaining the maximal production of 
hydrogen (3.22 x 10-3 m3) with a CaO:Al mass ratio of 0.1; best performance was obtained at 
2000 kgf cm-2. 

Shkolnikov et al. [67] presented a 2-W cell-phone consisting of a micro fuel cell and a micro 
generator for hydrogen based on the aluminium-water reaction. Each gramme of aluminium 
produces 1.2 -1.8 Wh of electrical energy. In their experimental work they examined three 
ranges of current density: low current density, i.e. <200 mA cm−2; medium current density, 
200–500 mA cm−2, and high current density, >500 mA cm−2. The micro fuel cell used was of 
the air–hydrogen polymer electrolyte membrane type, the air being supplied by a micro fan 
which was itself energised by the micro fuel cell.  

Wanga et al. [68] used a mini-reactor containing an aqueous sodium hydroxide solution and 
strips of an alloy consisting to 99% (w/w) of aluminium, connected to a fuel cell, to 
constitute a portable device.   In their work they tried NaOH concentrations of 9%, 17% y 
25% (w/w); with the latter concentration they observed the maximum rate of hydrogen 
production, 247 ml min-1, at an initial temperature of 20°C; once this was coupled to the cell, 
the latter used hydrogen at a rate of 40 ml min1, producing power values of up to 0.15 W. 

In an attempt to use lower-cost aluminium for hydrogen production, Silva et al. [69] used 
aluminium from empty soft-drink cans. To speed up the reaction they used 2 M NaOH, 
removing the paint cover of the cans with sulfuric acid, then cutting them into strips to 
introduce them into the reactor, which produced experimentally 0.049 moles of hydrogen 
per gramme of aluminium. This hydrogen was then used in a PEM-type fuel cell.  The 
oxygen for the fuel-cell operation was obtained by water electrolysis energized by 
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photovoltaic cells.  The fuel cell worked with efficiencies of up 10.14%, and achieved a cell 
voltage of 150 mV. 

A portable generator of 2050 mL capacity has been described by Fan et al. [70], charged with 
Al-Bi-NaCl, in which the aluminium and the bismuth were in powder form (13 microns) 
mixed with sodium chloride particles. The mixtures originally evaluated were Al with 10 
wt% Bi and 1, 3, 5, or 10 wt% NaCl, where the composition Al-10wt.%Bi–5wt.% NaClgave 
the best hydrogen yield (1063 mL/g Al). Later experiments examined the addition of zinc, 
when the highest rate of hydrogen production (1026 mL/g Al) was obtained with the 
mixture Al-10 wt.%Bi-1 wt.%Zn-2 wt.%NaCl. The authors propose this generator as suitable 
for use with hydrogen fuel cells. 

4.3. Power plants 

Vlaskin et al. [71] designed a co-generation power plant in which they used aluminium 
powders with mean particle sizes of up to 70 µm as the main fuel and water as the main 
oxidizing agent. The plant can function autonomously (i.e. without connection to the 
electrical net), without ceasing production of hydrogen, electrical energy, and heat. One of 
the key components of the pilot plant is water-aluminium in a high pressure reactor 
projected for hydrogen production at a rate of 10 nm3 h-1. The hydrogen formed flows 
through a condenser and a dehumidifier with a dew point of -25°C, and enters then a 16-kW 
hydrogen-air fuel cell. Using 1 kg of aluminium the experimental plant produces 1 kWh of 
electrical energy and 5 – 7 kWh of heat. Total efficiency of the power plant is 72%, and 
electrical efficiency is 12%. The electrical efficiency of power plants based on the aluminium-
water reaction can be raised by developing devices which use vapour-hydrogen at high 
temperature to produce electrical energy. They reported that the cost of electrical-energy 
production in power plants fuelled by aluminium is comparable to the energy costs 
involved in power generation via the traditional liquid hydrocarbons, while energy 
generation based on aluminium is a more ecological option. 

Rosenband and Gany [72] carried out a parametric study on the aluminium-water method, 
using a special type of aluminium powder activated by a thermo-chemical process involving 
a small proportion of a lithium-based activator [73]. The experiments showed a rapid, 
sustained self-starting reaction between aluminium and water, proceeding even at room 
temperature, with hydrogen yields of virtually 100% under appropriate conditions. The 
method demonstrates a safe and compact method of hydrogen storage (11 wt%, based on 
aluminium). They propose that possible applications would be in fuel cells, as well as in 
land and sea traffic. The rate of the reaction is independent of the type of water (distilled 
water, tap water, seawater). The apparent activation energy of the process is about 16.5 
kcal/mol.  

Silva et al. [74] studied the recycling of aluminium for green energy production, producing 
high-purity hydrogen gas by the reaction between aluminium and sodium hydroxide at 
different molar ratios. The results showed acceptable hydrogen yields of sufficient purity for 
use in PEM fuel cells for electricity generation.  A test with 100 aluminium cans reacting 
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with caustic soda showed that hydrogen production would be possible with a scale-up to 5 
kWh in few hours. This work is environmentally friendly and shows that green energy can 
be produced from aluminium residues at low cost. The hydrogen was easily liberated 
through a spontaneous chemical reaction, and at relatively low cost, through contact of 
aluminium from discarded cans with aqueous sodium hydroxide solution. They obtained 
hydrogen of high purity, which they used in a commercial fuel cell to produce electricity. 
The hydrogen was produced from a recyclable material, without input of energy and 
without any additional release of contaminants to the air.  They also successfully used the 
by-product obtained, NaAl(OH)4, to produce an aluminium hydroxide gel to treat water 
contaminated with arsenic.  

Zhuk et al. [75] investigated the generation of electricity using low-cost aluminium, and 
found that suppressing parasitic corrosion while at the same time maintaining the 
electrochemical activity of the metal anode is one of the main problems affecting the energy 
efficiency of aluminium-air batteries. The need to employ aluminium alloys or high-purity 
aluminium causes a significant increase in the cost of the anode, and therefore in the total 
cost of the energy produced in the aluminium-air battery; this limits possible applications 
for this type of power source. They stated that the process of parasitic corrosion is itself a 
possible method of hydrogen production. Hydrogen produced in this manner in an 
aluminium-air battery can be used in a fuel cell or burnt to produce heat. Different anode 
materials would be suitable, such as commercial aluminium, aluminium alloys, or 
secondary aluminium, which are much cheaper than special alloys for aluminium anodes or 
high-purity aluminium. Their work consisted mainly in a comparison of the cost of energy 
production with commercial aluminium alloys, high-purity aluminium, and a special Al-In 
anode alloy, as anode materials for an aluminium-air battery and for the combined 
production of electrical energy and hydrogen.  

Davoodi et al. [76] tested a microscopic device, based on the principles of scanning 
electrochemical microscopy (SECM), for collecting electric energy off the surface of an 
aluminum alloy, AA3003, immersed in 0.01 M aqueous sodium chloride. Using a nanometer-
scale atomic-force microscope (AFM), the probe would gather the electrochemical current on 
the aluminium surface, searching for the regions of highest current density.  Their results are 
interesting from a mechanistic point of view, as they document a large variation in local 
current densities (from 0.45 pA µm-2 for matrix regions to 14.2 pA µm-2 for trenches at 
intermetallic particles); they probably do not hold out realistic prospects for using this 
method in an economic sense for energy production.  

According to Namba et al. [77] the process of remelting of scrap aluminium produces a slag 
which contains not only metal oxide, but also other by-products. He reported that in Japan 
0.35 million tons of this dross are produced yearly. It is remelted to recover aluminium 
metal with a concentration of between 10 and several dozen percent by weight. Hiraki and 
Akiyama [78] proposed a novel system to treat aluminium residues, such as this slag. They 
evaluated from the point of view of the life cycle the total exergy loss (EXL)  in comparison 
to the EXLs attendant on the co-production of 1 kg of hydrogen at 30 MPa and 26 kg of 
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aluminium hydroxide. The exergy flow diagram shows that the exergy of aluminium 
residues containing only 15% of  the metal by weight is still large, while the exergy of pure 
aluminium hydroxide is relatively small. The exergy of the proposed system (150.9 MJ) is 
inferior by 55% compared to the conventional system (337.7 MJ), in which the gas 
compressor and the production of aluminium hydroxide consume significantly more 
exergy.  The results also show that the exergy analysis should be applied to the life-cycle 
assessment (LCA) as a critical consideration for practical use, additional to the conventional 
LCA on the emission of carbon dioxide.  When this concentration becomes smaller than 20% 
by weight due to the remelting, the slag is chemically treated as an inocuous substance by 
methods such as high-temperature fusion in the electric arc, at a cost of US$200-300 per 
tonne. 

5. Patents on reactors for the aluminum-water reaction 

Houser [79] developed an invention on heating systems, and more specifically a device in 
which the chemical oxidation-reduction reactions would proceed producing heat, but 
without flame formation, in contrast to most heating systems. The system has a housing 
whose lower part holds the liquid reagent, e.g. NaOH solution. The solid reactant, e.g. 
aluminium metal, is immersed in the solution to produce heat and gaseous product, e.g. 
hydrogen. The position of the container within the deposit is regulated to control the extent 
of immersion, and the solid reagent inside the container can react with the liquid, producing 
heat. The hydrogen gas produced rises to the top of the conical cover and exits via a topside 
conduit to be washed with water and then transferred to storage or used directly via 
combustion. The water bath insulates the interior of the system, thus precluding combustion 
of the hydrogen in the system. The sodium aluminate produced in the reaction forms a 
mud, which is diverted to the drain by an inclined conical wall in the lower part of the 
housing. To start the system functioning, the lower part of the housing is filled with the 
solution and the container is raised above the level of the solution. To activate the heating 
system, the solution is first ohmically heated by an electrical resistance to about 140°C for 
total efficiency. 

Houser [80] describes another gas generator which utilizes spherical pieces of a solid 
reactive material in contact with a second, liquid reagent. The spheres are moved through 
the reaction chamber via inclined channels with holes, which could be made e.g. from screen 
mesh tubing. The liquid reagent is sprayed from dispersion nozzles onto the spheres which 
move upward via the channels. The solid residues are removed from the spheres through 
the rolling action of the spheres against the channel walls and washed away by gravity. The 
liquid reagent is again conducted to a sump, whence it is pumped through a filter to remove 
the waste product of the reaction; it then is returned to the nozzles in the reaction chamber.  
The concentration of the liquid reagent is regulated through a sensor in the sump, which 
controls the addition of concentrated make-up solution. The temperature of the liquid 
reagent is also controlled by a sensor in the sump or a thermostatic valve in the sediments 
filter, allowing the liquid to flow through an indirect heat exchanger. The gas generated is 
delivered from the reaction chamber by its own pressure. Not surprisingly, the preferred 
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embodiment of the invention is the production of hydrogen from aluminium spheres and 
sodium hydroxide solution. 

Andersen and Andersen [81] built a prototype device to produce hydrogen by making 
aluminium react with water in the presence of sodium hydroxide at between 0.26 M and 19 
M.  The reaction takes place with effervescence at the metal surface; at the same time, a 
precipitate collects at the bottom of the container. The zone of effervescence is kept separate 
from the zone where the precipitate collects. This reduces the possible hindrance of the 
hydrogen-generating reaction by the precipitate. Satisfactory results are obtained with 
sodium hydroxide concentrations between 1.2 and 19 M and at temperatures from 4°C to 
170°C, with best performance seen at NaOH values between 5 and 10 M and solution 
temperatures around 75°C. 

Andersen and Andersen [82] also constructed another prototype which produces heat and 
hydrogen gas, all at ambient temperature. Here, aqueous NaOH (18 wt%) half-fills an 
expandable container which adjusts to the momentary pressure and temperature of the 
reaction by expanding and contracting, thus controlling the level of immersion of a fuel 
cartridge containing aluminium filings or shavings or aluminium foil, to manage the 
intensity and duration of the reaction. The upper part of the container is built from flexible 
material and joined to the support of the fuel cartridge, so that, as the hydrogen is produced, 
the internal pressure in the container increases, moving the upper lid and thus lifting the 
aluminum out of the aqueous sodium hydroxide, thereby stopping the chemical reaction. As 
the hydrogen is consumed, e.g. by combustion, the internal pressure in the container drops, 
and the aluminum again gets in contact with the lye, and hydrogen production restarts. This 
cycle repeats itself until the aluminium is used up. 

Troczynski [83] described a hydrogen-generating system based on hydrolysis of a composite 
aluminium material, at a pH close to neutral, to supply hydrogen to fuel cells or other 
devices. The process of use involves: (a) Supply of water to the composite material in the 
reactor vessel to produce the hydrogen (b) Passage of the hydrogen formed from the reactor 
to a buffer vessel, and (c) liberation of the hydrogen from the buffer vessel to the fuel cell, at 
a second, lower, pressure which is compatible with the fuel cell.  Several reactor vessels and 
several buffer vessels are monitored by pressure sensors and connected by processor-
controlled valves to assure a continuous supply of hydrogen to the fuel cell.  

Fullerton [84] developed a recyclable hydrogen generator which uses aluminium, an alkali 
hydroxide, and water, connected to a user, which could be an internal-combustion engine, a 
turbine, or a fuel cell. The hydrogen generator safely supplies the hydrogen demand at 
atmospheric pressure, and it can be stored anywhere at low cost, as it is safe and inert.  

6. Conclusions 

Interest in hydrogen as an energy carrier is based on considerations of the finite nature of 
our hydrocarbon resources and of the worldwide deleterious effects of the carbon dioxide 
emitted during hydrocarbon-based energy production. In this context, the aluminium-water 
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reaction shows interesting possibilities as an energy-providing small or mid-scale reaction. 
In contrast to gasoline-air based systems, which benefit from the ubiquitous presence of air, 
the aluminium-water reaction requires that the latter be specifically supplied or brought 
along; however, the ready  availability of water at most places minimizes the importance of 
this consideration.  

An attractive feature of the aluminium-water reaction as a way to produce hydrogen gas on 
demand is its essential simplicity. Obviously, in its most basic form, the reaction is 
fundamentally hampered by passivation of the metal, but this can be overcome by the use of 
strongly alkaline conditions. However, the corrosiveness of such conditions is a distinct 
drawback; for this reason, extensive research has centred in recent years on means of 
maintaining an active metal surface in aqueous conditions at neutral or near-neutral pH, e.g. 
by the use of aluminium alloys. Research in these aspects is likely to remain important in the 
immediate future.  

Large-scale application of the aluminium-water reaction appears less promising and is 
unlikely to replace to any significant extent the more established modalities, e.g. energy 
storage in battery banks. 
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1. Introduction 

Today, we are consuming the solar energy accumulated on earth in million years as fossil 
fuels at a rate which is much faster than it is stored by photosynthesis. Alternative energy 
sources such as solar, wind, wave, geothermal and nuclear are today’s need of carbon 
neutral technologies either as replacement of some of the existing ones or as producing new 
sources such as; biofuel, biogas and biohydrogen, to increase the energy supplement of the 
world. Besides the source, nowadays engineers are very much concerned about how to 
utilize these energies in a more efficient way. There is a solution for the future, a new energy 
carrier system that is hydrogen. Hydrogen can be produced from primary energy sources; it 
can be stored and directly converted to electricity in fuel cells efficiently when needed. 

Hydrogen energy system is bio-analog strategy for the sustainable future. Photosynthesis is 
the most efficient way to store solar energy. Plants, algae and photosynthetic 
microorganisms have developed their energy transduction centers and they know how to 
do this energy transformation and storage. Man exploits photobiological and 
photobiomimetic production of hydrogen. Biological hydrogen production processes, 
namely biophotolysis, dark fermentation and photofermentation, offer the prospect of 
producing hydrogen from renewable sources. Rhodobacter species are photosynthetic PNSB 
that can produce hydrogen from small-chain organic acids derived from biomass at the 
expense of light energy. 

Since fuel consumption rate is very high, biohydrogen needs to be produced at a much 
faster rate with new strategies basing on energy bionics. These processes should provide a 
net energy gain, be economically competitive, and be producible in large quantities without 
reducing the food supplies. Further research is needed in all fields to be competitive with 
conventional technologies. Hydrogen- powered fuel cell electric vehicle option is a clue for 
21st century’s people how to change their consumption habits for a sustainable future. 

© 2012 Androga et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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In this chapter we give the fundamentals of photobiological hydrogen production by PNSB 
and review the research published on photofermentative hydrogen production at outdoor 
conditions. We discuss the most critical factors in PBR design and compare the technological 
development, availability and economics of other biohydrogen production techniques with 
photofermentation. 

2. Photobiological hydrogen production 

Photobiological hydrogen production is a microbial process that requires light as energy 
source, an electron donating substrate, and a biological catalyst that generate H2 by 
combining protons and electrons. Basically, a biocatalyst is used to convert light energy into 
H2. The process can be categorized as oxygenic and non-oxygenic photobiological hydrogen 
production, depending on the formation of oxygen during the process (Table 1). Oxygenic 
photobiological hydrogen production is carried out by microalgae and cyanobacteria, which 
produce hydrogen during photoautotrophic growth using water as electron donor, CO2 as 
carbon source and light as energy source. In microalgae, biohydrogen production, also 
termed direct biophotolysis, is catalyzed by [FeFe]-hydrogenase, which accepts electrons 
from ferrodoxin. Water is the proton and electron donor, which is split by PSII reaction 
center using light energy. Electrons travel through the Z-scheme (PSII-PQ-cyt b6/f, PC and 
PSI, sequentially). Ferrodoxin is the final electron acceptor and it delivers electrons to 
[FeFe]-hydrogenase. The [FeFe]-hydrogenase combines protons and electrons to form 
molecular hydrogen. The hydrogenase enzyme is extremely sensitive to the presence of O2, 
which limits industrial application of biohydrogen production using microalgae [1]. In order 
to circumvent the O2 inhibition, Melis and co-workers [2] introduced 2-stage photobiological 
hydrogen production by Chlamydomonas reinhardtii by utilizing sulfur deprivation, which 
resulted in PSII inactivation, hence O2 evolution. By this way, photosynthetic oxygen 
evolution and carbon fixation were temporally separated from consumption of cellular 
metabolites and H2 evolution.  

In cyanobacteria, biohydrogen production is catalyzed by nitrogenase enzyme. In 
filamentous cyanobacteria, the reaction proceeds in two spatially separated vegetative and 
heterocyst cells, hence, the process is called indirect biophotolysis. In vegetative 
(photosynthetic) growth mode, CO2 is fixed into carbohydrates through photosynthesis 
using water as electron donor and light as energy source. Heterocyst cells are specialized in 
nitrogen fixation and contain nitrogenase enzyme. In heterocysts, under anoxic and nitrogen 
limited conditions, stored carbohydrates from vegetative cells are oxidized to form ATP. 
Electrons generated during oxidation reactions are delivered to PSI reaction center where 
they are excited by light and travel through several electron transfer proteins. The final 
electron acceptor, heterocyst-type Ferrodoxin, delivers the electrons to the nitrogenase 
enzyme that catalyzes H2 formation from protons and electrons using ATP. In indirect 
biophotolysis, O2 and H2 production reactions are spatially separated, therefore eliminating 
O2-induced nitrogenase repression [1]. Cyanobacteria also harbor bidirectional and uptake 
hydrogenases which function to maintain redox balance within the cell. 
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filamentous cyanobacteria, the reaction proceeds in two spatially separated vegetative and 
heterocyst cells, hence, the process is called indirect biophotolysis. In vegetative 
(photosynthetic) growth mode, CO2 is fixed into carbohydrates through photosynthesis 
using water as electron donor and light as energy source. Heterocyst cells are specialized in 
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limited conditions, stored carbohydrates from vegetative cells are oxidized to form ATP. 
Electrons generated during oxidation reactions are delivered to PSI reaction center where 
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enzyme that catalyzes H2 formation from protons and electrons using ATP. In indirect 
biophotolysis, O2 and H2 production reactions are spatially separated, therefore eliminating 
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hydrogenases which function to maintain redox balance within the cell. 
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Non-oxygenic photobiological hydrogen production is carried out by PNSB, which 
produce hydrogen during photoheterotrophic growth on organic carbon sources 
utilizing energy from sunlight. Electrons generated during oxidation of substrates are 
converted to H2 by nitrogenase. During photofermentative hydrogen production, O2 is 
not produced and O2-induced nitrogenase repression is not a concern. 
Photoheterotrophic H2 evolution by PNSB is well characterized. Similar to cyanobacteria, 
PNSB also have uptake and bidirectional hydrogenases, which regulate H2 cycling 
within the cell. The details of photofermentative hydrogen production by PNSB will be 
given in the following sections. 

 Process Organism Enzyme Reactions 

Oxygenic 

Direct 
Biophotolysis 

Microalgae 
and 

Cyanobacteria 

[FeFe] 
Hydrogenase 

2H2O + Light  2H2 + 
O2 

Hydrogenase reaction: 
2H+ + 2e- H2 

Indirect 
Biophotolysis 

Filamentous 
Cyanobacteria 

Nitrogenase 

In vegetative cells: 
6CO2 + 6H2O + Light 
 C6H12O6 + O2 

In heterocyst: 
C6H12O6 + 6H2O + 

Light  6CO2 + 12H2 

Nitrogenase reaction: 
N2 + 8H+ + 8e- + 

16ATP  2NH3 + H2 
+ 16ADP + 16Pi 

Non-
oxygenic 

Photofermentation 
Purple non-

sulfur bacteria 
Nitrogenase 

N2 + 8H+ + 8e- + 
16ATP  2NH3 + H2 

+ 16ADP + 16Pi 

In the absence of N2: 
2H+ + 2e- + 4ATP  

H2 + 4ADP + 4Pi 

Table 1. Photobiological hydrogen production routes. 

3. Photofermentative hydrogen production by purple non-sulfur bacteria 
(PNSB)  

Photofermentative hydrogen production is a microbial process in which electrons and 
protons generated through oxidation of organic compounds are used to produce molecular 
hydrogen under anaerobic, nitrogen-limited conditions, utilizing light as energy source 
(Figure 1). 
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Figure 1. Photofermentative hydrogen production 

The process is mainly mediated by nitrogenase enzyme, which catalyzes the reduction of N2 
to NH3. Hydrogen production is an inherent activity of the nitrogenase enzyme, which 
forms 1 mole of H2 per mole of N2 fixed.  

 N2 + 8H+ + 8e- 16ATP  NH3 + H2 + 16ADP + 16Pi (1) 

However, under limited nitrogen source, the enzyme functions as hydrogenase and 
catalyzes the reduction of protons to form molecular hydrogen with the expense of 4 moles 
of ATP.  

 2H+ + 2e- + 4ATP  H2 + 4ADP + 4Pi  (2) 

Hence, with the same energy requirement, 4 times more hydrogen can be produced under 
nitrogen-limiting conditions. There is also membrane-bound H2-uptake [NiFe]-hydrogenase, 
which mainly catalyzes the oxidation of H2 to protons and electrons by the following 
reversible reaction: 

  H2  2H+ + 2e- (3) 

A wide range of photosynthetic bacteria was reported to produce hydrogen. Among them, 
PNSB is the most widely studied and well characterized. 

Purple non-sulfur bacteria (PNSB) are facultative anoxygenic phototrophs belonging to the 
class of Alphaproteobacteria and include several genera within order of Rhodobacterales, 
Rhodospiralles and Rhizobiales [3].They are a diverse group of photosynthetic microorganisms 
that are capable of photobiological hydrogen production under anaerobic, nitrogen limiting 
conditions. Various species of PNSB were utilized in hydrogen production studies, 
Rhodobacter capsulatus, Rhodobacter sphaeroides, Rhodoseudomonas palustris and Rhodospirillum 
rubrum being the most famous strains. They prefer photoheterotrophic growth in the 
presence of an organic carbon source, preferentially, small organic acids. Photoheterotrophic 
growth is the only growth mode that results in hydrogen production, however, PNSB are 
capable of growth under photoautotrophic, respiratory, fermentative or chemotrophic 
conditions, depending on the presence of light, type of carbon source and availability of O2 
(Table 2).  
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Rhodospiralles and Rhizobiales [3].They are a diverse group of photosynthetic microorganisms 
that are capable of photobiological hydrogen production under anaerobic, nitrogen limiting 
conditions. Various species of PNSB were utilized in hydrogen production studies, 
Rhodobacter capsulatus, Rhodobacter sphaeroides, Rhodoseudomonas palustris and Rhodospirillum 
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Growth Mode C-source Energy 
source Notes 

Photoheterotrophy 
Organic 
carbon 

Light 
Only mode that results in 

H2 production 

Photoautotrophy CO2 Light 
CO2 fixation occurs. H2 is 

used as electron donor 

Aerobic respiration 
Organic 
carbon 

Organic 
carbon 

O2 is the terminal electron 
acceptor 

Anaerobic 
respiration/chemoheterotrophy 

Organic 
carbon 

Organic 
carbon 

Requires a terminal 
electron acceptor other 
than O2 (N2, H2S or H2) 

Fermentation/anaerobic, dark 
Organic 
carbon 

Organic 
carbon 

 

Table 2. Various growth modes of PNSB [4]. 

This versatility of growth modes attracted research interest for many years, and made PNSB 
a model organism to study metabolic regulations of carbon, nitrogen and energy 
metabolism. There are three important external factors that determine the metabolic route: 
the carbon source, light and O2 availability. PNSB are capable of growth on a variety of 
organic carbon sources including sugars (glucose, sucrose), short chain organic acids 
(acetate, malate, succinate, fumarate, formate, butyrate, propionate, lactate), amino acids, 
alcohols and even polyphenols. They also grow on inorganic carbon (CO2) under 
photoautotrophy and chemoautotrophy. Under photoheterotrophic hydrogen production 
conditions, these bacteria preferentially use short chain organic acids as electron donors to 
obtain ATP for their metabolic processes. Short chain organic acids are assimilated through 
tricarboxylic acid cycle, which yields CO2, protons and electrons, which are shuttled 
through electron transport chain that uses NAD/NADH and ferrodoxin. 

Photosynthetic apparatus in PNSB is located in the intracytoplasmic membranes, the 
invaginations of cytoplasmic membrane forming a parallel lamella underlying the 
cytoplasmic membrane. It is composed of a photosystem, a series of electron transport 
proteins (cytoplasmic cytochrome c, lipid soluble quinones (Q/QH), cytochrome b/C1 
complex, and) and a transmembrane ATP synthase protein. The photosystem contains light 
harvesting complex 1 (LH1) and 2 (LH2) and a reaction center [5]. The LH complexes trap 
light in the visible (450-590 nm) and near infrared (800-875 nm) wavelength and transfer the 
excitation energy to the reaction center, and starts cyclic electron transfer. LH1, LH2 and 
reaction center are protein-pigment complexes that contain different types of carotenoids 
and bacteriochlorophyll a. Biosynthesis of photosynthetic apparatus is primarily controlled 
by the presence of O2 and light [6,7,8]. During aerobic growth, the synthesis of 
bacteriochlorophyll is repressed. Once the O2 tension is removed, the synthesis resumes. 
Light intensity and quality also controls the synthesis of photosynthetic apparatus. Under 
low light intensity, photosystem biosynthesis increases to gather more light energy, and at 
high light intensity, less photosystem is biosynthesized.  
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The photosystem of PNSB is not powerful enough to split water; hence, no O2 evolves, 
which makes it very suitable for biohydrogen production. Electrons that are liberated 
through oxidation of organic carbon are funneled through a series of electron carriers, 
during which protons are pumped through the membrane. This leads to a development of a 
proton gradient across the membrane, which drives ATP production by ATP synthase. The 
electrons are either used for replenishment of quinone pool or donated to Ferrodoxin, which 
delivers electrons to nitrogenase enzyme to reduce molecular nitrogen to ammonia. When 
molecular nitrogen is not available, nitrogenase functions as hydrogenase and catalyzes the 
proton reduction with the electrons derived from ferrodoxin (Figure 2). By this way, 
electrons from organic compounds are stored in the form of H2, by using light energy.  

 
Figure 2. Photofermentative hydrogen production in PNSB. Oxidation of organic acids generates 
electrons, which are delivered to cytochrome c and travels through number electron transport proteins 
and delivered to ferredoxin. During this process, protons are pumped through the membranes forming a 
proton gradient. This proton motive force derives ATP production by ATP synthase. Ferredoxin delivers 
electrons to nitrogenase, which catalyzes the reduction of protons to molecular hydrogen using ATP.  

The synthesized ATP is primarily used for biomass production. In order to produce H2, ATP 
flux to the cell should surpass the amount of ATP necessary for growth. Bacteria produce 
hydrogen when there is an excess of reducing powers to maintain cellular redox balance. 
There are mainly three metabolic pathways that compete for electrons: CO2 fixation, N2 
fixation/H2 production and polyhydroxybutyrate (PHB) biosynthesis. PNSB use CO2 as 
electron sink under photoheterotrophic conditions to get rid of excess reducing equivalents 
and maintain redox homeostasis. It uses Calvin-Benson-Bassham (CBB) pathway to fix CO2 
at the expense of ATP and NADH. The primary function of CBB pathway is to provide 
carbon for the cell under photoautotrophic growth on CO2. However, under 
photoheterotrophic growth on organic carbon, it mainly functions for redox balancing 
[3,9,10]. The regulatory enzyme of the CO2 fixation is ribulose-l,5-bisphosphate 
carboxylase/oxygenase (RuBisCO) which catalyzes the conversion of RuBP (ribulose-l,5-
bisphosphate) into glyceraldehyde-3-phosphate. Genes involved in CO2 fixation is located in 
cbb operon that is transcriptionally regulated by CbbR [11]. 
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Another electron sink is the molecular nitrogen (N2), which is fixed to NH3 by nitrogenase 
enzyme at the expense of 16 moles of ATP. The primary function of nitrogenase is to fix N2 
to ammonia when the cells are grown on ammonia-free environment. However, nitrogenase 
also functions in redox balancing. Hydrogen production is an inherent activity of 
nitrogenase enzyme, which produces 1 mole of H2 for 1 mole of N2 fixed. When N2 is not 
present, the enzyme functions as hydrogenase and catalyzes the proton reduction to form 
molecular hydrogen (H2), with 4 times higher efficiency (4 ATP is utilized per mole of H2 
produced in the absence of N2). This energy intensive process is under tight metabolic 
control that is regulated mainly by cellular nitrogen status. As discussed below, nitrogenase 
activity is tightly regulated by several environmental factors, including ammonia, O2, and 
light. For this reason, hydrogen production studies are carried out under anaerobic, 
nitrogen-limited conditions in the presence of light. 

Polyhydroxyalkanoates (PHAs) are the polymers of hydroxyalkanoates, which are 
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oxygen labile and separable metalloproteins, dinitrogenase (component I; MoFe protein, 
VFe protein, FeFe protein) and dinitrogenase reductase (component II; Fe protein). 
Component I contain the active site for N2 reduction, with a molecular weight of 
approximately 240 kDa and is composed of two heterodimers. Component II is a 60–70 kDa 
homodimer coupling ATP hydrolysis to inter-protein electron transfer. Mo-nitrogenase, 
coded by nifHDK genes, is the most widely distributed nitrogenase in PNSB, but many 
PNSB also contain alternative forms of nitrogenases. In R. sphaeroides, only Mo-nitrogenase 
is found, but in R. capsulatus and R. rubrum there is also Fe-only nitrogenase [17; 18]. R. 
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Due to highly endothermic nature of nitrogen fixation, bacteria developed a tight control of 
nitrogenase at both transcriptional and posttranslational level [20]. Availability of 
ammonium and cellular nitrogen status is the primary regulator of the nitrogenase synthesis 
and activity. Presence of high concentrations of ammonia inhibits nitrogenase activity and 
represses the expression of nitrogenase structural at transcriptional level in R. sphaeroides 
[21]. In addition, N2 fixation is controlled by environmental factors, molybdenum, light, and 
oxygen.  

Three levels of regulation in response to ammonium availability are proposed in R. 
capsulatus (i) transcriptional activation of the regulatory genes nifA1, nifA2 and anfA, (ii) 
posttranslational regulation of NifA and AnfA activity, and (iii) post-translational control of 
nitrogenase activity by reversible modification of NifH and AnfA. A diversity of regulatory 
proteins are involved in control of nitrogen fixation. Among these are two-component 
regulatory systems (NtrB/NtrC, RegB/RegA), two signal transduction proteins (GlnB, GlnK), 
three specific transcriptional activator proteins (NifA1, NifA2, AnfA), two molybdate-
dependent repressor proteins (MopA, MopB), an ADPribosyl- transferase/glycohydrolase 
system (DraT, DraG), two (methyl)-ammonium transporter proteins (AmtB, AmtY), and a 
histone-like protein (HvrA) [20]. Nitrogen-fixing bacteria have been shown to regulate 
nitrogenase in the short term by post-translational covalent modification via reversible 
ADP-ribosylation of the Fe protein in response to different environmental stimuli: 
ammonium addition, darkness, and the absence of oxygen. This process is catalyzed by two 
non-nif-specific enzymes: dinitrogenase reductase ADP-ribosyltransferase (DRAT) and 
dinitrogenase reductase-activating glycohydrolase (DRAG). Another post-translational 
regulation that does not involve ADP-ribosylation was also proposed in R. capsulatus [22,23]. 
Due to the modulation of nitrogenase activity according to cellular nitrogen status, 
hydrogen production studies on PNSB are carried out on media with limited nitrogen 
source. Regulation of nitrogenase activity by posttranslational ADP-ribosylation has been 
shown to occur in response to light and O2 status, as well. Rapid inhibition of nitrogenase 
activity by O2 through ADP-ribosylation was reported in R. capsulatus [24].  

Hydrogen production is an inherent activity of nitrogenase enzyme, producing one mole of 
H2 per mole of N2 fixed, at the expense of 16 moles of ATP. In the absence of nitrogenase, the 
enzyme acts as ATP-dependent hydrogenase and catalyzes the proton reduction for 
molecular hydrogen at the expense of 4 ATP. Nitrogenase mediated hydrogen production in 
PNSB also plays a role in maintaining cellular redox status. 

Hydrogenase: Hydrogenases, the key enzymes of hydrogen metabolism, are 
metalloenzymes that catalyze either the oxidation of H2 to form protons and reducing 
equivalents or, the reduction of protons to form molecular hydrogen. There are three 
distinct types of hydrogenases classified according the type of metal cofactor present in the 
active site: [FeFe]-hydrogenases, [NiFe] hydrogenases, and [Fe]-hydrogenase, the first two 
are divided into a variety of sub-types depending on the structures and functions in the cell 
[25]. [NiFe]-hydrogenases tend to be involved in H2 consumption, while [FeFe]-
hydrogenases are usually involved in H2 production [1].  
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[FeFe]-hydrogenases are generally monomeric and consist of a catalytic subunit of ca. 45-48 
kDa, which bidirectionally catalyze H2 production [25]. The direction of the reaction is 
determined by the redox status of the cell. They are found in green algae and anaerobic 
prokaryotes, and characterized by high catalytic activity (turnover rates: 6000-9000 s-1) [1]. 
However, they are particularly sensitive to O2, which causes irreversible inactivation of the 
enzyme. Hence, anaerobiosis is a prerequisite for algal hydrogen production. PNSB bacteria 
do not contain [FeFe]-hydrogenase except R. palustris, which was reported to possess a 
[FeFe]-hydrogenase [26]. 

[NiFe]-hydrogenases are heterodimeric enzymes consisting of a large subunit (α-subunit) of 
ca. 60 kDa hosting the bimetallic active site and the small subunit (β-subunit) of ca. 30 kDa 
hosting the Fe-S clusters. [NiFe]-hydrogenases are present in cyanobacteria and PNSB. 
Membrane-bound uptake hydrogenases (i.e., HupSL and hynSL), hydrogen sensors 
(HupUV), NADP-reducing (HydDA), bidirectional NADP/NAD-reducing (hoxYH) and 
energy-converting membrane-associated H2-evolving hydrogenases are the subgroups of 
[NiFe]-hydrogenases. Cyanobacterial H2-uptake hydrogenases are cytoplasmic that are 
induced under N2-fixing conditions. Cyanobacteria also contain bidirectional NAD(P)-
linked [NiFe]-hydrogenase, which is responsible for catalyzing H2 photoproduction in the 
absence of a functional nitrogenase. The bidirectional enzyme probably plays a role in 
fermentation and/or acts as an electron valve during photosynthesis [1,25,27].  

Most PNSB harbor membrane-bound [NiFe]-hydrogenase, also called H2 uptake 
hydrogenase (Hup) that catalyzes the oxidation of H2 to protons and electrons. They are 
connected to the quinone pool of the respiratory chain in the membrane by a third subunit, 
which anchors the hydrogenase dimer to the membrane. Unlike those in cyanobacteria, H2 
uptake hydrogenases in PNSB are characterized by the presence of a long signal peptide at 
the N terminus of their small subunit. It serves as signal recognition to target the fully 
folded heterodimer to the membrane and the periplasm. In some PNSB (R. capsulatus and R. 
palustris) a cytoplasmic [NiFe]-hydrogenase is also present, which functions as H2 sensors of 
the cell and trigger a cascade of cellular reactions controlling the synthesis of hydrogenases. 
In R. rubrum, there is also a CO-induced [NiFe]-hydrogenase (CooLH), which, together with 
CO-dehydrogenase, oxidizes CO to CO2 with concomitant production of H2. This allows R. 
rubrum to grow in the dark with CO as the sole energy source.  

4. Photofermentation in outdoor conditions  

4.1. Photobioreactors 

Photobioreactors (PBRs) are systems designed to grow photosynthetic microorganisms 
under a given environmental condition [28]. They can be classified as open (raceway ponds, 
lagoons and lakes) or closed (flat plate, tubular) systems. Open systems are mostly suited to 
biomass production since they cannot provide the anaerobic conditions required for 
hydrogen production. Also, control of parameters like temperature, nutrients and pH is 
poor in such systems. On the other hand, closed systems allow better control of these 
parameters and result in higher biomass production and biohydrogen production [29]. 
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Different types of PBRs are used in photofermentative hydrogen production studies. They 
are generally classified according to their: (i) Design - flat or tubular, horizontal, inclined, 
vertical or spiral and manifold or serpentine [30] (ii) Mode of operation batch, fed-batch and 
continuous [29]. In order to achieve sustainable photofermentative hydrogen production in 
outdoor conditions, the development of an optimized photobioreactor system that has the 
following properties is targeted: (i) a simply designed enclosed system that is impermeable 
to hydrogen (ii) a transparent system that allows maximum light penetration, preferably at 
high visible light or near red-infrared transmissions (iii) a system with high surface-to-
volume ratio for better/wide distribution of light (iv) a system made from an unreactive 
material that is durable, easy to clean and sterilize [29,31-33]. Flat plate and tubular types of 
PBRs are commonly used in photofermentative hydrogen production (Figure 3). This is 
probably due to their high efficiencies brought about by their high illumination areas.  

Flat-plate (panel) PBRs consist of frames placed in between two transparent rectangular 
plates (PMMA or glass plates). They generally have a depth of 1-5 cm and vary in height 
and width (smaller than 1 m in practice) [31]. These conventional panel PBRs are 
considered as the first generation plate-type bioreactors. The second generation is a flat 
panel airlift PBR made up of two deep-drawn plates glued together while the third 
generation comprises deep-drawn plates fused together under pressure and heat [29]. 
Panel PBRs have a short light path and facilitate the measurement of irradiance at the 
culture surface [28,3,34]. They can be placed vertically or tilted at optimal angles for 
maximum exposure to direct sunlight [35-37] and can be arranged in stacks close to each 
other, therefore providing a large illuminated area in a small ground area [38]. However, a 
drawback of this system is the lack of mixing. Mixing by aeration [31] or agitation via 
rocking motion [39] is suggested, but an impediment to these techniques is their high 
power consumption for pumping gas and shaking the photobioreactor. Also, mixing via 
aeration would lead to dilution of the gas produced and incur extra costs for gas 
separation. Recirculation of the evolved gas has been proposed [34], however, the PNSB 
have hydrogenase enzyme that can breakdown the produced hydrogen to protons and 
electrons, thus reducing the amount of gas produced. Moreover, reduction of hydrogen 
partial pressure by decreasing total gas pressure in the PBR headspace was shown to 
improve hydrogen production [40]. 

Tubular PBRs are made of long transparent tubes through which liquid culture is circulated 
using mechanical or gas-lift pumps. The tubes have diameters ranging between 3 and 6 cm 
and length between 10 and 100 m [31]. The PBRs fall under different categories: simple 
airlift or agitated bubble column (vertical type) [41-44], horizontal or nearly horizontal 
tubular PBRs [28,38,45] and helical type PBRs [46-48]. Tubular PBRs can be scaled-up by 
connecting a number of tubes to manifolds, but the length of the tubes is limited by the 
accumulation of gas [31]. A disadvantage of these PBRs is that they require large ground 
area. In comparing the hydrogen production performance of the panel and tubular PBRs, 
Gebicki et al. [39] reported that the ratio of the illuminated reactor surface to the installed 
ground area was 8:1 in the panel PBR, while that in the tubular PBR was 1:1. 
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Figure 3. (A) Flat plate and (B) tubular photobioreactors. 

4.2. Parameters affecting bacterial growth and hydrogen production in outdoor 
conditions 

The ultimate goal of photobiological hydrogen production is to carry out the process in 
large scale PBRs operated at outdoor conditions, under natural sunlight. Solar light energy 
is warranted because it is a free resource that is abundant in nature. The earth receives about 
5.7×1024 J of solar light energy per annum [49]. Its usage for photofermentative hydrogen 
production not only saves on operating costs but also supports the concept of sustainable 
hydrogen production from renewable resources. It promotes waste reduction and recycling 
[50].  

Photofermentative hydrogen production in outdoors is affected by several conditions. The 
major parameters being physical variations like solar light energy and temperature, which 
are uncontrolled. These parameters regulate photosynthetic bacterial activity, therefore their 
daily (day/night cycle), seasonal and geographical variation greatly influence the amount of 
hydrogen produced [38,45,51-55]. In addition, other parameters such as PBR type, mode of 
operation, nutrients, carbon to nitrogen ratio, type and age of the microorganism are critical. 
Shown in Figure 4 are the general parameters influencing photofermentative hydrogen 
production. 

4.2.1. Effects of the variation in solar light intensity and temperature on biomass and 
hydrogen production  

The changing intensities of solar light energy and temperatures experienced in outdoor 
conditions greatly influence PNSB growth and hydrogen production. These enzymatic 
processes rely on chemical bond energy (ATP) [25] generated by the conversion of absorbed 
light energy to ATP as discussed in Section 3. This energy is utilized in different basic 
cellular metabolic activities such as biomass formation, biomass maintenance, hydrogen 
production and the excess is dissipated as heat [4,56]. Indoor studies have demonstrated 

(A) (B)
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that biomass increased with increasing light intensity [57] and temperature [58,59]. He et al. 
[58] investigated the growth and hydrogen production of two mutants of Rhodobacter 
capsulatus (JP91 and IR3) at different temperatures (26, 30 and 34 °C). They reported good 
cell growth and high substrate conversion efficiencies of 52.7% and 68.2% at 30°C for JP91 
and IR3 strains, respectively. Likewise, in batch experiments using different light intensities 
(1.5-5 klux) and temperatures (20°C, 30°C and 38°C), Sevinç et al. [59] reported optimum 
light intensity for growth and hydrogen production to be 5 klux. The cell growth of the 
PNSB was found to fit the logistic model [4,58-60]. 

 
Figure 4. Parameters affecting photofermentative hydrogen production. 
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light intensities of up to 850-950 W/m2 are reported to be common for most parts of Europe 
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Daily and seasonal variations in light intensity affect growth of PNSB. Eroglu et al. [51] 
observed that R. sphaeroides cell concentrations increased during the day but either remained 
the same or decreased at night. While investigating continuous hydrogen production using 
a fed-batch 90 L pilot tubular photobioreactor in outdoor conditions, Boran et al. [64] found 
that the specific growth rate of R. capsulatus increased exponentially with the total light 
intensity. Moreover, the growth rate of R.capsulatus YO3 (Hup-) was found to be lower 
(0.0042 h-1) during winter (low light intensity and temperatures) compared to that during 
summer (high light intensity and high temperature) (0.035 h-1) [53].  

Varying light intensities also influences the amount of hydrogen produced by the PNSB. 
Wakayama et al. [65] observed that the levels of hydrogen produced by batch cultures of R. 
sphaeroides depended on the irradiation intensity of sunlight. During the experiments, the 
light intensity and total irradiation (ranging between 6 to 7 kWh/m2) fluctuated on a regular 
basis (up to 60%). Maximum hydrogen production rate of 4.0 L/m2/h and light conversion 
efficiency of 2.2% was obtained. In another continuous hydrogen production study using an 
8 L flat plate PBR, Androga et al. [53] observed that the daily amount of hydrogen produced 
decreased with the decreasing daily total global solar radiation (from 4000 Wh/m2 to 2350 
Wh/m2). Avcioglu et al. [54] reported similar results using continuous cultures of R. 
capsulatus, fed with molasses dark fermenter effluent. Hydrogen yield factor was reported to 
linearly increase with increasing solar radiation [53,66]. 

4.2.2. Effects of light/dark cycle 

Diurnal light/dark cycle adversely affects photofermentative hydrogen production 
[52,62,67]. During winter, shorter daylight periods (circa. 9 h) and shorter night periods are 
experienced while during summer, longer daylight periods (circa. 14 h) and shorter night 
periods are experienced [53]. Excessive light energy leads to photo-inhibition, which in turn 
reduces hydrogen production efficiency [62,67,68]. Sunlight intensity of over 1.0 kW/m2 was 
found to be deterrent to hydrogen production [69]. Studies on light/dark cycle have 
demonstrated that little or no hydrogen was produced during the dark periods but bacteria 
survived and hydrogen production recovered once illumination resumed [4,40]. 

Wakayama et al. [67] observed that short intermittent light/dark cycles increased hydrogen 
production efficiency while longer intermittent periods reduced it. In experiments carried 
out under excessive light energy (1.2 kW/m2), they found that a 30-min light/dark cycle 
improved efficiency to 150%, while a 12-h cycle reduced it to 73%, in comparison to the 
reference of continuous illumination. A 12-h light/12-h dark diurnal cycle yielded the same 
amount of biomass and volume of hydrogen as continuously illuminated bioreactors in 
batch studies using olive mill waste water, however, it resulted in a longer lag in biomass 
and hydrogen accumulation [70]. Under continuous illumination, maximum hydrogen 
production rate and substrate conversion efficiency of  92.41 ml H2/L/h and 90.54% were 
obtained respectively. These values decreased to 89.96 ml H2/L/h and 85.35% under 12-h 
light/12-h dark cycle and 86.91 ml H2/L/h and 80.97% under 12-h dark/12-h light cycle, 
respectively [40]. Similar results were reported by Uyar et al. [62], who found that the 
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average hydrogen production rate and the total hydrogen produced by R. sphaeroides cells 
exposed to light/dark cycles were lower compared to the continuously illuminated cultures. 
This could be attributed to lack of light energy to produce ATP (that is needed for hydrogen 
production) during the dark period [4]. Also, the metabolism of the bacterial cells may 
change to adapt to non-light conditions (fermentation) as observed by Eroglu et al. [51]. 
They reported that under limited sunlight intensity (<10 klux), no hydrogen production 
occurred, instead R. sphaeroides cells fed with malate performed fermentation, producing 
formate as the end product.  

Fluctuating day and night temperatures have also been reported to significantly affect 
hydrogen production. In investigating the effect of temperature cycles and temperature plus 
light/dark cycle conditions on hydrogen production using batch cultures of R. capsulatus 
YO3 (Hup-) grown outdoors, Özgür et al. [52] observed significantly lower substrate 
conversion efficiencies, yields and hydrogen productivities. The maximum hydrogen 
productivity and yield was obtained at reactor temperatures of 33°C. Light/dark cycle was 
reported to cause a further 50% decrease in hydrogen productivity. 

4.3. Process technology for photobioreactors operation in outdoor conditions 

4.3.1. Mode of operation: Batch, continuous and fed-batch systems 

Photobioreactors used in biological hydrogen production can be classified depending on 
their mode of operation as batch, continuous and fed-batch. Batch PBRs have no flow of 
material in or out of the bioreactor and the reactions are time dependent. Continuous PBRs 
have both inflow and outflows (at the same time during operation) and operate at steady 
state (time independent). Fed-batch PBRs have either an inflow or outflow of material and 
the reactions are time dependent [33,71]. The mode of operation influences the growth of the 
microorganisms and hydrogen production rate and yield. 

Batch PBRs are the most widely used bioreactors in photofermentative hydrogen production 
studies given in literature. The bacterial cells are left to grow, consuming the initially fed 
media, generating and accumulating products in a given time period. These systems are 
easy to operate, flexible and can be adapted to investigate various parameters. Most studies 
using batch reactors are carried out in small scale in the laboratory. However, they are 
usually liable to substrate and product inhibitions, , therefore resulting in low hydrogen 
production rates and yields [71]. There are a few outdoor batch studies reported in 
literature. Eroglu et al. [51] used a 6.5 L (working volume) temperature controlled flat plate 
solar photobioreactor to cultivate R. sphaeroides O.U 001 cells in batch mode using malate, 
lactate, acetate and olive mill waste water. They obtained the highest hydrogen production 
rate of 10 ml H2/L/h using malate. Özgür et al. [53] investigated the effects of temperature 
fluctuations and day/night cycles on hydrogen production using R. capsulatus (a wild type 
and YO3 (Hup-) strain) grown in 550 ml glass bottle PBRs operated in batch mode under 
outdoor conditions. They found that temperature oscillations and day/night cycles greatly 
reduced hydrogen production in both strains and the YO3 (Hup-) strain performed better 
than the wild type. 
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average hydrogen production rate and the total hydrogen produced by R. sphaeroides cells 
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usually liable to substrate and product inhibitions, , therefore resulting in low hydrogen 
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literature. Eroglu et al. [51] used a 6.5 L (working volume) temperature controlled flat plate 
solar photobioreactor to cultivate R. sphaeroides O.U 001 cells in batch mode using malate, 
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PNSB have been shown to be able to produce hydrogen in the absence of growth. This avails 
the possibility of developing continuous photobioreactor systems that can produce 
hydrogen in long-term. Continuous systems operating under steady state conditions can 
generate products at constant rate, yield and quality, therefore are more advantageous than 
batch systems [71]. They may require less maintenance but long-term operation may cause 
contamination in bioreactors [33,72] and maintaining a stable cell concentration is 
challenging as the bacteria’s cell growth and hydrogen production capability is highly 
susceptible to environmental (especially in outdoor conditions) and medium composition 
changes [32,53,73]. The hydraulic retention time (HRT) which is the average amount of time 
that a soluble compound spends in the reactor, is an important factor influencing the 
biomass, hydrogen production rate, hydrogen yield, and light conversion efficiency. 
Continuous PBRs can be operated as suspended cell processes or immobilized cell reactors. 
Suspended systems are prone to washouts and product inhibition, which could be overcome 
by cell recycle. Immobilized systems offer the advantages of cell longevity and have been 
shown to produce hydrogen at higher rates and yields [74,75]. Studies using different HRT 
values indicate that longer HRT is more suitable for photofermentation as the PNSB utilized 
the fed organic acids slowly [34,76-78]). It is postulated, especially for continuous systems, 
that HRT should be long enough to curtail cell growth so as to direct metabolic activity 
towards hydrogen production [33]. Chen et al. [99] carried out continuous fermentation at 
96 h HRT employing Rhodopseudomonas palustris WP3-5, fed with dark fermenter effluent. 
The continuous culture ran stably for 10 days and produced an average yield of 10.21 mol 
H2/mol sucrose. There are limited numbers of outdoor photofermentative hydrogen 
production studies using continuous systems reported in literature [80,81]. Most of the ones 
described were carried out in indoor conditions [34,46,56,82,83]. 

Fed-batch systems are one of the most promising processes for cell growth and metabolite 
production. They offer the prospects of having high cell densities and the feed flow rates 
and composition can be adjusted to control the reaction rates [84]. The substrates are added 
at controlled levels that adequately support cell growth, therefore alleviating substrate or 
product inhibition [71]. Repeated fed-batch operations, whereby products and parts of the 
settled bacteria are removed and replaced with fresh media (semi-continuous operation) to 
adjust the cell age and concentration of microorganisms, have been shown to be viable for 
hydrogen production [85]. Comparisons based on the effects of operation modes on 
biomass, substrate and product concentrations reveal fed-batch operation to be more 
promising for attaining high hydrogen rates and yields [71,79,85]. Controlled feeding and 
sequential product removal in fed-batch systems facilitate continuous photofermentative 
hydrogen production and allow feed media optimization. There are several outdoor fed-
batch studies reported in literature [38,45,53-55,64,66,86]. 

4.3.2. Photobioreactor positioning 

The performance of PBRs is highly dependent on the amount of sunlight received, therefore 
the location and orientation of the PBRs in outdoors is critical. An East-West positioning of 
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PBRs has been indicated to be the most suitable for receiving maximum sunlight energy and 
utilization [35,38,49,51,87]. PBRs facing East-West position were shown to receive higher 
amount of irradiance than South-North facing PBRs [87] and better utilization of long 
wavelength (red and infrared) that are prevalent in the mornings and evenings [72]. 
Orientation of the PBRs with inclinations of about 90° or less were demonstrated to be more 
suitable for cell growth and hydrogen production [35,38,49] than their counterparts without 
inclination. With inclination of flat plate PBRs towards the sun, major sunlight was received 
on the inclined surface of the PBR and the backside surface of the PBR was illuminated by 
diffuse and reflected light that may be good for photosynthesis. Vertical flat PBRs were 
suggested to be placed in a 30° and 60° inclinations for summer and winter operation [35]. In 
investigating methods of illumination to simulate the daily sunlight irradiation pattern, a 
Roux flask PBR with an irradiation area of 159 cm2, working volume of 700 cm3 and a light 
path of 4.5 cm was set at an angle of 30° from the horizontal. A solar tracking device was 
used to reposition the PBR to receive maximum sunlight every 30 minutes and maximum 
hydrogen productivity and maximum light conversion efficiency of 2.8 L/m2/h and 1.5% 
were obtained, respectively. Hydrogen production experiments using batch cultures of 
R.sphaeroides fed with different carbon sources (malate, lactate, and acetate and olive mill 
waste water) were carried out in flat plate PBR (8 L) inclined at 30°. Inclinations of 92°–93° 
were observed to provide the highest internal circulation and gas separation with a 
vertically plate photobioreactor [38]. In tubular PBRs, slight inclination (circa 10°) and 
pumping were applied to assist in gas separation [28,38,45]. Stacking of the flat pate PBRs 
next to each other provides a large illuminated area under small ground area. The packed 
arrangement caused a lamination effect where solar irradiance at the surface of the PBR was 
diluted therefore greatly improving the efficiency of conversion of solar radiance to biomass 
[88,89]. Temperature distribution experiments demonstrated that a 15 cm gap between the 
flat panel PBRs was optimal for hydrogen production. With the 15 cm spacing, the 
maximum temperature of the culture remained close to the physiological limit (31°C) at the 
occurrence of the highest daytime temperature [38]. 

4.3.3. Light distribution 

Activity of the photosynthetic bacteria is dependent on the light distribution within the 
photobioreactor. Parameters such as the light path length [90,91], biomass concentration [92] 
and type and composition of the feed media [54,64] affect light distribution in the PBRs. 
Light intensity has been described to decay exponentially with the culture depth, following 
the Lambert-Beer law [38,93,94]. Nakada et al. [90] investigated the light penetration into a 
photobioreactor and its effect on hydrogen production using an A-type four-compartment 
bioreactor. They observed that 69% of the incident light energy was absorbed in the first 
compartment (0-5 mm) and 21% was absorbed in the second compartment (5-10 mm). 
Similarly, cells in the deeper parts of the bioreactor were demonstrated to be poorly 
illuminated as much of the incident light energy was absorbed as 69%, 21%, 7%, 2% in the 
first, second, third and fourth compartments of a 20 mm bioreactor [49]. The reduction of a 
flat panel bioreactor depth from 4 cm to 2 cm led to an increase in the overall light 
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conversion efficiency from 0.13% to 0.53% [95]. Evaluations on the effect of bioreactor light 
path using a flat panel photobioreactor revealed that the highest hydrogen productivity was 
obtained at 20 mm depth with a mean biomass content of 0.7 g/L and illumination provided 
from both sides of the photobioreactor [38]. In comparing the percent penetration of light 
intensity in a photobioreactor, Boran et al. [96] observed that for each 1 cm of depth there 
was a decrease of 89 % for artificial medium, 70 % for thick juice DFE and 51 % for molasses 
dark fermenter effluent. Having a large tube diameter (6 cm) was concluded to have led to 
the decrease in light penetration in the tubular photobioreactor, thus decreasing hydrogen 
productivity. Decreasing the tube diameter to below 6 cm and increasing the wall thickness 
to prevent hydrogen loss was suggested to improve photofermentative hydrogen 
production in the pilot scale 90 L tubular photobioreactor [64]. 

Utilization of light energy by the bacterial cells is evaluated by the light conversion 
efficiency, which is the ratio of the total energy value of the hydrogen produced to the total 
energy input to the photobioreactor by light radiation as shown in Equation 4 [62]. 

η (%) = (Amount of H2 produced × H2 energy content)/Light energy input × 100 

   = (33.61 × ρH2 × VH2)/ (I × A × t) × 100   (4) 

where 33.61 is the energy density of hydrogen gas in W.h/g, ρH2 is the density of the 
produced hydrogen gas in g/L, VH2 is the volume of hydrogen gas produced in L, I is the 
light intensity in W/m2, A is the irradiated area in m2, and t is the duration of hydrogen 
production in hours. 

Low light conversion efficiencies of 0.5 to 6% for solar and tungsten lamps, are considered to 
be the bottleneck in the scale-up of photofermentative hydrogen production systems. 
Generally, higher light conversion efficiencies were obtained at low light intensities [56]. 
Light conversion efficiency reduced from 1.11% to 0.25% as the light intensity increased 
from 88 to 405 W/m2 [62]. In outdoor experiments using cultures of R.sphaeroides 8703, the 
solar light conversion efficiency was observed to decrease from 7% at low sunlight 
intensities (100 W/m2) to 2% at high light intensities (1000 W/m2). Average solar light 
conversion efficiencies of about 1% were obtained in photofermentative experiments carried 
out under natural sunlight [45,49]. 

Self-shading effect brought about by high biomass concentration is another important 
parameter affecting light distribution within the photobioreactor. Bacterial cells close to the 
illuminated surface prevent light from penetrating the PBR, therefore blocking the inner 
cells from receiving enough light energy. This reduces the PBR performance as it hinders 
cell growth and hydrogen production [92]. High sunlight intensities necessitated quick 
bacterial growth and higher biomass concentrations compared to low light intensities, 
which exhibited slow growth rate and lower biomass concentrations [53,54]. 

The use of supplementary light sources like LED or tungsten lamps at night to necessitate 
bacterial growth [45], use of optic fibers and solar tracking device to provide internal 
illumination at night and on cloudy days [49,79,97-99] and the use of covering material or 
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optical fibers like Rhodamin B and CuSO4 solution to reduce light intensity or block specific 
ranges of light wavelength [62,100,101] have been applied to improve light distribution in 
PBRs operated in outdoor conditions. Uyar et al. [62] suggested the use of artificial 
illumination in outdoor PBRs to necessitate growth during the night. Boran et al. [96] provided 
illumination using two 500 W halogen lamps during night to enable growth of bacterial cells 
and decrease lag time. Chen et al. [99] developed a solar-energy-excited optical fiber (SEEOF) 
PBR and observed improved hydrogen production using Rhodopseudomonas palustris WP3-5 
cultures fed with acetate as sole carbon source. They showed that the provision of radiation 
using a combination of an optical fiber (excited by solar energy) and tungsten lamp improved 
hydrogen production and yield by 138% and 136%, respectively. Also combination of the 
optical fiber system with tungsten lamp and a light dependent resistor that monitored sunlight 
online and controlled irradiation intensity on the PBR, resulted in 27% increase in hydrogen 
production and yield. An experiment carried out using R. sphaeroides DSM 9483 cultures fed 
with lactate and grown in a column shaped 1.4 L bioreactor that was operated in outdoor 
conditions in the Sahara desert demonstrated that the use of fluorescent (laser) dye filters 
enhanced hydrogen production. Hydrogen production rate of 85 mL H2/L/day was achieved. 
It was supposed that the laser dyes prevented the PNSB from being damaged by excessive 
sunlight and may have transformed the absorbed wavelengths into longer ones, which were 
more effective for photosynthesis [100]. In investigating the effect of wavelength on hydrogen 
production by R.sphaeroides O.U001, Rhodamin B and CuSO4 solutions were used as optical 
filters. It was found that the blockage of infrared light negatively affected bacterial growth and 
reduced photofermentative hydrogen production by around 40% [62]. PNSB absorb light at 
near infrared (750-950 nm) for photofermentative hydrogen production [49]. Shading light 
bands were successfully employed to spatially disperse excessive light intensity and improve 
light conversion efficiencies of photosynthetic bacteria [101]. Experiments that were carried out 
in indoor and outdoor conditions using R sphaeroides RV strain resulted in an increase of 1.4 
times (2.1%) and 1.3 times (1.4%) of light conversion efficiencies in indoor and outdoor 
conditions, respectively. 

4.3.4. Temperature control 

Most PNSB produce hydrogen optimally between 30 and 35°C [58,59,102]. They cannot 
grow or produce hydrogen above 38°C [59], except for a few such as R. centenum, which was 
able to grow optimally at 40-42°C but could not utilize substrate at high concentration, 
therefore limiting its usage in hydrogen production studies [103]. 

Fluctuating day and night temperatures significantly affect bacterial growth and hydrogen 
production in outdoors. During summer, the daytime outdoor temperatures fluctuate 
between 20 and 40°C, but during winter, it remains below 10°C [52,53]. During winter, 
electric heaters were used at night to maintain temperatures above freezing point. Slow 
bacterial growth rate attributed to low temperatures and low light intensities were reported 
in the experiments carried out a glasshouse during winter [45,53,54]. 

During the summer, due to the high temperatures experienced in outdoors (circa. 40°C), 
cooling of the PBRs is necessary to maintain temperatures at optimal PNSB growth and 



 
Hydrogen Energy – Challenges and Perspectives 94 

optical fibers like Rhodamin B and CuSO4 solution to reduce light intensity or block specific 
ranges of light wavelength [62,100,101] have been applied to improve light distribution in 
PBRs operated in outdoor conditions. Uyar et al. [62] suggested the use of artificial 
illumination in outdoor PBRs to necessitate growth during the night. Boran et al. [96] provided 
illumination using two 500 W halogen lamps during night to enable growth of bacterial cells 
and decrease lag time. Chen et al. [99] developed a solar-energy-excited optical fiber (SEEOF) 
PBR and observed improved hydrogen production using Rhodopseudomonas palustris WP3-5 
cultures fed with acetate as sole carbon source. They showed that the provision of radiation 
using a combination of an optical fiber (excited by solar energy) and tungsten lamp improved 
hydrogen production and yield by 138% and 136%, respectively. Also combination of the 
optical fiber system with tungsten lamp and a light dependent resistor that monitored sunlight 
online and controlled irradiation intensity on the PBR, resulted in 27% increase in hydrogen 
production and yield. An experiment carried out using R. sphaeroides DSM 9483 cultures fed 
with lactate and grown in a column shaped 1.4 L bioreactor that was operated in outdoor 
conditions in the Sahara desert demonstrated that the use of fluorescent (laser) dye filters 
enhanced hydrogen production. Hydrogen production rate of 85 mL H2/L/day was achieved. 
It was supposed that the laser dyes prevented the PNSB from being damaged by excessive 
sunlight and may have transformed the absorbed wavelengths into longer ones, which were 
more effective for photosynthesis [100]. In investigating the effect of wavelength on hydrogen 
production by R.sphaeroides O.U001, Rhodamin B and CuSO4 solutions were used as optical 
filters. It was found that the blockage of infrared light negatively affected bacterial growth and 
reduced photofermentative hydrogen production by around 40% [62]. PNSB absorb light at 
near infrared (750-950 nm) for photofermentative hydrogen production [49]. Shading light 
bands were successfully employed to spatially disperse excessive light intensity and improve 
light conversion efficiencies of photosynthetic bacteria [101]. Experiments that were carried out 
in indoor and outdoor conditions using R sphaeroides RV strain resulted in an increase of 1.4 
times (2.1%) and 1.3 times (1.4%) of light conversion efficiencies in indoor and outdoor 
conditions, respectively. 

4.3.4. Temperature control 

Most PNSB produce hydrogen optimally between 30 and 35°C [58,59,102]. They cannot 
grow or produce hydrogen above 38°C [59], except for a few such as R. centenum, which was 
able to grow optimally at 40-42°C but could not utilize substrate at high concentration, 
therefore limiting its usage in hydrogen production studies [103]. 

Fluctuating day and night temperatures significantly affect bacterial growth and hydrogen 
production in outdoors. During summer, the daytime outdoor temperatures fluctuate 
between 20 and 40°C, but during winter, it remains below 10°C [52,53]. During winter, 
electric heaters were used at night to maintain temperatures above freezing point. Slow 
bacterial growth rate attributed to low temperatures and low light intensities were reported 
in the experiments carried out a glasshouse during winter [45,53,54]. 

During the summer, due to the high temperatures experienced in outdoors (circa. 40°C), 
cooling of the PBRs is necessary to maintain temperatures at optimal PNSB growth and 

 
Photofermentative Hydrogen Production in Outdoor Conditions 95 

hydrogen production conditions. The major strategies that have been devised to control 
temperatures within the PBRs include: (i) external cooling by water spraying and shading 
[52] and submersion of the photobioreactor in a water bath/basin [86,104,105] (ii) internal 
cooling using internal coils [51-55,64,66]. 

Partial shading (60%) and cooling by water spraying were employed in hydrogen 
production studies carried out using batch cultures of R. capsulatus YO3. The cells were 
grown in a glass bottle photobioreactor operated in outdoor conditions. The PBR 
temperature was maintained at 33°C and a maximum hydrogen productivity and hydrogen 
yield of 0.63 mgH2/L/h and 0.045 gH2/gsubstrate were obtained, respectively [52]. The 
temperature of a 0.8 L floating-type bioreactor was successfully controlled by submersion in 
seawater. When the atmospheric temperature rose to 36°C, the temperature of the seawater 
was 25°C and that of the reactor remained at 28°C [78]. Carlozzi and Sacchi [104] operated a 
temperature controlled underwater tubular PBR for 6 months in outdoor conditions to 
produce Rhodopseudomonas palustris strain 42OL biomass. They obtained an average 
productivity of 0.7 gram biomass dry weight per gram acetic acid. Adessi et al. [86] 
investigated hydrogen production using a 50 L tubular PBR submerged in a thermostated 
stainless steel water basin containing demineralized water set at 28±0.5°C. Maximum 
hydrogen production rate of 27.2 mL H2/L/h and substrate conversion efficiency of 49.7% 
were attained in the outdoor operated PBR. A glass tube internal coil measuring 1.70 m in 
length and 0.01m in internal diameter was used to cool a 6.5 L (working volume) flat panel 
PBR [51]. Flexible polyvinylchloride (PVC) cooling coils were integrated into flat panel PBRs 
and chilled water (5°C) was passed through to maintain the culture temperatures below 
35°C [53,54]. PVC cooling coils were also utilized in a pilot-scale 90 L tubular PBR [64,66]. 

4.4. Comparison of photofermentative hydrogen productivities and yields 
obtained in outdoor conditions  

The performances of outdoor operated PBRs are compared in Table 3. The parameters 
evaluated are hydrogen productivities, hydrogen yields (substrate conversion efficiencies) 
and light conversion efficiencies. Over the years, as advances in hydrogen production 
studies are made, more pilot studies are being carried out using PNSB and microalgae 
[38,45,64,66,86,105]. One of the highest hydrogen production rates was reported as 1.21 
mol/m3/h by Adessi et al. [86] using a water basin cooled 50 L tubular PBR. The use of dark 
fermenter effluents of agricultural wastes such as molasses and sugar beet juice as feed 
media has also been shown to be viable in photofermentative hydrogen production 
[52,54,55,106]. In some cases it even led to better hydrogen production than the artificial feed 
media. This could be attributed to its multi-component nature in which the presence of extra 
nutrients enhanced hydrogen production and yield [54,55]. Different hydrogen 
productivities and hydrogen yields are reported (Table 3). Light conversion efficiencies not 
exceeding 1% are generally observed in outdoor studies. The differences in performances of 
the PBRs could be ascribed to the differences in: geometry and volume of the PBRs, type of 
microorganisms, mode of operation, nature of feed and composition, season and 
geographical location of the PBR operation. 
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Reactor 
type and 
volume 

 

Mode of 
operation 

Microorganism 
C and N 
sources 

H2 
Productivity

H2 Yield 

Substrate 
Conversion 
Efficiency 

(%) 

Light 
Conversion 
Efficiency 

(%) 

Ref. 

Flat plate 
(33L) 

Batch 
Rhodopseudomonas 
sphaeroides B5/A  

53mM lactate, 5 
mM glutamate

0.13 mol 
H2/m3/h - 69.1 - 

[107] 
Batch 

Rhodopseudomonas 
sphaeroides B5/B 

0.18 mol 
H2/m3/h 

 78.1  

Flat plate 
(6L) 

Semi-
continuous

Rhodopseudomonas 
sphaeroides B6 

60 mM lactate, 
6 mM 

glutamate or 
and 150 mM 

lactate, 30 mM 
glutamate 

0.84 mol 
H2/m3/h 

- 62.5 - [108] 

Flat plate 
(4.4 L) 

- 
Rhodobacter 

sphaeroides RV 
Lactate 

0.56 mol 
H2/m3/h 

   [109] 

Column  
(1.4L) Batch 

Rhodobacter 
sphaeroides DSM 

9483 
Lactate 

0.16 mol H2/ 
m3/h - - - [100] 

Roux flask 
(0.7 L) 

 
Batch 

Rhodobacter 
sphaeroides RV 

50 mM sodium 
lactate,10mM 

sodium 
glutamate 

0.13 mol 
H2/m2/h 

- - 1.1 [49] 

Helical  
tubular 
(4.35 L) 

 
Batch 

Anabaena 
variabilis PK84 

2% 
Carbondioxide, 

air 

0.82 mol H2/ 
m3/h 

-  0.14 

[80] 
Helical  
tubular 
(4.35 L)a 

Chemostat
0.36 mol H2/ 

m3/h -  - 

Tubular 
(4.35 L) 

Batch 
Anabaena 

variabilis PK84 

2% 
Carbondioxide, 

98% air 

0.31 mol H2/ 
m3/h - - 0.38 

[81] 
Continuous

0.50 mol H2/ 
m3/h   0.57 

Flat plate 
(6.5 L) 

 
Batch 

 
 

Rhodobacter 
sphaeroides 

O.U.001(DSM 
5864) 

15 mM acetate, 
2 mM 

glutamate 

0.45 mol H2/ 
m3/h 

4.6 mol 
H2/molsubstrate

- - 

[51] 

30 mM malate, 
2 mM 

glutamate 

0.01 mol H2/ 
m3/h 

0.6mol 
H2/molsubstrate

- - 

30 mM acetate, 
2 mM 

glutamate 

0.36 mol H2/ 
m3/h 

1.2mol 
H2/molsubstrate

- - 

20 mM lactate, 
2 mM 

glutamate 
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m3/h 

0.8 mol 
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(0.55 L) 

 
 
 

Batch 
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capsulatus DSM 

1710 
30mM of 

acetate, 7.5mM 
of lactate,2 mM 

glutamate 

0.14 mol H2/ 
m3/h 

0.027 
gH2/gsubstrate

19 0.79 

[52] 
Rhodobacter 

capsulatus YO3 
(Hup-) 

0.32 mol H2/ 
m3/h 

0.045 
gH2/gsubstrate

33 2.41 
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Reactor 
type and 
volume 

 

Mode of 
operation 

Microorganism 
C and N 
sources 

H2 
Productivity

H2 Yield 

Substrate 
Conversion 
Efficiency 

(%) 

Light 
Conversion 
Efficiency 

(%) 

Ref. 

Flat plate 
(33L) 

Batch 
Rhodopseudomonas 
sphaeroides B5/A  

53mM lactate, 5 
mM glutamate

0.13 mol 
H2/m3/h - 69.1 - 

[107] 
Batch 

Rhodopseudomonas 
sphaeroides B5/B 

0.18 mol 
H2/m3/h 

 78.1  

Flat plate 
(6L) 

Semi-
continuous

Rhodopseudomonas 
sphaeroides B6 

60 mM lactate, 
6 mM 

glutamate or 
and 150 mM 

lactate, 30 mM 
glutamate 

0.84 mol 
H2/m3/h 

- 62.5 - [108] 

Flat plate 
(4.4 L) 

- 
Rhodobacter 

sphaeroides RV 
Lactate 

0.56 mol 
H2/m3/h 

   [109] 

Column  
(1.4L) Batch 

Rhodobacter 
sphaeroides DSM 

9483 
Lactate 

0.16 mol H2/ 
m3/h - - - [100] 

Roux flask 
(0.7 L) 

 
Batch 

Rhodobacter 
sphaeroides RV 

50 mM sodium 
lactate,10mM 

sodium 
glutamate 

0.13 mol 
H2/m2/h 

- - 1.1 [49] 

Helical  
tubular 
(4.35 L) 

 
Batch 

Anabaena 
variabilis PK84 

2% 
Carbondioxide, 

air 

0.82 mol H2/ 
m3/h 

-  0.14 

[80] 
Helical  
tubular 
(4.35 L)a 

Chemostat
0.36 mol H2/ 

m3/h -  - 

Tubular 
(4.35 L) 

Batch 
Anabaena 

variabilis PK84 

2% 
Carbondioxide, 

98% air 

0.31 mol H2/ 
m3/h - - 0.38 

[81] 
Continuous

0.50 mol H2/ 
m3/h   0.57 

Flat plate 
(6.5 L) 

 
Batch 

 
 

Rhodobacter 
sphaeroides 

O.U.001(DSM 
5864) 

15 mM acetate, 
2 mM 

glutamate 

0.45 mol H2/ 
m3/h 

4.6 mol 
H2/molsubstrate

- - 

[51] 

30 mM malate, 
2 mM 

glutamate 

0.01 mol H2/ 
m3/h 

0.6mol 
H2/molsubstrate

- - 

30 mM acetate, 
2 mM 

glutamate 

0.36 mol H2/ 
m3/h 

1.2mol 
H2/molsubstrate

- - 

20 mM lactate, 
2 mM 

glutamate 

0.09 mol H2/ 
m3/h 

0.8 mol 
H2/molsubstrate

- - 

Olive mill 
waste water 

0.13 mol H2/ 
m3/h 

- - - 

Glass bottle 
(0.55 L) 

 
 
 

Batch 
 
 

Rhodobacter 
capsulatus DSM 

1710 
30mM of 

acetate, 7.5mM 
of lactate,2 mM 

glutamate 

0.14 mol H2/ 
m3/h 

0.027 
gH2/gsubstrate

19 0.79 

[52] 
Rhodobacter 

capsulatus YO3 
(Hup-) 

0.32 mol H2/ 
m3/h 

0.045 
gH2/gsubstrate

33 2.41 
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Tubular 
nearly 

horizontala,b,i 
(80 L) 

Fed-batch 
Rhodobacter 

capsulatus DSM 
1710 

40 mM acetate, 
2 mM 

glutamate 

0.74 mol 
H2/m3/h 

0.60 mol 
H2/mol 
acetate 

16 1 [45] 

Flat plate 
(4×25 L) 

Fed-batch 
Rhodobacter 

capsulatus DSM 
155 

Acetate, lactate, 
glutamate 

0.94 mol 
H2/m3/h 

- - - 

[110] Tubular 
nearly 

horizontala 

(65 L) 

Fed-batch 
Rhodobacter 

capsulatus DSM 
155 

Acetate, lactate, 
glutamate 

0.74 mol 
H2/m3/h 

- - - 

Flat plateb 

(8L) 
Fed-batch 

Rhodobacter 
capsulatus YO3 

(Hup-) 

40 mM acetate, 
(2-10) mM 
glutamate 

0.30 mol 
H2/m3/h 

- 44 -  
[53] 

 
 

[53] 
Flat platec 

(4L) 

 
Fed-batch 

Rhodobacter 
capsulatus YO3 

(Hup-) 

40 mM acetate, 
4 mM 

glutamate 

0.51 mol 
H2/m3/h 

- 53 - 

Flat plate  
(4 L) 

Fed-batch Rhodobacter 
capsulatus DSM 

1710 molasses dark 
fermenter 
effluent 

0.50 mol 
H2/m3/h 

- 50  

[54] 
Fed-batch Rhodobacter 

capsulatus YO3 
(Hup-) 

0.67 mol 
H2/m3/h 

- 78  

Tubular 
nearly 

horizontal 
(50 L) 

- 
Rhodopseudomonas 

palustris strain 
42OL 

malate, 
glutamate 

1.21 mol H2/ 
m3/h 

- 49.7 0.92 [86] 

Tubular 
nearly 

horizontal 
(90 L) 

Fed-batch
Rhodobacter 

capsulatus YO3 
(Hup-) 

20 mM acetate, 
2 mM 

glutamate 

0.40 mol 
H2/m3/h 

0.35 mol 
H2/mol 
acetate 

12 0.2 [64] 

Tubular 
nearly 

horizontal 
(90 L) 

Fed-batch
Rhodobacter 

capsulatus DSM 
1710 

Thick juice 
dark fermenter 

effluent 

0.27 mol 
H2/m3/h 

0.40 mol 
H2/mol 

acetate fed 
- - [66] 

Flat plate  
(4 L) 

Fed-batch Rhodobacter 
capsulatus YO3 

(Hup-) 

Thick juice 
dark fermenter 

effluent 

1.12 mol 
H2/m3/h 

- 77 - [55] 

Tubular 
nearly 

horizontal 

(50 L) 

- 
Chlamydomonas 

reinhardtii 

Tris–Acetate–
Phoshpate 

medium (TAP)

0.03 mol H2/ 
m3/h 

- - - [105] 

a Continuous circulation,boperation during winter, coperation during summer, illumination provided at night using 
artificial light. 

Table 3. Comparison of photofermentative hydrogen production performance in photobioreactors 
operated at outdoor conditions. 

4.5. Scale up  

The eventual goal of photofermentative hydrogen production research is to produce 
hydrogen in large scale in outdoor conditions. For this to be realized, scale up of the 
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hydrogen production systems, which have so far been used in small scale studies in the 
laboratory, need to be done. There are a few large-scale systems (pilot scale) studies 
reported in literature as shown in Table 3. 

Scale up of the PBR systems faces several challenges. The first is related with the 
geometry of PBR. With scale up, the depth of the PBRs increases, this in turn increases 
the distance that light and evolved gas travels. Hence the possibility of hydrogen being 
used up by the microorganisms or diffusing through the PBR surface rises. Increasing the 
heights of the PBR may lead to build up of pressure at the bottom of the PBR, which may 
be detrimental to the bacterial cell growth. Scale up of flat plate PBR to 1 m in both 
height and width was reported suitable to reduce light deflection by the plates and 
allows gas-tightness of the enclosed volume without excessive pressure build [110,111]. 
Flat plate PBRs can be scaled up by cascading in stacks [38,53,54,88,89] while the size of 
tubular PBRs can be increased by connecting more tubes on the manifolds 
[28,45,64,66,86,105]. 

Another problem of scale up is that self-shading of cells becomes more prominent. The effect 
increases with increasing reactor size and cell concentration, negatively affecting cell growth 
and hydrogen production [92]. Due to the lack of sufficient light the bacterial growth rate is 
hampered and hydrogen production reduces as the organisms switch to alternative modes 
of growth [4,51]. The problem of self-shading can be alleviated by use of PBRs with larger 
illumination areas, use better light distribution methods such as integration of optic fibers 
within the PBR or genetically tailoring the photosynthetic apparatus of the photosynthetic 
bacteria [98,112]. These solutions may lead to the requirement of larger ground area, 
increasing the system costs and bring about ethical issues of using genetically modified 
microorganisms at industrial scale. 

Light distribution in the scale up system could also be improved by providing artificial 
illumination at night or during cloudy days [62], however, extra expenses incurred will have 
to be considered. 

Another difficulty of scale up is mixing. Mechanical mixing in large scale-systems is difficult 
because of the large surface to volume ratio in the reactors. Sparging of inert gas [31] or 
recycling of the produced gas through the culture [34] is preferred; however, the former 
leads to dilution of the total gas while the latter incurs extra operating costs due to 
pumping. 

Sterilization of the PBRs and feed media is another concern of scale up. For large-scale 
application, it is suggested to operate the systems in non-sterile conditions. Constant 
hydrogen production was obtained for a period of almost two months using a semi-
continuously operated PBR that was fed with non-sterile media [72]. Nonetheless, it is 
possible to operate large scale PBRs using sterilized PBR and media under optimal 
conditions, therefore reducing contamination risks [111]. However, further studies on 
sterilizing to avoid contamination in the scaled up PBR systems remain to be done. 
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5. Improvement of photofermentative hydrogen production  

5.1. Photobioreactor design 

5.1.1. Material of construction 

PBRs can be constructed from a wide variety of materials such as; glass, low-density 
polyethylene film (LDPE), rigid acrylic or polymethyl methyl acrylate (PMMA), 
polycarbonate and transparent polyvinylchloride (PVC). Glass is considered a very good 
construction material because it is transparent, has low hydrogen permeability and a long 
lifespan (circa. 20 years). However, it is brittle, rigid, heavy, not easily workable and 
expensive, therefore not suitable for large scale systems [113]. PBRs constructed from glass 
have been reported in several studies [41,42]. 

LDPE is a flexible thin material that is mostly used in greenhouse covering. It has been 
applied in constructing tubular photobioreactors [38,45,64,66]. Its desirable properties 
include transmission of high visible and near infrared that is required by the PNSB for 
growth and hydrogen production, low UV transmission and low cost [114]. A major 
disadvantage is its thin wall thickness, which may lead to high hydrogen permeability [64]. 
Also, it has a short lifespan of about 3 years (maximum) [113]. 

PMMA is another suitable material for PBR construction. It is a highly transparent 
thermoplastic that is lighter, softer and easier to work with compared to glass. It transmits 92% 
of visible light (3 mm thickness) and filters ultraviolet (UV) light wavelengths below 300 nm 
while allowing infrared light of up to 2800 nm wavelength to pass. Also, it is weather resistant 
and can withstand outdoor conditions better compared to other plastics such as polycarbonate. 
However, it is brittle, inflexible and has higher hydrogen permeability compared to glass. A 
wall thickness of 4 mm minimum is needed to avoid leakage and cracking due to mechanical 
stress. It is stated to have a minimum lifespan of 10 years in outdoor operations [113]. PMMA 
has been used to construct flat plate [38,53-55] and tubular [36,115] PBRs. 

Other materials such as polyethylene (PE), polypropylene (PP), polycarbonate (PC), 
polyvinyl chloride (PVC) have been used, especially in constructing tubular PBRs. However 
a major drawback in using them in outdoor conditions is that they can lose their 
transparency due to exposure to sunlight, thus are less durable [30]. 

Criteria in selecting the material of construction of PBRs for outdoor operations are such 
that they must: be transparent, be chemically unreactive and metal free, nontoxic, have low 
hydrogen and oxygen permeability, have high mechanical strength, have high durability 
and resistivity to sterilizing chemicals (i.e. hydrogen peroxide), be easy to clean and be 
available at low cost [29]. These factors affect the choice of material of construction and the 
overall system construction and sustainability costs.  

5.1.2. Geometry, mixing and mode of operation 

The geometry of the PBR impacts the illuminated surface area. Flat plate and tubular PBRs 
have been widely used in photofermentative hydrogen production studies because of their 
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high illuminated surface area [33]. However, new PBR concepts with larger surface areas 
can be developed to improve hydrogen production. Some of the PBRs designed to enhance 
photofermentative hydrogen production studies include: helical tubular PBR [100], hollow 
channel plate PBR [72], a PBR with an integrated active gas separating membrane system 
[116], a multi-layered PBR [117] and a PBR with integrated solar excited optic fibers [79]. 
Moreover, in the design of the PBR geometry, PBR with a short light path is targeted to 
prevent exponential decay of light passing through the culture. A light path length of about 
20 mm or less has been shown to be sufficient for the design of flat plate PBRs [38,49]. 

Mixing is another crucial parameter that needs to be considered in improving 
photofermentative hydrogen production. Good mixing facilitates the separation of evolved 
gas and assists in the homogenous distribution of cells, substrates and light within the PBR 
[118]. Stirring of the culture media using a magnetic stirrer was found to enhance hydrogen 
production and the amount of total gas produced. The experiment was carried out in a 400 
ml water jacketed-glass column PBR using a combined system of H. salinarum packed cells 
with R. sphaeroides O.U.001 cells [42]. Shaking during the stationary phase of cell growth was 
shown to enhance hydrogen production more rather than mixing during growth 
(exponential) phase [40].However, vigorous mixing at high circulation rates may lead to cell 
damage and incur higher running costs. The use of mechanical agitators was depicted to be 
not suitable for mixing cultures in flat plate PBRs as their light path is short (narrow width). 
Sparging of inert gas [31], re-circulation of the evolved gas [34], and agitation through 
rocking motion [39] have been suggested. For tubular PBRs, mixing through continuous 
circulation of cell culture using a pump was stated to improve mass transfer between cells 
and necessitate easier hydrogen gas separation compared to intermittent circulation [64]. 

The choice of the mode of operation to be used in running outdoor PBRs for biohydrogen 
production is dependent on the production capacity, which in turn affects the capital 
investment and operating costs [33]. For outdoor operations, development of large scale 
continuous hydrogen production systems is targeted. Continuous and fed-batch systems are 
suitable for these processes as they enable long-term operations through regular feeding of 
the bacteria at certain dilution rates. However, fed-batch operation was described to be the 
most favorable mode of operation. It operates under high cell densities and allows the 
control of the reaction rates by adjustment of feed flow rates and compositions, thus 
preventing substrate and product inhibitions [71,84]. 

5.2. Immobilization studies 

Hydrogen production can be improved by immobilizing cells within the PBR. Immobilized 
cultures have been shown to be more attractive for hydrogen production studies compared 
to suspended systems. The systems are easier to operate, the bioreactor effluent is cell-free 
and higher cell concentrations can be used, therefore enabling hydrogen production at 
higher rate and yields. Drawbacks of this system include substrates and products (H2) 
diffusion limitation brought about by the high cell concentrations and difficulty in 
controlling parameters such as pH and hydrogen content. Continuous operation may be 
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applied to curb this problem. Heterogeneity in parts of the PBR may exist, but this can also 
be overcome by growing the cells in matrix spaces [119]. 

Several techniques have been applied to immobilize the growing bacterial cells on the 
matrix spaces. They include adsorption, covalent bonding, cross-linking, entrapment and 
encapsulation [120]. Likewise, different materials have been used to immobilize the 
photosynthetic cells. Agar, alginate, carrageenan, cellulose and its derivatives, collagen, 
gelatin, epoxy resin, photo cross-linkable resins, polyacrylamide, polyester, polystyrene, 
polyurethane and porous glass are the most commonly used materials [74,82,120-122]. Gel 
entrapment was stated to be the best means of immobilizing bacterial cells [121,123]. 

Improvement of hydrogen production by immobilized systems has been reported in 
literature. Around 2-10 fold increase of hydrogen production rate was reported by 
immobilization [124,125]. A 4-fold increase in hydrogen production was observed in 
immobilized cells compared to suspended cells [126]. Entrapment of whole cells of R. 
sphaeroides inside reverse micelles led to 25-35 fold increase in hydrogen production [127]. 
Rhodobacter sphaeroides GL-1 was immobilized in polyurethane foam in continuously 
operated PBR. Hydrogen productivity and substrate conversion efficiency of 0.21 ml/h/ml 
foam-matrix and 86% were obtained, respectively [128]. Hydrogen production by 
immobilized R.capsulatus DSM1710 and R.capsulatus YO3 (Hup-) were investigated in agar 
immobilized systems. The optimization studies showed that artificial feed media containing 
60 mM acetate (carbon source) and 4 mM glutamate (nitrogen source) produced the highest 
hydrogen yield of around 90-95%. Long-term hydrogen production of 67-82 days and 69-72 
were also achieved in the R. capsulatus DSM 1710 and R.capsulatus YO3 (Hup-), respectively 
[120]. 

Moreover, immobilization may provide protection of bacteria cells against inhibitory effects 
of compounds like ammonium. In examining the suitability of using tofu wastewater for 
hydrogen production, it was found that agar protected the immobilized R. sphaeroides cells 
from the effect of ammonium [129]. Similar results were obtained in experiments carried out 
using R. capsulatus immobilized in agar gels and fed with artificial media containing 
different concentrations of ammonium chloride (2.5, 5 and 7.5 mM) [120]. 

5.3. Feed media: C/N and minor nutrients 

PNSB are able to utilize a wide range of organic compounds as substrates for growth and 
hydrogen production [130]. They can use different C sources, preferably, volatile fatty acids 
(VFA) such as acetic, butyric, lactic and malic acid for hydrogen production and nitrogen 
sources such as glutamate and ammonium for growth [131]. Moreover, they can also use 
sugar containing wastes derived from various industries such as the tofu industry 
wastewater [129], olive mill wastewater [132], sugar refinery wastewater [133], dairy 
wastewater [134], palm oil mill wastewater [135] and ground wheat starch [136]. Effluents 
from dark fermentation have also been applied in several studies [54,55,66,106,137-139]. 
Studies using mixtures of VFAs demonstrated that the PNSB consume them at different 
sequences. Rhodobacter sphaeroides O.U.001 was found to initially deplete acetate, then 
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propionate and butyrate [138]. R.capsulatus was found to initially consume lactic acid then 
acetic acid in a study using a mixture of the organic acids [59]. Ammonium ions have been 
reported to inhibit hydrogen production [21,140,141] and glutamate has been widely used 
for growth and hydrogen production by the PNSB [4,73,131]. 

The C/N ratio in the feed media is another crucial parameter affecting the growth, hydrogen 
productivity and yield. A low C/N ratio was reported to enhance microbial growth but 
decrease hydrogen production [41,46,73,79]. The rise in biomass concentration reduces light 
penetration into the PBR, thus decreasing hydrogen productivity. A high C/N ratio also 
increases biomass concentration and reduces hydrogen production [73,79,142]. Stable 
biomass concentration of 0.40 g dry cell weight per liter culture (gDCW/L) and maximum 
hydrogen productivity of 0.66 mmol hydrogen per liter culture per hour (mmol/Lc/h) were 
obtained with media containing 40 mM acetate and 4 mM glutamate (C/N = 25) for a period 
of over 20 days using fed-batch cultures of R.capsulatus YO3 (Hup-) [73]. The addition of 
minor nutrients, such as Fe and Mo which are co-factors to the nitrogenase enzyme, have 
been reported to enhance hydrogen production [137,138]. 

5.4. pH  

The pH of the culture regulates growth and hydrogen production by the photosynthetic 
bacteria. PNSB such as R. capsulatus are reported to optimally grow between pH 6-9 [102]. 
Good cell growth and biomass yield is obtained between pH 6.0-7.0, but it decreases with 
further increase in pH. In investigating the effects of initial pH on photofermentation using 
cultures of R. sphaeroides O.U. 001, Nath and Das [143] obtained high biomass yield and 
maximum cumulative hydrogen production at pH 7.0. Biomass decreased as pH increased 
from 7.0 to 8.0. A drop in pH caused by the accumulation of VFAs during 
photofermentation of glucose by R.capsulatus JP91 was observed to reduce hydrogen and 
cell growth [144]. During exponential growth phase, high hydrogen production rates and 
yields were observed between the pH range 6.8-7.5 [73] and no hydrogen production was 
reported above pH 9.0 [141]. It is postulated that high pH values could have prevented the 
PNSB cells from maintaining their membrane potential, therefore affecting cellular 
metabolism and eventually hindering cell growth and hydrogen production [139]. 

5.5. Genetic modifications  

Genetic engineering is a promising tool to increase the yield and productivity of 
photofermentative hydrogen production. Considering the H2 metabolism of PNSB, genetic 
modifications can be done to (i) inhibit H2 utilization, (ii) optimize the flow of reducing 
equivalents to nitrogenase by inhibition of PHB and CO2 fixation, (iii) eliminate/decrease the 
effect environmental factors (NH3, O2, light, temperature), (iv) reduce the size of antenna 
pigments to increase light utilization efficiency.  

Deletion of membrane-bound H2-uptake hydrogenase (Hup-) gene of PNSB has been the 
major strategy to increase hydrogen production. In Rhodobacter sphaeroides KD131 
deletion of Hup and PHB synthase genes resulted in an increase in H2 production from 1.32 
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The C/N ratio in the feed media is another crucial parameter affecting the growth, hydrogen 
productivity and yield. A low C/N ratio was reported to enhance microbial growth but 
decrease hydrogen production [41,46,73,79]. The rise in biomass concentration reduces light 
penetration into the PBR, thus decreasing hydrogen productivity. A high C/N ratio also 
increases biomass concentration and reduces hydrogen production [73,79,142]. Stable 
biomass concentration of 0.40 g dry cell weight per liter culture (gDCW/L) and maximum 
hydrogen productivity of 0.66 mmol hydrogen per liter culture per hour (mmol/Lc/h) were 
obtained with media containing 40 mM acetate and 4 mM glutamate (C/N = 25) for a period 
of over 20 days using fed-batch cultures of R.capsulatus YO3 (Hup-) [73]. The addition of 
minor nutrients, such as Fe and Mo which are co-factors to the nitrogenase enzyme, have 
been reported to enhance hydrogen production [137,138]. 

5.4. pH  

The pH of the culture regulates growth and hydrogen production by the photosynthetic 
bacteria. PNSB such as R. capsulatus are reported to optimally grow between pH 6-9 [102]. 
Good cell growth and biomass yield is obtained between pH 6.0-7.0, but it decreases with 
further increase in pH. In investigating the effects of initial pH on photofermentation using 
cultures of R. sphaeroides O.U. 001, Nath and Das [143] obtained high biomass yield and 
maximum cumulative hydrogen production at pH 7.0. Biomass decreased as pH increased 
from 7.0 to 8.0. A drop in pH caused by the accumulation of VFAs during 
photofermentation of glucose by R.capsulatus JP91 was observed to reduce hydrogen and 
cell growth [144]. During exponential growth phase, high hydrogen production rates and 
yields were observed between the pH range 6.8-7.5 [73] and no hydrogen production was 
reported above pH 9.0 [141]. It is postulated that high pH values could have prevented the 
PNSB cells from maintaining their membrane potential, therefore affecting cellular 
metabolism and eventually hindering cell growth and hydrogen production [139]. 

5.5. Genetic modifications  

Genetic engineering is a promising tool to increase the yield and productivity of 
photofermentative hydrogen production. Considering the H2 metabolism of PNSB, genetic 
modifications can be done to (i) inhibit H2 utilization, (ii) optimize the flow of reducing 
equivalents to nitrogenase by inhibition of PHB and CO2 fixation, (iii) eliminate/decrease the 
effect environmental factors (NH3, O2, light, temperature), (iv) reduce the size of antenna 
pigments to increase light utilization efficiency.  

Deletion of membrane-bound H2-uptake hydrogenase (Hup-) gene of PNSB has been the 
major strategy to increase hydrogen production. In Rhodobacter sphaeroides KD131 
deletion of Hup and PHB synthase genes resulted in an increase in H2 production from 1.32 
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to 3.34 ml H2/mg-dry cell weight, compared to the wild type strain [145]. Hup deletion in R. 
rubrum resulted in higher hydrogen production, however the rate of hydrogen production 
was not affected indicating that the capacity to recycle H2 was not completely lost [146]. In 
R. sphaeroides O.U.001, HupSL deletion resulted in an increase in hydrogen production from 
1.97 L H2/Lc to 2.42 L H2/Lc on malate containing culture, while on acetate both wild type 
and mutant strain produced hydrogen poorly [147]. In R. capsulatus MT1131, Hup deletion 
resulted in around 30% increase in H2 production [148] in artificially illuminated batch 
cultures in indoor conditions, on malate as carbon source. The Hup- R. capsulatus MT1131 
also showed enhanced photobiological H2 production rates and yields in continuously 
operated outdoor photobioreactors on acetate as carbon source [53,64,66]. The strain also 
resulted in very promising H2 production activities in studies carried out on real dark 
fermentation effluents in indoor batch studies [137,139] and in outdoor continuous PBR 
operations [54,55]. 

To optimize the flow of reducing equivalents to nitrogenase, genetic modifications were 
carried out targeting CO2 fixation and PHB synthesis pathways, which compete for reducing 
equivalent. Spontaneous variants of R. capsulatus strains deficient in the CBB pathway have 
been shown to express nitrogenase structural genes to dissipate excess reducing equivalents, 
even in the presence of high concentrations of ammonia that is sufficient to repress 
nitrogenase expression in wild type [149]. In wild type and Hup- strains of R. capsulatus 
MT1131, inactivation of CO2 fixation pathway resulted in improvements in the yield and 
productivity of hydrogen production [150]. In R. sphaeroides KD131, inactivation of PHB 
synthase resulted in 2 fold increase in hydrogen production on acetate and butyrate, in spite 
of depressed cellular growth and lower substrate utilization. 

Removal of NH3 inhibition on nitrogenase activity is important especially for integrated 
dark and photofermentation studies, in which the dark fermenter effluent is usually rich in 
NH3. To develop mutants with ammonia insensitive-nitrogenase activity, Pekgöz et al [140], 
deleted genes expressing two regulatory proteins of ammonia-dependent nitrogenase 
regulation, GlnB and GlnK in R. capsulatus DSM1710. However, glnB mutants showed lower 
hydrogen production, while glnK mutants were unviable. This observation suggests that 
GlnB/GlnK two component regulatory system most probably have role in other metabolic 
pathways, as well.  

Increasing the light utilization efficiency of PNSB by reducing the size and quantity of 
photosynthetic pigments were addressed in R. sphaeroides RV. The mutant, which had lower 
LH2 content produced 50% more hydrogen compared to the wild type in plate-type 
photobioreactor [112].  

Another strategy could be the development of recombinant PNSB, which express hydrogen-
evolving hydrogenase. Kim et al. [151] developed a recombinant R. sphaeroides KCTC 12085 
strain that harbor, with all the accessory genes necessary, Formate hydrogen lyase and Fe-
only hydrogenase from R. rubrum, to enable dark fermentative hydrogen production from R. 
sphaeroides. The strain produced hydrogen during dark fermentative growth, and 
photofermentative hydrogen production increased by 2 fold. 
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6. Techno-economics of photofermentative hydrogen production  

Biological hydrogen production through photofermentation is a sustainable way of 
producing hydrogen since it utilizes renewable resources (sunlight, water and biomass) and 
occurs under ambient conditions. Recently, a 6th framework EU integrated project, 
Hyvolution, entitled “ Non-thermal production of pure hydrogen from biomass” was 
completed where the aim was to produce hydrogen from biomass with integration of dark 
and photofermentation. Effluents obtained from dark fermentation were used to produce H2 
by photofermentation [152]. These effluents contained both acetic acid and lactic acid as 
carbon sources that could be utilized in a consecutive photofermentation step. Rhodobacter 
capsulatus was the selected PNSB in the photofermentation stage since it produced hydrogen 
most effectively by breaking down organic acids such as acetic acid and lactic acid under 
anaerobic conditions and illumination [139].  

The HYVOLUTION plant was assumed to be in operation 8000 hours per year producing 60 
kg H2/h (2MW thermal power). The PBR was assumedly in full operation during 10 hours 
per day, resulting in roughly 3330 hours of operation annually. The economic analysis 
included the capital cost for all four process steps, i.e. pretreatment, thermophilic 
fermentation, photofermentation and gas up-grading [153]. Four feedstocks (thick juice, 
molasses, potato steam peels and barley straw) were considered in the HYVOLUTION 
Plant. Aspen Plus was used to calculate mass and energy balances taking into account the 
integration of the processes. A net energy production, in form of hydrogen, showed that the 
production of hydrogen as an energy carrier was technically feasible with all the considered 
feedstocks. Thick juice had the lowest energy demand, but the other options required 20% 
more heat demand. This demonstrated that second generation biomass could compete with 
food biomass for the hydrogen production. Further investigations towards scale up and 
improved mass and energy balances (heat integration studies) for the various feedstocks 
would enable the betterment and selection of routes for the HYVOLUTION process [154]. 

From a costing perspective, the photofermenter was found to be bottleneck in the 
HYVOLUTION project. The final cost of photofermentative hydrogen production was 
estimated to be around 55-60 €/kg using a tubular photobioreactor and 385-390 €/kg in the 
case of a panel photobioreactor. These high production costs are mainly caused by the 
materials of construction of the PBRs; plastic and PMAA, at the current state-of-the-art. The 
total capital cost of the photofermenter was large, around €90 million and €320 million for 
the tubular and flat panel reactor, respectively. The cost of land was not considered; the 
ground area demand of the tubular and flat panel reactor was about 2.0 and 1.3 million 
square meters, respectively. Although photofermentation was the most expensive part of the 
HYVOLUTION process, other process steps have to be improved. To meet the proposed 
hydrogen cost of €10 /GJ, which corresponds to €1.21 /kg H2 (based on the lower heating 
value, LHV) a maximum allowed capital investment of €5.3 million is necessary, neglecting 
all other costs (feedstock, labor, etc.). Presently the capital cost, excluding the 
photofermenter, is €24.6 million for the thick juice case and the capital costs of the tubular 
and flat panel photofermenter are €91 million and 332 million respectively. Clearly, vast 
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improvements are required starting with the utilization of co-products. Forecasts for the 
improvement of the performance of the photo-fermentation promise a reduction of the cost 
to 20 €/kg hydrogen.  

HYVOLUTION has also been compared, in terms of €/GJ, with the costs for a bioethanol 
production plant equipped with a biogas installation for the utilization of the residues and 
pentose sugars. With barley straw as feedstock, energy from state-of-the-art HYVOLUTION 
is 452 €/GJ and 18 €/GJ for ethanol with biogas. The estimation for HYVOLUTION after 6 
years and at small scale is a decrease to 153 €/GJ. Even though these costs are still 
significantly higher than for ethanol, hydrogen production may be supplementary to 
bioethanol production when feedstocks with high moisture content are considered. In this 
case, downstream processing of ethanol will not be economical due to prohibitive costs for 
distillation leaving room for hydrogen to add to the future biofuel mixture. However, the 
studies carried out in a two-step process, dark fermentation followed by photofermentation 
(FP6 HYVOLUTION Project [152]), revealed that photofermentative hydrogen production 
cannot be competitive with current productivities and yields. The current estimated costs for 
hydrogen from HYVOLUTION are higher than anticipated at the start of the project, mainly 
but not solely, to the costs of the PBR.  

Currently, the long-term scenario (2030) predicts a cost of 6 €/kg H2 provided that an overall 
yield of 85% and productivity of 53 and 3.3 mmol H2/L/h for thermophilic and 
photofermentation, respectively [106,152]. In order to obtain long-term operation, the 
reliability and the durability of the tubes should be increased by increasing the wall 
thickness of the tubes [64]. The tube diameter and wall thickness should be optimized for 
better light exposure of the cells. Decreasing the tube diameter can increase hydrogen 
productivity. However, feasibility of this approach should be investigated in terms of 
circulation energy [113] and land area requirements. Circulation should be continuous in 
order to increase the mass transfer between the cell (solid), liquid and the gas phases. This 
will also reduce the gas diffusion from the LDPE tubes.  

7. Future prospects: Integration with other hydrogen production methods 
or alternative energy sources 

To estimate the productivity target for photofermentation, one may consider data from 
photovoltaic and biogas as benchmark technologies. The output of the primary product 
(electricity, biomass) is in both cases directly linked to the available ground area. In using 
photovoltaic as a benchmark, one has to consider that electricity is obtained as the primary 
product. According to various calculations in the literature, the obtained electrical power 
per m² depends strongly on the location. The yearly global irradiation on optimally oriented 
PV-modules is ranging from ca. 1000 kWh/m².a in e.g. Germany and more than 2000 
kWh/m².a in certain areas of Greece, Turkey, Italy and Spain. Calculations for Germany 
(which can be extrapolated to other regions like The Netherlands) results in an energy 
harvest of between 75 and 125 kWh/m².a (assuming a system efficiency of 75%) which 
corresponds to ca. 9-16 W/m² average (over the year) for Germany. For Nordrhein-Westfalen 



 
Hydrogen Energy – Challenges and Perspectives 106 

an energy harvest of ca. 80 kWh/m².a can be found in the literature and is used for any 
further calculations [155]. The calculation for a more southern country in Europe (ca. 150 
kWh/m².a) results in a produced electrical power of 18 W/m². Converting finally the PV - 
electricity to hydrogen by electrolysis, one may obtain for the PV-system ca. 6.0 W H2/m² 
(Nordrhein-Westfalen) and 11.3 W H2/m² (Greece) assuming an efficiency of the electrolysis of 
60% which corresponds to an hydrogen productivity between 180 mg/m².h (Nordrhein-
Westfalen) and 338 mg/m².h (Greece) (HyLog – Project, E. Wahlmüller, Fronius Ltd.). Taking 
as another benchmark system the production of biogas from energy plants like maize, a 
production of 2.5 kW electricity out of 1 ha farm land (using a CHP with an electrical efficiency 
of ca. 39%) is typical. If the same amount of biogas is not converted to electricity but to 
hydrogen using methane steam reforming a final power of 0.54 W/m² can be obtained 
(assuming an efficiency of the reformer of 85% and neglecting the power demand of the 
reforming plant) which corresponds to a hydrogen productivity of 16.4 mg/m².h. 

The technical and economic feasibility of dark fermentation followed by methane 
production via anaerobic digestion step have been investigated employing three base cases 
reflecting the different strategies that can be used when performing dark fermentation: high 
productivity, high yield, and low productivity-low yield. The production of pure methane 
was included as a reference case to investigate how the production of hydrogen affected the 
production cost. The cost estimates ranged from 50 to 340 €/GJ for the three base cases and 
the reference case for the process alternatives investigated. The capital costs and the 
nutrients used in the two biological steps were the main contributors to the cost in all base 
cases and the reference case. Utilization of the mixed biofuel (methane and hydrogen) may 
increase efficiency and lower environmental impact in terms of lower emissions [156]. 

Different hydrogen production technologies were evaluated based on renewable raw 
materials and/or renewable energy such as; alkaline electrolysis, steam reforming of both 
biogas and gasification gas, the coupled dark and photo fermentation as well as the coupled 
dark and biogas fermentation [157]. Each technology was investigated with different plant 
layouts and/or different raw materials. All examined technologies were designed to produce 
hydrogen in a quality suitable for the use in mobile fuel cells. The reforming of biogas gave 
good results regarding both hydrogen production and energy efficiency provided that the 
proper raw material was chosen. The reforming of gasification gas showed good production 
efficiencies but in contrast the energy efficiencies were low compared to the reforming of 
biogas. The production efficiency results of the coupled dark and photo fermentation were 
comparable to those of the reforming of biogas but their energy efficiencies were lower. 
However, since this technology is in an early stage of development it still has potential for 
development and might be a real alternative to reforming of biogas. Finally, the best results 
for the coupled dark and biogas fermentation regarding both hydrogen production and 
energy efficiency were obtained for the layout with on-site steam reforming of the produced 
biogas, showing efficiencies comparable to the dark and photo fermentation. The choice of the 
proper technology will have to be based on the availability of raw materials, since the kind of 
raw material had a strong influence on the performance of the technology, on the competition 
between food and energy production and on the development of raw material prices.  
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8. Conclusions 

Scientific, project and market strategy is essential to lead in developing biological hydrogen 
production processes. Plans for future research should be made based on the knowledge 
and experience gained and techniques developed until now. Although considerable 
progress has been made, still many basic research questions remain unanswered and new 
ones were created. Therefore, more fundamental research is necessary besides the need to 
test several developed techniques at lab- and pilot scale, both as standalone and combined.  

Outdoor production of hydrogen with photosynthetic bacteria is strongly affected by 
fluctuations in temperature and light intensity due to the day-night cycle and due to 
seasonal, geographic and climatic conditions. In order to forecast the hydrogen productivity 
at different places throughout the world and based on that to estimate the cost-effectiveness 
for a certain location, a model describing the dependency of hydrogen production from the 
natural parameters is necessary.  

Operation of photobioreactor in outdoor is an energy requiring process due to the need for 
temperature control and recirculation. Exploitation of other renewable energy sources 
(sunlight, wind, geothermal energy, etc.) to supply energy to the PBR to be used for 
recirculation or for temperature control can be explored and implemented in the design of a 
biohydrogen plant. Heat economizing is necessary for the plant with the integration of 
cooling and heating streams in a heat exchange network. The light and substrate conversion 
efficiencies are low due to problems experienced in the bioreactor. Since the reactor design 
and materials used are still in research state, it would not be so useful to comment on a 
factor improvement for economical application of photofermentative hydrogen production 
by photobioreactors.  

Nomenclature 

Symbols 

- A  Irradiated photobioreactor surface area (m2) 
- I  Light intensity (W/m2) 
- L  Liter  
- t  Time (h)  
- VH2  Volume of hydrogen gas in liters 

Greek Letters 

- η  Light conversion efficiency (%) 
- ρH2  Density of hydrogen gas (g/L)  

Acronyms 

- ATP Adenosine tri phosphate 
- CBB  Calvin-Benson-Bassham  
- Hup- Membrane bound uptake hydrogenase deficient (mutant) 
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- LDPE  Low density polyethylene film 
- LH  Light harvesting 
- NADH  Reduced nicotinamide adenine dinucleotide 
- PBR  Photobioreactor 
- PMMA Polymethyl methacrylate 
- PNSB Purple non sulfur bacteria 
- PS  Photosystem, 
- PU  Polyurethane 
- PVC  Polyvinylchloride 
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1. Introduction 

The generation of hydrogen by biological means is not energy intensive compared with the 
conventional thermochemical techniques, since the operating temperature and pressure are 
not very high. As raw materials organic waste streams can be used that can be considered as a 
renewable resource (Vijayaraghavan & Mohd Soom, 2006).The method of the dark 
fermentation has certain advantages compared with the other biological processes. In contrast 
to bio-photolysis and photo fermentation, the process needs no solar radiation, but the 
required energy is supplied by the organic substrates and hence the process is not interrupted 
during the night. Moreover, the production rate of the H2 of the fermentative bacteria in 
comparison with the other biological processes is greater (Kumar et al., 2000; Nath et al., 2005).  

The different process parameters that are relevant for hydrogen production have been 
surveyed (Li & Fang, 2007; Wang & Wan, 2009) and include the type of substrate, nutrient 
concentration, the inoculum, pH, reactor configuration, hydraulic retention time (HRT), 
organic loading rate (OLR). Carbohydrate-rich substrates are the most suitable for 
fermentative H2 production systems (Hawkes et al., 2002; Kapdan & Kargi, 2006; 
Meherkotay & Das, 2008; Ueno et al., 2007) seeded with saccharoclastic microorganisms, 
They are able to break down organic substances via the Embden-Meyerhof pathway 
resulting to different metabolic products depending on the type of microorganism and the 
environmental conditions driving their catabolism (Hallenbeck, 2009).  

The relevant microbial groups for the fermentative hydrogen production groups are 
clostridia and enterobacteria (Hallenbeck, 2005; Hawkes et al., 2007). Both groups were 
repeatedly experimentally confirmed as major hydrogen producers (Valdez-Vazquez & 
Poggi-Varaldo, 2009). 

© 2012 Mariakakis et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Table 1. Biochemical reactions relevant to hydrogen production 

Enteric bacteria are gram-negative rods, facultative aerobic, with relatively simple nutrient 
requirements and can not form spores (Schmauder, 1992). Among the species that can produce 
H2, are Escherichia (E. coli), Proteus (P. vulgaris), Enterobacter (E. aerogenes). Enteric bacteria 
ferment sugars to a variety of end products such as acetate, formate, lactate, succinate, ethanol, 
CO2 and H2. Hydrogen is produced according to equation 1 (Li & Fang, 2007). The maximum 
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possible hydrogen yield by this pathway is 2 mol H2 per mol hexose. In experiments with 
intestinal bacteria rather half of this value has been found (Hallenbeck, 2005). 

Clostridia are spore forming, gram-positive bacteria (Schmauder, 1992). Through 
sporulation they can survive for example dehydration, heat and large changes in pH. 
Clostridial catabolism includes a variety of reactions and hence fermentation end-
products such as acetate, acetone (C. pasteurianum), butyrate (C. butylicum), butanol (C. 
acetobutylicum) or caproic acid (C. kluyveri) (Schmauder, 1992). Hydrogen, using hexose as 
a substrate can be produced by two pathways with acetate and butyrate as end-products 
as equations 1 and 2 describe (Hallenbeck, 2005; Hawkes et al., 2007; Li & Fang, 2007). 
That fact that clostridia can produce higher amount of hydrogen makes them more 
attractive and hydrogen systems aiming at their growth must be strived. In experiments 
with mixed cultures yields between 1.5 mol H2/mol hexose and 2.5 mol H2/mol hexose 
were achieved (Wang & Wan, 2009). In practice the highest yield is achieved when the 
catabolism is driven through a mixed acetate butyrate according to equation 4 (Lengeler, 
1999). This is because hexose can be also metabolized by hydrogen neutral fermentation 
pathways with lactic acid, ethanol, acetone, butanol as end-products, or a portion of the 
substrate is consumed for the production of biomass, which theoretically can be 18.5% 
and 14.5% of the theoretical one through the acetate and butyrate hydrogen producing 
pathway respectively (Aceves-Lara et al., 2008). More over, a part of hydrogen that is 
already produced may be consumed by certain microorganisms as homoacetogens 
(equation 5) with acetate as end-product (Dworkin et al., 2006), or propionic acid bacteria 
(equation 6) (Li & Fang, 2007), or sulfate reducing bacteria (equation 7). The co-existence 
of microorganisms other than hydrogen producing that compete for substrate has been 
observed in many hydrogen producing systems (Hawkes et al., 2007; Hung et al., 2011a, 
2011b; Li et al., 2011). A major part of them belongs to the lactic acid bacteria (LAB) 
distinguished to heterofermentative LAB, which produce lactic acid together with CO2 
(equation 8) and minor quantities of ethanol and acetic acid and the homofermentative 
LAB, which produce mainly lactic acid (equation 9) (Martinko & Clark , 2009). Through 
the monitoring of the metabolites of carbohydrate solely is not always possible to 
determine the metabolic pathays used by the bacteria, since many clostridia are capable of 
secondary fermentation. C. propionicum can for instance metabolize lactic acid for the 
production of propionate and acetate (equation 10), while some homoacetogens utilize 
ethanol and CO2 yielding acetate (equation 11). In some cases, hydrogen can be also 
produced by secondary fermentation C. kluyveri can utilize ethanol and acetate yielding 
hexanoic acid and molecular hydrogen by the oxidation of reduced ferredoxin (Fd) 
(equation 12) and C. tyrobutyricum can transform lactate and ethanol to butyrate (equation 
14) (Martinko & Clark, 2009). It is therefore obvious that biological hydrogen production 
systems are complicated in terms of biological processes and microbial species involved.  

Aim of this work was to experimentally study the effect of HRT and OLR on bio-
hydrogen production in terms of maximization of H2 yield, so as to optimize substrate 
utilization efficiency that contributes to the cost effectiveness of the process. Experiments 
were carried out in large-lab scale reactors of 30 L working volume. In this way, 
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experience in the start-up procedure, selection of only H2 producing microorganisms and 
the stability of long term continuous operation without methanogenesis of such a set-up 
could be gained. This can further be used for the scale-up of bio-hydrogen production 
towards the final aim of commercial implementation. An attempt towards the clarification 
of the possible metabolic pathways and the involved microorganisms, with along as their 
possible interactions was also undertaken. The way that these microorganisms behave 
and interract with each other and their milieu  is very important for the design of effective 
hydrogen producing systems. The understanding of these processes can help the designer 
to manipulate hydrogen production by the suitable variation of the process parameters. 
With the use of molecular biological techniques it is possible to acquire better insights into 
such systems.  

2. Materials and methods 

2.1. Experimental set-up 

Dark fermentation experiments were conducted in two identical 40 L reactors made of 
borosilicate glass (QVF) with a working volume of 30 L heated at 37 °C ± 2 °C by a heating 
pipe. The content of the fermenter was homogenized by external recirculation with 
eccentric screw pumps (Netsch). The pH was regulated by means of a pH glass electrode 
(Endress & Hauser, Orbisint CPS11) and a pH measuring transducer (Endress & Hauser, 
Mycom) connected to a programmable controller (Endress & Hauser, Memograph), which 
controlled 2 dosing pumps (Metrohm, Dosimat) for automatic addition of a sodium 
hydroxide solution 25% v/v and a hydrochloric acid solution 25% v/v, respectively. The 
Organic Loading Rate (OLR) was adjusted to the desired level by dosing (Metrohm, 
Dosimat) with molasses diluted 1:2 w/w and supplemented with nutrients. Every 100 mL 
of nutrient solution contained the following quantities in g; 1.72 FeSO4∙7H2O, 0.36 
CaCl2∙2H2O, 3.78 KCl, 0.17 MgCl2∙6H2O, 11.46 NH4Cl, 1.05 KH2PO4, 0.181 FeCl2∙4H2O, 
0.041 NiCl2∙6H20, 0.021 CoCl2∙6H2O, 0.011 ZnCl2, 0.170 KI, 0.177 (NaPO3)6, 0.0085 
MnCl2∙4H2O, 0.0085 NH4VO3, 0.0085 CuCl2∙2H2O, 0.0061 Al2(SO4)3∙18H2O, 0.0085 
NaMoO4∙2H2O, 0.0085 H3BO3, 0.0085 Na2WO4∙2H2O, Na2SeO3 0.0085, 0.170 cysteine. 
Depending on the Hydraulic Retention Time (HRT) applied, the following quantities of 
this solution were added to the molasses solution; 33 mL for HRT > 2 d, 66 mL for 1 d< 
HRT < 2 d and 123 mL for HRT < 1 d. 

The HRT was independent of substrate dosing. It was regulated by the pumping 
(Prominent, Gamma/L) of tap water and automatic removal of excess mixed liquor by a 
peristaltic pump (Ismatec, MPC Standard) controlled by a water lever sensor (Endress & 
Hauser, Liquiphant). The tab water was stored in containers and was daily sparged with N2 
in order to reduce the dissolved oxygen concentration bellow 1 mg/L.  The produced biogas 
quantity was measured with a drum-type gas meter (Ritter, TG 05) and registered into the 
programmable controller. The produced gas was collected in gas bags (Lindte). In Figure 1 
the experimental set-up is presented. 
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Figure 1. Experimental set-up 

2.2. Reactor operation 

The inoculum of the reactor has been acquired from the anaerobic digester of the Sewage 
Treatment Plant for Research and Education (LFKW) of the University of Stuttgart 
(Germany). It was diluted to 2% to 4% Total Solids (TS) concentration and sieved 
consecutively through 4 mm and 2 mm mesh size to prevent clogging of the tubing. It was 
then pretreated for 24 h at 105 °C, in order to kill the methanogenic bacteria. The dried 
sludge was pulverized and solved into tab water for the start-up of the system. As substrate 
sugar beet molasses acquired from a sugar factory in south Germany were used. In Table 2 
the composition of molasses is presented. For the start-up of the system, the reactor was fed 
with 450 g of sucrose in a batch mode at pH 6.5 in order to enrich the biomass in H2-
producing microorganisms. Upon sucrose depletion continuous operation of the system was 
started. The pH was reduced to 5.5, a value that has been reported to be the optimum for 
continuous bio-hydrogen production (Mariakakis et al., 2011). The first phase of continuous 
operation aimed at the further selection of the biomass for hydrogen producing bacteria by 
application of high HRT and low OLR. The various experimental conditions tested during 
the continuous operation are presented in table 3. Their selection was based depending on 
the experimental progress as described in chapter 3.1. In many cases one of the two reactors 
had to be re-inoculated with seed sludge acquired by the other reactor. All phases had a 
minimum duration of 5 times the applied HRT. At phase DVII (table 3) Fe2+ at end-
concentration in reactor of 1000 mg/L was added. 
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Molasses 

CODtot [mg/kg] 782000   

Ntot [mg/kg] 18610 Maltose [mg/L] -- 

Ptot [mg/kg] 216 Acetate [mg/L] 1020 

TS [g/kg] 848 Propionate [mg/L] 175 

VS [%] 892 Butyrate [mg/L] 3062 

Sucrose [g/kg] 520 D-Glucose [mg/L] -- 

Lactose [mg/L] -- Lactate [mg/L] 13736 

Table 2. Composition of molasses  

2.3. Analytical methods 

The analyses of concern were determined according to the german standards (Deutsches 
Institut fuer Normung, 2002) and performed three times a week. These included; total 
solids (TS), volatile suspended solids (VSS), chemical oxygen demand (COD), a group 
parameter used for the detection of carbonaceous matter and nitrogen (in total and 
soluble form acquired after filtration through membrane with 0.45 μm pore diameter). 
Glucose, sucrose and lactic acid have been determined spectrophotometrically after 
enzymatic digestion by test kits according to the manufacturer’s instructions (R-
Biopharm). Gas Chromatography was used to analyze organic acids and alcohols. The 
sample was filtered through a 0.45 μm  pore diameter filter and acidified with a 96% 
H2SO4 solution. Organic acids, ethanol and butanol were detected by GC (Perkin Elmer) 
mounted with a fused silica capillary (Varian) and using a flame ionization detector. Both 
the injection and capillary temperatures were set at 280 °C. Biogas composition was 
determined once daily after up-grading for particulate matter and water vapor removal 
by a gas analyzer (ABB, AO2020), equipped with an infrared detector for CH4 and CO2 
and a thermal conductivity detector for H2. 

DNA extraction, 16S rDNA of eubacteria and clostridia PCR amplification, DGGE analysis 
and sequencing were performed as previously described (Mariakakis et al., 2011).  

3. Results and discussion 

3.1. Reactor operation  

In figure 2, the reactor operation parameters, gas production and hydrogen yield 
performance for the experimental phases DI to DIII are presented. 
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After the start-up of the reactor for a week, the HRT and OLR were reduced to 4 d and 11.6 
g sucrose / (L∙d) respectively. After about 15 d a continuous H2 production could be 
established (phase DI), which stabilized after approximately 30 d. The average soluble COD 
concentration in the reactor was app. 60 g/L and the average H2 yield 2.47 
mol H2/mol hexose. 

 
Figure 2. Operation parameters, gas production, hydrogen yield performance and production rate of 
relevant metabolites during phases DI to DIII. Arrows indicate the sampling dates for microbial 
population analyses 
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Table 3. Experimental phases, operating parameters and average concentrations and yields of 
produced gases and metabolites  
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On the 41st day of operation the OLR was increased from 11.6 g sucrose / (L∙d) to 24.7 g sucrose 
/ (L∙d) (phase DII), which caused an increase to the residual sucrose concentration in the 
reactor during the first days. The biomass was not able to metabolize the total amount of 
substrate. Over the total 35 d of operation of this phase H2 in the produced biogas gradually 
decreased and after 70 d no H2 was detected. The fact that biogas production was sustained, 
indicated biological activity, but not towards H2 production. In phase DIII the HRT was 
reduced to 2 d with the OLR retained unchanged. The concentration of soluble COD decreased 
gradually from 100 g/L to 60 g/L due to the higher dilution rate. Nevertheless, H2 production 
could not be restored and the reactor operation was terminated. 

After one month of operation the excess sludge from reactor a (R-a) was used to inoculate 
reactor b (R-b) (phases D1 to D7). In figure 3 the reactor operation parameters, gas production 
and hydrogen yield performance for the experimental phases D1 to D7 together with the data 
from phase DI for continuity and comparison reasons are presented. Biogas and hydrogen 
production started immediately upon seeding of the reactor at HRT of 3 d and OLR of 
11.6 g sucrose / (L∙d). Hydrogen production was stable, but the yield was lower than  
1 mol H2/mol hexose. The concentration of soluble COD did not exceed 45 g/L. Increase of the 
OLR at 24.7 g sucrose / (L∙d) lead to steep increase of the soluble COD and COD-sucrose 
concentration above 120 g/L and 60 g/L respectively and a decrease of the COD concentration 
of the metabolites. It seems that in the beginning the biomass concentration was not sufficient 
to metabolize the whole amount of sucrose, which on its turn accumulated in inhibitory levels 
as demonstrated by the cease of biogas and hydrogen production and the reduction of the 
COD-organic acids. It has been reported (Hafez et al., 2010) that glucose can become inhibiting 
for residual concentrations above 20 g/L. This problem could be overcome by the reduction of 
HRT to 1 d (phases D3 and on). H2 production was restored immediately and was maintained 
until the termination of the experiment due to time constraints. Biogas and hydrogen 
production exhibited fluctuations over time. These can be generally attributed to the 
experimental procedure followed, which affected the actual HRT and OLR. The dosing of 
water and substrate was stopped everyday for different periods each time, in order to be 
prepared as described in Materials and methods. Stronger fluctuations were related mostly to 
the failure of substrate dosing due to tube clogging. In all phases, except phases D4 and D6, 
the H2 yield was equal or lower than 1 mol H2/mol hexose (table 3). In phase D4 it reached  
1.53 mol H2/mol hexose for HRT of 1 d and OLR of 36.1 g sucrose / (L∙d) and in phase D6  
1.31 mol H2/mol hexose for for HRT of 0.5 d and OLR of 36.1 g sucrose / (L∙d). 

During the whole R-b operation, which together with the time period of phase DI reached 
180 d, no methane was detected. Methanogenesis could be inhibited through the thermal 
pre-treatment of the seed sludge and the selected operation parameters were sufficient for 
hindering the proliferation of the methanogens in the system. In our previous work for 
which no pre-treatment of the seed sludge was carried out methanogenesis could be only be 
inhibited for 120 d (Mariakakis et al., 2011). Sucrose in higher concentrations could be 
detected only in phases D2 and D7 resulting in average substrate degradations of 71.5% and 
83.1% respectively. In D2 sucrose accumulated in the beginning of the phase as results of the 
long HRT and the OLR of 24.7 g sucrose / (L∙d). At D7 sucrose could not be degraded due to 
the high OLR of 69.6 g sucrose / (L∙d) and the short HRT of 0.25 d. 
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The excess sludge from phase D3 of R-b was used to re-inoculate R-a (phases DV and DVI). 
In phase DVII the reactor was inoculated with excess sludge of phase D6. In Figure 4 the 
reactor operation parameters, gas production and hydrogen yield performance for these 
experimental phases together with the data from phase D3 for continuity and comparison 
reasons are presented.  

 
Figure 3. Operation parameters, gas production, hydrogen yield performance, HBu:HAc ratio and 
production rate of relevant metabolites during phases DI to D7. Arrows indicate the sampling dates for 
microbial population analyses 
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Figure 4. Operation parameters, gas production, hydrogen yield performance, HBu:HAc ratio and 
production rate of relevant metabolites during phases D3 to DVII. Arrows indicate the sampling dates 
for microbial population analyses 

Biogas and hydrogen production started also in these cases immediately after seeding of the 
reactor. Due to the OLR set at 47.1 g sucrose / (L∙d), the average soluble COD concentration  
reached 61 g/L. H2 production (phase DV) yieldied 0.43 mol H2/mol hexose. The decrease of 
the OLR to 36.1 g sucrose / (L∙d) and increase of HRT to 2 d in phase lead to further increase 
of the soluble COD to an average concentration of 98 g/L. Hydrogen yield was slightly 
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improved and reached 0.63 mol H2/mol hexose. Biogas and hydrogen production during 
phase DVII were instable mainly due to malfunctions of the substrate dosing. The hydrogen 
yield for addition of Fe2+ achieved was 1.68 mol H2 / mol hexose, which corresponds to an 
increase of approximately 28 % in comparison to phase D6. 

The addition of Fe2+ enhanced hydrogen production. From table 3 it can be seen that 
biomass production rate reached the highest value of 161 g/d comparable only with that of 
phase D7 that was acquired for double as much OLR. For comparison at phase D6, biomass 
production rate was only 94 g/d. It seems that this nutrient that is important for H2 
production as will be explained in chapter 3.2 was limiting for the biomass growth, since it 
was not included in high enough concentrations in the nutrient solution with which the 
molasses solution was supplemented.  

In Table 4 the hydrogen yield of other works in comparison to the best acquired by this 
work are presented. In most of the cases slightly better results were acquired by the other 
researchers. In a semi-scale reactor operated at HRT of 0.25 d and pH 4.5 hydrogen yield up 
to 1.86 mol H2/mol hexose was achieved (Ren et al., 2006). Lay et al. (2010) maximized the 
yield for HRT of 0.5 d and pH of 5.5 like in this work, but achieved a somewhat lower yield 
of 1.35 mol H2 / mol hexose, even though the reactor set-up was considerably smaller 
permitting for better control of operation. Aceves-Lara et al (2008) operated a 2 2 L CSTR at 
HRT of 0.25 d and pH of 5.5. The maximum yield acquired was 1.70 mol H2 / mol hexose for 
an OLR of 24.2 g COD / (L∙d). For OLR as high as 77.2 g COD / (L∙d) the acquired hydrogen 
yield was much higher than that of the current work (0.84 mol H2 / mol hexose) for the same 
HRT and OLR of 69.6 g sucrose/(L∙d), which is equivalent to 107 g COD / (L∙d) (Aceves-Lara 
et al., 2008). It is obvious that the process can be further optimized.  
 

Work 
OLR HRT pH VReactor Duration H2-Yield Degradation 

[g COD/
(L d)] 

[d]  [L] [d] 
[mol H2/ 

mol Hexose]
[%] 

Ren et al. (2006) 
6.32 0.44 

4.5 1480 
10 0.34 -- 

27.98 0.25 10 1.86 -- 
42 0.162 10 1.81 -- 

Lay et al. (2010) 
40 1 

5.5 4 
130 0.48 60.2 

80 0.5 130 1.35 64.3 
120 0.67 130 0.89 68.1 

Aceves-Lara 
(2008) 

24.2 0.25 
5.5 2 

17 1.70 100 
48.5 0.25 12 1.62 100 
77.2 0.25 18 1.26 98 

Own 
(D4) 50 (36.1) 1 

5.5 30 
20 1.51 99.4 

(D6) 50 (36.1) 0.5 21 1.31 97.2 
(DVII) 50 (36.1) 0.5 25 1.68 99.4 

Table 4. Operating parameters, efficiencies and hydrogen yields of works with molasses as substrate 
for fermentative hydrogen production 
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3.2. Microbial metabolism 

From Figures 2 to 4 and Table 3 it can be seen that the major metabolites for all tested 
parameters were lactic, acetic, and butyric acid together with ethanol. Propionic and 
hexanoic acid were produced in low quantities and only in same cases. Pentanoic acid and 
butanol were not detected at all. Acetate and butyrate are typical for H2 production by 
mixed acid fermentation of sucrose as already mentioned in introduction. Lactate can be 
produced by either lactic acid bacteria or by bacteria of the genus Clostridium via a pathway 
that does not promote H2 production (Hiligsmann et al., 2011). 

During phase DI lactate was produced in less quantity than acetate and butyrate with the 
later being produced in almost the same proportion indicating a mixed acid 
fermentation, even though the theoretical yield of 2.6 mol H2 / mol hexose was not 
reached (equation 4). The increase of the OLR in phases DII and DIII has lead to 
gradually increasing lactate production rate with simultaneous increase of acetate into a 
lesser extent and decrease of butyrate. The higher substrate availability forced the 
biomass to shift its metabolism from mixed acid fermentation to lactate fermentation. 
The fact that biogas production also declined is an indicator for homolactic fermentation 
by LAB, during which only lactate is produced (equation 9). In phases DV and DVI lactic 
acid production could not be solely due to homolactic fermentation, since biogas was 
produced. Higher lactic acid production than acetic and butyric acid production was 
observed in the phases for which HRT and OLR were equal or higher than 1 d and 24.7 
g sucrose / (L∙d) respectively. The exact mechanism of lactic acid production can be 
explained either by the co-existence of LAB (Hafez et al., 2009) or by the metabolic shift 
of the hydrogen producing clostridia (Minton & Clarke, 1989). In all cases though, high 
lactic acid production was combined to an increase of the OLR (Oh et al. 2004; Kim et al., 
2006; Oh et al., 2004; Hafez et al., 2009) and caused a diminution of hydrogen yield. The 
effect of lactic acid as a metabolite in hydrogen systems has not yet been clarified. It has 
been reported to be promoting to hydrogen production at low concentrations and 
inhibiting at high concentrations. In a work (Baghchehsaraee et al., 2009), an increase of 
the hydrogen yield combined with the complete degradation of the externally added 
lactic acid in concentrations up to 3 g/L was observed. In another work, Kim et al. (2012) 
also observed an increase of 22% in hydrogen yield when lactic acid up to 8 g/L was 
added to batch fermentors operated at pH of 4.5, and a reduction when the concentration 
was raised at 18 g/L. The corresponding undissociated form of the lactic acid, which is 
the potential inhibitor (van Ginkel & Logan, 2005) was 21 mmol/L and 45 mmol/L at pH 
4.5 according equation 15. In this work, the highest lactic acid concentration was 35 g/L 
(9 mmol/L undissociated lactic acid at pH 5.5) and was only reached temporarily in the 
beginning of phase D3 without any obvious long-term negative influence on the 
hydrogen process, like in phase DIII. It seems that lactic acid was not the inhibition 
factor, but another substance that was not monitored. 

 loga
ApH pK
HA

−
= +  (15) 
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For phases DI to DIII and D1 to D3 during which OLR lower or equal to 24.7 
g sucrose / (L∙d) was applied, acetate and ethanol were produced in almost the same rates. A 
ratio of EtOH:HAc equal to 1:1 has also been proposed for clostridia as described by 
equation 1 for enteric bacteria, when hydrogen is evolved only through the conversion of 
Acetyl-CoA to pyruvate, yielding 2 mol H2 / mol hexose (Minton & Clarke, 1989). For higher 
loadings the observed ethanol production rate diminishes either due to a metabolic shift of 
the biomass or due to its consumption. Ethanol has also been detected in other hydrogen 
producing systems operated at pH 5.5 and various HRT and OLR (Gavala et al., 2006; 
Karadag & Puhakka, 2010a; Kim et al., 2006; Shen et al., 2009) as a product either of 
enterobacterial (Hallenbeck, 2005), clostridial hydrogen production (Akutsu et al., 2009; Lin 
& Lay, 2004), or heterolactic bacteria (Kandler, 1983). In the case of clostridia, it has been 
suggested that ethanol is produced during the late growth phase during which no hydrogen 
is produced, while H2 production is favored during the exponential growth phase, during 
which the organic acids are produced (Nath & Das, 2004), yielding at the end of a batch 
fermentation a ratio of 1:1. By the adjustment of short HRT in CSTR it is possible to maintain 
the bacterial population in the exponential growth phase. However, the adjustment has to 
be suitable so that the biomass concentration in the reactor can be also maintained in 
concentrations that are suitable for high substrate conversion rates.  

Propionic acid was produced in phases D3 and D4. Sucrose fermentation to propionic acid is 
a sink for hydrogen and according to equation 6 for each mol of propionic acid produced 1 
mol of hydrogen is consumed. The derived hydrogen consumptions for phases D3 and D4 
correspond to 15% and 19% of the total produced hydrogen respectively.  

Hexanoic acid was mainly produced during phases DI, DII, DVI and D2. The HRT of all these 
phases was equal to or longer than 2 d. The production of hexanoic acid can only be explained 
by a possible secondary fermentation of C. kluyveri as described by equation 12 and 15. 

The addition of Fe2+ in phase DVII did not influence the production rates of acetic acid in 
comparison to phase D6. On the other hand, the production rate of lactic acid was significantly 
reduced from 1230 mmol/d to 329 mmol/d corresponding to approximately 72% and ethanol 
was not produced anymore. Parallel, the production rate of butyrate increased approximately 
by 27%. The overall bacterial metabolism was shifted to butyrate fermentation and biomass 
growth as described in 3.1. This is an indication that lactic acid and ethanol production in the 
phases with relative short HRT (<1 d) was mainly due to the clostridial metabolism. They 
contributed more than 2/3 to the total lactic acid production. Iron is very important to 
hydrogen production, which is produced when the simple reaction of Eq. 16 takes place. This 
reaction is catalyzed in clostridia by a dimetallic iron only [FeFe]-hydrogenase, which receives 
protons by the reduced form either of ferredoxin or of NADH (Vignais & Billoud, 2007). Under 
iron limitation the activity of hydrogenase is also limited (Valdez-Vazquez & Poggi-Varaldo, 
2009), pyruvate can not be degraded through the pathways leading to hydrogen, but 
fermentation is shifted towards lactic acid production (Minton & Clarke, 1989). 

  2 H+ + e- ↔ H2 (16) 
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3.3. Microbial population 

3.3.1. Species description and influence of HRT and OLR 

The sample times for the phylogenetic analysis and the affiliated dominant species present 
in each experimental phase are indicated in figures 2 to 4. In figures 5 and 6 the PCR-DGGE 
profiles of the Eubacteria and Clostridium species are presented. The investigation on 
eubacterial 16S rDNA (table 5) showed mostly lactic acid bacteria of the Phylum Firmicutes 
as closest relatives to the detected DGGE bands. The analysis of 16S rDNA for clostridia 
showed repeating DGGE patterns (figure 5). In many cases several single bands in one lane 
showed the same sequence and could be affiliated to one Clostridium species, though it was 
possible to allocate several bands to different clostridia species. Most of the bands could be 
affiliated to the species C. butyricum, C. tyrobutyricum and C. ljungdahlii (table 5). 

Carnobacterium sp. AT12 was the only Eubacterium species found in the seed sludge after the 
thermal pre-treatment and before start-up (table 6). It is a non-spore forming, facultative 
anaerobic and heterofermentative lactic acid bacterium (de Vos, 2009), which previously 
belonged to the genus of Lactobacillus (Dworkin et al., 2006). Even though this bacterium is 
no spore forming, it was able to survive the thermal pre-treatment. After the addition of 
substrate it was replaced by other species of LAB. The members of this genus are facultative 
anaerobic, mesophilic, non-spore forming, obligately saccharoclastic with complex 
nutritional requirements. Their optimum pH for growth is between 5.5 and 6.2, but they can 
also grow for pH lower than 5. L. fermentum is obligately heterofermantative. It degrades 
hexose to equimolar quantities of lactic acid, CO2 and acetate or ethanol via the 6-
phosphogluconate pathway.  

 
Figure 5. DGGE-profile of the Eubacterium species from each experimental phase. The numbers denote the 
bands that have been sequenced and successfully allocated. The sequencing results are presented in Table 5 
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L. delbrueckii subsp. bulgaricus on the other hand is obligately homofermentative and 
degrades hexose via the Embden-Meyerhoff pathway to lactic acid (de Vos, 2009). Through 
the phases DI to DII species of Lactobacillus established a stable community in the reactor. At 
phases DI and DII Olsenella species were also detected, while at phase DIII Sporolactobacillus 
has been identified (table 6). Species of the genus Sporolactibacillus are facultative anaerobic 
and obligately homofermentative. They can form spores, which are resistant to heating at 80 
°C for 10 min (de Vos, 2009). They can grow only on fermentable carbohydrates at pH 
greater than 4.5. Their optimum growth temperature is 30 °C (Dworkin et al., 2006). For 
Olsenella sp. oral taxon 809 there are no metabolic data available, since it has not been 
cultivated. In general the species genus Olsenella is non-spore forming, homofermentative 
and strictly anaerobic. The end-products of sucrose fermentation consist mainly of lactic 
acid and to a lesser extent of acetic acid (Olsen et al., 1991). The presence of these bacteria 
can explain the increasing production rate of lactate and acetate indicating an overall shift of 
the bacterial metabolism in the system to lactic acid fermentation and more specific to 
homolactic fermentation as derived by the decreasing biogas production. They compete 
with the hydrogen producing bacteria for substrate.  

In the seed sludge three species of Clostridium could be identified. Only C. butyricum could 
be maintained in the system until the end of phase DIII (table 6). The rest of the initially 
present Clostridium species were replaced by others indicating a constant changing 
population, like in the case of (Huang et al., 2010). All of them are able to produce copious 
amounts of hydrogen gas by mixed acid fermentation with acetate and butyrate as their 
major end-products as already mentioned. Even though, hydrogen producing bacteria 
where identified during phases DI to DII, the deterioration of hydrogen production could 
not be hindered. The lactic acid bacteria could proliferate in the system.  

 
Figure 6. DGGE-profile of the Clostridium species from each experimental phase. The numbers denote the 
bands that have been sequenced and successfully allocated. The sequencing results are presented in table 5 
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Also in the case of phases DVI, D1 and D2 (tables 6 and 7) the symbiosis of lactic acid together 
with hydrogen producing bacteria could be observed resulting to high lactic acid production 
rates and medium to low hydrogen yields. In all cases, the employed HRT was equal or higher 
to 2 d. It seems that long HRT contribute to the dominance of lactic acid over hydrogen 
producing bacteria. In the case of phases D3 to D7, high production rates of lactic acid could 
still be observed, but they were lower than that of acetic and butyric acid, while medium to 
higher hydrogen yields could be achieved. The HRT applied was equal to or lower than 1 d. 
Under these conditions the hydrogen producing metabolism could dominate over the lactic 
acid metabolism. After phase D3 and on C. tyrobutyricum became one of the dominant 
Clostridium species. After phase D5 and on Sporolactobacillus could not be found any more in 
the system. It seems that HRT lower than 0.5 d does not support its growth. In the work of 
Fang (2002) who investigated hydrogen production by untreated secondary sludge at pH 5.5, 
loading rate of 25 g sucrose / (L ∙ d), HRT 0.25 d and temperature of 26 °C, 69.1% of the 
microbial clones were affiliated to Clostridium species and 13.5% to Sporolactobacillus racemicus, 
which was able to be retained in the system due to the granular sludge reactor configuration.  

Analogously, Olsenella disappeared from the system at phase D7 for HRT of 0.25 d. Lo et al 
(2008) could detect Olsenella and C. butyricum in a hydrogen producing reactor with xylose as 
substrate at HRT of 2 hours. They also used granular sludge. In another work (Castelló et al., 
2009), the acquired low hydrogen yield was justified by the presence of Olsenella along with 
Prevotella, Bulleidia, Mitsoukella and Selonomonas species, which consumed the substrate. In this 
work, C. tyrobutyricum became visible also through the eubacteria specific primers indicating a 
general proliferation of Clostridium species for vey short HRT that comes in agreement with 
the low doubling times of 30 min to 3 h that have been observed for most Clostridium species 
(Dworkin et al., 2006). Despite the dominance of hydrogen producing biomass over lactic acid 
bacteria, the hydrogen yield was relatively low due to the low sucrose degradation efficiency. 
The biomass concentration in the system was not sufficient to metabolize the whole amount of 
substrate. L. mucosae, an obligate heterolactic bacterium, could maintain itself in the system 
even for HRT as low as 0.25 d. These findings are in agreement with the observations of (Kim 
et al., 2012), who investigated hydrogen production by a lactate-type fermentation in a CSTR 
with working volume of 4 L, glucose as substrate and digester sludge as inoculum pre-treated 
with acid. For HRT of 1 d and OLR equal to 10 g / (L∙d) they affiliated 65% and 35% of the total 
bacterial population to Eubacterium and Clostridium species respectively. When the OLR was 
increased to 40 g / (L∙d) the proportion changed in favor to Eubacterium species to 72% and 28% 
respectively. For the same OLR but HRT equal to 0.5 d a balance between the two populations 
with 50% each was established.  

C. ljungdahlii could be detected in the system during the phases DIV, DVI, DVII and D1 to 
D7. More than 90% of its strains can produce H2 during heterotrophic growth on glucose or 
fructose, while sucrose can not be utilized (de Vos, 2009). It can also grow autotrophically on 
H2 and CO2 or CO. It forms spores only rarely. The regulation of the diverse pathways of 
homoacetogens is still not understood (Dworkin et al., 2006). For the first case, extracellular 
enzymes released to the bulk liquid by other microorganisms that are able to degrade 
sucrose to glucose and fructose are required. In a mixed acid fermentation as described by 
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Eq. 4, a ratio of HBu:HAc should have been obtained. In most of the cases this ratio is lower 
than one indicating that acetic acid is also produced through a pathway other than that of 
hydrogen production. It seems that C. ljungdahlii is consuming hydrogen. 
 

Band No. Affiliation Similarity
Accession 
Number 

1 Lactobacillus mucosae strain TB-H32 97 AB425938 
2 Carnobacterium sp. AT12 91 DQ027062 
3 Lactobacillus mucosae strain FSL-04 1 87 JN092131 

4 
Lactobacillus delbrueckii 

subsp. bulgaricus strain CH3 
85 JN675227 

16; 18; 19; 20; 
22 

Olsenella sp. oral taxon 809 84-95 GU470903 

5 Lactobacillus fermentum strain -O rkz-4 90 JN836490 
6 Lactobacillus delbrueckii subsp. bulgaricus 2038 98 CP000156 
7 Carnobacterium sp. AT12 93 DQ027062 
8 Lactobacillus casei strain GIMC8:TVS-72 91 JF728260 

9 
Uncultured Burkholderiales bacterium clone 

CA38 
96 EF434370 

10; 21 Sporolactobacillus sp. MB-051 90; 91 AB548940 
11 Lactobacillus mucosae strain LAB87 95 EF120376 
12 Clostridium tyrobutyricum 5S 88 L08062 
13 Lactobacillus mucosae strain SF1031 94 FN400925 
14 Marine bacterium strain SJ-BF7 84 AM260710 
17 Clostridium tyrobutyricum strain SCTB132 94 JN650297 
23; 29; 32 Clostridium butyricum strain CB TO-A 94-100 AB687551 
24; 39; 43; 44; 
45; 50; 51; 52 

Clostridium ljungdahlii 
type strain DSM13528T 

87-100 FR733688 

25; 26; 28; 30; 
31; 40; 41; 42; 
46; 47 

Clostridium tyrobutyricum 
strain SCTB130 

80-100 JN650295 

27 Clostridium sp. 2NR375.1 96 JQ248567 
33 Clostridium peptidivorans strain TMC4 100 FJ155851 
34 Clostridium intestinale 97 AY781385 
35 Clostridium disporicum strain NML 05A027 100 DQ855943 
36;37 Clostridium tyrobutyricum strain S1 94; 100 JN241679 
38 Clostridium ljungdahlii DSM 13528 89 CP001666 
48; 49 Clostridium butyricum strain T-08B 97; 95 FR734082 
53 Clostridium tyrobutyricum strain SCTB125 61 JN650290 

Table 5. Affiliation of the DGGE bands to bacterial species after sequencing of the 16S rDNA gene 
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Olsenella sp. oral taxon 809 84-95 GU470903 

5 Lactobacillus fermentum strain -O rkz-4 90 JN836490 
6 Lactobacillus delbrueckii subsp. bulgaricus 2038 98 CP000156 
7 Carnobacterium sp. AT12 93 DQ027062 
8 Lactobacillus casei strain GIMC8:TVS-72 91 JF728260 

9 
Uncultured Burkholderiales bacterium clone 

CA38 
96 EF434370 

10; 21 Sporolactobacillus sp. MB-051 90; 91 AB548940 
11 Lactobacillus mucosae strain LAB87 95 EF120376 
12 Clostridium tyrobutyricum 5S 88 L08062 
13 Lactobacillus mucosae strain SF1031 94 FN400925 
14 Marine bacterium strain SJ-BF7 84 AM260710 
17 Clostridium tyrobutyricum strain SCTB132 94 JN650297 
23; 29; 32 Clostridium butyricum strain CB TO-A 94-100 AB687551 
24; 39; 43; 44; 
45; 50; 51; 52 

Clostridium ljungdahlii 
type strain DSM13528T 

87-100 FR733688 

25; 26; 28; 30; 
31; 40; 41; 42; 
46; 47 

Clostridium tyrobutyricum 
strain SCTB130 

80-100 JN650295 

27 Clostridium sp. 2NR375.1 96 JQ248567 
33 Clostridium peptidivorans strain TMC4 100 FJ155851 
34 Clostridium intestinale 97 AY781385 
35 Clostridium disporicum strain NML 05A027 100 DQ855943 
36;37 Clostridium tyrobutyricum strain S1 94; 100 JN241679 
38 Clostridium ljungdahlii DSM 13528 89 CP001666 
48; 49 Clostridium butyricum strain T-08B 97; 95 FR734082 
53 Clostridium tyrobutyricum strain SCTB125 61 JN650290 

Table 5. Affiliation of the DGGE bands to bacterial species after sequencing of the 16S rDNA gene 
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3.3.2. Effect of Fe2+ addition 

The addition of Fe2+ at phase DVII had an influence on the bacterial population in 
comparison to the seed sludge (phase D6). L. casei, Sporolactobacillus from the LAB and 
C. butyricum became also dominant, while Olsenella was not any more detected.  The 
presence of an extra lactic acid bacterium species though, contradicts the observed reduction 
of lactic acid production rate. The most probable explanation is that given in 5.3. The 
clostridial metabolism was shifted from lactic acid production, which is triggered under 
limitation of Fe2+ (Dürre, 2005), to butyrate. Nevertheless, LAB could still influence the 
system as the production of lactic acid in phase DVII indicates, also for HRT as short as 0.5 
d, not like in the case of Kim et al. (2006), who discovered only one lactic acid bacterium 
(Bacillus racemilacticus) and only during the phase with OLR = 60 g COD / (L ∙ d), while for 
higher or lower OLR no such species was found, although lactate has been produced in all 
cases, indicating that lactate in the system was a product of Clostridium species metabolism, 
which dominated the system. 

In an investigation (Karadag & Puhakka, 2010b) about the influence of Fe2+ concentration 
in the range of 0.5 mg/L to 100 mg/L on a CSTR system fed with glucose and operated at 
HRT of 0.208 d, OLR of 43.2 g glucose /(L∙d) and pH 5 an increase of 71% in hydrogen 
yield for Fe2+ concentration of 50 mg/L was achieved, followed by a fermentation shift 
from ethanol type to butyric acid type like in this work. In two other works (Wang & 
Wan, 2008) and (Lee et al., 2001) investigating the influence of Fe2+ concentration in batch 
experiments with vials, optimum concentrations of 350 mg/L and 352.8 mg/L were 
detected respectively. It seems that there is potential for the optimization of the quantity 
added to the system. 

3.3.3. Symbioses in fermentative hydrogen production systems 

There are only a few works that have investigated the bacterial population and the influence 
of HRT and OLR on hydrogen producing systems by molasses. Ren et al. (2007) studied the 
influence of pH on the microbial population structure of bio-hydrogen production by 
molasses in a 2.5 L CSTR seeded with sewage solids and operated at HRT of 0.25 d, OLR 
between 7 g COD / (L∙d) and 30 g COD / (L∙d) and at temperature of 35 °C. At pH between 
5.5 and 6 mixed ethanol-butyrate fermentation was observed. In this work no ethanol could 
be detected for HRT of 0.25 d. In the reactor a co-existence of clostridia and LAB was 
observed like in this work. The bacterial population was dominated by C. pasteurianum, 
Lactococcus sp., Desulfovibrio ferrireducens together with uncultured species of Actinobacterium 
and Bacteroidetes. Chu et al. (2011) on the other hand, did not observe such a co-existence. 
They affiliated most clones found in a suspended sludge system treating fermented 
molasses with HRT raging from 0.33 d to 0.083 d to C. butyricum, Megasphaera sp. and 
Corynebacterium glutamicum. In the case of defined substrate, Kim et al. (2006) obtained the 
optimum hydrogen yield when a LAB (Bacillus racemilacticus) together with Clostridium 
species were dominant in the system.  
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The dominance of the lactic acid bacteria Sporolactobacillus, Olsenella, along with hydrogen 
producing C. tyrobutyricum, C. butyricum and Clostridium sp strain S6 was observed in a 
Continuously Stirred Tank Reactor (CSTR) at pH 5.5 and HRT of 1 d yielding 
1.24 mol H2/mol hexose (Wongtanet et al., 2007). The bacterial population examination 
confirmed in this case a symbiosis between the lactic acid and hydrogen producing bacteria, 
too. In another work (Ohnishi et al., 2010), in which kitchen waste containing lactate was 
used as substrate, lactic acid removal was also observed along with carbohydrate 
degradation during hydrogen production in an Anaerobic Sequencing Batch Reactor. The 
phylogenetic analysis affiliated the dominant bacteria to the genera of Lactobacillus, 
Selonomonas, Veillonella and Megasphaera, which belong to the phylum of Firmicutes, to 
Prevotella genus of the phylum of Bacteroidetes and to Atopobium and Bifidobacterium of the 
Actinobacteria phylum. Hydrogen production has been attributed, due to the absence of 
Clostridium species, to Megasphaera by simultaneous utilization of the carbohydrates and the 
lactate contained in the initial feed and produced by the LAB Lactobacillus present in the 
system and which in return as aerotolerant bacterium consumed residual oxygen for 
establishing a suitable milieu for the anaerobe Megasphaera and supplying it with lactate for 
hydrogen production. 
 

Affiliation 
Phase 

Seed Seed DI DII DVI DVII 
Eubacterium species 

Carnobacterium sp. AT12 o  
Lactobacillus fermentum o  
Lactobacillus delbrueckii 
subsp. Bulgaricus 

 o o o   

Uncultured Burkholderiales 
bacterium clone CA38 

 o     

Lactobacillus mucosae o o 
Lactobacillus casei o 
Sporolactobacillus sp. MB-051 o o o 
Olsenella sp. oral taxon 809 o o  

Clostridium species 
Clostridium butyricum + + + + + + 
Clostridium peptidivorans +  
Clostridium disporicum +  
Clostridium sp. 2NR375.1 + +  
Clostridium intestinale +  
Clostridium tyrobutyricum + + + 
Clostridium ljungdahlii +/- +/- 

Table 6. Allocation of the microbial species to the seed sludge and the operation phases DI to DVIIIe. 
Microbial population has been simplified to species level. Symbols: “o” no hydrogen production or 
consumption. “+/-“ some strains can produce hydrogen. “+” hydrogen production and “-“ hydrogen 
consumption 
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In an other investigation (Hung et al., 2011b), it was also suggested that the facultative 
anaerobes of Streptococcus sp. and Klebsiella sp. found in the granular sludge of hydrogen 
producing fermentors seeded with untreated sewage sludge, maintained the strict anaerobic 
conditions required by the Clostridium species for hydrogen production. In the work of Kim et 
al. (2009), a CSTR seeded with thermally pre-treated sludge at 95 °C for 15 min was operaterd 
at OLR of 50 g COD / (L∙d), HRT of 0.5 d, pH regulated at 5.3 and temperature at 35 °C. In this 
case also, a symbiosis of hydrogen producing clostridia with the lactic acid bacteria L. 
delbruecki and Lactococcus lactis was observed. Such an enhancing symbiosis can not be 
excluded that also takes place in the system of this work, so that the residual dissolved oxygen 
of the water added into the system could be removed. More over, the possibility of a 
secondary fermentation by C. tyrobutyricum present in most of the experimental phases and 
facilitated by the production of lactate by the LAB as described in our previous work 
(Mariakakis et al., 2011) and later demonstrated (Wu et al., 2012) has to be considered, too.  

In any case, this symbiosis reduces the available substrate for hydrogen production. 
Furhtermore, in this work, it was not beneficial to hydrogen production in the phases with 
long HRTs, but deteriorated or even completely inhibited it. Lactobacilli possess the potential 
of inhibiting other microorganisms by different mechanisms. Their fermentation products 
consist mainly of lactic and acetic acid, which reduce the pH which on its side reduce their 
dissociation degree. In the presence of oxygen many species such as L. lactis and L. bulgaricus 
can produce H2O2, which is bacteriocidal for gram negative and bacteriostatic for gram 
positive bacteria (de Vos, 2009). They can produce bacteriocins, proteinaceous substances with 
bactericidal effect on microorganisms closely related to the producer. Most probable each 
Lactobacillus species has strains that can produce bacteriocins. Among the organisms that have 
been found in the present work L. casei and L. fermentum can produce bacteriocins that are 
inhibiting other lactobacilli (Dworkin et al., 2006). Nevertheless, it was demonstrated that 
bacteriocins can hinder non-closely related microorganisms, too. For instance, an inhibition 
effect of L. lactis on C. tyrobutyricum due to the excretion of the bacteriocin nisin Z was detected 
(Rilla, 2003) and of L. paracasei on C. acetobutylicum and C. butyricum (Noike, 2002). It can not be 
excluded that the lactobacilli present on this work exert a similar effect on the clostridia 
species. There are also some bacteriocin-like substances produced by lactobacilli, such as 
bulgarican produced by L. delbrueckii subsp. bulgaricus that can inhibit a wide range of non 
related pathogenic gram negative bacteria. L. delbrueckii, L. fermentum and L. casei are also 
capable of producing bacteriophages that can cause cell lysis (Dworkin et al., 2006). L. casei, L. 
fermentum and L. bulgaricus have been also identified in this work, so an edverse effect can not 
be excluded as in several other works has been suggested. It has been proposed that L. 
ferintoshensis and L. paracasei present along with Clostridium sp. and Coprothermobacter sp. in 
untreated digester sludge negatively influenced hydrogen production (Kawagoshi et al., 2005). 
The same was suggested for Sporolactobacillus sp. that was present in an anaerobic sequencing 
batch reactor seeded with heat pre-treated sludge and operated at pH 5.0 using sweet 
sorghum syrup as substrate at OLR of 25 g sugar/(L∙d) (Saraphirom & Reungsang, 2011). They 
justified it by their ability to produce bacteriocins as Noike et al. (2002) suggested. None of 
these substances has been monitored, so a possible accumulation in concentrations that are 
inhibiting to the clostridia can only be determined by a general parameter as the COD. 
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Affiliation 
Phase 

D1 D2 D3 D4 D5 D6 D7 
Eubacterium species 

Marine bacterium SJ-BF7 o   
Olsenella sp. oral taxon 809 o o o o o  
Lactobacillus mucosae o o o o o o 
Sporolactobacillus sp. MB-051 o o o   
Clostridium tyrobutyricum  + 

Clostridium species
Clostridium ljungdahlii +/- +/- +/- +/- +/- +/- +/- 
Clostridium butyricum +   
Clostridium tyrobutyricum + + + + + 

Table 7. Allocation of the microbial species to the seed sludge and the operation phases D1 to D7. Microbial 
population has been simplified to species level. Symbols: “o” no hydrogen production or consumption. “+/-“ 
some strains can produce hydrogen. “+” hydrogen production and “-“ hydrogen consumption 

In most cases, heat treatment of the seed sludge was applied, but it was not sufficient to 
inhibit the growth of lactic acid bacteria, although they can not form spores and it has been 
demonstrated in vials that heat treatment between 50 °C and 90 °C is sufficient (Noike et al., 
2002). For instance, L. delbrueckii and L. fermentum were able to be identified at batch 
experiments producing hydrogen seeded with activated sludge and digester sludge 
thermally pre-treated at 65 °C for 30 min (Baghchehsaraee et al., 2010; Hafez et al., 2010). It 
seems that with increasing inoculum quantity, thermal treatment becomes less effective and 
it can not hinder the co-dominance and activity of lactic acid bacteria.  

4. Conclusion 

Hydrogen production by molasses could be successfully carried out in large lab-scale 
reactors for a period longer than 180 d and under variable combinations of OLR and HRT. 
The maximum H2 yield obtained was 1.53 mol H2/mol hexose for HRt of 1 d and OLR of 
36.1 g sucrose/(L∙d). Improvement of the hydrogen production yield of 28%was achieved 
by the addition of Fe2+ to an end concentration of 1000 mg/L. In figure 7 the acquired 
hydrogen yields of all phases as a function of the operation parameters HRT and OLR, 
along with a suitable range of combination of these parameters, as determined in the 
current work, are presented. Combinations resulting to COD concentrations higher than 
50 g/L (phase D3), was showed to be inhibitory to H2 production. Reason was not the 
undissociated form of acids, but most probably the production and accumulation of 
bacteriocidal or bacteriostatic substances, excreted by the LAB. The second line indicates 
the combination for which the process becomes unfavorable in terms of substrate 
utilization efficiency and hence can not be considered as cost effective. The applied seed 
sludge pre-treatment and reactor start-up methods were successful in enriching the 
biomass in hydrogen producing microorganisms and killing methanogenic 
microorganisms that are detrimental to H2 production. Nevertheless, H2 production has 
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been carried out parallel to lactic acid metabolism, which was driven either by the 
presence of LAB, or by the hydrogen producing clostridia due to iron Fe2+ limitation. A 
co-existence of clostridium species with lactic acid bacteria seems to be unavoidable, even 
for extensive pre-treatment of the seed sludge. Lactic acid bacteria influence the system 
primarily by consuming the substrate available for hydrogen production. The co-existence 
of clostridia and LAB though, seems to become beneficial to hydrogen production at 
HRTs in the range of 0.5 d to 1 d by supplying certain clostridia genera that are capable of 
performing secondary fermentation with substrate and/or by removing the residual 
dissolved oxygen from the system and hence establishing an appropriate milieu for the 
growth of clostridia. For the successful technical implementation of hydrogen production, 
for which process control is complex and oxygen in trace concentrations is to be expected, 
this symbiosis may be regarded as pre-requisite. The exact extent, to which the LAB 
contribution is beneficial and not adverse, requires the quantification of the biomass for 
the allocation of the metabolic products to specific microbial species and the monitoring 
of the concentrations of possible inhibiting substances.  

 
Figure 7. Suitable range of OLR-HRT combination for fermentative hydrogen production by molasses 
at pH 5.5 
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1. Introduction 

The use of fossil fuels for energy supply in the world has caused various global 
environmental problems. For this reason it is becoming progressively more important to 
find ways of providing environmentally friendly energy. One promising alternative to fossil 
fuels is hydrogen, due to the importance as a clean source of energy, as well as, the 
increased demand in chemical industry [1; 2]. Also, fuel cells have recently attracted much 
attention as a potential device for energy transformation. Their performance is based on a 
clean process, without forming harmful by-products such as sulphur oxides and nitrogen 
oxides, while having a highly efficient energy transformation compared to conventional 
power generation processes as in heat engines. Hydrogen is a promising fuel for fuel cells 
and can be produced by steam reforming of natural gas, methanol and gasoline. At present, 
most of the world's hydrogen is produced from natural gas (~97 % CH4) by a process called 
steam reforming [3-8]. The primary ways in which methane, is converted to hydrogen 
involve reaction with either steam (steam reforming), oxygen (partial oxidation), or both in 
sequence (autothermal reforming). In practice, gas mixtures containing carbon monoxide, 
carbon dioxide and unconverted methane. Reaction of carbon monoxide with steam (water-
gas shift) over a catalyst produces additional hydrogen and carbon dioxide, and after 
purification, high-purity hydrogen is recovered. This reaction is highly endothermic. 
Although stoichiometry for the SRM suggests that only one mole of water is required for 
one mole of methane (CH4 + H2O→CO + 3H2), usually excess steam is used to reduce carbon 
formation. In most cases, carbon dioxide is vented into the atmosphere today, but there are 
options for capturing it in centralized plants for subsequent sequestration. However, steam 
reforming of methane does not reduce the use of fossil fuels and it still releases carbon to the 
environment in the form of CO2. Thus, to achieve the benefits of the hydrogen economy, it is 
necessary produce hydrogen from non−fossil resources, such as water, methanol or ethanol 

© 2012 Pérez-Hernández et al., licensee InTech. This is a paper distributed under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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using a renewable energy source. Among the different feedstocks available, alcohols are 
very promising candidates because these are easily decomposed in the presence of water 
and generate hydrogen-rich mixture at a relatively lower temperature. Steam reforming (SR) 
of methanol has been extensively studied in recent years [1–7]. Methanol has a low boiling 
point, a high hydrogen/carbon ratio and no C–C bonds, and can therefore be reformed at a 
relatively low temperature, reducing the risk of coke formation during the reaction [9]. 
Moreover, as methanol can be produced from renewable sources, its reforming does not 
contribute to a net addition of CO2 to the atmosphere. Methanol can be converted to 
hydrogen by the following three reactions: 

Partial oxidation of methanol 

 1
3 2 2 2CH OH  0.5O  2H  CO         H    192 kJ mol−+ = + Δ ° = −  (1) 

Steam reforming of methanol 

 1
3 2 2 2CH OH  H O  3H  CO        H   50 kJ mol−+ = + Δ ° =  (2)  

Oxidative Steam Reforming of Methanol  

 1
3 2 2 2 2CH OH  1 / 2H O  1 / 4O  CO  5 / 2H        H   0 kJ mol−+ + = + Δ ° =  (3) 

Most studies reported in the literature for the steam reforming reaction were on the 
application of CuO/ZnO-based and CuO/ZnO/Al2O3-based catalysts [10-12]. Alumina is 
generally added to the catalysts to improve their surface area and mechanical strength, and 
to prevent catalyst sintering [13]. The in situ characterization of CuO/ZnO reveals that the 
interaction of Cu and ZnO has a pronounced effect on the catalytic activity [14; 15]. Zinc 
oxide is known to improve the dispersion of Cu and the reducibility of CuO. The 
improvement of reducibility has been proposed as a possible cause of the good activity of 
CuO/ZnO-based catalysts [16]. However, some researchers have proposed that the main 
reason is the improvement in the adsorption properties, including the adsorption of 
methanol [17] and the spillover of both hydrogen from Cu to ZnO [18] and oxygen species 
from ZnO to Cu [19]. ZrO2 addition to Cu-based alumina-supported catalysts has been 
shown to increase methanol conversion and reduce CO yields [9; 20]. However, it has been 
noted that the metal–support interactions in Cu/ZrO2 are different than in the more 
conventional Cu/ZnO catalysts [21]. Some authors even describe a ‘‘synergy’’ between the 
Cu and ZrO2 [13]. The higher activity of Cu-ZrO2 catalysts has also been attributed to the 
stabilization of Cu2O on the surface of the reduced catalysts or during the reaction [22; 23]. It 
is believed that the formation of Cu2O leads to both more active and more durable catalysts, 
since Cu2O is less susceptible to sintering compared with Cu metal [22; 23]. Cu+ species have 
also been observed in CeO2-containing Cu catalysts [24; 25] and isolated Cu2+ in lattice sites 
or in surface sites forming a nano-sized two-dimensional structure [26]. Addition of CeO2 to 
Cu/Al2O3 catalysts has also been shown to increase methanol conversion, decrease CO 
selectivity and increase catalyst stability [27]. Due to this a strong effort has been directed to  
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increase the overall efficiency of CeO2 for different applications. CeO2 has been widely used 
in purifying vehicle exhausts and became the most important rare oxides for NOx reduction 
with CO or hydrocarbons [28; 29]. Numerous studies of ZrO2 or CeO2 promoted Cu-based 
methanol steam reforming catalysts are available in the literature [10; 12; 21; 25; 27; 30-34]. 
However, comparing results between studies is challenging since the reaction evidently is 
very sensitive to the catalysts used and large differences in Cu loadings and catalyst 
compositions have been reported. For example, the copper concentrations on these types of 
catalysts have been varied from a few percent in some publications [35; 36] up to 70% or 
above in others [13]. Other studies related with nickel based catalysts on the methanol 
reforming process has been reported [37-39] or ethanol (SRE) as an H2 source [40-44]. 
Navarro et al. [45] studied the oxidative reforming of hexadecane over Ni and Pt catalysts 
supported on Ce/La-doped Al2O3. They found for both Ni and Pt catalysts, higher specific 
activity when active metals were supported on alumina modified with cerium and 
lanthanum. However, the catalytic activity and H2 selectivity observed on Ni-based catalysts 
were higher than on Pt-based catalysts. Recently, Pd-ZnO catalyst systems have been 
reported to be active and selective for MSR after pre-reducing with H2 [46-48] and Pd 
supported on ZrO2-TiO2 [49]. Other catalytic systems containing highly dispersed gold have 
received great interest from both experimental and theoretical points of view. The role of 
metal oxide is to stabilize the gold nanoparticles and make the reaction take place on the 
gold surface reaction. Due to their high catalytic activity, particularly in CO oxidation at low 
temperature [50] gold-base catalysts are considered promising candidates for hydrogen 
production, through methanol decomposition and water-gas shift (WGS) reactions [51-54] 
catalytic combustion of volatile organic compounds (VOCs) [55], selective oxidation of CO 
in H2-rich gas [56], adsorption of CO on Au/CeO2 catalysts [57]. Methanol steam reforming 
for H2 production has been not studied extensively with Au-base catalysts. Nevertheless, 
some gold-base catalysts has shown high activity for methanol oxidation at 373 K but low 
H2 production as a function of time on stream [58]. On methanol decomposition was 
reported that gold supported on Al2O3 was most active than on the CeO2, however, on the 
last catalyst the H2 selectivity was better than on the former catalyst on the range 
temperature of 300 to 500 °C [58]. But, when water was added in the feed they observed a 
slight increase in the methanol conversion and, changes in the products distribution. The 
catalytic activity of the Au-Ag/CeO2 catalyst and silver supported on ZnO 1D rods catalysts 
on the steam reforming methanol reaction for hydrogen production was reported [59-61]. 
The catalytic activity on Ag/ZnO sample with low Ag content showed better performance 
on the SRM reaction than on high silver loading catalyst. So, the sample with small Ag 
particle size showed best performance in methanol conversion than catalyst with big Ag 
particle size. Our group has previously studied the effect of nickel-copper addition to ZrO2 
by impregnation method and compared the catalytic activity of these bimetallic Cu/Ni 
catalysts on the oxidative steam reforming of methanol to produce H2 [39]. The reactivity of 
the catalysts showed that the bimetallic samples prepared by successive impregnation had 
highest catalytic activity among all the catalysts studied. 
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The goal of this chapter is showed the effect of the metal copper or nickel addition to CeO2 
prepared by co-impregnation and sequential impregnation. Catalytic performance in 
oxidative steam reforming of methanol for the three Cu–Ni catalysts was compared with 
corresponding monometallic Cu and Ni catalysts, and Au/CeO2 catalysts. The comparison is 
also made with characterization results obtained by BET (N2 adsorption–desorption), SEM 
(Scanning Electron Microscopy), EDX (Energy Dispersive X-ray Spectroscopy), XRD (X-ray 
Diffraction), TEM (Transmission Electron Microscopy) and TPR (Temperature Programmed 
Reduction). In addition, the relation between the structure of bimetallic particles and 
catalytic performance in oxidative steam reforming of methanol is discussed. 

2. Experimental 

2.1. Synthesis of the catalysts 

The CeO2 synthesis was done using the precipitation method of the Ce(NO3)3•6H2O 
(Aldrich) in NH4OH (Fluka) at room temperature (r.t.).  

 ( ) ( )3 2 4 4 3 23 4
8Ce NO •6H O  22NH OH  8Ce OH   23NH NO  41H O+ ↔ ↓ + +  (4) 

 ( ) 2 24
Ce OH  CeO  2H OΔ⎯⎯→ +  (5) 

The solid obtained was dried at 100 °C and then heated at 650°C for 5 hours in air stream. The 
prepared supports were impregnated with a solution of NiCl2•6H2O, and another with a 
solution of Cu(CH3-CO2)2•H2O at an appropriate concentration to yield 3 wt% of copper and 
nickel respectively. Three bimetallic samples were prepared at 50%Cu and 50%Ni respectively 
to obtain 3 wt. % of total metallic phase. For the first sample, CeO2 support was successively 
impregnated with an aqueous solution of Cu(CH3COO)2•H2O (Merck), after that, the excess of 
water was removed at 80 °C under constant stirring and the catalyst was dried at 110 ºC and 
calcined at 500 °C for 2 h followed by cooling down to r.t. Then, an aqueous solution of 
NiCl2•6H2O was added and the resulting solid was calcined at the same temperature and 
time. The as prepared catalysts will be referred as Ni/Cu/CeO2. For the second catalyst, the 
synthesis procedure was changed to the above sample mentioned. The labeling of this catalyst 
will be referred as Cu/Ni/CeO2. The third sample (Cu-Ni/CeO2) was prepared by using a 
simultaneous impregnation (also called co-impregnation): an aqueous solution of 
Cu(CH3COO)2 and NiCl2•6H2O were added to CeO2 and calcined at 500 °C for 2 h. All the 
samples were reduced at 400 °C using a mixture of H2 (5%)/He (50 mL/min) stream for 1 h 
before characterization, except for TPR technique in which the sample was calcined. 

2.2. Characterization 

The details of catalysts characterization have been reported in our earlier reports [26; 28; 37; 
38; 49; 59; 61-64]. Nitrogen adsorption-desorption of the samples was measured at -196 C on 
a Belsorp-max Bel Japan equipment. Prior to the measurements the samples were degassed 
at 150 °C for 1 h. The surface area and pore size distribution were determined using the BET 
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(Scanning Electron Microscopy), EDX (Energy Dispersive X-ray Spectroscopy), XRD (X-ray 
Diffraction), TEM (Transmission Electron Microscopy) and TPR (Temperature Programmed 
Reduction). In addition, the relation between the structure of bimetallic particles and 
catalytic performance in oxidative steam reforming of methanol is discussed. 

2. Experimental 

2.1. Synthesis of the catalysts 

The CeO2 synthesis was done using the precipitation method of the Ce(NO3)3•6H2O 
(Aldrich) in NH4OH (Fluka) at room temperature (r.t.).  

 ( ) ( )3 2 4 4 3 23 4
8Ce NO •6H O  22NH OH  8Ce OH   23NH NO  41H O+ ↔ ↓ + +  (4) 

 ( ) 2 24
Ce OH  CeO  2H OΔ⎯⎯→ +  (5) 

The solid obtained was dried at 100 °C and then heated at 650°C for 5 hours in air stream. The 
prepared supports were impregnated with a solution of NiCl2•6H2O, and another with a 
solution of Cu(CH3-CO2)2•H2O at an appropriate concentration to yield 3 wt% of copper and 
nickel respectively. Three bimetallic samples were prepared at 50%Cu and 50%Ni respectively 
to obtain 3 wt. % of total metallic phase. For the first sample, CeO2 support was successively 
impregnated with an aqueous solution of Cu(CH3COO)2•H2O (Merck), after that, the excess of 
water was removed at 80 °C under constant stirring and the catalyst was dried at 110 ºC and 
calcined at 500 °C for 2 h followed by cooling down to r.t. Then, an aqueous solution of 
NiCl2•6H2O was added and the resulting solid was calcined at the same temperature and 
time. The as prepared catalysts will be referred as Ni/Cu/CeO2. For the second catalyst, the 
synthesis procedure was changed to the above sample mentioned. The labeling of this catalyst 
will be referred as Cu/Ni/CeO2. The third sample (Cu-Ni/CeO2) was prepared by using a 
simultaneous impregnation (also called co-impregnation): an aqueous solution of 
Cu(CH3COO)2 and NiCl2•6H2O were added to CeO2 and calcined at 500 °C for 2 h. All the 
samples were reduced at 400 °C using a mixture of H2 (5%)/He (50 mL/min) stream for 1 h 
before characterization, except for TPR technique in which the sample was calcined. 

2.2. Characterization 

The details of catalysts characterization have been reported in our earlier reports [26; 28; 37; 
38; 49; 59; 61-64]. Nitrogen adsorption-desorption of the samples was measured at -196 C on 
a Belsorp-max Bel Japan equipment. Prior to the measurements the samples were degassed 
at 150 °C for 1 h. The surface area and pore size distribution were determined using the BET 
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and BJH methods respectively. HRTEM and local chemical analysis of the bimetallic 
nanoparticles were carried out in a JEM 2200FS microscope with a resolution of 0.19 nm and 
fitted with an energy dispersive X-ray Spectrometer (NORAN) and a JEM 2010-HT with a 
point resolution of 0.19 nm fitted with an EDX microprobe Thermo-scientific. JEOL-2010 
microscope with a point resolution of 0.19 nm fitted with an NORAN microprobe Thermo-
scientific. The samples were dispersed in isopropanol and a drop of such a solution was 
placed onto copper and gold 300 mesh grids. Surface properties of the catalysts were 
studied by CO adsorption followed by DRIFT (Fourier Transform Infrared Spectroscopy). 
Experiments were done in a Nicolect Nexus 470 Spectrometer equipped with 
environmentally controlled Spectra Tech DRIFT (Diffuse Reflectance Infrared Fourier 
Transform) cell with KBr windows. For each experiment, 0.025 g of the sample was packed 
in the sample holder and pretreated in-situ under H2 flow (30 mL/min) at 300 °C for 1 h. 
After this treatment the sample was purged with helium flow for half hour and cooled to 
room temperature in the same gas atmosphere before admittance for 5 min a flow (30 
mL/min) of 2.5 %CO diluted in He. Afterwards, pure He was allowed to flow in the system 
to eliminate the residual CO gas. Spectra were collected from 128 scans with resolution of 4 
cm-1. For all catalysts a FTIR spectrum was obtained by making reference to the freshly 
reduced solid prior to CO adsorption. The spectrum of dry KBR was taken for IR single-
beam background subtraction. Oxidative steam reforming of methanol was carried out at an 
atmospheric pressure by placing the fixed bed flow reactor (8 mm i.d.) in an electric furnace 
consisting of two heating zones equipped with omega temperature controllers, using a 
commercial flow system RIG-100-ISRI. Prior to OSRM reaction, 0.05 g of catalyst diluted in 
0.150 g of SiC was reduced in situ, using a stream of H2 (50 mL/min) increasing temperature 
from room to 400 °C with a heating rate of 10 °C/min and holding this temperature for 1h. A 
thermocouple in contact with the catalytic bed was utilized in order to monitor and control 
the temperature inside the catalyst. For the reaction, O2 (5%)/He mixture (50 mL/min) and 
150 mL/min of He was passed through stainless steel saturator containing methanol and 
water mixture (we use a hot line in the saturator in order to maintain constant the 
temperature ~ 25 °C). This gas was added by means of a mass flow controller (RIG-100). The 
total flow rate was kept at 200 mL/min. Reaction products were analyzed by Gow-Mac 580 
Gas chromatograph with thermal conductivity detector equipped with two columns system 
(molecular sieve 5 Å and Porapack Q columns), double injector controlled by Clarity 
software V.2.6.04.402 and TCD. The first column was used to separate the gaseous products 
such as H2, O2, CH4 and CO. The second column was used to separate water, methanol, 
methyl formate (MF) and CO2. All the reported data were collected after a run time of 7 h. 
The following equations were used to determine the methanol conversion and selectivity: 
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The subscripts in and out indicate the inlet and the outlet concentrations of the reactants or 
products. 

3. Results  

3.1. Ni/Cu/CeO2 system 

3.1.1. Textural properties of the Cu-Ni/CeO2 system 

Table 1 showed the textural properties of the catalytic materials obtained from N2 
physisorption measurement at temperature of liquid nitrogen. It showed that doping the bare 
CeO2 support with copper or nickel to obtain the monometallic catalysts, results in a slight 
decrease on the BET surface area. The same effect was observed on the bimetallic samples, 
when Cu and Ni were impregnated by successive or co-impregnation method on the CeO2. 
Typical SEM image with backscatter analysis of the as-synthesized Cu-Ni/CeO2 catalyst 
prepared by co-impregnation method is present in Fig. 1. It showed that the sample is 
composed by irregular particles. It is important to mention that the bare CeO2, as well as, the 
other catalysts under study had the same morphology, as the sample present on Fig. 1. This is 
expected because we used the CeO2 previously stabilized at 650 °C to obtain the catalysts. 
 

Sample m2/g
CeO2 40.1 
Cu/CeO2 34.5 
Cu/Ni/CeO2 25.7 
Cu-Ni/CeO2 30.4 
Ni/Cu/CeO2 27.5 
Ni/CeO2 28.6 

Table 1. Specific surface area (BET) of the Ni/Cu-base catalysts. 

 
Figure 1. Typical SEM image of the fresh Ni-Cu/CeO2 prepared by co-impregnation. 
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3.1.2. Crystalline phases of the Cu-Ni/CeO2 catalysts 

Fig. 2 showed the XRD patterns of the Ni/Cu/CeO2 catalysts after thermal treatments 
(calcination and reduction). XRD patterns of the Ni/Cu-base catalysts yield a typical cubic 
fluorite structure of ceria, in addition, diffraction peak attributed to the metallic Ni was 
observed at 2Θ= 44.735 on the Ni/CeO2 sample, indicating that NiO was completely reduced 
to metallic Ni below 500 °C. On Cu/CeO2 sample diffraction-peaks of metallic Cu were 
observed at 2Θ = 43.317 and 50.449 (JCPDS 85-1326) respectively. On the bimetallic samples, 
diffraction peaks of Cu, Ni or Cu-Ni alloy were not observed, although the samples suffer 
different thermal treatments; this could be due to its low metal concentration (3.0 wt %) or 
because the particle size of the active phase is below of the detection limit of the technique. 
On samples with 3 wt. % of Cu/Ni supported on ZrO2 [39] was observed the same effect. So, 
no diffraction peaks of metallic phase were observed by XRD technique.  

 
Figure 2. XRD patterns of the Ni/Cu/CeO2 catalysts. [*] cubic -CeO2 

3.1.3. Temperature-programmed reduction of the Cu-Ni-base catalysts supported on CeO2  

Hydrogen consumption curves of the fresh bimetallic Cu/Ni-base catalysts and samples 
after catalytic reaction are shown in Fig. 3. Although the position of the reduction peaks 
strongly depends of the particle size or the interaction between metal active phase and the 
support, the TPR profiles of the catalytic materials are included for comparison. TPR profile 
of the bare CeO2 sample showed a broad peak above 500 °C, this is assigned to reduction of 
surface ceria. Calcined CuO/CeO2 catalyst showed three reduction peaks below 300 °C  
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Figure 3. Temperature-programmed reduction profiles of the fresh Cu/Ni/CeO2 catalysts (solid line) 
and samples after catalytic reaction (clear line). 

indicating the presence of different kinds of Cu species formed during the preoxidation step 
[26; 63]. Peaks below 200 °C were attributed to reduction of highly dispersed CuO and the 
peak above 200 °C was associated with the reduction of the CuO bulk. The NiO/CeO2 
catalyst showed a sharp reduction peak at around 400 °C and may be attributed to reduction 
of NiO to metallic Ni crystallites. This temperature is higher than that the reported in 
previous work [38] for a similar catalyst. In that case the Nickel precursor was 
Ni(NO3)2•6H2O which indicates different interaction between NiO and CeO2. TPR profile of 
the bimetallic catalysts showed reduction peaks at lower temperature than Ni/CeO2 catalyst. 
It has been reported that NiO supported, could be reduced at low temperatures when Cu or 
Pt are presented [37; 39; 65]. Because, Cu or Pt causes spillover of hydrogen onto Ni, 
inducing a simultaneous reduction of both, copper (platinum) oxide and NiO, causing a 
shift in the reduction of the active phase at low temperatures. In addition, it has been 
suggested that the first reduction peak observed in the TPR profile of the bimetallic catalyst, 
corresponded to the reduction of adjacent Cu and Ni atoms, which could be forming a 
bimetallic phase [37; 39; 65]. This finding indicates that the bimetallic phase had different 
interaction with the support and promoted the nickel reduction at lower temperatures and 
slows the copper reduction. In addition, it is clear that the bimetallic samples prepared by 
successive impregnation showed a broader reduction peak at higher temperatures than that 
for the Cu/CeO2 sample, suggesting a broad particle size distribution, and slightly lower 
than Ni/CeO2 sample. On the other hand, the TPR profiles of the Ni/CeO2 and Ni-Cu/CeO2 
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samples showed a sharp reduction peak than the rest of the samples. The sharp peak 
observed on theses samples corresponds to high uniformity in the Ni crystallite size. TPR 
profiles of the samples after catalytic reaction showed lower H2 consumption, indicating that 
under OSRM conditions the active phase is partial oxidized. On Cu/CeO2 samples was 
found by EPR technique the presence of the ion Cu2+ forming a nano-sized two-dimensional 
structure after OSRM reaction [26; 66; 67]. Oguchi et al. [22] observed a reduction peak on 
the CuO/ZrO2 sample post-reaction. They concluded that the Cu2O catalyst was stabilized 
during the SRM reaction. Turco et al. [68] suggested that there was a zone within the 
catalytic bed where the catalyst is oxidized, and another zone where it was reduced. This 
phenomena could be occurred on our samples, because, generally in oxidative steam 
reforming process, evidence suggest that the front of the catalyst bed is partially oxidized 
and the downstream of the catalyst bed remains in the reduced state. 

3.1.4. DRIFTS of CO adsorption 

In situ DRIFT spectra of the monometallic Ni/CeO2 and Cu/CeO2 samples and the three 
bimetallic Cu/Ni-base samples exposed to a 2.5%CO/He gas mixture recorded at room 
temperature with the aim to evaluate the influence of the metal addition to CeO2 on the 
type and amount of different surface species. Fig. 4 shows an infrared spectrum in the 
2200–2000 cm−1 regions of the Cu/Ni-base catalysts. The CO absorption band was 
observed at 2130 and 2100 cm-1 on the Ni/CeO2 and Cu/CeO2 samples respectively. It is 
generally acknowledged that carbonyl bands at wavenumbers lower than ca. 2115 cm-1 are 
due to carbonyl species adsorbed on metallic copper particles [69] while those at higher 
wavenumber correspond to carbonyls adsorbed on oxidized copper sites, so, the 
wavenumber increasing with the copper oxidation state. Variations in the frequency of 
these carbonyls have been related to changes in the nature of the exposed faces (i.e., in the 
degree of coordination of the copper centers). The main component at 2100 cm-1 was 
associated to CO adsorption on Cu sites of stepped particles (i.e., ‹110› plane) [70]. The 
band at 2135 cm-1 observed on the bimetallic samples was close to Ni/CeO2 catalyst, 
although it is slightly shifted to higher wavenumbers but it is virtually the same 
independently of the Cu and Ni addition to CO2. In these bimetallic samples the 
absorption band corresponding to CO adsorption on Cu is totally suppressed (Fig. 4b). 
This finding suggests that the bimetallic samples are richer with Ni atoms in the surface of 
the catalysts. On the other hand, the high intensity in the CO-band observed on the 
bimetallic samples than monometallic catalysts could be associated to major dispersion of 
the metal active phase on the CeO2. Differences in the CO-chemisorption were observed 
on the region of 1800–1000 cm−1 (Fig. 4c). CO chemisorption on the reduced surface CeO2 
and Mo/CeO2 samples showed bidentate carbonate (as-1340, s-1680 and as-1320, s-1690 
cm–1), bicarbonate (1220, s-1460, s-1490 and as-1630 cm–1), and bridged carbonate (as-1285 
and s-1750 cm–1) [71; 72]. No bands for the carbonate-like species was detected in the 
region of 1800–1000 cm−1 on the bimetallic samples prepared by successive impregnation 
as well for Cu/CeO2 sample which indicates that CO does not adsorb on these materials. 
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Figure 4. Diffuse reflectance FTIR spectra of CO adsorbed on monometallic-a and bimetallic-b catalysts. 
CO-absorption region of 1800–1000 cm−1 on all samples-c. 

3.1.5. Catalytic activity of the Cu-Ni/CeO2 catalysts on the OSRM reaction 

The effect of the Cu and Ni addition to CeO2 was evaluated on the oxidative steam 
reforming of methanol (OSRM) reaction from 200 to 400 °C. Fig. 5a-b summarizes the results 
of the CH3OH conversion and H2 selectivity over various catalysts as a function of the 
reaction temperature. It is clear that the bare-CeO2 showed poor catalytic activity at the 
maximum reaction temperature. In general in all the samples the methanol conversion 
increased with an increase in the reaction temperature but, it is different when Cu and/or Ni 
were impregnated to CeO2. At the beginning of the reaction the Cu/CeO2 catalyst showed 
better methanol conversion than the other samples. When the temperature was raising at 
300 °C the Cu/CeO2 and the bimetallic Cu-Ni/CeO2 (prepared by co-impregnation) catalysts 
had the same methanol conversion (40 %). Following by the bimetallic samples prepared by 
successive impregnation and the worst catalyst for methanol conversion was the Ni/CeO2 
sample. At the maximum reaction temperature the methanol conversion showed the 
following order: Ni/CeO2 > Cu-Ni/CeO2 > Ni/Cu/CeO2 > Cu/Ni/CeO2 > CeO2. In previous 
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study was observed that when Ni was supported on CeO2 it showed better methanol 
conversion than Ni/ZrO2 sample [38]. López et al. [39] reported that the Ni/Cu/ZrO2 and 
Cu/Ni/ZrO2 catalysts prepared by successive impregnation, showed high catalytic activity 
and H2 selectivity than bimetallic sample prepared by simultaneous impregnation and the 
monometallic catalysts on the OSRM reaction. They calculated the reactivity of the model 
catalysts prepared by successive impregnation and observed that the band gap of the 
bimetallic models decreases, then, an electron transfer mechanism is favored at the interface 
between the bimetallic structures and the support, facilitating the redox properties of the 
catalysts, giving a higher OSRM activity [39]. In our case, we observed that the Ni/CeO2 and 
Cu-Ni/CeO2 (prepared by co-impregnation) samples had the best catalytic activity at the 
maximum reaction temperature. On these samples was observed by DRIFT technique the 
CO-band at 1625 cm−1 which was not present on the other samples. This finding can be 
attributed that the CO adsorption, in the carbonate species range were not favored on the 
other catalysts, indicating that CO does not adsorb on these materials, and so there are some 
blockade sites for catalytic reaction. The selectivity towards H2 carried out at 200–400 °C on 
Cu-Ni-base catalysts supported on CeO2 catalysts increased progressively by increasing the 
reaction temperature. It is clear that the Ni/CeO2 and Cu-Ni/CeO2 catalysts showed higher 
selectivity toward H2 than the others samples. 
 

 
 

Figure 5. Methanol conversion of the Ni/Cu supported on CeO2-(a) and H2 selectivity-(b) 

3.2. Au/CeO2 system 

3.2.1. Experimental section 

CeO2 catalyst was prepared in advance by precipitation method. NH4OH (Baker) was 
added drop wise to an aqueous solution of (Ce(NO3)3•6H2O). The precipitated solid was 
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aged for 24 h and the residual liquid was removed by decanting, then the solid was dried 
at 100 °C for 24 h. The solid material was calcined at 100 °C 1h under an air stream and 
then at 500 °C for 5 h. The prepared support was impregnated with an aqueous solution 
of HAuCl4 at an appropriate concentration to yield 1 and 3 wt % of total Au in the 
catalysts. The samples were dried at 100°C for 1h and then calcined at 400 °C for 2h in 
static air and finally reduced with a H2(5%)/He stream at 350 °C 1h before the 
characterization and activity test. The labeling of different catalysts will be referred as 
follows: nAu/CeO2 where n = 1 and 3 wt. % of Au in the catalyst respectively. The steady-
state activity in the SRM reaction was performed in a conventional fixed-bed flow reactor 
(8 mm i.d.) using 0.1 g of the catalyst in a temperature range from 300 to 475 °C with steps 
of 25 °C with 6 h of stabilization time at each temperature and atmospheric pressure on an 
automatic multitask unit RIG-100 from ISR INC. The catalyst was first activated in a 
stream of H2 (60 mL/min) from room temperature to 350 °C with a heating rate of 
10°C/min and held at this temperature for 1h. A thermocouple in contact with the 
catalytic bed allowed the control of the temperature inside the catalyst was used. The 
sample was brought up to the reaction temperature in He and the reaction mixture was 
introduced. For the SRM reaction, He (60 mL/min, GHSV= 30,000 h-1 based on the total 
flow) was added by means of a mass flow controller (RIG-100) and bubbled through a 
tank containing mixture of water and methanol, the partial pressure of CH3OH and H2O 
was 9999.18 and 1699.86 Pa respectively. The molar ratio in the steam was CH3OH 
(1.95µmol)/H2O (1.97 µmol) = R ≈ 1.0 and the other concentration tested was CH3OH (4.7 
µmol)/H2O (1.97 µmol) = R ≈ 2.4. The effluent gas of the reactor was analyzed by gas-
chromatography (Gow-Mac 580 instrument) equipped with a two columns system 
(molecular sieve 5 Å and Porapack Q columns), double injector controlled by Clarity 
software V.2.6.04.402 and TCD. The first column was used to separate the gaseous 
products such as H2, O2, CH4 and CO. The second column was used to separate water, 
methanol, methyl formate (MF) and CO2. The GC analysis was performed in isothermal 
conditions (oven temperature = 100 ◦C). The equations used to determine the methanol 
conversion and selectivity was showed above. 

4. Results and discussion 

BET surface area calculated by the N2 adsorption-desorption through the single point 
method of the 1Au/CeO2 and 3Au/CeO2 catalysts after thermal pretreatments were 44 and 
34 m2/g respectively. Figure 6 (a, b) showed a representative area of the 1Au/CeO2 and 
3Au/CeO2 catalysts respectively. It showed that both samples are constituted by white spots 
identified as Au on large CeO2 particles. Among these catalysts the sample with high Au 
loading showed big Au nanoparticles (large white spots) than on the 1Au/CeO2 catalyst. 
Inset image in Figure 6a, showed an amplification of CeO2 support using FE-SEM technique. 
Under this analysis we found that the CeO2 is constituted by nanoparticles with diameters ∼ 
20 nm.  
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stream of H2 (60 mL/min) from room temperature to 350 °C with a heating rate of 
10°C/min and held at this temperature for 1h. A thermocouple in contact with the 
catalytic bed allowed the control of the temperature inside the catalyst was used. The 
sample was brought up to the reaction temperature in He and the reaction mixture was 
introduced. For the SRM reaction, He (60 mL/min, GHSV= 30,000 h-1 based on the total 
flow) was added by means of a mass flow controller (RIG-100) and bubbled through a 
tank containing mixture of water and methanol, the partial pressure of CH3OH and H2O 
was 9999.18 and 1699.86 Pa respectively. The molar ratio in the steam was CH3OH 
(1.95µmol)/H2O (1.97 µmol) = R ≈ 1.0 and the other concentration tested was CH3OH (4.7 
µmol)/H2O (1.97 µmol) = R ≈ 2.4. The effluent gas of the reactor was analyzed by gas-
chromatography (Gow-Mac 580 instrument) equipped with a two columns system 
(molecular sieve 5 Å and Porapack Q columns), double injector controlled by Clarity 
software V.2.6.04.402 and TCD. The first column was used to separate the gaseous 
products such as H2, O2, CH4 and CO. The second column was used to separate water, 
methanol, methyl formate (MF) and CO2. The GC analysis was performed in isothermal 
conditions (oven temperature = 100 ◦C). The equations used to determine the methanol 
conversion and selectivity was showed above. 

4. Results and discussion 

BET surface area calculated by the N2 adsorption-desorption through the single point 
method of the 1Au/CeO2 and 3Au/CeO2 catalysts after thermal pretreatments were 44 and 
34 m2/g respectively. Figure 6 (a, b) showed a representative area of the 1Au/CeO2 and 
3Au/CeO2 catalysts respectively. It showed that both samples are constituted by white spots 
identified as Au on large CeO2 particles. Among these catalysts the sample with high Au 
loading showed big Au nanoparticles (large white spots) than on the 1Au/CeO2 catalyst. 
Inset image in Figure 6a, showed an amplification of CeO2 support using FE-SEM technique. 
Under this analysis we found that the CeO2 is constituted by nanoparticles with diameters ∼ 
20 nm.  
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Figure 6. SEM image of: (a) 1Au/CeO2 catalyst. Inset image corresponds to CeO2 support obtained by 
FE-SEM. (b) 3Au/CeO2 catalyst. 

Figure 7 showed the XRD patterns of the 1Au/CeO2 and 3Au/CeO2 catalysts. It is possible to 
observe on the XRD pattern; characteristic peaks of the metallic gold and the others 
corresponding to the fluorite structure of ceria (CeO2-cerianite). In addition, it is clear that 
the intensity of the diffraction peaks of the Au0 increases proportionally as the Au was 
loading on CeO2 suggesting on this sample a big Au crystallite size. The diffraction patterns 
of the Au/CeO2 samples showed considerable line widths and no overlapping Au and CeO2 
diffraction peaks. We use the peaks display in the 35-45 = 2θ range to estimate the average 
Au crystallite size. The average value of the CeO2 and the Au metal crystallite sizes on 
1Au/CeO2 and 3Au/CeO2 samples were determined by Scherrer equation and it corresponds 
to 19, 23 and 33 nm respectively. 

 
Figure 7. X ray diffraction patterns of the 1Au/CeO2 and 3Au/CeO2 catalysts. Cubic structure CeO2 
(fluorite structure) and characteristic peaks of the metallic gold. 
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TEM analysis of the 1Au/CeO2 catalyst is showed on Figure 8a; it is possible to observe the 
homogeneous distribution of the CeO2 particles about 20 nm of diameter. This value is close 
to the FE-SEM observation and the results calculated by Scherrer equation. High resolution 
image of Au nanoparticle (Figure 8b) revealed that after thermal treatments, the Au 
nanoparticle generally had a hemi-spherical shape. The Au particle size measure was ∼ 17 
nm. Analysis of the electron diffraction patterns of the Au nanostructures, inset on Figure 
8b, show that the crystalline structure grows as a gold fcc single crystal. These Au 
nanoparticles was recorded along [110] orientation. Figure 8c showed the TEM image of the 
3Au/CeO2 catalyst, inset image on Figure 8c, showed the EDS spectra of the CeO2 support 
and a gold nanoparticle the last one about 30 nm of diameter. 

 
Figure 8. a) Low magnification TEM images of the 1Au/CeO2 catalyst. b) HRTEM image of the Au 
nanoparticle from 1Au/CeO2 catalyst which was recorded along [110] orientation. The d-spacing 
measured is showed inset image. The particle size was about 17 nm. c) Low magnification TEM images 
of the 3Au/CeO2 image. Inset images showed the EDS spectra of the Au nanoparticle about 30 nm of 
diameter and CeO2 support. 

The TPR profiles of the Au-base catalysts deposited on CeO2 are depicted in Figure 9. This 
technique was also employed to found the optimal reduction temperature in the catalysts. 
TPR profiles showed differences in the hydrogen consumption depending of the gold 
content. Reduction of Au/CeO2 samples were observed from 150 to 330 °C. For this reason, 
the catalysts were first activated in H2 stream at 350 °C before all the characterization. As 
reported in literature, pure CeO2 showed two reduction peaks at about 500 and 800 ° C, and 
were interpreted as the reduction of surface capping oxygen and bulk phase lattice oxygen, 
respectively [26; 73]. For Au/CeO2 catalysts, the peak assigned to ceria surface layer 
reduction was reported from 120 to 178 °C [54; 74]. In our calcined 1Au/CeO2 catalyst, the 
hydrogen consumption peaks were observed within temperature range 175-325 °C, which 
could be deconvoluted into three components at reduction temperatures of 215, 257 and 294 
°C respectively. Whereas, the calcined 3Au/CeO2 catalyst exhibited a broad reduction peak, 
which could be decompounds into three components at reduction temperatures of 184, 267 
and 297 °C. It is clear that the intensity of the peak at 257 °C observed on the 1Au/CeO2 
sample diminish significantly, and was shifted to the high-temperature region when the 
amount of Au was increased, because, the large crystallites tend to be reduced slower than 
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the small ones due to their relatively lower surface area exposed to H2. Rodriguez et al. 
Showed by XAFS that Au facilitates the oxide reduction of the matrix respect to pure ceria 
[75]. Andreeva et al. [52] observed by TPR technique two reducible species on Au-CeO2 
samples. The low-temperature peak on the TPR profile was connected with the reduction of 
the oxygen species on the fine gold particles, and the high-temperature peak was due to the 
reduction of the surface ceria. Taking into account these results and the differences in the 
gold loading in our samples, we assume that the former peak corresponds to the reduction 
of Au oxide nanoparticles, then it causes spill-over of hydrogen onto the support inducing a 
concurrent reduction of both the Au oxide and the surface of CeO2 as was reported on other 
Ce-base catalysts [26; 28; 52]. 

 
Figure 9. TPR profiles of the fresh Au/CeO2 catalysts calcined at 400 °C. 

The catalytic activity of the Au/CeO2 catalysts as a function of the reaction temperature on the 
steam reforming of methanol reaction is presented on Figure 10. The light-off temperature of 
both samples started at ∼ 350 °C at the molar CH3OH/H2O = 2.4 ratio, and the activity 
increased as temperature was rising. At the maximum reaction temperature, the methanol 
conversion observed on the 1Au/CeO2 and 3Au/CeO2 catalysts was 95 and 90 % respectively. 
The better catalytic activity observed on the 1Au/CeO2 sample than on the 3Au/CeO2 catalyst, 
could be attributed to differences in the Au particle size how was observed by XRD, SEM and 
TEM analysis. So, on the 3Au/CeO2 catalyst the Au particle size was bigger than on the 
1Au/CeO2 catalyst. Croy et al. [76] studied the H2 production through methanol 
decomposition on Pt/TiO2 catalysts. They observed high catalytic activity on the catalysts with 
small particle size and diminish as the particle size increase. On methane combustion was 
observed better catalytic activity on the catalyst with low gold loading than the one with high 
gold loading, this result was associated with the dispersion of Au and the atomic ratio of 
Au3+/Au0 [77; 78]. However, Guzman and Gates [79] not found evidence between the Au 
cluster size and the catalytic activity on Au/MgO catalyst during the CO oxidation reaction 
with EXAFS technique. Wang et al. [80] suggested that the active sites in Au-ceria catalysts for 
the WGS probably contain Au nanoparticles and partially reduced ceria. It has been suggested 
that the presence of gold clusters weakens the bonding of the oxygen species on CeO2 and 
facilitates the formation of more reactive species [53; 80; 81].  
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Figure 10. Temperature dependence of SRM activity of Au/CeO2 catalysts. Partial pressure of CH3OH 
and H2O was 9999.18 and 1699.86 Pa respectively. GHVS=30,000 h-1. The molar ratio in the steam was 
CH3OH (1.95µmol)/H2O (1.97 µmol) = R ≈ 1.0 and CH3OH (4.7 µmol)/H2O (1.97 µmol) = R ≈ 2.4. 

The effect of the molar CH3OH/H2O ratio was evaluated on the 1Au/CeO2 catalyst and 
presented on Figure 10. It showed clearly that this sample had better catalytic activity when 
the molar CH3OH/H2O ratio is close to R = 1 than on the R = 2.4. At the beginning of the 
reaction (300 °C) the conversion of methanol was 11 % and, increase when the temperature 
was rising. At 375 °C the catalyst reached near 61 % conversion whereas on the R = 2.4 ratio 
the methanol conversion only reached ∼ 22 %. This effect is caused by the modification on 
the feed concentrations of the fuel as was reported on [82]. The methanol conversion 
observed at the maximum reaction temperature, reached almost 100 % on the molar 
CH3OH/H2O ratio R = 1, while on the R = 2.4 ratio only 95 % conversion was observed. This 
finding suggests that the methanol is adsorbed preferable on the surface of the catalysts than 
water. Table 2 showed the catalytic performance on steam reforming of methanol reaction 
from 300 to 475 °C range of the bare CeO2 and 1Au/CeO2 catalyst using the molar 
CH3OH/H2O ratio R = 1. As it can be seen, CeO2 support showed low catalytic activity in 
almost all temperature range. However, at the end of the reaction the methanol conversion 
is almost 100 % for these samples. This finding showed the effect of the gold nanoparticles 
on CeO2 during the catalytic activity. Gazsi et al. [83] suggested a cooperative effect between 
Au nanoparticles and CeO2 support on the decomposition and reforming of methanol as 
was reported for other catalysts [9; 26; 64; 84]. 
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Temperature 
(°C) 

CeO2 
Methanol conversion and selectivity 

(%) 

1Au/CeO2 
Methanol conversion and selectivity 

(%) 
Conv. H2 CH4 CO CO2 Conv. H2 CH4 CO CO2 

300 9.2 0 0 41.5 58.5 10.8 51.6 0 O 48.4 
350 8.7 0 0 71.4 28.6 39.0 52.4 0.8 0.1 46.7 
400 18.2 74.8 7.4 14.2 3.5 79.7 81.5 1.7 3.0 13.8 
425 43.5 60.7 13.1 21.8 4.4 86.7 86.5 2.3 7.1 4.1 
450 83.6 54.7 13.0 27.4 4.9 96.2 84.4 3.0 10.5 2.1 
475 100 58.2 7.5 28.6 5.7 100 84.4 3.1 10.6 1.9 

Table 2. Catalytic activity of the bare CeO2 and 1Au/CeO2 catalyst. The molar ratio in the steam was 
CH3OH (1.95µmol)/H2O (1.97 µmol) = R ≈ 1.0 

The reaction products observed on the steam reforming of methanol reaction of the 
Au/CeO2 catalysts were H2, CO, CO2, CH4 and H2O. Small production of methyl formate 
as by-product of the reaction was observed in both samples. Figure 11a showed the 
distribution of hydrogen on the Au-base catalysts. Higher H2 production was observed 
from 300 to 400 °C range on the catalysts tested with high molar CH3OH/H2O ratio R = 2.4 
than R = 1. The drop of the hydrogen selectivity at higher temperatures could be 
attributed at the formation of CH4. At the beginning of the reaction all samples showed 
low CO selectivity, Figure 11b. However, as the reaction temperature raise from 375 to  
470 °C, the CO production increase and the selectivity toward CO2 decrease. It is clear 
from Figure 11b that the 3Au/CeO2 sample showed high selectivity toward CO than on 
the 1AuCeO2 sample. In addition, we observed that the CO production is practically the 
same on the 1AuCeO2 catalyst (∼ 10 %) independently of the molar CH3OH/H2O ratio. 
Table 2 showed the selectivity of the bare CeO2 compared with 1Au/CeO2 catalyst. It 
showed the beneficial effect of the gold nanoparticles on the CeO2. Because, the selectivity 
toward undesirable by-products such as CO and CH4 observed on the bare CeO2, were 
drop on the 1Au/CeO2 catalyst and the selectivity toward H2 was improved on this 
catalyst. 

Time on-stream studies (Fig. 12) at 350 °C in the 1Au/CeO2 sample with CH3OH/H2O ratio = 
1.0, reveal high stability on the activity during the steam reforming of methanol reaction 
during a 65 h of reaction period, as well as high stability in the reaction products. The 
stability of catalysts under operating conditions is desirable for commercial applications. Fu 
et al. [73] found no significant change in activity after 120 h on stream on WGS. This 
behavior could be suggested that the catalyst maintains the same catalytic species during the 
SRM reaction and it does not lose by effect of the reaction conditions. So, these results 
showed that the CeO2 matrix could be use to prevent the vanished of active phase during 
the reaction. Thus, a cooperative redox mechanism for the SRM reaction on Au–ceria is 
possible, similar to Cu–ceria or another kind of catalysts [26; 37; 63; 64; 73; 85] and for the 
WGS reaction [73].  
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Figure 11. a) H2 and CH4 selectivity as a function of reaction temperature. b) CO and CO2 selectivity as 
a function of reaction temperature. Partial pressure of CH3OH and H2O was 9999.18 and 1699.86 Pa 
respectively. GHVS=30,000 h-1. The molar ratio in the steam was CH3OH (1.95µmol)/H2O (1.97 µmol) = 
R ≈ 1.0 and CH3OH (4.7 µmol)/H2O (1.97 µmol) = R ≈ 2.4. 

 
Figure 12. Stability of 1Au/CeO2 catalyst at 350 °C. Partial pressure of CH3OH and H2O was 9999.18 
and 1699.86 Pa respectively. GHVS=30,000 h-1. The molar ratio in the steam was CH3OH (1.95µmol)/H2O 
(1.97 µmol) = R ≈ 1.0 

5. Conclusion 

Cu/CeO2, Ni/CeO2 and three bimetallic copper-nickel catalysts supported on CeO2 were 
prepared by the impregnation method and tested in the OSRM reaction. The monometallic 
Ni/CeO2 and the bimetallic Cu-Ni/CeO2 (synthesized by co-impregnation) catalysts 
demonstrate both a higher catalytic activity in the OSRM reaction than the other catalysts. CO-
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chemisorption followed by DRIFT technique showed differences in the former samples. So, in 
the Ni/CeO2 and Cu-Ni/CeO2 catalysts was observed a band at 1625 cm−1 that was not present 
on the bimetallic samples prepared by successive impregnation as well for the Cu/CeO2 
samples which indicates that CO does not adsorb on these materials. This suggests that the 
metal active phase blockage some sites on the support or the active phase, modifies the surface 
of the catalyst for the adsorption of methanol and water inhibited the catalytic reaction on this 
system. In the case of the Au/CeO2 system, nanosized ceria was prepared in advance with 
particle size of 19 nm and used as a support for gold nanoparticles. The average Au crystallite 
size in the 1Au/CeO2 and 3Au/CeO2 catalysts was 21 and 31 nm respectively. Differences in the 
reducibility of the Au/CeO2 catalysts were observed depending of the Au loading. H2-TPR 
results showed a shift of the reduction peaks toward high-temperature when the amount of 
Au was increased associated with the Au particle size present on the catalysts. The gold-base 
catalysts supported on CeO2 showed catalytic activity on the SRM reaction and high selectivity 
toward H2. Among these catalysts the sample with small Au particle size showed best 
performance in methanol conversion than on the catalyst with big Au particle size. These 
finding show the relationship between the Au particle size and the catalytic activity. In 
addition, it was demonstrate the beneficial effect of gold nanoparticles on the catalytic activity, 
as well as on the selectivity toward undesirable by-products such as CO and CH4 and the 
selectivity toward H2. The stability of the 1Au/CeO2 catalyst at 350 °C was followed as a 
function of time on stream. This result showed high stability during the reaction. It is assumed 
that the interface between Au and partially reduced ceria is responsible for the high activity of 
Au/CeO2 catalyst. In general we observed different behavior in the catalytic activity in our 
catalysts in the OSRM reaction to those reported in the literature. This difference could be 
attributed to the nature of the metal active phase and metal addition to the support. In this 
way, we suggest that the OSRM reaction could be a structure sensitive reaction according with 
the literature. However, further work is needed to refine and optimize the catalysts to improve 
the methanol conversion to produce CO-free hydrogen from the reaction under study. 
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1. Introduction 

In today’s modern world, where new technologies are continually being introduced, 
transportation energy use is increasing rapidly. Fossil fuel, particularly petroleum fuel, is 
the major contributor to energy production[1]. Fossil fuel consumption is steadily rising as a 
result of population growth in addition to improvements in the standard of living. It can be 
seen from Figure 1 that the world’s population has been increasing steadily over the last 5 
decades, and this trend is expected to continue [2]. As a result, total energy consumption has 
grown by about 36% over the last 15 years [3]. Energy consumption is expected to increase 
further in the future, as the world’s population is expected to grow by 2 billion people in the 
next 30 years [2]. These energy trends can be seen in Figure 2. Increased energy demand 
requires increased fuel production, thus draining current fossil fuel reserve levels at a faster 
rate. In addition, about 60% of the world’s current oil reserves are in regions that are in 
frequent political turmoil [3]. This has resulted in fluctuating oil prices and supply 
disruptions. 

Rapidly depleting reserves of petroleum and decreasing air quality raise questions about the 
future. As world awareness about environmental protection increases so too does the search 
for alternatives to petroleum fuels [1]. 

Alternative fuels such as CNG, HCNG, LPG, LNG, bio-diesel, biogas, hydrogen, ethanol, 
methanol, di-methyl ether, producer gas, and P-series have been tried worldwide. The use 
of hydrogen as a future fuel for internal combustion (IC) engines is also being considered. 
However, several obstacles have to be overcome before the commercialization of hydrogen 
as an IC engine fuel for the automotive sector. Hydrogen and CNG blends (HCNG) may be 
considered as an automotive fuel without requiring  any major modification in the existing 
CNG engine and infrastructure [4]. 

© 2012 Çeper, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. World population 1950-2050 [2]. 

 

 
Figure 2. Fossil fuel consumption from 1983 to 2008 with approximate current reserves-to-production 
ratios in remaining years [3]. 

Alternative fuels are derived from resources other than petroleum. The benefit of these fuels 
is that they emit less air pollutants compared to gasoline and most of them are more 
economically viable compared to oil and they are renewable [5]. Figure 3 shows the 
percentages of alternative fuels used according to total automotive fuel consumption in the 
world as a futuristic view. 
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Figure 3. Percentages of alternative fuels compared to total automotive fuel consumption in the world [6] 

2. Hydrogen specifications 

Hydrogen is acknowledged to offer great potential as an energy carrier for transport 
applications. A number of technologies can use hydrogen as an energy carrier, with the 
internal combustion engine being the most mature technology [7]. Currently, 96% of 
hydrogen is made from fossil fuels. Based on 2004 data, in the United States 90% is made 
from natural gas, with an efficiency of 72%. Only 4% of hydrogen is made from water via 
electrolysis. Currently, the vast majority of electricity comes from fossil fuels in plants that 
are 30% efficient and from electrolysis which means that electricity is run through water to 
separate the hydrogen and oxygen atoms. Using renewable energy is much more effective 
than using fossil fuel to produce hydrogen. Current wind turbines perform at 30-40% 
efficiency, producing hydrogen at an overall efficiency rate of 25%. The best solar cells 
available have an efficiency rate of 10%, leading to an overall efficiency rate of 7%. Algae can 
be used to produce hydrogen at an efficiency rate of about 0.1% (see Figure 4)[8].  

The use of hydrogen as an automotive fuel appears to promise a significant improvement in 
the performance of spark-ignition engines [9]. The self-ignition temperature of the 
hydrogen/air mixture is greater than that of other fuels and, therefore, hydrogen produces 
an antiknock quality of fuel. The high ignition temperature and low flame luminosity of 
hydrogen makes it a safer fuel than others, it is also non-toxic. Hydrogen is characterized by 
having the highest energy–mass coefficient of all chemical fuels and in terms of mass energy 
consumption it exceeds conventional gasoline fuel by about three times, and alcohol by five 
to six times [10]. Therefore, the results clearly establish that hydrogen fuel can increase the 
effective efficiency of an engine and reduce specific fuel consumption. A small amount of 
hydrogen mixed with air produces a combustible mixture, which can be burned in a 
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conventional spark-ignition engine at an equivalence ratio below the lean flammability limit 
of gasoline/air mixture. The resulting ultra lean combustion produces a low flame 
temperature and leads directly to lower heat transfer to the walls, higher engine efficiency 
and lower NOx exhaust emissions [11–13].  

 
Figure 4. Various processes for the production of hydrogen[8] 

The burning velocity of hydrogen/air mixture is about six times higher than that of 
gasoline/air mixtures. As the burning velocity rises, the actual indicator diagram is nearer to 
the ideal diagram and a higher thermodynamic efficiency is achieved [14,15]. Figure 5 plots 
the laminar burning velocities against the equivalence ratio for hydrogen–air mixtures at 
normal pressure and temperature (NTP)[7]. The solid symbols in Figure 5 denote stretch-
free burning velocities (or rather, burning velocities that were corrected to account for the 
effects of the flame stretch rate), as measured by Taylor [16], Vagelopoulos et al. [17], Kwon 
and Faeth [18] and Verhelst et al. [19]. The empty symbols denote other measurements that 
did not take stretch rate effects into account, as reported by Liu and MacFarlane [20], Milton 
and Keck [21], Iijima and Takeno [22] and Koroll et al. [23]. These experiments result in 
consistently higher burning velocities, with the difference increasing for leaner mixtures. 

Hydrogen is a clean fuel with no carbon emissions; the combustion of hydrogen produces 
only water and a reduced amount of nitrogen oxides. Conversely, combustion products 
from fossil fuels, such as CO, CO2, nitrogen oxides, or other air pollutants, cause health and 
environmental problems. Hydrogen will help reduce CO2 emissions as soon as it can be 
produced in a clean way either from fossil fuels, in combination with processes involving 
CO2 capture and storage technologies, or from renewable energy. These features make 
hydrogen a potentially excellent fuel to meet the ever increasingly stringent environmental 
controls regarding exhaust emissions from combustion devices, including the reduction of 
green house gas emissions [24–27].  
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Figure 5. Laminar burning velocities plotted against air-to-fuel equivalence ratio, for NTP hydrogen–air 
flames[7]. The experimentally derived correlations are from Liu and MacFarlane [20], Milton and Keck 
[21], Iijima and Takeno [22] and Koroll et al. [23]. Other experimental data are from Taylor [16], 
Vagelopoulos et al. [17], Kwon and Faeth [18] and Verhelst et al. [19]. 

3. Methane specifications 

Natural gas (CNG) is considered as an alternative vehicle fuel because of its economical and 
environmental advantages [28]. CNG, which is a clean fuel with methane as its major 
component, is considered to be one of the most favorable fuels for engines, and the 
utilization of CNG has been realized in spark-ignition engines. However, due to the slow 
burning velocity of CNG and its poor lean-burn capability, the CNG spark-ignition engine 
still has some disadvantages like low thermal efficiency, large cycle-by-cycle variation, and 
poor lean-burn capability, and these decrease engine power output and increase fuel 
consumption [29]. The advantages of CNG compared to petrol are as follows: unique 
combustion and suitable mixture formation; due to the high octane number of CNG, the 
engine operates smoothly with high compression ratios without knocking; CNG with lean 
burning quality leads to the lowering of exhaust emissions and fuel operating cost; CNG has 
a lower flame speed; and engine durability is very high. CNG is produced from gas wells or 
related to crude oil production. CNG is made up primarily of methane (CH4) but frequently 
contains trace amounts of ethane, propane, nitrogen, helium, carbon dioxide, hydrogen 
sulfide, and water vapor. Methane is the principal component of natural gas [30].  

CNG has many other advantages as well. It has a high octane number of 130, which enables 
an engine to operate with little knocking at a high compression ratio. In addition, gasoline 
and diesel engines can be easily converted into CNG engines without major structural 
changes [31]. Not only does the CNG engine have good thermal efficiency and high power, 
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but its combustion range is also broad. This is an advantage when striving for lean 
combustion resulting in low fuel consumption and less NOx production [32]. The CNG 
engine also yields very low levels of PM emissions when compared with other conventional 
engines. These facts are supported by an experimental study performed to explore the 
combustion and emission characteristics of both gasoline and CNG fuels using a converted 
spark-ignition engine [33]. In light of these advantages, the number of CNG vehicles is 
continuously growing, and old vehicles are being converted into CNG vehicles through 
engine modifications [34].  

4. Hydrogen-methane mixtures for internal combustion engines 

Traditionally, to improve the lean-burn capability and flame burning velocity of natural gas 
engines under lean-burn conditions, an increase in flow intensity is introduced in the 
cylinder, and this measure always increases the heat loss to the cylinder wall and increases 
the combustion temperature as well as the NOx emission [35]. One effective method to solve 
the problem of the slow burning velocity of natural gas is to mix natural gas with fuel that 
possesses fast burning velocity. Hydrogen is regarded as the best gaseous candidate for 
natural gas due to its very fast burning velocity, and this combination is expected to 
improve lean-burn characteristics and decrease engine emissions [36]. The hydrogen blends 
in CNG can range from 5 to 30% by volume. Hythane is a 15% blend of hydrogen in CNG 
by energy content, which was patented by Frank Lynch of Hydrogen Components Inc, USA 
[37]. A typical 20% blend of hydrogen by volume in CNG is 3% by mass or 7% by energy. 
An overall comparison of the properties of hydrogen, CNG, and  5 % HCNG blend by 
energy and gasoline is given in Table 1. It is to be noted that the properties of HCNG lie in 
between those of hydrogen and CNG [4]. 
 

Properties H2 CNG HCNG Gasoline 
Stoichiometric volume fraction in air,(vol %) 29.53 9.43 22.8 1.76 
Limits of flammability in air, (vol %) 4-75 5-15 5-35 1.0-7.6 
Auto ignition temp. K 858 813 825 501-744 
Flame temp in air K 2318 2148 2210 2470 
Maximum energy for ignition in air, mJ 0.02 0.29 0.21 0.24 
Burning velocity in NTP air, cm s-1 325 45 110 37-43 
Quenching gap in NTP air, cm 0.064 0.203 0.152 0.2 
Diffusivity in air cm2 s-1 0.63 0.2 0.31 0.08 
Percentage of thermal energy radiated 17-25 23-33 20-28 30-42 
Normalized flame emissivity 1.00 1.7 1.5 1.7 
Equivalence ratio 0.1-7.1 0.7-4 0.5-5.4 0.7-3.8 

Table 1. Overall comparison of properties of hydrogen, CNG, HCNG and gasoline[4]. 

Hydrogen also has a very low energy density per unit volume and as a result, the 
volumetric heating value of the HCNG mixture decreases (Table 2) as the proportion of 
hydrogen is increased in the mixture [38].  
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Properties CNG HCNG 10 HCNG 20 HCNG 30 
H2 [vol %] 0 10 20 30 
H2 [mass %] 0 1.21 2.69 4.52 
H2 [energy %] 0 3.09 6.68 10.94 
LHV [MJkg-1] 46.28 47.17 48.26 49.61 
LHV [MJNm-3] 37.16 34.50 31.85 29.20 
LHV stoichiometric mixture [MJNm-3] 3.376 3.368 3.359 3.349 

Table 2. Properties of CNG and HCNG blends with different hydrogen content [39] 

Many researchers have studied the effect of the addition of hydrogen to natural gas on 
performances and emissions in the past few years[40-65]. Blarigan and Keller investigated 
the port-injection engine fueled with natural gas–hydrogen mixtures [40]. Bauer and Forest 
conducted an experimental study on natural gas–hydrogen combustion in a CFR engine 
[41]. Wong and Karim analytically examined the effect of hydrogen enrichment and 
hydrogen addition on cyclic variations in homogeneously charged compression ignition 
engines. The results indicated that the addition of hydrogen can reduce cyclic variations 
while extending the operating region of the engine [42]. Karim et al. theoretically studied the 
addition of hydrogen on methane combustion characteristics at different spark timings. The 
theoretical results showed that the addition of hydrogen to natural gas could decrease the 
ignition delay and combustion duration at the same equivalence ratio. It indicated that the 
addition of hydrogen could increase the flame propagation speed, thus stabilizing the 
combustion process, especially the lean combustion process [43]. Ilbas et al. [44] 
experimentally studied the laminar burning velocities of hydrogen–air and hydrogen–
methane–air mixtures. They concluded that increasing the hydrogen percentage in the 
hydrogen–methane mixture brought about an increase in the resultant burning velocity and 
caused a widening of the flammability limit (Figure 6). 

 
Figure 6. Burning velocities and flame speed for different percentages of hydrogen in methane (φ = 1.0)[44]. 
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Shudo et al., analyzed the characteristics combustion and emission of a methane direct 
injection stratified charge engine premixed with hydrogen lean mixture [45]. Their results 
showed that the combustion system achieved higher thermal efficiency due to higher flame 
propagation velocity and lower exhaust emissions. An increase in the amount of premixed 
hydrogen stabilizes the combustion process to reduce HC and CO exhaust emission, and 
increases the degree of constant volume combustion and NOx exhaust emission. The 
increase in NOx emission can be maintained at a lower level with retarded ignition timing 
without reducing the improved thermal efficiency. Nagalingam et al. [46] investigated 
hydrogen enriched CNG (hythane). He noted that the power was reduced due to the lower 
volumetric heating value of hydrogen compared with methane. However, since the flame 
speed of hydrogen was significantly higher than that of CNG, less spark advance was 
required to produce maximum brake torque (MBT). Wallace and Cattelan experimentally 
studied natural gas and hydrogen mixtures in a combustion engine. The experiments were 
conducted by studying the emissions of an engine fueled with a mixture of natural gas and 
approximately 15% hydrogen by volume [47].  

Raman et al. [48] carried out an experimental study on SI engines fueled with HCNG blends 
from 0% to 30% of H2 in a V8 engine. The authors observed a reduction in NOx emissions 
using 15%-20% hydrogen blends with some increase in HC emissions as a result of ultra-
lean combustion. The experiments were performed using a Chevrolet Lumina, which has six 
cylinders, four stroke cycles, is water cooled, with a total engine cylinder volume of 3.135 l, 
bore of 89 mm, stroke of 84 mm and compression ratio of 8.8:1. In their study, the BSFC of 
an 85/15 CNG/H2 mixture was less than that of natural gas. The BSFC values decreased for 
both natural gas and the 85/15 CNG/H2 mixture while spark timing (BTDC) values 
increased. The BSHC of CNG was higher than that of the fuel mixture. However, the BSNOx 
emission values of the 85/15 CNG/H2 mixture were higher than that of CNG. If a catalytic 
converter is used, the BSNOx values are decreased drastically. Larsen and Wallace [49] 
conducted experimental tests on heavy-duty engines fueled by HCNG blends. The authors 
found that HCNG blends improve efficiency and reduce CO, CO2 and HC emissions.  
Collier et al. examined the untreated exhaust emissions of a hydrogen-enriched compressed 
natural gas (HCNG) production engine [50]. They used variable composition hydrogen/NG 
mixtures and drew the following conclusions: the addition of hydrogen increases NOx 
emission for a given equivalence ratio while it decreases total HC emissions which is in 
good agreement with Akansu’s results [51]. They also found that as the hydrogen 
percentage increases, the lean limit of combustion is significantly extended. Hoekstra et al. 
[52] observed a reduction in NOx for hydrogen percentages up to 30%, beyond this limit no 
improvement was observed. An important point was the higher flame speed and a 
consequent reduction of the spark advance angle to obtain the maximum brake torque, as 
already indicated by Nagalingam et al. [46]. Wang et al. investigated the combustion 
behavior of a direct injection engine operating on various fractions of NG–hydrogen blends 
[53]. The results showed that the brake effective thermal efficiency increased with the 
increase of hydrogen fraction at low and medium engine loads. The rapid combustion 
duration decreased, and the heat release rate and exhaust NOx increased with the increase of 
hydrogen fraction in the blends. Their study suggested that the optimum hydrogen 
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conducted by studying the emissions of an engine fueled with a mixture of natural gas and 
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using 15%-20% hydrogen blends with some increase in HC emissions as a result of ultra-
lean combustion. The experiments were performed using a Chevrolet Lumina, which has six 
cylinders, four stroke cycles, is water cooled, with a total engine cylinder volume of 3.135 l, 
bore of 89 mm, stroke of 84 mm and compression ratio of 8.8:1. In their study, the BSFC of 
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natural gas (HCNG) production engine [50]. They used variable composition hydrogen/NG 
mixtures and drew the following conclusions: the addition of hydrogen increases NOx 
emission for a given equivalence ratio while it decreases total HC emissions which is in 
good agreement with Akansu’s results [51]. They also found that as the hydrogen 
percentage increases, the lean limit of combustion is significantly extended. Hoekstra et al. 
[52] observed a reduction in NOx for hydrogen percentages up to 30%, beyond this limit no 
improvement was observed. An important point was the higher flame speed and a 
consequent reduction of the spark advance angle to obtain the maximum brake torque, as 
already indicated by Nagalingam et al. [46]. Wang et al. investigated the combustion 
behavior of a direct injection engine operating on various fractions of NG–hydrogen blends 
[53]. The results showed that the brake effective thermal efficiency increased with the 
increase of hydrogen fraction at low and medium engine loads. The rapid combustion 
duration decreased, and the heat release rate and exhaust NOx increased with the increase of 
hydrogen fraction in the blends. Their study suggested that the optimum hydrogen 
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volumetric fraction in NG–hydrogen blends is around 20% to achieve a compromise in both 
engine performance and emissions. 

Ceper [54] studied different CH4/H2 mixtures experimentally and numerically. Her 
experimental study was performed with a four-stroke, four-cylinder, water cooled, Ford 1.8-
liter internal combustion engine. CH4/H2 (100/0, 90/10, 80/20, 70/30) gas fuel mixtures of 
fuels were tested at different engine speeds and excess air ratios. Kahraman et al. [55] 
experimentally researched the performance and exhaust emissions of a spark-ignition 
engine fueled with methane-hydrogen mixtures (100% CH4, 10% H2 + 90% CH4, 20% H2 + 
80% CH4, and 30% H2 + 70% CH4) at different engine speeds and different excessive air 
ratios. The results demonstrated that while the speed and excess air ratio increased, CO 
emission values decreased. Furthermore increasing the excess air ratio also decreased the 
maximum peak cylinder pressure. Çeper et al. [56] experimentally analyzed the 
performance and the pollutant emissions of a four-stroke spark-ignition engine operating on 
natural gas-hydrogen blends of 0%, 10%, 20% and 30% at full load and 65% load for 
different excess air ratios. The results showed that while the excess air ratio increased, CO 
and CO2 emission values decreased. In addition, increasing the excess air ratio led to a 
decrease in peak pressure values and by increasing the H2 amount, peak pressure values 
were close to TDC, and the brake thermal efficiency values increased.  

Sierens and Rossel [57] determined that the optimal HCNG composition to obtain low HC 
and NOx emissions should be varied with engine load. Huang et al. [58] conducted an 
experimental study for a direct-injection spark-ignition engine fueled with HCNG blends 
under various ignition timings and lean mixture conditions. The ignition timing is an 
important parameter for improving engine performance and combustion. Dimopoulos et al. 
[59] optimized a state of the art passenger car natural gas engine for hydrogen–natural gas 
mixtures and high exhaust gas recirculation (EGR) rates in the major part of the engine map. 
Increasing the hydrogen content of the fuel accelerated combustion leading to efficiency 
improvements. Well-to-wheel analysis revealed paths for the production of the fuel blends 
still having overall energy requirements slightly higher than a diesel benchmark vehicle but 
reducing overall green house gas emissions by 7%.  

Based on the results of an experimental test campaign carried out in ENEA labs, Ortenzi et 
al [60], aimed at identifying the potential of using blends of natural gas and hydrogen 
(HCNG) in existing ICE vehicles. The tested vehicle was an IVECO Daily CNG, originally 
fueled with natural gas and the tests were made on an ECE15 driving cycle to compare the 
emission levels of the original configuration (CNG) with the results obtained with different 
blends (percentage of hydrogen in the fuel) and control strategies (stoichiometric or lean 
burn).  Dulger investigated an 80% CNG and 20% H2 mixture burning SI engine numerically 
[61]. Swain et al. [62] and Yusuf [63] investigated the same mixture with a different engine. 
Yusuf used a Toyota 2TC type engine with the following specifications: year 1976 1:6 l, 1588 
cc, maximum HP 88 and maximum speed of 6000 rpm, bore 85 mm, stroke 70 mm, 
compression ratio of 9.0:1 and four cylinder engine. The engine was tested at 1,000 rpm, 
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using best efficiency spark advance and light loading conditions. When the  methane–
hydrogen mixture was compared to pure methane operation with the same equivalence 
ratios, the methane and hydrogen mixture increased BTE and NOx emissions while 
decreasing the best efficiency spark advantage, unburned HCs and CO. Moreover, the lean 
limit combustion of natural gas was reduced from 0.61 to 0.54. The lean limit of combustion 
was defined as an operation with at least 38% of the cycles not completing combustion. By 
hydrogen addition, the equivalence ratios could be reduced by about 15% without 
increasing combustion duration and ignition delay.  

Ma and Wang [64], experimentally investigated the extension of the lean operation limit 
through hydrogen addition in an SI engine which was conducted on a six-cylinder throttle 
body injection natural gas engine. Four levels of hydrogen enhancement were used for 
comparison purposes: 0%, 10%, 30% and 50% by volume. Their results showed that the 
engine’s lean operation limit could be extended through adding hydrogen and increasing 
load level (intake manifold pressure). The effect of engine speed on lean operation limit is 
smaller. At a low load level an increase in engine speed is beneficial in extending the lean 
operation limit but this is not true at high load level. The effects of engine speed are even 
weaker when the engine is switched to hydrogen enriched fuel. Spark timing also influences 
the lean operation limit and both over-retarded and over-advanced spark timing are not 
advisable. Road tests on urban transport buses were performed by Genovese et al. [65], 
comparing energy consumption and exhaust emissions for NG and HCNG blends with 
hydrogen content between 5% and 25% in volume. The authors found that average engine 
efficiency over the driving cycle increases with hydrogen content and NOx emissions were 
higher for blends with 20% and 25% of hydrogen, despite the lean relative air fuel ratios and 
delayed ignition timings adopted. Having reviewed the main experimental papers 
published in the past, we conclude that numerical analysis also plays a fundamental role in 
research activities, allowing a better design of the experimental tests in terms of cost savings 
and time reduction[66-70]. 

4.1. Emissions 

Air pollution is fast becoming a serious global problem arising from an increasing 
population and its subsequent demands. This has resulted in increased usage of hydrogen 
as fuel for internal combustion engines. Hydrogen resources are vast and it is considered as 
one of the most promising fuels for the automotive sector. As the required hydrogen 
infrastructure and refueling stations do not currently meet demand, the widespread 
introduction of hydrogen vehicles is not feasible in the near future. One of the solutions for 
this hurdle is to blend hydrogen with methane. Such types of blends take benefit of the 
unique combustion properties of hydrogen and at the same time reduce the demand for 
pure hydrogen. Enriching natural gas with hydrogen could be a potential alternative to 
common hydrocarbon fuels for internal combustion engine applications [71]. 

When experimental or simulation studies on reciprocating engines are carried out, much 
attention is paid to pollutant CO, HC and NOx emissions. Nevertheless, although CO2 is one 
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of the most important greenhouse gases, these emissions are not usually taken into account, 
and measurements and calculations of CO2 emissions are omitted from many studies [72]. 

Fuel costs and their relationship to equivalent CO2 emissions are represented in Figure 7 for 
several types of fuel ([73] and data from the authors). As observed, the global CO2 emissions 
associated with CNG and their costs are lower than those produced by gasoline or diesel. 
Hydrogen produces lower CO2 emissions than CNG, gasoline or diesel, but hydrogen 
always originates from renewable sources. Due to the high price of crude oil, in some cases 
the cost of H2 is lower than that of gasoline or diesel. In any case, these data have been 
prepared without taking into account the possible effects of an increase in demand or mass 
production [72]. 

 
Figure 7. Cost and CO2 emissions for several fuels [72]. 

All these performance parameters have a direct relationship with the exhaust emissions 
produced, often with contradictory effects. For instance, while higher compression ratios are 
favored in order to increase thermal efficiency, they also result in higher NOx emissions 
because of the resultant higher combustion chamber temperatures. This is also the case 
when running stoichiometric fuel-air mixtures, as seen in Figure 8 (which is applicable to 
gasoline engines, but the general trends are similar for natural gas engines as well). In 
addition, while the combustion of lean fuel-air mixtures (φ< 1) results in low NOx emissions 
(as seen from Fig. 7) this can also result in lower power output. However, running an engine 
on fuel-rich mixtures (φ> 1) is also undesirable and this results in high unburnt HC and CO 
emissions. Knock limits are also a factor when deciding ideal operating parameters. For 
instance if an engine is running too high a compression ratio, resistance to knock is lowered. 
This would require the need for spark retardation with respect to combustion TDC (which 
can affect thermal efficiency and therefore power output as well as exhaust emissions)[74]. 
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Figure 9 illustrates the BSNOx (g/kWh) values versus equivalence ratios from different 
studies [75]. As seen in this figure, according to studies, with increasing H2 percentage, 
BSNOx values increase or decrease. According to refs [62,49,57] and Bauer and Forest [41] 
(there is no data value in graphics), with increasing H2 percentage, the BSNOx values 
increase. However, in the experiments performed by Raman et al. [48], with increasing H2 
percentage, the BSNOx values decrease. Moreover, if the equivalence ratios decrease, the 
BSNOx values reach a low value. It is interesting to note that Hoekstra et al. [52], as well as 
Larsen and Wallace [49], obtained extremely low NOx emission.  

 
Figure 8. Typical NO, HC and CO trends with equivalence ratio in an SI engine, adapted from [74].  

Figure 10 shows the BSHC (g/kW h) values in different studies [75]. As seen in this figure, 
with increasing H2 percentage and equivalence ratio, the BSHC values decrease. If fuel is 
to be 100% H2 fuel, the BSHC value will be zero. We can say that BSHC values decrease as 
the amount of H2 increases. By increasing the equivalence ratios Swain et al.[62] obtained 
the highest BSHC values in these studies. The maximum value is about 64 g/kW h, for a 
20% H2 and 80% CH4 mixture with φ = 0.60. However, hydrocarbon emissions of 20% H2 
and 80% CH4 mixture are less than those of pure methane [62]. In this figure, the BSHC 
values of Ref. [49] are at their highest value. BSHC values increase with increasing engine 
load. 
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Figure 9. BSNOx (g/kWh) values of different studies versus equivalence ratios[75]. 

 
Figure 10. Brake specific hydrocarbons (BSHC g/kw h) values in different studies[75]. 
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Larsen and Wallace obtained 1.65 and 2:41 g/kW h CO values at 1500 rpm, and φ = 0.65 
equivalence ratio, using an 85/15 CNG/H2 and 100% CNG, respectively [49]. Yusuf 
measured all engine/fuel configurations performed similarly over normal operating ranges. 
An important variation occured with rich mixtures. In addition, the 80/20 CH4/H2 mixture 
showed a small but significant reduction in BSCO output [62,63]. Bauer and Forest’s 
experiments demonstrated that production of CO was highly dependent on combustion 
stoichiometry and less so on the engine. They obtained a general reduction in BSCO with 
the addition of hydrogen because of the reduction of carbon in the fuel. They added up to 
60% hydrogen by volume and found that BSCO decreased up to 20 g/kW h (60/40 CH4/H2) 
at φ=1.0. In the ultra lean region (φ<0.4), an increase in BSCO was noted, due to incomplete 
combustion combined with sharply dropping power [41]. Figure 11 shows the BSCO 
emission values of some studies[75]. As seen in this figure, a φ value between 0.65 and 0.8 
placed BSCO values at a dramatically low level. 

 
Figure 11. BSCO (g/kw h) values versus equivalence ratio in different studies[75]. 

Figure 12 gives the brake NOx, HC, CO and CO2 emission versus hydrogen fraction at 
various injection timings[76]. Brake NOx emission increases with increasing hydrogen 
fraction when the hydrogen fraction is less than 10%, and it decreases with the increase of 
hydrogen fraction when the hydrogen fraction is larger than 10% at various injection 
timings. The comprehensive effects of in-cylinder temperature, excess air ratio and 
combustion duration contribute to this. As excess air ratio in this experiment is larger than 
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1.0 and combustion duration is slightly decreased with increasing hydrogen fraction, the 
effect of cylinder gas temperature plays an important part, thus the trend of brake NOx 
emission is consistent with that of the maximum mean gas temperature. Brake HC emission 
decreases with the increase of hydrogen fraction. This is because the quench distance of the 
fuel blends is decreased and the lean flammability limit of the natural gas-hydrogen fuel 
blends is extended with hydrogen addition. Meanwhile, combustion is improved with the 
increase of hydrogen fraction, and this enhances the post-flame oxidation of the already 
formed HC. Furthermore, the C/H ratio decreases with increasing hydrogen fraction and this 
also contributes to the decrease of brake HC emission with the increase of hydrogen fraction. 

 
Figure 12. Brake NOx, HC, CO and CO2 emission versus hydrogen fractions. (a) Brake NOx emission 
versus hydrogen fractions. (b) Brake HC emission versus hydrogen fractions. (c) Brake CO emission 
versus hydrogen fractions. (d) Brake CO2 emission versus hydrogen fractions[76] 

Brake CO emission decreases with increasing hydrogen fraction. As overall excess air ratio 
in the cylinder increases with hydrogen addition, and CO is strongly related to the air-fuel 
ratio, the sufficiency of oxygen in the cylinder makes the CO emission low. Also, 
combustion is improved with the increase of hydrogen fraction, and this enhances the post-
flame oxidation of the already formed CO. Furthermore, the C/H ratio decreases with 
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increasing hydrogen fraction in the fuel blends and this also contributes to the decrease of 
brake CO emission with the increase of hydrogen fraction. Brake CO emission achieves its 
minimum value at a fuel-injection timing of 270 oCA BTDC. Brake CO2 emission decreases 
with the increase of hydrogen fraction. The decrease in the C/H ratio of the mixtures with 
the increase of hydrogen fraction is responsible for this. A low carbon fraction produces low 
CO2 concentration [76]. 

4.2. Cylinder pressure 

Figure 13 shows the cylinder pressure at engine speeds of 2000 and 3000 rpm for different 
values of H2 percentages (0, 3%, 5% and 8% in ref 77; 0, 10%, 20% and 30% in ref 54) and 
λ=1.0. For all cases, the cylinder pressure increased with the increase in the amount of H2. 
The maximum pressures for the 8% H2, 5% H2, 3%H2 and pure CNG occurred at 11, 12, 12.5, 
and a 13.5o crank angle ATDC respectively [77]. The maximum pressures for the 30% H2, 
20% H2, 10%H2 and pure CNG occurred at about 53, 48, 44, and a 36o crank angle ATDC 
respectively [54]. At an engine speed of 3000 rpm, the maximum cylinder pressures 
occurred at a 13.5o crank angle ATDC with their magnitudes being the highest of all values 
of H2 percentage [77]. In Ref [54], the maximum cylinder pressure occurred at a 30o crank 
angle ATDC. In Ref [77], the compression ratio of the engine was 14:1 and in ref [54] the 
compression ratio of the engine was 10:1. So the maximum cylinder pressure values were 
obtained at 8% H2 in both figures. For all the previous cases, the cylinder pressure increased 
with the increase in the amount of H2. The explanation for this phenomenon is mainly due 
to fact that the flame speed of hydrogen is faster than the flame speed of CNG. Therefore, 
burning CNG in the presence of a small amount of hydrogen will result in faster and more 
complete combustion. This will result in higher peak pressure closer to TDC and it will 
produce a higher effective pressure [77]. 

 
Figure 13. Cylinder pressure values versus the crank angle for different engine speeds and different H2 
fractions (solid ref [77] and dashed ref [54]) 

Figure 14 shows the in-cylinder pressure curve under various λ for different fuels: pure 
CNG, 30% HCNG, 55% HCNG[78]. From Figure 14(a), as the mixture is leaner, the 
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maximum in-cylinder pressure is smaller. Figure 14(b,c,d) shows further that the position of 
the maximum in-cylinder pressure is later before λ=1.5. On the other hand, when λ > 1.5, the 
maximum in-cylinder pressure is nearer the TDC. 

 
Figure 14. (a) Max cylinder pressure versus excess air ratio. (b) In-cylinder pressure for CNG. (c) In-
cylinder pressure for 30% hydrogen volumetric ratio. (d) In-cylinder pressure for 55% hydrogen 
volumetric ratio[78].   

 
Figure 15. Cylinder pressure versus crank angle for 2000 and 3000 rpm in different fuels[79]. 

(a) (b)
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Figure 15 shows cylinder pressure versus crank angle for 2000(a) and 3000(b) rpm 
respectively [79]. As shown in these figures, the timing of the maximum cylinder pressure 
fueled with natural gas is postponed compared with that fueled with gasoline, and it 
advances as hydrogen is added. 

4.3. Brake thermal efficiency 

Figure 16 depicts BTE versus equivalence ratio [75]. As seen in this figure, the BTE of a 20% 
H2 +80% CH4 mixture is higher than that of 100% CH4 [57,62]. Since only one cylinder was 
used in the experiment it is expected that efficiency be lower compared to an experiment 
using a four-cylinder engine. According to the experiments in Ref[41], the BTE values 
decreased, while the H2 percentage increased. The highest efficiency values were between 
0.7 and 0.9 equivalence ratios. According to the study in Ref. [55], the maximum efficiency 
was at about φ=0.75–0.8 for a 30%H2+70%CH4 mixture.. Also, effective efficiency had about a 
φ= 0.75–0.8 equivalence ratio [41,57,62]. 

 
Figure 16. Brake thermal efficiency versus equivalence ratio 

5. Conclusions and perspectives for further development 

The results in this study can be summarized as follows: 

• The ultimate goal of hydrogen economy is to displace fossil fuels with clean burning 
hydrogen and CNG is the best route to ensure the early introduction of hydrogen fuel 
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Figure 15 shows cylinder pressure versus crank angle for 2000(a) and 3000(b) rpm 
respectively [79]. As shown in these figures, the timing of the maximum cylinder pressure 
fueled with natural gas is postponed compared with that fueled with gasoline, and it 
advances as hydrogen is added. 

4.3. Brake thermal efficiency 

Figure 16 depicts BTE versus equivalence ratio [75]. As seen in this figure, the BTE of a 20% 
H2 +80% CH4 mixture is higher than that of 100% CH4 [57,62]. Since only one cylinder was 
used in the experiment it is expected that efficiency be lower compared to an experiment 
using a four-cylinder engine. According to the experiments in Ref[41], the BTE values 
decreased, while the H2 percentage increased. The highest efficiency values were between 
0.7 and 0.9 equivalence ratios. According to the study in Ref. [55], the maximum efficiency 
was at about φ=0.75–0.8 for a 30%H2+70%CH4 mixture.. Also, effective efficiency had about a 
φ= 0.75–0.8 equivalence ratio [41,57,62]. 
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• The lean-burn capability and flame burning velocity of the natural gas engine was 
improved by blending it with fast burning velocity fuel such as hydrogen. 

• HCNG engines are superior to CNG engines from a fuel economy, power, and torque 
point of view due to better combustion. 

• The addition of hydrogen to natural gas increases BMEP compared with that of natural 
gas combustion. This is due to the increased burning velocity of the mixture by 
hydrogen addition which shortens combustion duration and increases the cylinder gas 
temperature. 

• The HCNG engine improves power by 3 - 4 % and torque by about 2 - 3 % compared to 
the CNG engine. The HCNG engine operates on the leaner side than the CNG engine 
which reduces fuel consumption by about 4% compared to CNG engine. 

• The HCNG fuel reduces CO emissions and NOx emissions more than the neat CNG 
operation. Thus the blended HCNG fuel is more environmentally friendly. 

• Engine operating parameters have to be carefully chosen by the designer, taking into 
account their effect on engine performance and emission. 

• Any attempt to control emissions by operating the engine with leaner mixtures has to 
take into account the effect on other variables like power. 

• Compression ratio and equivalence ratio have a significant effect on both the 
performance and emission characteristics of the engine and have to be carefully 
designed to achieve the best engine performance characteristics. 

• Higher engine rotational speeds can be used in lean mixtures to increase the power 
output of an engine operating on hydrogen while maintaining high efficiency and pre-
ignition free operation. 

• The variation in spark timing with hydrogen is very effective in controlling the 
combustion process. 

• Higher compression ratios can be applied satisfactorily to increase power output and 
efficiency, mainly because of the relatively fast burning characteristics of hydrogen–air 
mixtures. 

• The addition of hydrogen to methane gives a good alternative fuel to hydrocarbon fuels 
as it gives good flame stability, wide flammable regions and relatively higher burning 
velocity. 

• NOx emission values generally increase with increasing hydrogen content. However, if 
a catalytic converter, an EGR system or lean-burn technique are used, NOx emission 
values can be reduced to extremely low levels. 

• HC, CO2 and CO emission values decrease with increasing hydrogen percentage. 
• The addition of H2 (up to 20-30% vol.) to NG may constitute an effective short-term 

solution for the green-house gases problem and at the same time to introduce H2 into 
the fuel market without requiring changes in current engine technology. 

• In conjunction with new and advanced technologies, hydrogen-methane mixture gases 
can provide a large part of the rapidly growing need for clean and affordable energy 
services in the world. 

Future research of the hydrogen enriched compressed natural gas fuel include continuous 
improvement on performance and emissions, especially to reduce the hydrocarbon 
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emissions (including methane if necessary) which are currently not heavily regulated but 
will probably be more closely regulated in the future. Although the exhaust emissions from 
hydrogen-enriched natural gas are already very low, further refinement must be done in 
order to further reduce emissions and to achieve Enhanced Environmentally Friendly 
Vehicle (EEV) standards. Therefore finding the optimal combination of hydrogen fraction, 
ignition timing and excess air ratio along with other parameters that can be optimized is 
certainly a large hurdle. It is not only a challenge to locate the ideal combination of 
hydrogen fraction, ignition timing, and excess air ratio, but it can also be a large challenge to 
control these parameters. This requires sufficient control system to be developed for the 
HCNG engine to maximize the performance simultaneously minimizing the exhaust 
emissions. Other potential improvements include the reduction of emissions which can be 
transpire with the addition of a catalytic converter or by implementing an exhaust gas 
recycle system, lastly there is potential for performance improvements with an increase in 
the compression ratio[80]. 

As a result, today are faced with environmental problems, tomorrow hydrogen will solve all 
environmental problems due to road transports: Natural gas-hydrogen blends may be a 
potential bridge from today to tomorrow. 

Abbreviations 
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ATDC  After top dead center 
BSCO  Brake specific carbon monoxide 
BSFC   Brake specific fuel consumption 
BSHC   Brake specific hydrocarbon 
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MBT   Maximum brake torque 
NEDC   New European driving cycle 
NG   Natural gas 
NOx   Nitrogen oxides 
NTP   normal pressure and temperature 
rpm   Revolutions per minute 
SI  Spark-ignition engine 
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THC  Total unburned hydrocarbon 
uL  Laminar burning velocity 

WOT   Wide open throttle 

Greek symbols 

φ   Equivalence ratio 
λ   Excess air ratio 

Author details 

Bilge Albayrak Çeper 
Erciyes University Faculty of Eng., Dept. of Mech Eng., Kayseri, Turkey 

Acknowledgement 

Bilge Albayrak Ceper would like to thank Professor Nafiz Kahraman and Assoc. Prof. 
Selahaddin Orhan Akansu at Erciyes University for their encouragement on this study. 

6. References 

[1] Rahman M.M., Mohammed M.K., and Bakar R.A., Effect of engine speed on 
performance of four-cylinder direct injection hydrogen fueled engine, Proceedings of 
the 4th BSME-ASME International Conference on Thermal Engineering 27-29 
December, 2008, Dhaka, Bangladesh 

[2] Population Division United States Census Bureau International Database. World 
population: 1950-2050. http://www.census.gov/ipc/www/idb/worldpopgraph.php. 

[3] British Petroleum, BP statistical review of world energy, BP Annual Review; June 2009. 
[4] Patil K.R., Khanwalkar P.M., Thipse S.S., Kavathekar K.P., Rairikar S.D., Development 

of HCNG Blended Fuel Engine with Control of NOx Emissions, International Journal of 
Computer Information Systems and Industrial Management Applications (IJCISIM), 
ISSN: 2150-7988, 2010;2:087-095. 

[5] Pourkhesalian A.M., Shamekhi A.H., Salimi F., Alternative fuel and gasoline in an SI 
engine: A comparative study of performance and emissions characteristics, Fuel 
2010;89: 1056–63. 



 
Hydrogen Energy – Challenges and Perspectives 

 

196 

[6] Adeeb Z., Glycerol delignification of poplar wood chips in aqueous medium, Energy 
Educ Sci Technol 2004;13:81–8. 

[7] Verhelst S., Maesschalck P., Rombaut N., Sierens R., Increasing the power output of 
hydrogen internal combustion engines by means of supercharging and exhaust gas 
recirculation, Int J Hydrogen Energy 34 (2009) 4406–4412 

[8] Doble M., Kruthiventi A.K., Alternate Energy Sources, Green Chemistry and 
Engineering, 2007, Pages 171-192. 

[9] Veziroglu T.N., Barbir F., Solar-hydrogen energy system: the choice of the future. 
Environ. Conserv. 1991;18(4):304–12. 

[10] Veziroglu T.N., Petkov T., Sheffield J.W., An outlook of hydrogen as an automotive 
fuel. Int J Hydrogen Energy 1989;14(7):449–74. 

[11] North D.C., Investigation of hydrogen as an internal combustion fuel. Int. J. Hydrogen 
Energy 1992;17(7):509–12. 

[12] Asadiq A-B.M., Ashahad A-J. H., A prediction study of the effect of hydrogen blending 
on the performance and pollutants emission of a four stroke spark ignition engine. Int. J 
Hydrogen Energy 1999;24(4):363–75. 

[13] Al-Baghdadi Maher A.S., Al-Janabi Haroun A.S., A prediction study of a spark ignition 
supercharged hydrogen engine. Energy Conversion Manage. 2003;44(20):3143–50. 

[14] Desoky A.A., El-Emam S.H., A study on the combustion of alternative fuel in spark 
ignition engines. Int. J. Hydrogen Energy 1985;10(8):497–504. 

[15] Sher E., Hacohen Y., Measurements and predictions of the fuel consumption and 
emission of a spark ignition engine fueled with hydrogen-enriched gasoline. Proc. 
Instan. Mech. Engrs1989;203:155–62. 

[16] Taylor S.C., Burning velocity and the influence of flame stretch. PhD thesis, Leeds 
University, 1991. 

[17] Vagelopoulos C.M., Egolfopoulos F.N., Law C.K., Further considerations on the 
determination of laminar flame speeds with the counterflow twin-flame technique, 25th 
Symp. (Int.) on Combustion 1341–1CK347, 1994. 

[18] Kwon O.C., Faeth G.M., Flame/stretch interactions of premixed hydrogen-fueled 
flames: measurements and predictions, Combust Flame 2001;124:590–610. 

[19] Verhelst S., Woolley R., Lawes M., Sierens R., Laminar and unstable burning velocities 
and Markstein lengths of hydrogen–air mixtures at engine-like conditions, Proc 
Combust Inst 2005;30:209–16. 

[20] Liu D.D.S., MacFarlane R., Laminar burning velocities of hydrogen–air and hydrogen–
air–steam flames, Combust Flame 1983;49:59–71. 

[21] Milton B., Keck J., Laminar burning velocities in stoichiometric hydrogen and 
hydrogen–hydrocarbon gas mixtures, Combust Flame 1984;58:13–22. 

[22] Iijima T., Takeno T., Effects of temperature and pressure on burning velocity, Combust 
Flame 1986;65:35–43. 

[23] Koroll G.W., Kumar R.K., Bowles E.M., Burning velocities of hydrogen–air mixtures, 
Combust Flame 1993;94:330–40. 

[24] Ghazi A.K., Hydrogen as a spark ignition engine fuel, Int. J. Hydrogen Energy 
2003;28(5):569–77. 



 
Hydrogen Energy – Challenges and Perspectives 

 

196 

[6] Adeeb Z., Glycerol delignification of poplar wood chips in aqueous medium, Energy 
Educ Sci Technol 2004;13:81–8. 

[7] Verhelst S., Maesschalck P., Rombaut N., Sierens R., Increasing the power output of 
hydrogen internal combustion engines by means of supercharging and exhaust gas 
recirculation, Int J Hydrogen Energy 34 (2009) 4406–4412 

[8] Doble M., Kruthiventi A.K., Alternate Energy Sources, Green Chemistry and 
Engineering, 2007, Pages 171-192. 

[9] Veziroglu T.N., Barbir F., Solar-hydrogen energy system: the choice of the future. 
Environ. Conserv. 1991;18(4):304–12. 

[10] Veziroglu T.N., Petkov T., Sheffield J.W., An outlook of hydrogen as an automotive 
fuel. Int J Hydrogen Energy 1989;14(7):449–74. 

[11] North D.C., Investigation of hydrogen as an internal combustion fuel. Int. J. Hydrogen 
Energy 1992;17(7):509–12. 

[12] Asadiq A-B.M., Ashahad A-J. H., A prediction study of the effect of hydrogen blending 
on the performance and pollutants emission of a four stroke spark ignition engine. Int. J 
Hydrogen Energy 1999;24(4):363–75. 

[13] Al-Baghdadi Maher A.S., Al-Janabi Haroun A.S., A prediction study of a spark ignition 
supercharged hydrogen engine. Energy Conversion Manage. 2003;44(20):3143–50. 

[14] Desoky A.A., El-Emam S.H., A study on the combustion of alternative fuel in spark 
ignition engines. Int. J. Hydrogen Energy 1985;10(8):497–504. 

[15] Sher E., Hacohen Y., Measurements and predictions of the fuel consumption and 
emission of a spark ignition engine fueled with hydrogen-enriched gasoline. Proc. 
Instan. Mech. Engrs1989;203:155–62. 

[16] Taylor S.C., Burning velocity and the influence of flame stretch. PhD thesis, Leeds 
University, 1991. 

[17] Vagelopoulos C.M., Egolfopoulos F.N., Law C.K., Further considerations on the 
determination of laminar flame speeds with the counterflow twin-flame technique, 25th 
Symp. (Int.) on Combustion 1341–1CK347, 1994. 

[18] Kwon O.C., Faeth G.M., Flame/stretch interactions of premixed hydrogen-fueled 
flames: measurements and predictions, Combust Flame 2001;124:590–610. 

[19] Verhelst S., Woolley R., Lawes M., Sierens R., Laminar and unstable burning velocities 
and Markstein lengths of hydrogen–air mixtures at engine-like conditions, Proc 
Combust Inst 2005;30:209–16. 

[20] Liu D.D.S., MacFarlane R., Laminar burning velocities of hydrogen–air and hydrogen–
air–steam flames, Combust Flame 1983;49:59–71. 

[21] Milton B., Keck J., Laminar burning velocities in stoichiometric hydrogen and 
hydrogen–hydrocarbon gas mixtures, Combust Flame 1984;58:13–22. 

[22] Iijima T., Takeno T., Effects of temperature and pressure on burning velocity, Combust 
Flame 1986;65:35–43. 

[23] Koroll G.W., Kumar R.K., Bowles E.M., Burning velocities of hydrogen–air mixtures, 
Combust Flame 1993;94:330–40. 

[24] Ghazi A.K., Hydrogen as a spark ignition engine fuel, Int. J. Hydrogen Energy 
2003;28(5):569–77. 

 
Use of Hydrogen-Methane Blends in Internal Combustion Engines 

 

197 

[25] Jehad A.A., Yamin H.N., Gupta B.B.B., Srivastava O.N., Effect of combustion duration 
on the performance and emission characteristics of a spark ignition engine using 
hydrogen as a fuel,Int. J Hydrogen Energy 2000;25(6):581–9. 

[26] Das L.M., Gupta R., Gupta P.K., Performance evaluation of a hydrogen-fuelled spark 
ignition engine using electronically controlled solenoid-actuated injection system, Int. J. 
Hydrogen Energy 2000;25(6):569–79. 

[27] De Ferrières S., El Bakali A., Lefort B., Montero M., Pauwels J.F., Experimental and 
numerical investigation of low-pressure laminar premixed synthetic natural gas/O2/N2 
and natural gas/H2/O2/N2 flames, Combustion and Flame 2008;154: 601–23. 

[28] Kim K., Kim H., Kim B., Lee K. and Lee K., Effect of Natural Gas Composition on the 
Performance of a CNG Engine, Oil & Gas Science and Technology – Rev. IFP, 
2009;64(2); 199-206. 

[29] Hu E., Huang Z., He J., Zheng J., Miao H., Measurements of laminar burning velocities 
and onset of cellular instabilities of methane–hydrogen–air flames at elevated pressures 
and temperatures, Int J Hydrogen Energy 2009;34: 5574 –84. 

[30] Semin, R.A.B., A Technical Review of Compressed Natural Gas as an Alternative Fuel 
for Internal Combustion Engines, American J. of Engineering and Applied Sciences 
2008;1(4): 302-311. 

[31] Kubesh J., King S.R., Liss W.E., Effect of Gas Composition on Octane Number of 
Natural Gas Fuels, SAE 922359 1992. 

[32] Lee Y., Kim G., Effect of Gas Compositions on Fuel Economy and Exhaust Emissions of 
Natural Gas Vehicles, KSAE 7, 1999;8: 123-31. 

[33] Aslam M.U., Masjuki H.H., Kalam M.A., Abdesselam H., Mahlia T.M.I., Amalina M.A. 
An Experimental Investigation of CNG as an Alternative Fuel for a Retrofitted Gasoline 
Vehicle, Fuel 2006; 85; 5-6, 717-24. 

[34] Ryu K., Kim B., Development of Conversion Technology of a Decrepit Diesel Vehicle to 
the Dedicated Natural Gas Vehicle, KSAE 14, 2006;6:73-81. 

[35] Cho H.M., He B.Q., Spark ignition natural gas engines – a review, Energy Convers 
Manage 2007;48(2):608–18. 

[36] Tunestal P., Christensen M., Einewall P., Andersson T., Johansson B., Jonsson O., 
Hydrogen addition for improved lean burn capability of slow and fast burning natural 
gas combustion chambers, SAE paper 2002-02-2686; 2002. 

[37] Thipse S.S., et al, Development of a CNG injection engine compliant to Euro-IV norms 
and development strategy for HCNG operation, SAE Paper 2007-26-029.  

[38] Bell, S.R., Gupta, M., Extension of a Lean Operating Limit for Natural Gas Fuelling of a 
Spark Ignition Engine Using Hydrogen Blending., Combustion Sciences and Technology, 
1997;123: 1-6, 23-48. 

[39] Xu J., Zhang X., Liu J., Fan L., Experimental Study of a Single Cylinder Engine Fueled 
with Natural Gas – Hydrogen Mixtures, International Journal of Hydrogen Energy, 
2010;35(7): 2909-14. 

[40] Blarigan P.V., Keller J.O., A hydrogen fuelled internal combustion engine designed for 
single speed/power operation. International Journal of Hydrogen Energy 2002; 
23(7):603–9. 



 
Hydrogen Energy – Challenges and Perspectives 

 

198 

[41] Bauer C.G., Forest T.W., Effect of hydrogen addition on the performance of methane-
fueled vehicles. Part I: effect on S.I. engine performance. International Journal of 
Hydrogen Energy 2001;26(1):55–70. 

[42] Wong Y.K., Karim G.A., An analytical examination of the effects of hydrogen addition 
on cyclic variations in homogeneously charged compression-ignition engines. 
International Journal of Hydrogen Energy 2000;25(12):1217–24. 

[43] Karim G.A., Wierzba I., Al-Alousi Y., Methane–hydrogen mixtures as fuels. 
International Journal of Hydrogen Energy 1996;21(7):625–31. 

[44] Ilbas M., Crayford A.P., Ylmaz I., Bowen P.J., Syred N., Laminar-burning velocities of 
hydrogen–air and hydrogen–methane–air mixtures: An experimental study, Int J 
Hydrogen Energy 31;2006:1768 – 1779. 

[45] Shudo, T., Shimamura, K., Nakajima, Y., Combustion and emissions in a methane DI 
stratified charge engine with hydrogen pre-mixing, JSAE Review, 2000; 21:3-7(5). 

[46] Nagalingam B., Duebel F. and Schmillen K., Performance study using natural gas, 
hydrogen-supplemented natural gas and hydrogen in AVL research engine, Int. J. 
Hydrogen Energy, 1983; 8(9): 715-20. 

[47] Wallace J.S., Cattelan A.I., Hythane and CNG fuelled engine exhaust emission 
comparison, Proceedings 10th World Hydrogen Energy Conference, Cocoa Beach, USA, 
June 20–24;1994:1761–1770. 

[48] Raman V., Hansel J., Fulton J., Lynch F., Bruderly D., Hythane-an ultraclean 
transportation fuel. Procs. of 10th World Hydrogen Conference, Cocoa Beach, Florida, 
USA, 1994;3: 1797–806. 

[49] Larsen J.F., Wallace J.S., Comparison of emissions and efficiency of a turbocharged lean-
burn natural gas and hythane-fueled engine. J Eng for Gas Turbines Power 
1997;119:218-26. 

[50] Collier K., Hoekstra R.L., Mulligan N., Jones C., Hahn D., Untreated exhaust emissions 
of a hydrogen-enriched CNG production engine conversion., SAE Paper No. 960858; 
1996. 

[51] Akansu S.O., Kahraman N., Çeper B., Experimental study on a spark ignition engine 
fuelled methane-hydrogen mixtures, Int. J. Hydrogen Energy, 2007; 32( 17): 4279-84.  

[52] Hoekstra R.L., Collier K., Mulligan N., Chew L., Experimental study of a clean burning 
vehicle fuel. Int J Hydrogen Energy 1995;20:737-45. 

[53] Wang J., Huang Z., Fang Y., Liu B., Zeng K., Miao H., et al., Combustion behaviors of a 
direct-injection engine operating on various fractions of natural gas hydrogen blends, 
Int J Hydrogen Energy 2007; 32(15):3555–64. 

[54] Ceper B.A., Usability of hydrogen–natural gas mixtures in internal combustion engines, 
Erciyes Unversity, Institute of Natural Sciences; Phd thesis, 2009. Turkey. 

[55] Kahraman N., Ceper B., Akansu S.O., Aydin K., Investigation of combustion 
characteristics and emissions in a spark-ignition engine fuelled with natural gas–
hydrogen blends. Int J Hydrogen Energy 2009;34: 1026-34. 

[56] Ceper B.A., Akansu S.O., Kahraman N., Investigation of cylinder pressure for H2/CH4 
mixtures at different loads. Int J Hydrogen Energy 2009;34: 4855-61. 



 
Hydrogen Energy – Challenges and Perspectives 

 

198 

[41] Bauer C.G., Forest T.W., Effect of hydrogen addition on the performance of methane-
fueled vehicles. Part I: effect on S.I. engine performance. International Journal of 
Hydrogen Energy 2001;26(1):55–70. 

[42] Wong Y.K., Karim G.A., An analytical examination of the effects of hydrogen addition 
on cyclic variations in homogeneously charged compression-ignition engines. 
International Journal of Hydrogen Energy 2000;25(12):1217–24. 

[43] Karim G.A., Wierzba I., Al-Alousi Y., Methane–hydrogen mixtures as fuels. 
International Journal of Hydrogen Energy 1996;21(7):625–31. 

[44] Ilbas M., Crayford A.P., Ylmaz I., Bowen P.J., Syred N., Laminar-burning velocities of 
hydrogen–air and hydrogen–methane–air mixtures: An experimental study, Int J 
Hydrogen Energy 31;2006:1768 – 1779. 

[45] Shudo, T., Shimamura, K., Nakajima, Y., Combustion and emissions in a methane DI 
stratified charge engine with hydrogen pre-mixing, JSAE Review, 2000; 21:3-7(5). 

[46] Nagalingam B., Duebel F. and Schmillen K., Performance study using natural gas, 
hydrogen-supplemented natural gas and hydrogen in AVL research engine, Int. J. 
Hydrogen Energy, 1983; 8(9): 715-20. 

[47] Wallace J.S., Cattelan A.I., Hythane and CNG fuelled engine exhaust emission 
comparison, Proceedings 10th World Hydrogen Energy Conference, Cocoa Beach, USA, 
June 20–24;1994:1761–1770. 

[48] Raman V., Hansel J., Fulton J., Lynch F., Bruderly D., Hythane-an ultraclean 
transportation fuel. Procs. of 10th World Hydrogen Conference, Cocoa Beach, Florida, 
USA, 1994;3: 1797–806. 

[49] Larsen J.F., Wallace J.S., Comparison of emissions and efficiency of a turbocharged lean-
burn natural gas and hythane-fueled engine. J Eng for Gas Turbines Power 
1997;119:218-26. 

[50] Collier K., Hoekstra R.L., Mulligan N., Jones C., Hahn D., Untreated exhaust emissions 
of a hydrogen-enriched CNG production engine conversion., SAE Paper No. 960858; 
1996. 

[51] Akansu S.O., Kahraman N., Çeper B., Experimental study on a spark ignition engine 
fuelled methane-hydrogen mixtures, Int. J. Hydrogen Energy, 2007; 32( 17): 4279-84.  

[52] Hoekstra R.L., Collier K., Mulligan N., Chew L., Experimental study of a clean burning 
vehicle fuel. Int J Hydrogen Energy 1995;20:737-45. 

[53] Wang J., Huang Z., Fang Y., Liu B., Zeng K., Miao H., et al., Combustion behaviors of a 
direct-injection engine operating on various fractions of natural gas hydrogen blends, 
Int J Hydrogen Energy 2007; 32(15):3555–64. 

[54] Ceper B.A., Usability of hydrogen–natural gas mixtures in internal combustion engines, 
Erciyes Unversity, Institute of Natural Sciences; Phd thesis, 2009. Turkey. 

[55] Kahraman N., Ceper B., Akansu S.O., Aydin K., Investigation of combustion 
characteristics and emissions in a spark-ignition engine fuelled with natural gas–
hydrogen blends. Int J Hydrogen Energy 2009;34: 1026-34. 

[56] Ceper B.A., Akansu S.O., Kahraman N., Investigation of cylinder pressure for H2/CH4 
mixtures at different loads. Int J Hydrogen Energy 2009;34: 4855-61. 

 
Use of Hydrogen-Methane Blends in Internal Combustion Engines 

 

199 

[57] Sierens R., Rosseel E., Variable composition hydrogen/natural gas mixtures for 
increased engine efficiency and decreased emissions. J Eng for Gas Turbines Power 
2000;122:135-40. 

[58] Huang Z., Wang J., Liu B., Zeng K., Yu K., Jiang D., Combustion characteristics of a 
direct-injection engine fueled with natural gas-hydrogen blends under different ignition 
timings. Fuel 2007;86:381-7. 

[59] Dimopoulos P., Bach C., Soltic P., Boulouchos K., Hydrogen–natural gas blends fuelling 
passenger car engines: Combustion, emissions and well-to-wheels assessment, Int J 
Hydrogen Energy 2008;33: 7224–36. 

[60] Ortenzi F., Chiesa M., Scarcelli R., Pede G., Experimental tests of blends of hydrogen 
and natural gas in light-duty vehicles, Int J Hydrogen Energy 2008;33: 3225–29. 

[61] Dulger Z., Numerical modeling of heat release and flame propagation for methane 
fueled internal combustion engines with hydrogen addition. PhD thesis, University of 
Miami, 1991. 

[62] Swain M.R., Yusuf M.J., Dulger Z., Swain M.N., The effects of hydrogen addition on 
natural gas engine operation. SAE paper 932775, 1993. 

[63] Yusuf M.J., Lean burn natural gas fueled engines: engine modification versus hydrogen 
blending. PhD thesis, University of Miami, 1993. 

[64] Ma F., Wang Y., Study on the extension of lean operation limit through hydrogen 
enrichment in a natural gas spark-ignition engine, Int J Hydrogen Energy 2008;33: 1416–
24. 

[65] Genovese A., Contrisciani N., Ortenzi F., Cazzola V., On road experimental tests of 
hydrogen/natural gas blends on transit buses. Int J Hydrogen Energy 2011;36:1775e83 

[66] Mariani A., Morrone B., Unich A., Numerical evaluation of internal combustion spark 
ignition engines performance fuelled with hydrogen- Natural gas blends, Int J 
Hydrogen Energy 2012;37: 2644-54. 

[67] Mariani A., Morrone B., Unich A., Numerical modelling of internal combustion engines 
fuelled by hydrogen-natural gas blends. ASME Int Mech Eng Congress Exposition; 
2008. 

[68] Morrone B., Unich A., Numerical investigation on the effects of natural gas and 
hydrogen blends on engine combustion. Int J Hydrogen Energy 2009;33:4626-34. 

[69] Tinaut F.V., Melgar A., Gime´nez B., Reyes M., Prediction of performance and 
emissions of an engine fuelled with natural gas/hydrogen blends. Int J Hydrogen 
Energy 2011;36:947-56. 

[70] Park J., Cha H., Song S., Min Chun K., A numerical study of a methane-fueled gas 
engine generator with addition of hydrogen using cycle simulation and DOE method. 
Int J Hydrogen Energy 2011;36:5153-62. 

[71] Nanthagopal, K., Subbarao R., Elango T., Baskar P., Annamala K., Hydrogen Enriched 
Compressed Natural Gas-A Futuristic Fuel for Internal Combustion Engines, Thermal 
Science,  2011; 15(4): 1145-54. 

[72] Navarro E., Leo T.J., Corral R., CO2 emissions from a spark ignition engine operating on 
natural gas–hydrogen blends (HCNG), Applied Energy (2012),  
http://dx.doi.org/10.1016/j.apenergy.2012.02.046 



 
Hydrogen Energy – Challenges and Perspectives 

 

200 

[73] Wurster R., H2-based road transport in comparison. In: Proceedings of DIME 
international conference “Innovation, Sustainability and Policy”. Bordeaux, France; 2008. 
http://www.lbst.de/ressources/docs2008/DIME-Conference_H2 
AutomotiveFuel_LBST_11SEP2008_V4.pdf 

[74] Heywood J.B., Internal combustion engine fundamentals. McGraw-Hill; 1988. 
[75] Akansu S.O., Dulger Z., Kahraman N., Veziroglu T.N., Internal combustion engines 

fueled by natural gas–hydrogen mixtures. International Journal of Hydrogen Energy 
2004;29:1527–9. 

[76] Zheng J., Hu E., Huang Z., Ning D., Wang J., Combustion and emission characteristics 
of a spray guided direct-injection spark-ignition engine fueled with natural gas-
hydrogen blends, Int J Hydrogen Energy 2011;36: 11155-63. 

[77] Mohammed S.E.L., Baharom M.B., Aziz A.R.A., Analysis of engine characteristics and 
emissions fueled by in-situ mixing of small amount of hydrogen in CNG, Int J 
Hydrogen Energy 2011;36: 4029–37. 

[78] Ma F., Wang M., Jiang L., Deng J., Chen R., et al., Performance and emission 
characteristics of a turbocharged spark-ignition hydrogen-enriched compressed natural 
gas engine under wide open throttle operating conditions, Int J Hydrogen Energy 
2010;35: 12502-509. 

[79] Gao Z., Wu X., Gao H., Liu B., Wang J., et al., Investigation on characteristics of 
ionization current in a spark-ignition engine fueled with natural gas-hydrogen blends 
with BSS de-noising method, Int J Hydrogen Energy 2010;35: 12918-29. 

[80] Ma F., Naeve N., Wang M., Jiang L., Chen R., Zhao S., Hydrogen-enriched compressed 
natural gas as a fuel for engines,http://cdn.intechopen.com/pdfs/11490/InTech-
Hydrogen_enriched_compressed_natural_gas_as_a_fuel_for_engines.pdf 



 
Hydrogen Energy – Challenges and Perspectives 

 

200 

[73] Wurster R., H2-based road transport in comparison. In: Proceedings of DIME 
international conference “Innovation, Sustainability and Policy”. Bordeaux, France; 2008. 
http://www.lbst.de/ressources/docs2008/DIME-Conference_H2 
AutomotiveFuel_LBST_11SEP2008_V4.pdf 

[74] Heywood J.B., Internal combustion engine fundamentals. McGraw-Hill; 1988. 
[75] Akansu S.O., Dulger Z., Kahraman N., Veziroglu T.N., Internal combustion engines 

fueled by natural gas–hydrogen mixtures. International Journal of Hydrogen Energy 
2004;29:1527–9. 

[76] Zheng J., Hu E., Huang Z., Ning D., Wang J., Combustion and emission characteristics 
of a spray guided direct-injection spark-ignition engine fueled with natural gas-
hydrogen blends, Int J Hydrogen Energy 2011;36: 11155-63. 

[77] Mohammed S.E.L., Baharom M.B., Aziz A.R.A., Analysis of engine characteristics and 
emissions fueled by in-situ mixing of small amount of hydrogen in CNG, Int J 
Hydrogen Energy 2011;36: 4029–37. 

[78] Ma F., Wang M., Jiang L., Deng J., Chen R., et al., Performance and emission 
characteristics of a turbocharged spark-ignition hydrogen-enriched compressed natural 
gas engine under wide open throttle operating conditions, Int J Hydrogen Energy 
2010;35: 12502-509. 

[79] Gao Z., Wu X., Gao H., Liu B., Wang J., et al., Investigation on characteristics of 
ionization current in a spark-ignition engine fueled with natural gas-hydrogen blends 
with BSS de-noising method, Int J Hydrogen Energy 2010;35: 12918-29. 

[80] Ma F., Naeve N., Wang M., Jiang L., Chen R., Zhao S., Hydrogen-enriched compressed 
natural gas as a fuel for engines,http://cdn.intechopen.com/pdfs/11490/InTech-
Hydrogen_enriched_compressed_natural_gas_as_a_fuel_for_engines.pdf 

Chapter 8 

 

 

 
 

© 2012 Toledo Torres and Rosales Huerta, licensee InTech. This is an open access chapter distributed under 
the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which 
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is 
properly cited. 

Hybrid Filtration Combustion 

Mario Toledo Torres and Carlos Rosales Huerta 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/50353 

1. Introduction 

Recent stringent emission regulations and depletion of energy sources have imposed special 
requirements on combustion technologies for the new millennium. By now it is well known 
that hydrocarbon sources, the bedrock of economic wealth and combustion science, are 
being depleted 100 000 times faster than they are being replenished. These factors will no 
doubt demand the development of novel combustion techniques. Among other concepts, 
combustion in a porous media offers a possible technological breakthrough and solutions 
for the near and long term. It can provide the basis for development for new combustion 
systems. The study of porous media phenomena itself can be a multidisciplinary field 
ranging from mechanical and chemical to geological and petroleum applications [1]. 

Porous media combustion, also known as filtration combustion, is defined as the process in 
which a self-sustaining exothermal reactive wave propagates over a porous reagent by 
means of gaseous oxidizer filtration through an inert solid matrix towards the reaction zone. 
As an internally self-organized process of heat recuperation, filtration combustion of 
gaseous mixtures in porous media differs significantly from the homogeneous flames. This 
difference is attributed to the following main factors: the highly developed inner surface of 
the porous medium results in efficient heat transfer between gas and solid; dispersion of the 
gas flowing through a porous media increases effective diffusion and heat transfer in the gas 
phase. To further elaborate, once a gas mixture is ignited inside the media, the heat release 
from the intense reaction zone is transferred to the solid matrix that subsequently feeds a 
fraction of the energy to the solid layers immediately above and below. This process 
facilitates a combustion process that ensures stability in a wide range of gas filtration 
velocities, equivalence ratios, and power loads. 

Stationary and transient systems are the two major design approaches commonly employed 
in porous combustion [2-8]. The first approach is widely used in radiant burners and surface 
combustor-heaters where the combustion zone is stabilized within the finite element of the 
porous matrix. The second (transient) approach involves a traveling wave representing an 
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unsteady combustion zone freely propagating in either downstream or upstream direction 
in the inert porous media (IPM). Strong interstitial heat transfer results in a low degree of 
thermal non-equilibrium between gas and solid. These conditions correspond to the low-
velocity regime of filtration gas combustion, according to classification given by Babkin [9]. 
The relative displacement of the combustion zone results in positive or negative enthalpy 
fluxes between the reacting gas and the solid matrix. As a result, observed combustion 
temperatures can be significantly different from the adiabatic predictions and are controlled 
mainly by the reaction chemistry and heat transfer mechanism. The upstream wave 
propagation, countercurrent to filtration velocity, results in under-adiabatic combustion 
temperatures, while the downstream propagation of the wave leads to the combustion in a 
super-adiabatic regime with temperatures much in excess of the adiabatic one. Super-
adiabatic combustion significantly extends conventional flammability limits to the region of 
ultra-low heat content mixtures. 

Superadiabatic filtration combustion of rich and ultra-rich mixtures creates a situation in 
which partial oxidation and/or thermal cracking of hydrocarbons take place. This 
technology for hydrogen or synthesis gas (or syngas, a gas mixture that contains varying 
amounts of carbon monoxide and hydrogen) production uses an IPM [10-13]. The fuels used 
in porous combustion systems are basically of gaseous form due to fluidity, volumetric 
capacity, and shorter mixing length scale [14-21]. Liquid fuel reactors have been developed 
and used to a smaller extent [22-30]. 

According with the theory and technology of filtration combustion and the required new 
combustion systems, a new hybrid porous reactor can be developed changing an inert solid 
volume fraction by solid fuels. Now the porous medium is composed of uniformly mixed 
aleatory solid fuel and inert particles [31]. This change produces hybrid filtration combustion 
for simultaneous conversion of solid and gaseous fuels to energy (lean combustion) or 
hydrogen and synthesis gas (rich combustion). 

As a result of composed porous medium, observed combustion temperatures can be lower 
than the IPM values and are controlled mainly by the heterogeneous reaction chemistry and 
heat transfer mechanism. Upstream and downstream wave propagations are present in the 
hybrid porous reactor. The upstream wave propagation in the composite bed is similar to 
the inert bed but the downstream wave propagation show a flat temperature profile with 
practically constant temperature along the reactor. 

The combustion temperature in composite bed decreases from rich to ultra-rich gas fuel-air 
mixtures, and also with the increase of solid fuel volume fraction in porous medium. That 
suggests a change of dominant kinetic mechanism and a shift from homogeneous to 
heterogeneous chemistry. At high downstream propagation velocities near the 
stoichiometric conditions the role of gas phase kinetics is dominant. In these conditions, the 
upstream wave propagation suppresses the heterogeneous oxidation processes by the 
complete consumption of oxidizer. At higher equivalence ratios, the wave propagation is 
slower. This increases the role of heterogeneous kinetics. As a result, the ignition and 
combustion temperatures drop. In turn, this affects the wave velocity. The mechanism of 
heterogeneous combustion becomes dominant for downstream wave propagation. The 
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slowly reacting solid fuel is directly exposed to oxidizer. The ignition initiated over the solid 
phase is further transferred to the gas phase. It is possible to suggest that the structure of the 
wave in this case involves a heterogeneous reaction front followed by the gas phase reaction 
front. These fronts are followed by a slow endothermic reaction between the formed steam 
and solid/gaseous fuels. 

The propagation of downstream hybrid combustion waves in the fuel loaded medium has 
resulted in wide combustion fronts with superadiabatic combustion temperatures. Due to 
the wide flat temperature profiles it has been found impossible to determine the wave 
velocity with sufficient accuracy. The flat temperature profile also suggests that the fuel 
particles are burning upstream of the front. 

The use of rich and ultra-rich mixtures of gas fuel with air hybrid filtration combustion for 
hydrogen and syngas production has big potential. Hydrogen and syngas concentration 
increases with an increase of equivalence ratio for gas fuel/air mixtures in the inert porous 
medium and composite bed. In comparison, more high concentration of hydrogen and 
syngas is obtained in the composite porous media. Hydrogen conversion for gas fuel/air 
mixtures for hybrid filtration combustion waves is 50% for higher equivalence ratio. 

2. Physical and mathematical description of the hybrid process 

Lean combustion results in complete burnout of the hydrocarbon fuel, with the formation of 
carbon dioxide and water. Thus, both the composition of the final products and the heat 
release are well defined. In contrast to the lean case, the partial oxidation products of rich 
and ultra-rich waves are not clearly defined. In such a case, fuel is only partially oxidized in 
the wave, and the total heat release could be kinetically controlled by the degree of partial 
oxidation. As a result, chemical kinetics, heat release, and heat transfer are strongly coupled 
in the rich and ultra-rich waves, rendering it a more complicated and challenging 
phenomenon than the lean wave.  

In the following we describe the governing equations, derived from fundamental principles, as 
well as some suitable models and assumptions that allow the formulation of a mathematical 
model. Such a model can be tractable by numerical simulation. We consider the bulk volume V 
of the bed separated into the volume occupied by the solid particles, Vs, and the volume 
occupied by the gas Vg (i.e. V = Vg +Vs). As usual, we define the porosity θ as the fraction of 
bulk volume V occupied by the gas: Vg = θ V. The composition of the gas is characterized by 
the molar fractions {yj, j = 1,...,NSP of the NSP chemical species in the gas phase. On the other 
hand, the solid phase is composed of reacting fuel particles and inert particles. For the sake of 
conciseness, in this section we will refer to this solid fuel simply as fuel (it is implicit, by our 
definition of hybrid filtration combustion, that some of the species in the gas phase are also 
components of a gaseous fuel injected into the porous medium). To specify the composition of 
this solid medium we define partial (mass) densities for the fuel and inert gas as 

 ρ ρ= =;f i
f i

s s

m m
V V

  (1) 
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where mf and mi are respectively the mass of fuel and the mass of inert component in a given 
volume V. Note that these densities are based on the solid volume, so that mf  = ρf θ V, and 
similarly for mi. Here and in all this chapter the subscripts (g) refer to the gas phase, (s) to the 
solid phase, (f) to the fuel component in the solid, and (i) to the inert component in the solid.  

2.1. Conservation of mass for gaseous species 

For an arbitrary volume V in the porous medium, the conservation of mass for the j-th 
species in the gaseous mixture is given by 

 θ ρ ρ ρ θ∂ + ⋅ + ⋅ =
∂   ( )d d d d .g j g j g j j j

V A A V

y V y A y A S V
t

u n w n
   

  (2) 

The first term on the left-hand side (LHS) is of course the local rate of variation of the molar 
quantity of species j in the volume, where ρg is the molar density of the gas. The second term 
is the advection of species j by the gas flowing out of V through is bounding surface A ( n


is 

the outward normal vector). This flow is calculated using the filtration velocity u


, so that 
the integration is taken over the whole area A. The third term is the additional transport 
across that bounding surface due to the diffusion velocity, jw


, of species j relative to the 

mean gas velocity. The right-hand side contains the integration of the source term, Sj, per 
unit of bulk volume. This term contains the net production of species j by homogeneous 
reaction in the gas phase, heterogeneous reaction with the solid fuel, and volatile matter 
release by that fuel, as explained later. 

Although the diffusion velocities jw


can in principle be obtained by solving a system of 
equations, involving the binary mass diffusion coefficients for each pair of species in the gas, 
such treatment is computationally difficult and expensive. Therefore, the usual simplified 
approach is based on Fick’s law  

 = − ∇j j j jy D yw


  (3)  

where Dj is the diffusion coefficient of species j into the gaseous mixture. Hence, from Eq. (2) 
one readily obtains 

 θ ρ θρ ρ∂ = ∇ ⋅ ∇ − ∇ ⋅ + =
∂
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t
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Among other parameters, the filtration velocity u


must be known in Eqs. (4) in order to 
solve them for yj. In many applications with porous media in reactors of simple geometry 
(for instance, a long and narrow cylinder), the filtration velocity is determined by a global 
mass balance of the reactor, and the whole problem can be analyzed as one-dimensional.  

By their definition, the mole fractions must satisfy 
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so that, one of the NSP equations (4) can be eliminated, and the associated mole fraction can 
be obtained by difference from Eq. (5). We remark that, as shown in Ref. [32], solving (NSP – 
1) species equations in this way can produce numerical problems, when the exact diffusion 
velocities have been substituted by Fick’s law, conducing to a violation in global mass 
conservation. The error vanishes when all diffusion coefficients are equal (Dj = D), and it is 
negligible if the species for which the equation was removed has a relatively high 
concentration in the mixture.  

The gas volume Vg in the region V receives chemical species which come from: (i) advection 
by the gas flowing into Vg, (ii) enter Vg as a component of volatiles evolved from the solid 
fuel, or (iii) enter Vg as a product of heterogeneous reactions of the solid fuel with gaseous 
species. The species will react in the gaseous phase according to a homogeneous reaction 
mechanism. The presence of heterogeneous reactions means that simultaneously some of 
these species will be consumed in such reaction. The superposition of these processes 
determine the net source term Sj in the equation (4). 

2.1.1. Homogeneous reaction 

The homogenous reaction of the NSP species in the gas is generally expressed as a system of 
NHO reactions  
 

 α αη η α
= =

′ ′′←⎯→ = 
1 1

M M ; for  1, ,
SP SPN N

j j j j HO
j j

N   (6)  

where Mj represents symbolically the molecule of species j, and α αη η′ ′′( , )j j are the 
stoichiometric coefficients of the j-th species in the α-th homogeneous reaction. These 
reactions are considered, in principle, reversible so that the rates of consumption and 
production of species j are given by 

 α α α α α α α α
α α

η η η η
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respectively. Here, rfα is the forward reaction rate (→), and similarly rbα is the backward 
reaction rate (←). Thus, the net production for the j-th species by the homogeneous reaction 
mechanism is 

 α α α α
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η η
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The forward and backward reaction rates can be obtained from the law of mass action. 
Considering the mechanism (6) as composed of elementary reactions, the order of the 
reactions corresponds to the stoichiometric coefficients, and therefore 
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and 
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In these expressions, kfα and kbα correspond to the forward and backward kinetic factors, 
which are usually modelled using the Arrhenius law 
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where the constants Afαand bα , as well as the activation energy Efα, are data to be provided 
for each reaction. These parameters constitute an essential part of the chemical reaction 
model (and one of the most difficult to obtain). The backward kinetic factors are computed 
from the forward factors using the equilibrium constants Kα of the reactions 
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where po is the pressure of the standard state (po = 1 bar), R is the universal gas constant and 
gj is the Gibbs free energy of species j (gj = hj - Tsj). These properties depend on gas 
temperature, and can be obtained from available regression functions, which can be written 
as polynomials in Tg such as  
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for the enthalpy, and as  
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for the entropy (as, for example, NASA polynomials).  

2.1.2. Volatiles release 

The process of volatiles release from the solid fuel, by thermal decomposition and pyrolysis, can 
be modelled as one or several irreversible reactions, which we can represent symbolically as 
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and 
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In these expressions, kfα and kbα correspond to the forward and backward kinetic factors, 
which are usually modelled using the Arrhenius law 
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where the constants Afαand bα , as well as the activation energy Efα, are data to be provided 
for each reaction. These parameters constitute an essential part of the chemical reaction 
model (and one of the most difficult to obtain). The backward kinetic factors are computed 
from the forward factors using the equilibrium constants Kα of the reactions 
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where po is the pressure of the standard state (po = 1 bar), R is the universal gas constant and 
gj is the Gibbs free energy of species j (gj = hj - Tsj). These properties depend on gas 
temperature, and can be obtained from available regression functions, which can be written 
as polynomials in Tg such as  
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to indicate the conversion of the solid fuel into volatiles {V1, V2, … ,VNv},all of which have a 
prescribed chemical composition. The constants {μβ, β= 1, … , Nv}, which are also parameters 
of the model, denote the fraction of fuel mass that is transformed into the volatile Vβ via the 
β-th reaction in the system (14). Such transformation leaves a solid substance Sβ which will 
react heterogeneously with the surrounding gas (as, for example, coke when coal is being 
burned). For each of these Nv reactions, the model postulates a kinetic factor that can be put 
into an Arrhenius form 

 β β
ββ β

 
= − = 

 

( ) exp for 1,...,bv
s v

s

T
k A T N

T
  (15) 

as a function of the solid particles temperature Ts. These factors are defined such that for a 
given mass of fuel mf, the rate at which mass of volatile Vβ is released into the gas phase is 
given by 

 ββ β μ=( ) ( )v v
fr k m   (16) 

The model requires the activation temperatures Tβ, the pre-exponential constants, and the 
composition of the released volatiles. Typically for coal, the species present in the volatiles 
are H2, H2O, CO, CO2, CH4 and some other hydrocarbons. The composition can be defined in 
terms of the mass fraction of the species present in such gaseous mixtures. We use σjβ to 
indicate the mass fraction of species j in the volatile β. Therefore, superposing the effects of the 
Nv vias of volatilization, the source of species j in the gas phase, per unit of bulk volume, is  
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due to the volatilization process. Wj is the molecular weight of species j and ρ f is defined in 
Eq.(1). 

2.1.3. Heterogeneous reaction 

The solid substances Sβ left by the volatilization mechanism can further react with several 
species from the surrounding gas. This heterogeneous reactions can be treated in a similar 
way to what is done in 2.1.1 for the homogeneous reactions. First, we need to define 
precisely the solids Sβ. When the solid fuel is coal, the usual assumption is to consider Sβ as 
pure carbon for all the volatilization reactions (14). Global heterogeneous reactions that can 
take place in such conditions are for example 
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For some other fuels, whose fixed carbon fraction is mostly C, such as wood pellets, the 
treatment of Sβ as C could also be a good approximation. Alternatively, a more accurate 
representation of Sβ could be a pseudo-molecule CxHy, that can be used to represent coke or 
other form of carbonized material. Since we want to consider the solid fuel as just one 
component of the solid phase, in addition to the inert material, the heterogeneous reactions 
cannot discriminate between different solid species, and therefore the heterogeneous 
reaction mechanism must be written as 

 γ γν ν
= =

′ ′′+ ⎯⎯→ = 
1 1

S M M for 1
SP SPN N

j j j j HE
j j

γ , ,N    (19) 

where NHE is the number of reactions in the heterogeneous mechanism and S denotes the 
molecular formulae for the solid material left by the pyrolysis (C or CxHy). As before, Mj 
stands for the molecule of j-th species in the gas phase, and the constants γ γν ν′ ′′( , )j j  are the 

stoichiometric coefficients for the j-th species in the γ-th heterogeneous reaction. A more 
general treatment would be to consider different solid species Sβ generated by the 
volatilization reactions. In that case, different S molecules could appear for different γ in the 
equations (19). The model for the kinetics could be essentially the same than the one shown 
below, but such an approach would require to characterize the solid phase by the content of 
inert material and more than one solid fuel species: ρi, ρS1, ρS2,..., instead of ρi and ρf. 
Consequently, that would demand to solve mass conservation equations for ρS1, ρS2,..., 
instead of just one for ρf (See 2.2). Although in conceptual terms there is no more complexity 
in such a procedure, we prefer do not follow that line here, in order to avoid the 
introduction of too many parameters, which are currently difficult to obtain and validate. 

The mass rate of consumption, per unit of bulk volume, through the γ-th reaction of the fuel 
that has remained solid (in the S form), can be formulated as  

 ν
γ γ ρ ω′

=
= −∏( )( )

1
( ) (1 )

SP
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N
HH

g jf
j

r k y F   (20) 

where ω and F are defined below, and γ
( )H
fk is a kinetic factor defined such that when 

multiplied by the product of the concentrations in Eq.(20), gives the rate of mass 
consumption per unit area of solid fuel. This kinetic energy can be postulated to follow as 
usual an empirical Arrhenius law 

 γ γ
γγ
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for which the activation energy Eγ and pre-exponential constants must be provided. The last 
two factors in Eq. (20) takes into account the surface area of solid fuel per unit of bulk 
volume. F is the ratio of particles surface area to the volume of porous medium. For a 
homogeneous porous medium with particles of characteristic mean size d, it has the value 
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for which the activation energy Eγ and pre-exponential constants must be provided. The last 
two factors in Eq. (20) takes into account the surface area of solid fuel per unit of bulk 
volume. F is the ratio of particles surface area to the volume of porous medium. For a 
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  θ−= 6(1 )F
d

  (22) 

The factor (1-ω) is the fraction of F that corresponds to solid fuel area. The variable ω can be 
defined as the degree of fuel burnout, since ω = 1 corresponds to the state when all the fuel 
that remained in the solid phase has been consumed. The minimum value for ω depends on 
the initial fraction of fuel in the porous medium (see 2.2).  

Taking into account the production and consumption of gaseous species by the reactions 
(19), the net production of species j by the whole heterogeneous reactions mechanism is 
then 

 γ γ γ
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where WS is the molecular weight of S. We have taken reactions (19) as irreversible, but if 
there were reversible reactions among them, the treatment can be done in the same way as 
in subsection 2.1.1, applying the equilibrium constants to obtain backward reaction rates 
that should be subtracted from γ

( )Hr in Eq. (23). 

In summary, the species mass conservation equations can be written more explicitly as 

 θ ρ θρ ρ∂ = ∇ ⋅ ∇ − ∇ ⋅ + + + =
∂ , , ,( ) ( ) ( ) ; for 1, ,g j g j j g j j HO j v j HE SPy D y y S S S j N
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where the net sources of species j by homogeneous reactions, volatilization and 
heterogeneous reactions are given by Eqs. (7), (17) and (23), respectively.  

2.2. Conservation of mass for solid fuel 

To derive an equation expressing the mass conservation of solid fuel we consider first a 
region of volume V(t), in the burning porous medium, whose boundary surface moves with 
the local velocity v at which the solid fuel combustion propagates. In that situation the mass 
conservation of fuel is given by 

  ρ θ− = − 
( ) ( )

d (1 )d d
d f f

V t V t

V B V
t

  (25) 

where Bf is the rate of mass fuel consumption, per unit volume, by heterogeneous reaction 
and volatilization. The derivative on the LHS of Eq. (25) gives 

 ρ θ ρ θ∂ − + − ⋅ = −
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whence the governing equation for the partial density of fuel in the solid phase becomes 
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 ρ θ ρ θ∂ − + ∇ ⋅ − = −
∂

[ (1 )] [ (1 ) ]f f fBt
v   (27) 

The loss of mass of fuel by volatilization is given by the summation of the Sj,v terms in Eq. 
(17), for all the species. On the other hand, the loss of fuel mass due to heterogeneous 
reactions is given by the summation of all the consumption rates in Eq. (20), for all of such 
reactions. Therefore,  
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The evaluation of the rates γ
( )Hr requires the degree of fuel burnout ω. Denoting by ρ̂i and 

ρ̂ f the intrinsic densities (true densities) of the inert material and the fuel respectively, ω 

can be obtained from the relations 
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and  

 ω− = = 6(1 ) f fA V
F

V d V
  (30) 

where Vf represents the volume occupied by the fuel particles in a given bulk volume V, and 
Af represents their surface area. Combining Eqs. (29), (30) and (22) we have 
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ω
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− +
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f f i

f i
  (31)  

so that the value of ω, at a given position, can be determined using the instantaneous local 
values of ρf and ρi at that position.  

2.3. Conservation of energy of the gas phase 

For the analysis of energy conservation in the gas, we consider the thermal and the chemical 
energies of the gaseous species, and neglect the kinetic energy of the flow. The energy per 
mole of gas is then eg = hg - p/ρg , with hg being the total enthalpy per mole of gas mixture 
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= 
1

SPN

g j j
j

h y h   (32) 

The enthalpies of the different species (hj) include their enthalpy of formation (and they can 
be computed with functions like Eq. (12)). Proceeding similarly to the analysis of mass 
conservation, an integral balance of energy in a volume V results in 
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where HV refers to sources of energy per unit of bulk volume, and HA denote energy fluxes 
going into the volume across the boundary surface of V, per unit of gas-phase area. We have 
also neglected here the work done on the gas by surface forces (such as pressure and viscous 
stresses), and body forces (such as gravity). Those mechanical effects on the total energy are 
clearly negligible in comparison with the thermal effects. 

The fluxes in HA can be joined into a vector q


 such that = − ⋅AH q n
 

, and then Eq. (33) leads 
to the differential equation 
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Generally, it is preferred to use the enthalpy as the primitive variable for the gas energy 
equation. In that case Eq. (34) reads as 
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The pressure terms appearing in (35) are also associated with mechanical energy of the flow. 
They contribute in part to the energy of deformation due to gas expansion (which is stored 
in the gas as thermal energy), and also to the flow acceleration due to pressure gradients 
(which changes the kinetic energy). As stated above, we consider these mechanical energy 
contributions negligible, in comparison with the thermal energy in a reactor. Consequently, 
the first two terms on the RHS of Eq. (35) are discarded. 

The energy flux vector q


 contains the heat diffusion, which can be expressed by Fourier’s 
law, and the additional transport of energy due to the diffusion of species, with different 
enthalpies, in the multi-component gas 
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In this equation we have introduced again Fick’s law for the diffusion velocities, while λg is 
the gas thermal conductivity.  

According to the processes described previously, the energy source term HV must contain (i) 
HV,v: the enthalpy carried into the gas by the volatiles evolved from the solid fuel, (ii) HV,HE: 
the energy released toward the gas by the heterogeneous reactions of the solid fuel and (iii) 
HV,Q: the heat transfer from the solid phase (inert material and fuel) to the gas. 

With regards to the enthalpy flow contributed by the volatiles, it can be calculated as 
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where the total molar flow of species j carried in the volatiles, Sj,v ,is given by Eq. (17). We 
make the assumption that this volatiles gases are released at the temperature Ts of the solid 
phase. Note that the solid phase is characterized by a common local temperature as 
discussed in subsection 2.4. 

The heterogeneous reactions involve the adsorption of gaseous species into the fuel 
particles, and the desorption of the reaction products back to the gaseous phase. Using the 
heterogeneous reaction model described in sub-section 2.1.3, we have that for the γ-th of 
such reactions, the enthalpy transport associated with those adsorbed and desorbed flows 
could be in principle estimated as 

 γ γ
γ γν ν

= =
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In the first expression the enthalpies of the incoming species can be evaluated at the 
temperature Tg of the gas in the neighborhood of the fuel particle. In the second expression 
however the enthalpies of the outgoing products should be evaluated at a temperature ′′T
that would have to be approximated in some way. Such an estimation is a difficult task, so 
that a practical approach is to consider that a fraction ε of the heat reaction is retained in the 
solid particle, contributing to its internal energy, while the remaining fraction  (1- ε) goes 
into the gas phase as the net flow of sensible enthalpy. More explicitly, the heat released by 
the γ-th heterogeneous reaction in the solid is 
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  (38) 

with QRγ being the standard heat of reaction and Δhj are sensible enthalpies. On the other 
hand, we assume that  
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(By definition, QRγ is negative for exothermic reactions, whence the minus sign in Eq. (39)). 
As a result, the net flow of energy toward the gas phase is 
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We look now to the third component of HV, namely the convective heat transfer to the gas 
on the surface of the solid medium. This heat flow can be calculated, in a simplified form, as 
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where the total molar flow of species j carried in the volatiles, Sj,v ,is given by Eq. (17). We 
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with QRγ being the standard heat of reaction and Δhj are sensible enthalpies. On the other 
hand, we assume that  
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(By definition, QRγ is negative for exothermic reactions, whence the minus sign in Eq. (39)). 
As a result, the net flow of energy toward the gas phase is 
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We look now to the third component of HV, namely the convective heat transfer to the gas 
on the surface of the solid medium. This heat flow can be calculated, in a simplified form, as 
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  ξ= −, ( )V Q s gH F T T   (41) 

where ζ is the heat transfer coefficient, which can be estimated from empirical relations for 
porous media, as for example [33]  

 = + 0.6 1/3Nu 2 1.1Re Prg   (42) 

In this expression the characteristic length for the Reynolds and Nusselt numbers is 
taken as two times the particles size d, and the velocity is the effective mean velocity of 
the flow:  
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Upon substituting Eq. (36) into (35), the equation for energy conservation in the gas phase 
becomes 
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Recall that we are using total enthalpies hj, which include the enthalpy of formation, so 
that the heat released by the homogeneous reactions in the gaseous phase is implicit in Eq. 
(44).  

This equation of energy, coupled with the equations for mass conservation of species, and 
the equations for the solid phase, give rise to a system of simultaneous partial differential 
equations that must be solved by a numerical iterative scheme. In that case Eq. (44) can be 
solved for hg as its primitive variable, and the gas temperature can be obtained by solving 
the polynomial equation 
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in each iteration. This equation for Tg results from Eqs. (32) and (12).  

2.4. Conservation of energy of the solid phase 

The conservation of energy for the solid phase can be analyzed in the same volume V(t) 
used in subsection 2.3, with a boundary that moves at the velocity ( v ) of propagation of 
solid fuel consumption. In this way we have  
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or equivalently 
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where ef , ei are the internal energies of fuel and inert particles respectively, Gs is the total 
source of energy for the solid medium per unit of bulk volume, and Hs is the influx of 
energy on the boundary surface per unit of solid area. Because of the thorough mix and 
contact between inert and fuel particles, we assume that they are in local thermal 
equilibrium. Consequently, the thermal state of the solid medium can be characterized by 
only one local temperature Ts. If that is not the case (for instance, if the specific heats of the 
inert and fuel particles were too different), separate energy equations for both the fuel and 
inert material can be formulated. 

The source Gs is determined by the convective heat transfer between the solid and the gas, 
and the fraction of the heat released by the heterogeneous reactions that has remained in the 
solid phase. According to Eqs. (39) and (41) we have 
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The influx Hs is given essentially by heat conduction through the solid medium. This can be 
written as = − ⋅s sH q n

 
, with the heat flux λ= − ∇s s sTq


, and λs being the equivalent thermal 

conductivity of the solid medium.  

Upon substituting these expression into Eq. (47), and converting the surface integral into 
volume integral, the equation for energy conservation of the solid phase becomes 
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2.5. Summary 

In this section, we have presented the formulation of a mathematical model for hybrid 
filtration combustion, along with some model assumptions that would allow a 
computational approach. Such treatment will depend of course on the boundary and initial 
conditions for particular reactor designs. As we have shown, a crucial factor for the 
modelling of these complex phenomena is the availability of model parameters such as ε, 
the composition of the volatiles Vβ , etc. The parameterization of a model of this nature 
requires extensive experimental work. Our purpose is not to derive here all these 
parameters, but to show some experimental results that highlight the potential of ultra-rich 
hybrid filtration combustion for hydrogen and syngas production.  
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3. Hydrogen production by hybrid filtration combustion 

In this section, we show experimental results for wave velocities, combustion temperature, 
and H2 and CO concentrations for hybrid combustion of gas and solid fuels in porous 
media. 

3.1. Natural gas and coal particles 

The porous medium is composed of uniformly mixed aleatory coal and alumina spheres 
with varying volume fractions. This section provide the data on natural gas-air flames 
stabilized inside hybrid porous media with a volumetric coal content from 0 to 75% for an 
equivalence ratio φ = 2.3 and a filtration velocity of 15 cm/s. 

The solid temperatures recorded for hybrid filtration combustion in coal-alumina beds, 
decreased from 1537 K at 15 % of coal in porous media to 1217 K at 75 % (Fig. 1a). The wave 
velocity is reduced with increase of coal volume fraction. At high coal contents the wave 
velocity is limited by the oxygen availability and the bed displacement resulting from the 
coal consumption. The latter factor suggests that the wave velocity in the packed bed with 
100% coal content will be close to zero. 

The hydrogen concentration increased with an increase of coal content with the maximum 
of 22% at a coal content of 75%. The result shows that high combustion temperatures 
facilitate hydrogen production in hybrid filtration combustion. The carbon monoxide also 
increased with an increase of coal content.  

The maximum hydrogen conversion reached 55% at a coal content of 75% compare to 35.1% 
for natural gas flames propagating in the inert porous bed (Fig. 1b). 

3.2. Butane and wood pellets 

The porous media was composed of uniformly mixed aleatory wood pellets and alumina 
spheres. The equal volumes of 5.6 mm solid alumina balls and wood pellets were mixed 
resulting in the packet bed with a porosity of ~40%. Experimental data were collected for a 
slightly increasing filtration velocity in a range of equivalence ratios from stoichiometry (φ = 
1.0) to φ = 2.6. 

The solid temperature of butane/air mixtures in the inert porous medium increases from 
1510 K at φ = 1.45 to 1610 K at φ = 2.6 (Fig. 2a). The solid temperatures recorded for hybrid 
filtration combustion in wood pellets-alumina spheres porous media, decrease from 1477 
K at φ = 1.45 to 1216 K at φ = 2.6. For butane/air mixtures in the inert and composite 
porous media the maximum absolute velocity value of ~0.012 cm/s is observed for φ = 1.45 
(Fig. 2b). 

Hydrogen concentration increases with an increase of equivalence ratio for butane/air 
mixtures in the inert porous medium. In comparison, more than four times higher 
concentration of hydrogen is measured for butane/air mixtures in the composite porous 
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media made of alumina and wood pellets. For butane/air mixtures in the inert porous 
medium the concentration of carbon monoxide increased with equivalence ratio and for an-
inert porous media the concentration of CO remains almost constant with the equivalence 
ratio. 

 
Figure 1. Combustion temperatures and wave velocities (A) and degree of conversion to hydrogen (B) 
for rich and ultra-rich waves for natural gas mixtures with air varying the volume of coal in the porous 
media from 0 to 75% [34]. 

The hydrogen yield is calculated using the initial hydrogen content in butane for the case of 
inert bed and the initial hydrogen content in butane and wood pellets for the case of the 
composite bed. The maximum yield recorded for the inert porous medium is close to 10% at 
φ = 2.6 (Fig. 2c). The maximum yield recorded for the composite pellets is ~48% at φ = 2.4.  

400

600

800

1000

1200

1400

1600

0

0.005

0.01

0.015

0.02

0.025

0.03

0 10 20 30 40 50 60 70 80

C
om

bu
st

io
n 

Te
m

pe
ra

tu
re

, K

C
om

bu
st

io
n 

W
av

e 
Ve

lo
ci

ty
, c

m
/s

Coal Content, %

T

u

A 

30

35

40

45

50

55

60

0 10 20 30 40 50 60 70 80

H
yd

ro
ge

n 
C

on
ve

rs
io

n,
 %

Coal Content, %

Inert bed

   B 



 
Hydrogen Energy – Challenges and Perspectives 216 

media made of alumina and wood pellets. For butane/air mixtures in the inert porous 
medium the concentration of carbon monoxide increased with equivalence ratio and for an-
inert porous media the concentration of CO remains almost constant with the equivalence 
ratio. 
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Figure 2. Combustion temperatures (A), wave velocities (B) and degree of conversion to hydrogen (C) for 
rich and ultra-rich waves for butane mixtures with air in the inert bed and composite porous media [35]. 
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mm. Experimental data were collected at a range of equivalence ratios (φ) from φ =1.0 to φ 
=1.7. The air/propane flow rate was maintained constant at 5.7 L/min yielding a filtration 
velocity of 11.3 cm/s. 

 
Figure 3. Combustion temperatures (A), wave velocities (B) and hydrogen concentration (C) in rich 
mixtures of propane with air for gaseous and hybrid filtration combustion waves. 
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mm. Experimental data were collected at a range of equivalence ratios (φ) from φ =1.0 to φ 
=1.7. The air/propane flow rate was maintained constant at 5.7 L/min yielding a filtration 
velocity of 11.3 cm/s. 
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The solid temperature of propane/air mixtures in the inert porous medium decreases from 
1159 K at φ = 1.0 to 987 K at φ = 1.2 (Fig. 3a). Then the temperature increase to 1346 K at φ = 
1.7. The solid temperatures recorded for hybrid filtration combustion in polyethylene 
pellets-alumina spheres porous media, shows similar behaviour and decrease from 1215 K 
at φ = 1.0 to 1070 K at φ = 1.4. Then the temperature increase to 1279 K at φ = 1.7. The 
experimental results for propane/air mixtures in the inert and composite porous media 
upstream wave were recorded in all the range of equivalence ratios studied (Fig. 3b). 

Hydrogen concentration increases with an increase of equivalence ratio for propane/air 
mixtures in the inert porous medium and composite porous media made of alumina and 
polyethylene pellets. The maximum generated mole fraction of hydrogen is 6.7% for hybrid 
propane. Carbon monoxide is also generated in both porous media reactor. 

4. Conclusion 

In this chapter we have defined the hybrid filtration combustion process. The physical 
phenomena involved as well as their mathematical description by the governing equations 
enforcing mass and energy conservation for both the gas and solid phases are discussed.  

We presented experimental evidence that such a process of hybrid filtration combustion can 
actually be achieved in practice. In particular we showed applications for reformation of 
gaseous and solid fuels into hydrogen and syngas. This was shown for several combinations 
of gaseous and solid fuels.  
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1. Introduction 

There is a growing necessity of reducing greenhouse gases emissions to the atmosphere. A 
renewable energy system based on the use of electricity and hydrogen as energy carriers 
does not result in harmful pollutants being released to the natural environment. Hydrogen 
and fuels cells satisfy all requirements for an environmentally friendly vehicle. However, 
on-board hydrogen storage remains a key problem. It still remains to understand better the 
mechanisms involved in the interaction of hydrogen with matter. The search of an optimal 
storage material is a complicated process, were an interplay of many variables need to be 
considered.  

In recent years, magnesium hydride (MgH2) has attracted considerable attention as 
hydrogen storage material because of its large gravimetric density of 7.7 wt%, reversible 
hydrogen storage and low cost. The research has been focused on improving poor hydrogen 
sorption kinetics and lowering high dissociation temperature (~ 673 K). Strategies to reduce 
the stability of MgH2 include alloying with various elements and nanostructuring. It was 
shown that mechanical ball milling can reduce particle size up to ~10 nm, introduce defects, 
large surface areas, and grain boundaries and in turn decrease the strength of the metal-
hydrogen bond. Milling with different catalysts has improved noticeably hydrogen sorption 
kinetics.  

Although the ultimate goal is the production of large amounts of hydrogen storing materials 
to be used in the transport sector, thin film processing is an alternative method that provides 
the opportunity to synthesize nanostructured materials in specific compositions, well-
defined microstructures and dimensions. This, in turn, offers the possibility of more rational 
approach to the problem which might contribute to progress in hydrogen technology. Upon 

© 2012 Norek, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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the size reduction to the nanoscale, the analysis of the finite-size effects, such as: surface or 
interface contributions to the hydrogenation thermodynamics and quantum-size effects, is 
possible. Moreover, cooperative phenomena (elastic interaction within the interfacial region) 
can be introduced through the synthesis of multilayer films and kinetic limitations can be 
minimized, leading to novel materials with unique properties. Thin films do not suffer as 
much from embrittlement and/or decrepitation as bulk materials, allowing to study cyclic 
absorption and desorption. Buckling of the film due to hydrogen loading occurs when the 
elastic energy stored in the film exceeds the adhesion energy. In case of weak adhesive 
forces between the film and the substrate the mechanical stress generated during the 
hydride formation relaxes by a buckle-and-cracks network formation. If the stress is high, 
but the adhesion still strong enough to hinder detachment of the film, the film will remain 
intact but the stress relaxes via plastic deformations (e. g. dislocations etc.). As a result of the 
dominant elastic out of plane expansion of a strongly clamped film, the morphology of the 
film does not alter. Thanks to a well-defined structure, composition and dimension of thin 
films, the thin film approach allows to study: the reaction pathways, the role of catalysts, the 
phase segregation and diffusion phenomena occurring during hydrogen absorption and 
release, which are of great importance in the rational design of the hydrogen storage 
materials for practical applications. 

The chapter will briefly review the techniques and methods used to investigate the 
interaction of hydrogen with matter. Next, the hydrogen properties of Pd-capped Mg thin 
films will be presented. The most important achievements in the research of the Mg-based 
alloy thin films will be described in detail. Alloying Mg with small quantity of 3d transition 
metals (Sc, Ti, V, Cr, Ni, Fe, Cu, Co) can tailor the hydrogen reaction enthalpy and 
consequently reduce the operating temperatures during hydrogen absorption and 
desorption. High-throughput screening methods have allowed to select many promising 
Mg-based alloys with specific chemical compositions which are characterized by very good 
kinetics and high hydrogen capacity.  

2. Methods and measurements 

The techniques applied to research the hydrogen interaction with matter in bulk materials 
are usually not applicable in thin films. Classical methods such as volumetric and 
gravimetric techniques, in which the hydrogen is measured via the pressure drop or by the 
increased weight of the sample, are difficult to apply to thin films due to the small quantities 
of hydrogen involved. Hydrogen concentration within the thin films can be measured by: 
electrochemical loading, nuclear reaction analysis (NRA), elastic recoil detection analysis 
(ERDA), or neutron reflectivity (NR) [1].  

In the electrochemical loading the metal film is used as a negative electrode. The 
electrochemical reaction corresponds to the reduction of water and involves one electron per 
absorbed hydrogen atom. As a result of the reaction hydrogenation of the thin film occurs. 
For a material able to absorb a quantity of hydrogen Csg by solid–gas reaction, an equivalent 
electrochemical capacity, Cel, can be calculated according to the Equation: 
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where F is the Faraday constant, Csg is expressed in H atoms per formula unit (H/f.u.), and 
M is the molecular weight of the alloy in g/f.u. [2]. 

The ion beam analytical methods, such as NRA or ERDA, are nondestructive, 
straightforward and completely quantitative. The high accuracy of the techniques is mainly 
due to the precision with which cross-sections of the involved atomic and nuclear processes 
are known. During the bombardment the interaction of the particle beam with a material 
(elastic and inelastic scattering, nuclear reactions and electromagnetic excitation) takes 
place. The material composition can be deduced from the number of observed events per 
incident beam particle.  

In NRA, the ion beams of MeV (up to ~50 MeV) is applied for materials analysis. When the 
light projectiles impinge on light to medium heavy atoms, nuclear reactions in the target 
nuclei can occur. The yield of the reaction products (γ, p, n, d, 3He, 4He, etc.) is 
proportional to the concentration of the specific elements in the sample. Absolute 
concentrations can be calculated easily with the help of simple standards (e.g. bulk 
material or compounds of the analyzed elements). NRA is most often applied for the 
analysis of H, Li, Be, B, C, N, O, F, Na, Al, P with detection limits range from 10-3 to 10-7. 
Reactions with narrow resonances (100 eV to 1 keV) can be found for many of the 
aforementioned elements. By stepping up the accelerator energy and thus shifting the 
depth (d) within the target at which the reaction takes place, the depth profiling with a 
resolution of the order of 10 nm is measured (Figure 1). 

 
Figure 1. A scheme of hydrogen depth profiling with the 15N ions. 

Within the film the 15N ions are slow down to the resonant energy E = 6.4 MeV and react 
with hydrogen according to the formula: 1H(15N,12C)αγ. The detected number of γ quants, of 
a characteristic energy of 4.965 MeV, is proportional to the hydrogen concentration at a 
certain depth.  

ERDA is one of the few fully quantitative hydrogen profiling methods. Elements lighter 
than the incident beam particles (2 MeV 4He beam for hydrogen detection) are analyzed (e.g. 
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hydrogen profiling) by detection of the recoiling target atoms in a grazing angle geometry 
(Figure 2). Absorber foils or mass discriminating detectors are used in order to discriminate 
between forward scattered projectiles and different types of recoiling particles. The depth 
profiles of all light target elements can be obtained simultaneously well separated from each 
other. 

 
Figure 2. A scheme for ERDA experiment 

Neutron reflectivity (NR) method is based on the fact the neutrons obey the same laws as 
electromagnetic waves and as such display reaction and refraction on passing from one 
medium to another. The sample is exposed to a beam of neutrons and the reflectivity is 
measured as a function of the momentum transfer q. A specular reflectivity experiment 
measures the scattered intensity as a function of qz = 2kz (perpendicular to the interface). As 
such, the reflectometry experiment provides information about structure perpendicular to 
the interface. For specular reflection (the reflection which is defined as reflection in which 
the angle of reflection equals the angle of incidence, Figure 3) the critical angle is given by 
Equation 2: 

 c
δθ λ
π

=   (2) 

where λ is the neutron wavelength 4.75 Å, δ is the scattering length density, which is 
defined by the Equation 3: 
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where bi is the scattering length of the relevant atom and V is the volume containing the n 
atoms [3]. The hydrogen concentration can be, thus, calculated directly from a measure of 
the critical angle [4]. 

There are many indirect methods exploiting hydrogen induced changes of other physical 
properties of the film. The hydrogen uptake has often been monitored by measuring the 
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sample resistance. To study the hydrogen loading and the thermodynamic properties four 
point probe measurement is commonly used [5]. Under applied hydrogen pressure at 
constant temperature, the resistance of metal thin film increases due to a decrease in electron 
mobility with H acting as scattering centers. Also the changes of the elastic, the magnetic 
and the optical propertied could be used to follow the hydrogen uptake. The conversion to 
hydrogen concentrations must then be carried out by another independent calibration 
measurement.  
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Figure 3. A thin film of refractive index n1 between two bulk media of refractive indices n0, n2. 

Thin films open new fields of research such as screening for new composite materials. 
Matrix samples or samples with defined chemical composition allow the simultaneous 
investigation of hydrogen sorption by means of combinatorial approaches. Two of them rely 
on changes in the optical response, as measured by the emissivity in the IR, or the optical 
transmission in the visible region, during the change from the metal to hydride, or hydride 
to metal, phase. The third one is carried out by X-ray microdiffraction, a sequential 
characterization which aimed at identification of structural phases rather the decomposition 
temperatures and storage capacities.  

IR screening technique is based on the change of the apparent temperature due to the 
surface emissivity variations. According to Stefan-Boltzmann law (Eq. 4) the radiation 
power of the material is proportional to its emissivity (ε):  

 4σε=W T  (4) 

Emissivity, in turn, depends on the resistivity of the material (ρ), as defined by the Hagen-
Rubens low (Eq. 5): 

 1/2
02(2 )ε ε ωρ=  (5) 
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Since metal hydrides are characterized by higher resistivity than their corresponding pure 
metals, it is possible to measure hydrogenation/dehydrogenation process by monitoring the 
emissivity of a given material. During the measurement a large part of the radiation emitted 
by the material is partially reabsorbed by the atmosphere either inside or outside the 
chamber where the experiment is being performed and is reflected by the IR camera lenses. 
Thus, the apparatus measures in fact the effective radiation (W’) which is automatically 
converted into an apparent temperature (Ta) [6]: 
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The metal thin film blocks IR radiation and appears black in the IR camera. Upon 
hydrogenation the material becomes optically transparent and the IR camera will see the 
bright region at the point where the hydride is forming. The IR screening method was 
introduced by Olk [7, 8]. Oguchi et.al used the method, combined with structural 
characterization, to determine the rate of a hydride phase growth [9]. Although the 
hydrogen content cannot be quantify directly, the IR screening is a valuable tool for 
studying the kinetics of the hydrogen sorption or fast identification of catalyst. 

The method based on the change of optical transmission upon hydrogen loading is called 
“Hydrogenography” and was developed by Gremaud and coworkers [10]. The amount of 
light transmitted through a thin film is measured by means of a 3CCD camera as a function 
of hydrogen pressure at constant temperature. Moreover, the optical transmission can be 
related to the hydrogen concentration via Lambert-Beer’s law [11]. Therefore, the 
hydrogenography allows for a detailed quantitative study of both kinetics and the 
thermodynamics of hydrogenation/dehydrogenation process. The concentration depends 
linearly with the logarithm of the optical transmission T [12]:  
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 (7) 

Pressure vs. ln(T/T0) isotherms (PTI’s which are equivalent to the standard PCI’s) of 
thousands of different samples can be measured simultaneously. Based on these 
measurements performed at various temperatures Van’t Hoff plots can be built and the 
thermodynamic parameters, such as enthalpy of the hydrogen-induced phase transitions, 
can be determined (Figure 4). An advantage of the method is that it can works equally for 
both materials which perform the metal-to-insulator transition upon hydrogen uptake and 
for materials which remain metallic after the process [13]. The stresses associated with the 
clamping of a thin film to a substrate must be taken, however, into account when 
transferring the experimental data to bulk samples. 

The other combinatorial methods which make use of the stresses was developed by Ludwig 
and coworkers [14]. Thin films are deposited onto the array of 24 Si cantilevers and are 
exposed to H2 gas. As a result of the in-plane stresses and out-of-plain strains induced by 
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the volume expansion occurring during the H2 loading, the bending of the cantilevers takes 
place. The cantilever bending is monitored by an optical approach: a laser diode beam is 
split into parallel lines by the optics and the lines are projected on the cantilevers. The 
individual reflections from each cantilever are projected on a semitransparent screen and are 
recorded by CCD camera (Figure 5).  

 
Figure 4. a) Optical transmission image of a MgyNizTi1-y-z gradient film during loading at 333K and b) 
Hydride formation enthalpies of the Mg-Ni-Ti-H system, determined from the Van’t Hoff plots for each 
pixel of the MgyNizTi1-y-z gradient film (from Ref. [10]). 

 
Figure 5. a) A cantilever material library: 24 cantilevers are arranged in 4 quadrates, 16 cantilevers are 
simultaneously observable; uncoated cantilevers serve as reference, b) schematic of the gas phase 
apparatus (from Ref. [14]). 

The method was successfully applied to Mg-Ni system: the hydrogen induced stress was 
correlated with the composition and microstructure of the films [15]. Similar technique 
based on measurement of the surface curvature of a dense array of 2500 MEMS-fabricated 
cantilevers was developed by Woo et al. [16]. 

A different screening method was presented by Guerin and coworkers [17]. The technique 
uses a silicon microfabricated MEMS array with 49 heaters, independently controllable, 
which allow both temperature programmed desorption and infrared thermography 
measurements. The integrals of the TPD (Temperature Programmed Desorption) provide a 
direct measure of the hydrogen storage capacity as a function of composition. Due to the 
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application of high heating rates to detect hydrogen with sufficient sensitivity, the 
measurements are performed far away from the equilibrium conditions. Therefore, the 
method is complementary to the techniques which allow for the determination of 
thermodynamic parameters.  

3. Pd-capped Mg thin films 

Hydride uptake by metal is governed by a thermodynamic process as described by pressure 
– concentration isotherm (Figure 6) [18]. At the beginning of the process the host metal 
dissolves some portion of hydrogen to form solid state solution (α-phase). Upon the H 
concentration increase in the metal, the H-H interaction become dominant and the 
nucleation of the hydride (β-phase) occurs. The region where the two phases coexist (the 
plateau pressure in the isotherm) defines the amount of hydrogen that can be stored 
reversibly at a given pressure and temperature. The H content decreases with increasing H2 
pressure and temperature [19]. The equilibrium pressure, peq, (the plateau pressure) depends 
strongly on the temperature. The relation is expressed by the Van’t Hoff equation (Eq. 8): 
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where R is the gas constant, the ∆H and the ∆S are the changes of enthalpy and entropy, 
respectively, and peq0 = 1.013 × 105 Pa is the standard pressure. Thus, the slope of the van’t 
Hoff curve determines the enthalpy, whereas the intercept gives the values of the entropy of 
the process. 

 
Figure 6. Pressure-concentration-temperature plot and a van’t Hoff curve (logarithm of the equilibrium 
or plateau pressure vs. the reciprocal temperature) for an intermetallic compound (from Ref. [18]).  

MgH2 decomposes into Mg bulk and H2 gas, the reaction being endothermic (∆H>0), while 
the reaction of the formation of MgH2 from Mg bulk and H2 gas is exothermic (∆H<0). The 
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nucleation of the hydride (β-phase) occurs. The region where the two phases coexist (the 
plateau pressure in the isotherm) defines the amount of hydrogen that can be stored 
reversibly at a given pressure and temperature. The H content decreases with increasing H2 
pressure and temperature [19]. The equilibrium pressure, peq, (the plateau pressure) depends 
strongly on the temperature. The relation is expressed by the Van’t Hoff equation (Eq. 8): 
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where R is the gas constant, the ∆H and the ∆S are the changes of enthalpy and entropy, 
respectively, and peq0 = 1.013 × 105 Pa is the standard pressure. Thus, the slope of the van’t 
Hoff curve determines the enthalpy, whereas the intercept gives the values of the entropy of 
the process. 

 
Figure 6. Pressure-concentration-temperature plot and a van’t Hoff curve (logarithm of the equilibrium 
or plateau pressure vs. the reciprocal temperature) for an intermetallic compound (from Ref. [18]).  

MgH2 decomposes into Mg bulk and H2 gas, the reaction being endothermic (∆H>0), while 
the reaction of the formation of MgH2 from Mg bulk and H2 gas is exothermic (∆H<0). The 
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value of the enthalpy for MgH2 formation/decomposition is ~ 75 kJ/mol, which means that 
at ambient pressure (~1 bar) the operating temperature is of ca. 600K [20, 21]. This is much 
too high for the practical application. It is not easy to lower the enthalpy of hydrogenation 
(or dehydrogenation) process since it involves the binding energy between the hydrogen 
atom and a metal. Recent DFT and HF calculations made for the Mg/MgH2 system clearly 
show that considerable changes in the thermochemistry of hydrogen absorption/desorption 
can be achieved only if the particle size is reduced below 2 nm. A steep decrease in the 
enthalpy of MgH2 formation was found within the ultrasmall MgH2 particle region (0.62-
0.92 nm) [22]. The desorption enthalpies were calculated to be -20.64, 34.54, and 61.86 
kJ/mol H2 for the MgH2 nanowires with diameter of: 0.68 nm, 0.85 nm, and 1.24 nm, which 
were derived from the Mg nanowires with diameter of 0.32 nm, 0.71 nm, and 1.04 nm, 
respectively (Figure 7) [23]. The phenomena was explained by the fact that in the case of 
such an extreme downsizing the vast majority of Mg and H atoms are exposed to the 
surface, where hydrogen atoms occupy the less stable top and bridges sites. In larger 
crystals the hydrogen resides in the more stable, three-coordinate sites. Consequently, 
surface Mg atoms are left uncoordinated and the hydrogen atoms are more easily 
absorbed/desorbed from these energetically less favored sites. The same trend was 
observed for the Mg/MgH2 thin films: the enthalpy reduction of 5kJ/mol as compared to 
the bulk value was calculated for the film thickness of 2 unit cell (0.16 nm Mg/ 0.30 nm 
MgH2) [24]. It is not surprising, thus, that in thin films the ∆H is still very close to the value 
for bulk materials. Giving an example, the ∆H for hydrogen uptake by Pd capped 1 µm 
thick Mg thin films, as determined by resistance measurements, was similar to the value 
for bulk Mg [25]. The desorption enthalpy of ~ 67 kJ/mol was estimated for 600 nm -thick 
iron-doped Mg thin film [26]. Almost the same value of 68 kJ/mol was determined for 
MgH2 formation in sandwiched Pd/Mg/Pd thin film delaminated from the substrate (to get 
rid of any effect related to the film clamping) [27]. The small change of ∆H in the latter two 
cases was probably due to the additional lattice defects introduced by doping with Fe and 
Pd metals.  

 
Figure 7. (a) Mg(0001) surface. Magnesium nanowires of infinite length along [0001] and the diameter 
size increase in the order: (b) 0.32 nm Mg nanowire; (c) 0.71 nm Mg nanowire and (d) 1.04 nm Mg 
nanowire. Optimized structure for (e) 0.68 nm MgH2 nanowire; (f) 0.85 nm MgH2 nanowire and  
(g) 1.24 nm MgH2 nanowire (from Ref. [23]). 
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On the other hand, Baldi and coworkers showed, using hydrogenography, that it is possible 
to tune the thermodynamics of hydrogen absorption in Mg by means of elastic clamping 
[28]. They prepared the block layer 2x[Ti(10nm)/Mg(20nm)]/Pd(10nm) and proved that Pd is 
able to increase the hydrogen plateau pressure more than 200 times with respect to bulk Mg 
via the elastic constrain exerted on the expanding Mg layer. Furthermore, it was 
demonstrated the Mg-alloy-forming elements, such as Pd and Ni, increase substantially the 
hydrogen absorption plateau pressure, whereas the elements such as Ti, Nb and V, which 
are immiscible with Mg, are elastically disconnected from Mg and have little effect on 
thermodynamics properties of Mg (Figure 8). The model, based on the elastic interaction, 
predicted also the increase of an equilibrium hydrogen pressure with increasing Mg 
thickness. 

 
Figure 8. Effect of cap layer: PTI’s measured at 333 K for Ti(10 nm)Mg(20 nm)X(10 nm)Pd(10 nm) 
samples deposited on glass with X = Ni, Pd, Ti, Nb, and V. The dashed line is the pressure at which 
coexistence of α and β phases begins to appear upon hydrogen absorption in bulk Mg. σx and σy are 
compressive stresses in the x and y direction due to the cap layer (from Ref. [28]). 

The change in the equilibrium pressure plateaus may be also caused by clamping to the 
substrate which creates severe in-plane stresses in thin films during hydrogen uptake. The 
large impact on the thermodynamics was observed for rigid substrates which cause 
resistance toward volume expansion [29, 30]. The increase of peq due to the stresses caused 
by capping layer or a substrate would be very desirable with respect to practical application 
if these stresses would not relax after few hydrogen absorption/desorption cycles drawing 
back the peq to its original value. Moreover, the stresses relax by the formation of buckle-to-
crack network, changing the structure of the thin films [31, 32]. This feature impedes the 
systematic studies of the interaction of the hydrogen with a metal. Recently, it was 
demonstrated that thin films built up on the porous, regular hexagonal AAO template, 
contains enough free space to allow for metals lattice unhindered expansion and, therefore, 
a reduction of the mechanical stress in the layer [33]. After hydrogenation, some prominent 
differences between two films deposited on the non-porous and porous substrate are 
observed (Figure 9). While in the layer deposited on the rigid glass many cracks and bulges 
can be observed after hydrogen absorption, the same layer deposited on the porous AAO 
template remains completely smooth without any cracks (compare Figure 9 (A) with (E) and 
(B) with (F)). In the thin film deposited on the glass locally some protrusions have appeared 
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as an effect of swelling of the layer (Figure 9 (C)). Based on these observations it can be 
concluded that a porous substrate may offer an effective way to release the stress without 
layer deterioration.  

 
Figure 9. SEM images of Pd/Mg/Pd films on (A, B, C, D) non-porous glass substrate and (E, F, G, H) 
porous AAO template after hydrogenation at room temperature. Mg develops a plate-like structures of 
a hexagonal shape, suggesting a preferential growth along c-axis. The arrows in Figure 9(H) 
demonstrate that each platelet, in fact, consists of two identical hexagonal crystals stacked perfectly 
along their basal planes (from Ref. [33]) 
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Another serious problem related with the hydrogenation of pure Mg is poor kinetics of 
process and an easiness of Mg to oxidation. The kinetics of a metal to hydride 
transformation is typically described by an Arrhenius type expression (Eq. 9): 
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where k is the rate of the hydrogen absorption or desorption process, kB is the Boltzmann 
constant, T is temperature, A the apparent pre-exponential factor and Ea – the apparent 
activation energy. The plot ln(k) vs. 1/kBT gives, thus, the Ea value. The lower the activation 
energy, the faster the process. The Ea is 115-122 kJ/mol for hydrogen absorption and 126-160 
kJ/mol for hydrogen desorption, as calculated for pure Mg [34]. The relation between Ea and 
∆H is demonstrated graphically in Figure 10. 

 
Figure 10. The relation between Ea and ∆H for Mg/MgH2. 

Reducing distances in nanoscale materials translate into faster overall reaction kinetics. Pd 
coating is usually applied to facilitate hydrogenation and to avoid oxidation of Mg. 
Hydrogen uptake for Pd-capped Mg thin films can occur at room temperature thanks to the 
high H2 dissociation rate and high hydrogen diffusivity in the Pd outermost layer [35]. 
MgH2 formation in thin films occurs mostly at the Pd/Mg interface where the Pd-Mg 
interaction is maximized. The thicker the Pd-Mg intermixing region the higher the number 
of Pd/Mg interfaces and the higher the hydrogen uptake can be expected [36-38]. The lattice 
mismatch at the interface creates defect sites with a low local electron density which 
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weakens the hydrogen bonding and therefore, within this interface hydrogenation of Mg 
occurs very fast. It was shown that the reaction at the interface control the growth of MgH2 
for the hydride layer thickness smaller than 60 nm [39]. Above the thickness hydrogenation 
is limited by hydrogen diffusion in the hydride layer. The overall diffusion coefficient for 
the Mg-to-MgH2 transition, including nucleation and growth, was determined to be as low 
as D = 1.1 x 10-20 m2/s [40]. Due to the extremely slow diffusion, the hydride nucleation and 
growth above a certain film’s thickness will be practically stopped. In other words, there is a 
limited amount of hydrogen that can be loaded into the Mg layer above a certain thickness. 
It was demonstrated that the thinner Mg layer the better the hydrogen uptake rate and the 
higher hydrogen content at the beginning of the process. The Mg layer of 20 nm thickness 
has shown the best absorption kinetics with saturated hydrogen content of 5.5 wt% at 298 K 
and 0.7 bar H2 [41]. The Ea for desorption process for Pd capped 100 nm thick Mg layer was 
determined to be 80 kJ/mol [42]. Beneficial effect of Pd was studied by hydrogenography: 
the rate of hydrogen absorption by Mg layer increased with Pd doping [43]. The Pd-doped 
Mg can absorb hydrogen at room temperature and under less than 1 bar pressure in few 
minutes. On the other hand, no significant influence of Pd was observed on hydrogen 
desorption at room temperature in air. The hydrogen release from the layer was no 
completed after 5h. 

The enhancement of the H2 absorption process was achieved by an electric current. The 100 
nm thick Mg/Pd film, exposed to 1 bar of H2 pressure and simultaneously to a voltage of 20-
30 V, was easily hydrogenated without an external heat source [44]. Better hydriding 
kinetics was also observed for the films heated up to 473 K prior to hydrogenation. The 
annealing optimized the morphology and structure of the film in terms of finer particles size 
and better crystallinity [45]. No influence of the crystallization degree on absorption kinetics 
was, however, found by Higuchi and coworkers [46]. Yet, the crystallinity affected the 
hydrogen desorption kinetics which was manifested by lower desorption temperature. The 
lower the degree of Mg crystallization, as estimated from the intensity of Mg(002) peak in X-
ray diffraction spectra, the lower the temperature at which the hydrogen was releasing. The 
most amorphous Mg in Pd/Mg films desorbed H2 at a temperature lower than 463 K in 
vacuum of 7.0 x 10-1 Pa.  

The annealing at elevated temperature can cause the alloying of Mg and Pd elements. 
The Mg/Pd multilayered films activated at 474 K for 2 h under 30 bar of H2 pressure 
transformed completely into the Mg6Pd phase [47]. After three cycles the films consisted 
of a mixture of MgPd, Mg5Pd2, and Mg6Pd intermetallics phases. Qu et al. annealed the 
Pd/Mg film at various temperature up to 473 K in vacuum for 2 h and did not find the 
presence of the intermetallics [34]. It seems that in the metals interdiffusion and alloying 
occur dependent on whether the annealing is performed under H2 pressure or in 
vacuum. To avoid the formation of the Pd-Mg intermetallics phases the tantalum (Ta) 
layer can be used [48]. The Ta is well-known as an excellent diffusion barrier for metals 
[49]. Moreover, it possesses a very high hydrogen permeability (1,3 x 10-7 mol/ms Pa½ at 
500 °C) [50]. 
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In order to increase the Pd-Mg intermixing region, the sandwiched Pd/Mg/Pd thin films 
were prepared. Such systems demonstrate optimal hydrogen sorption properties not only 
thanks to the extended Pd/Mg interactions but also due to the cooperative phenomena. The 
cooperative phenomena is an elastic interaction between the two metals [51]. Upon the 
hydriding/dehydriding cycles both metals experience the lattice expansion/contraction. 
During desorption the hydrogen is first released from the Pd layers. The stress induced on 
the top and down surface of the Mg film, force desorption of hydrogen from Mg (Figure 11).  

 
Figure 11. a) TEM micrograph for the cross section of Pd/Mg/Pd film before hydrogenation; b) scheme 
of hydrogenated Pd/Mg/Pd film demonstrating the cooperative effect (from Ref. [51]). 

The sandwiched Pd/Mg (100 nm)/Pd thin films were fully hydrogenated at room 
temperature for 4h under 0.04 bar and could dehydrogenate completely and rapidly in air 
[52]. Hydrogen desorption process took only 20 min at 338 K, while at room temperature it 
lasted approximately 300 min. The overall activation energy for desorption process was 
estimated to be 48 kJ/mol, thus, significantly smaller than the value for pure Mg. Similar 
Pd/Mg/Pd films, but hydrogenated at 353K for 4h under 1 bar of H2 pressure, exhibited the 
Ea of ca. 60 kJ/mol [53]. The discrepancy between the Ea values suggests that the 
hydrogenation conditions influence the desorption process. Faster kinetics and lower 
activation energy was attributed both to more extended Pd/Mg interface and to the 
cooperation effect. 

The Mg crystallographic patterns of as-deposited Mg thin films exhibits usually strong (002) 
and (004) reflections implying a preferential growth along the c-axis, i.e. a single (001) out-
of-plane orientation [33, 54]. MgH2 transforms epitaxially relative to Mg according to the 
relation: Mg(001)//MgH2(110) for the glass substrate and for the Al2O3 (001), whereas for the 
LiGaO2 (320) substrate the relation Mg(110)//MgH2(200) was found [55]. Due to a 
preferential growth along c-axis the Mg develops into a shape of hexagonal platelets (Fig. 9) 
forming closely packed columns (Figure 11) containing a number of polycrystalline and 
grain boundary defects [56, 57]. It was observed that the hydrogenation leads to a reduction 
of the defects. Since the defects provide the sites where hydrogen bonds are weakened and, 
consequently, the hydrogen migration energy is lowered leading to faster diffusion, the 
reduction of the defects is rather disadvantageous with respect to the 
hydriding/dehydriding properties. The evolution of the lattice defects in Mg during the 
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hydriding/dehydriding cycles was also studied by the positron annihilation spectroscopy 
(PAS) [58]. After the very first decomposition of MgD2 the increase of void-like defects was 
observed accompanied by the decrease in deuterium storage capacity. Upon subsequent 
absorption and desorption cycles the concentration of these defects was reduced without, 
however, restoring the original storage capacity. The activation energy of desorption process 
decreased with the film thickness which was ascribed to a higher concentration of void-like 
defects in thinner layers [34].  

First principle calculations show that hydrogen diffusion in MgH2 is dominated by motions of 
charged defects such as positively charged vacancies at H sites, and negative H interstitials. 
The data are supported by some experimental observations (like for instance the enhancement 
of H2 absorption by an electric current [44]). The latter type of defects dominates diffusion 
because the activation energy for motion of this defect is small [59]. Therefore, it should be 
possible to improve H diffusion by doping of Mg with charged elements which are able to 
increase the concentration of the diffusion defects. The DFT calculations demonstrate that only 
a small number of dopants have these properties [60]. In particular, the diffusion in MgH2 can 
be significantly enhanced only by Co, which act as a n-type dopant that increase the 
concentration of negatively charged H interstitials. Nevertheless, the overall kinetics of H2 
uptake or release is also affected by lattice defects accumulated around grain boundaries and 
surfaces or by isolated dislocations. And the dissociation or recombination process taking 
place around these defects may be enhanced by other dopants. 

The hydrogen sorption kinetics was significantly improved by addition of Cr-Ti bimetallic 
compounds [61]. At 200 °C Mg-Cr-Ti nanocomposites absorb 5 wt% hydrogen in several 
seconds, and desorb in 10-20 min. The influence of Ti and Fe dopants on the hydride 
formation was studied by infrared emission imaging of wedge-shaped thin films during 
hydrogen loading [62]. Ti addition did not influence Mg hydride growth rate, however, it 
resulted in the formation of thicker hydride layer on top of the films as compared to the un-
doped Mg films. The addition of atomic fraction of 3.1% of Fe increased the hydrogenation 
rate by an order of magnitude and twice the MgH2 layer thickness as compared to pure Mg. 
A beneficial effect of Fe on Mg hydrogenation process was thoroughly studied at 
temperature ranging from 363 K to 423 K by Tan et al. [26] The results suggest that Mg-Fe 
powders of 1-2 µm size can be fully hydrogenated within 1 min at temperature of 150 °C 
(423K). Catalytic effect of other transition metals was also investigated. Molybdenum plays 
a significant role in Mg hydrogenation [63, 64]. Mo and Ti act mainly as catalysts. The 
catalytic affect of NbOx as a function of the oxygen concentration was studied [65]. The 
lowest activation energy for hydrogen absorption was found for the highest oxygen content 
(Nb2O5). Pure Nb does not display a considerable catalytic effect [66]. Hydrogenation 
kinetics was also speed up by vanadium (V) implementation into magnesium films [67]. The 
effect was, however, small as compared to the addition of Fe or Ti. Better effect was 
achieved for Mg-Cu multilayered films: Mg was fully converted to MgH2 at temperature of 
473K [68]. As will be seen in the next paragraph, a significant effect on the hydrogenation 
process of Mg may be exerted by the 3D transition metals which may form binary hydrides 
with Mg, including Co, Ni or Mn [69-71]. 
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4. Binary and ternary Mg-based alloys 

The attempts to destabilize MgH2 (lower the desorption enthalpy) and to improve its 
kinetics by alloying it with transitions metals has led to discovery of many binary systems, 
including Mg-Ni, Mg-Fe, Mg-Co or Mg-Mn. Among these systems the magnesium – nickel 
hydride phases seem to be very promising candidates for hydrogen storage materials owing 
to a relatively high hydrogen storage capacity and low cost. The stoichiometric Mg2Ni, due 
to the existence of the parent metal alloy, can be easily and reversibly hydrogenated even at 
room temperature. Mg2NiH4 has a storage capacity of 3.6 wt% and the desorption enthalpy 
of ~ 64 kJ/mol [72]. However, because hydrogen loading capacity increases with the Mg 
content, other, non-stoichiometric Mg-Ni compositions are of a special interest with respect 
to hydrogen storage and were intensively investigated. 

An interesting hydriding properties was demonstrated for amorphous Mg1.2Ni1.0 films 
deposited on molybdenum [73]. It undergoes reversible hydriding/dehydriding reaction at 
about 150 °C and under 3.3 MPa of H2 pressure. Moreover, based on the DSC 
measurement, the enthalpies for hydrogen absorption and desorption process were 
estimated to be -39.9 and 42.0 kJ/mole, respectively, and therefore, substantially lower than 
for pure Mg. The TPS (Thermal Desorption Spectroscopy) measurement for an amorphous, 
1.7 nm thick, Mg5Ni1 thin films deposited on molybdenum, shows that hydrogen 
desorption starts already at 77 °C and has its maximum at around 147 °C, similarly to the 
Mg1.2Ni1.0 films [74]. Furthermore, the PES (Photoelectron Spectroscopy) demonstrated that 
no Mg segregation or desorption occurs when hydrogen is desorbed from the film, 
rendering the system reversible. The PCI measurement of amorphous MgNi/Pd multilayer 
thin films deposited on Ni substrate by magnetron sputtering revealed that up to 4.6 wt% 
of hydrogen can be loaded to the films at room temperature [75]. Approximately the same, 
reversible hydrogen content of 4.45 wt% at 224 °C has been obtained for the 1160 nm thick 
Mg2.9Ni film [76]. The Mg2.9Ni thin film was composed of nanocrystalline Mg2Ni and Mg 
phase being of about 20-50 nm in size. The lower absorption/desorption temperature, as 
compared to pure Mg2Ni and Mg systems, was attributed to the extra free energy in the 
interfacial region between the two nanocrystalline phases and the stress exerted on the 
MgH2 phase by the adjacent Mg2Ni, which decomposes from its hydride prior to Mg. 
Structural and optical properties of the MgyNi1-y system in the composition range 
0.5<y<0.95 was studied by Gremaud and coworkers [77]. For 0.6<y<0.8 crystalline Mg2Ni 
coexists with amorphous Mg and/or Ni. After hydrogenation mostly Mg2NiH4 phase is 
present and some MgH2 on the Mg-rich side. The abrupt structural changes is observed 
around the Mg-Mg2Ni eutectic point (y = 0.886) which are accompanied by the drastic 
change in optical properties in the hydride state (Figure 12). Above the eutectic point 
amorphous Ni is embedded in crystalline Mg and hydrogen absorption is hampered by 
slow diffusion in the MgH2 phase. Consequently a large part of Mg remains metallic. This 
is followed by a sudden drop in transmittance for y > 0.886, which one should expect to be 
high upon hydrogenation (Figure 12). Moreover, owing to the intimately mixed 
microstructure around the eutectic point, hydrogenation reaction is destabilized (the 
reaction occurs at lower temperature) with respect to the Mg2Ni – Mg2NiH4 reaction, and 
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is followed by a sudden drop in transmittance for y > 0.886, which one should expect to be 
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the hydrogen sorption mechanism is changed from being governed by hydrogen 
dissociation at the Pd capping layer to being limited by diffusion in MgyNi1-yHx [78].  

Optical properties of Pd-capped MgyNi1–y thin films for the Mg-rich side of the Mg-Ni 
system (0.7<y<0.9) was also investigated by Yoshimura et al.[79]. The films showed much 
better optical transmittance upon hydrogen exposure compared to the stoichiometric Mg2Ni 
compound (indicated in Figure 12 by dashed, vertical line for y = 0.667), contrary to the 
results obtained by Gremaud et al. which showed rather constant transmittance in the 
0.7<y<0.9 region ( see Figure 12 [77]). The reason for this discrepancy may lay in the 
difference between the films thickness or in subtle dissimilarities between their 
microstructure. In agreement with the results given in Figure 12, the decrease of 
transmittance for Mg-poor side of the Mg-Ni system was observed by Johansson and 
coworkers [80]. The change in the effective optical band gap from 3.6 eV for Mg-rich to 2.4 
eV for Mg-poor hydrogenated Mg-Ni alloys, was determined. Furthermore, almost linear 
increase of hydrogen capacity with increasing Mg content was observed.  

 
Figure 12. MgyNi1–yHx compositional dependence of the optical reflectance (R) and transmittance (T) for 
two photo energies (a) ℏω = 1.6 eV and (b) ℏω = 3.0 eV. (c) Corresponding absorption coefficient α for 
both photon energies. At the top the optical appearance (in transmission) of a MgyNi1–yHx gradient thin 
film in the hydrogenated state is shown. For y > 0.883 the film appears to be black as a result of a 
sudden drop in transmission (from ref. [77]) 
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The dependence of optical properties of MgyNi1–yHx on the alloy composition, slightly 
deviated from the stoichiometric Mg2Ni, was investigated by Baldi et al. [81]. A large 
difference in optical behavior upon hydrogenation was explained by different hydrogen 
uptake mechanisms, namely, different nucleation and growth process of the hydride. Apart 
from a self-organized double layer structure (so-called black state): a transparent Mg2NiH4 

layer at the substrate - film interface and a top layer of Mg2NiH0.3, which is always present at 
the beginning of hydrogenation process irrespective of the film composition, the following 
hydrogenation depends critically on the composition of the parent metal alloy. In slightly 
Mg-rich Mg2±δNi films the hydrogenation proceeds by random nucleation and growth of the 
Mg2NiH4 phase within the upper metallic layer (slow process). For slightly Mg-poor 
Mg2±δNi films hydrogenation occurs via the growth of the transparent Mg2NiH4 layer 
formed at the substrate interface (fast process). The reason for the slow hydrogenation in 
Mg-rich MgyNi1–y films was explained by the presence of MgH2, which forms prior to 
Mg2NiH4, and acts as blocking impurities for the growth of the Mg2NiH4 phase. 

The black-state, present at a low hydrogen concentration, is characterized by low reflectance 
and zero transmittance in the whole visible region and suggests the application of Mg-Ni 
hydrides as a termochromic device for temperature control of hybrid solar collectors [82, 83]. 
The origin of the black state comes from preferred nucleation of Mg2NiH4 near the 
substrate/film interface after a solid solution Mg2NiH0.3 is formed. For achieving the black 
state, only a change in the first 30 nm of the films is necessary. The mixed double layer at the 
substrate/film interface consists of approximately 20 vol% of Mg2NiH0.3 and 80 vol% of 
Mg2NiH4. It was shown that the unusual hydrogen loading sequence, which starts near the 
substrate and not close to the catalytic Pd layer capping layer as one would expect, is due to 
locally enhanced kinetics [84]. Microstructural analysis revealed that up to film thickness of 
50 nm, the film is built up of small grains located near the substrate, which most probably 
lower the activation energy, favoring nucleation of Mg2NiH4 [85]. The grains size increases 
upon further deposition, until a columnar microstructure is developed (Figure 13). After the 
nucleating layer is fully loaded to Mg2NiH4, subsequent hydrogenation process, slow or fast 
dependent on the composition of Mg2±δNi, takes place, until the entire film is loaded to 
semiconducting, transparent Mg2NiH4 (Figure 13).  

The similar hydrogenation mechanism was observed for Mg-Co system [86]. Likewise the 
Mg-Ni, the nucleation of hydrogen rich phase (Mg2CoH5 in this case) initiates at the film-
substrate interface. Consequently, a double layer is formed leading to the appearance of the 
optical black state at intermediate hydrogen concentration. In contrast, Mg-Fe showed more 
homogeneous hydrogen absorption. In fully loaded state in Mg-Ni and Mg-Co systems the 
ternary hydrides: Mg2NiH4 and Mg2CoH5, respectively, were detected, while in Mg-Fe 
system MgH2 is mainly formed. The difference in hydrogen absorption mechanism is 
probably caused by the absence of any intermediate compound in the Mg-Fe system which 
does not favor the formation of Mg2FeH6. The presence of the black states was also observed 
in Mg-Mn alloys [87, 88]. 
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Figure 13. (a) Schematic representation of the Mg2Ni thin film microstructure and hydrogenation 
mechanism for Mg-poor Mg2±δNi film (fast process). The first 30–50 nm thick layer consists of small 
grains. From this layer, a columnar microstructure develops. At the first stage after the exposure to 
hydrogen a homogeneous Mg2NiH0.3 solid solution is formed. Nucleation of the Mg2NiH4 phase starts in 
this 30–50 nm sub-layer resulting in the optical black state (b). This layer hydrogenates to Mg2NiH4 and 
increases in thickness upon further hydrogenation resulting in a bilayer system (c). This continues until 
the whole film is loaded to semiconducting, transparent Mg2NiH4 (d) (from ref. [85]). 

Mg was also alloyed with Cu to get an improved hydrogen storage properties. It was 
demonstrated that Pd-capped Mg90Cu10 amorphous thin film can reversibly store 5.8 wt% 
hydrogen in near ambient condition and could desorb it at temperature around 100 °C [89]. 
A comprehensive study of several metastable, crystalline single-phase Mg80X20 (X = Sc, Ti, 
V, Cr) thin film alloys was presented by Niessen and Notten [90]. These compounds 
showed high reversible hydrogen storage capacities. The best hydrogen absorption and 
desorption kinetics, with respect to pure Mg, was obtained in the case of Sc and Ti doping. 
By means of electrochemical loading Mg80Sc20 and Mg80Ti20 can reversibly store 6.7 wt% 
and 6.53 wt% hydrogen, respectively [91, 92]. Furthermore, it was noticed that after 
hydrogenation a homogeneous fcc - structured hydride is formed in both MgySc(1-y) and 
MgyTi(1-y) alloys. 

The structural, optical and electrical properties of the MgyTi1-yHx thin films was thoroughly 
studied by Borsa et al. [93]. In metallic state all the films have zero transmission and a 
relatively high reflection that decreases with increasing Ti content. After hydrogen 
absorption under 105 Pa H2 at room temperature, the reflection is low for all compositions, 
whereas the transmission decreases continuously with the metal ratio in the parent alloy: for 
y ≥ 90 the transmission is significant, for y < 90 it becomes very low. Gremaued et al has 
presented the hydrogenography results in a form of the change of optical transmission vs 
p(H2) Pa for continuous gradient in the alloy composition, hydrogenated at 363K (Figure 14, 
ref [10]). There, a somewhat different trend was observed: the transmission is low at p(H2) < 
103 Pa but is getting higher upon decreasing y, while for the pressure approximately within 
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the range of 1x103 Pa < p(H2) < 4x103 Pa the transmission becomes high for all compositions 
studied (0.60 < y < 0.89).  

 
Figure 14. PTI’s of MgyTi1–y thin films with a continuous gradient in an alloy composition. a) Logarithm 
of the optical transmission T plotted in false colors as a function of the hydrogen pressure p(H2) and Mg 
atomic fraction y during hydrogenation at 363 K. Red corresponds to a high transmission and blue to a 
low transmission. As each column of pixels corresponds to one composition value y, the color map 
contains the isotherms of about 500 compositions. b) PTI’s for the representative Mg–Ti alloy 
compositions indicated by colored vertical lines in a). c) PTI’s for Mg0.85Ti0.15 at five different 
temperatures. The transmission T is normalized to the transmission in the metallic state T0  
(from ref. [10]). 

The combination of low reflection and low transmission in the hydrogenated state 
contributes to the highly absorbing state. Such a highly absorbing state was accounted for 
the presence of a mixed double layer: metallic TiH2 and semiconducting MgH2 phase. 
Based on the experimental data it was suggested that the phases do not form a composite 
material consisted of independent TiH2 and MgH2, but constitute rather a coherent 
structure. Hydrogenation process of the MgyTi1–y thin films was described as follows: at 
very low hydrogen pressure a solid solution is formed in the MgyTi1-y alloy, causing a small 
expansion of the host lattice; with increasing pressure Ti-related sites are hydrogenated at 
first, giving rise to the internal lattice strains release, thanks to the equality of the molar 
volume of TiH2 and Mg; upon further hydrogen pressure increase, Mg is hydrogenated 
(Figure 15). Due to the coherent coupling between Mg and TiH2 and the local stress 
induced, the Mg crystallizes to a cubic, fluorite MgH2 structure, for y < 0.87. The complete 
reversibility of the system suggested that this ordering is robust and preserves upon 
hydrogen cycling most probably owing to the accidental equality of the molar volume of 
Mg and TiH2. 

Structurally, as-prepared films for all compositions have one crystalline phase that 
corresponds to a hexagonal Mg-Ti alloy. In the hydrogenated states the structure differs 
depending on the metal ratio in the parent alloy. Three regimes where identified: (1) 
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single fluorite phase for y < 0.87; (2) single phase rutile for y > 0.9 and (3) two phase 
coexistence for 0.87 < y < 0.90. The presence of a chemically partially segregated but 
structurally coherent metastable phase in Mg-Ti-H thin films was further confirmed by 
Extended X-ray Absorption Fine Structure (EXAFS) spectroscopy and by the positron 
Doppler broadening depth profiling method [94, 95]. Positron depth-profiling was also 
applied to monitor the effects of hydrogenation on thin films [96]. The analysis revealed a 
single homogenous layer for most metal and metal hydride films, except for the 
Mg0.9Ti0.1Hx film, where a double layer was detected: a thin unloaded Mg0.9Ti0.1 or Mg-Ti-
Pd alloy layer on top of a hydrogenated Mg0.9Ti0.1Hx. X-ray diffraction pattern confirmed 
the presence of two phases in the hydrogenated Mg0.9Ti0.1 film: one, identified as 
hexagonal Mg0.9Ti0.1 and a second, recognized as the rutile Mg0.9Ti0.1H2 phase. For Ti 
fraction larger than about 15% only a single, broad peak in the X-ray pattern was detected, 
the position of which was typical for the fluorite metal hydride phase. The 
crystallographic analysis was confirmed by in situ recording diffraction patterns at 
various tilt angles, which allowed a precise identification of the crystal structures of the 
MgyTi1-y thin films [97]. In the as-deposited state the film alloys have a hexagonal closed 
packed crystal structure. Hydrogenation under 105 Pa H2 transformed the structures of 
Mg0.7Ti0.3 and Mg0.8Ti0.2 films into a rhombohedrally distorted unit cell with face-centered 
cubic (fcc) symmetry, whereas hydrogenated Mg0.9Ti0.1 has a body-centered tetragonal 
(bct) structure. Moreover, it was noticed that the hydrogen desorption kinetics changes 
along with the crystal structure from rapid for fcc-structures hydrides to sluggish for 
hydrides with a bct symmetry.  

 

 
Figure 15. (a) Schematic representation of a coherent crystalline grain consisting of a Mg and Ti region. 
(b) The same crystalline grain after hydrogen uptake in the Ti-related sites. The accidental equality of 
the molar volumes of TiH2 and Mg leads to an almost perfect crystal in situation (c).  
Fully hydrogenated state (from ref. [93]).  

The enthalpy of hydrogenation process was established by hydrogenography [10]. For 
y<0.87, when the Mg-Ti hydrides have a fcc symmetry, the ∆H=-65 kJ/mol and does not 
differ much from the enthalpy for a bct symmetry (∆H=-61 kJ/mol). The advantage of the fcc 
crystal is, however, a favorable kinetics of hydrogen diffusion within the fcc structure. The 
properties of the Mg-Ti thin films are very attractive for the design of hydrogen sensors, 
solar absorbers, or color-neutral switchable mirrors [98, 99].  
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The appealing kinetics of the MgyTi1–y material has entailed the research to improve the 
thermodynamic of the hydrogenation process. The plateau pressure of the Mg-Ti-H system 
is very low (~ 0.1 Pa at room temperature). To increase the equilibrium pressure, the alloy 
has to be destabilized by adding additional elements. Substitution of Mg and Ti by 
lightweight Al or Si resulted in a shift of the plateau to higher pressures, while remaining at 
room temperature and maintaining a high gravimetric storage capacity of approximately 6 
wt% [100]. By means of hydrogenopraphy an optimal composition in Mg-Ni-Ti system was 
found, Mg69Ni26Ti5, with a relatively high hydrogen capacity (3.2 wt%) and the formation 
enthalpy value of -40 kJ/mol [12]. Adding Fe to the Mg-Ti system has resulted in excellent 
kinetics and reversible hydrogen sorption [101]. At 200 °C the Mg-Fe-Ti thin films absorbed 
~ 5 wt% hydrogen in seconds and desorbed in minutes. However, rather no effect on 
thermodynamics of Mg-Fe-Ti was observed. The high-throughput screening technique was 
applied to search for an optimal material in Mg-Ti-B system [102]. The material with the 
composition Mg0.36Ti0.06B0.58 was identified, with 10.6 wt% H2 capacity. However, only partial 
reversibility was observed for the compound in the thin film.  

In order to keep high hydrogen capacity of the Mg-based systems, Mg has to be destabilized 
with light metals, which posses a lower affinity for hydrogen. Aluminum was very often the 
element of choice. Beside its potential beneficial effect on kinetics and thermodynamics, the 
addition of Al to Mg may lead to the formation of complex hydrides, such as Mg(AlH4)2 
with hydrogen storage capacities of 9.3 wt%. The magnesium alanate releases hydrogen in 
two steps upon heating. In the first step it desorbs 7 wt% H2 leading to the formation of 
MgH2 and Al.  

Combinatorial synthesis and hydrogenation of Mg/Al libraries was prepared by electron 
beam physical vapor deposition at room temperature and was studied by wavelength 
dispersive spectroscopy (WDS) and micro-X-ray diffraction [103]. As-prepared thin films 
did not contain any MgyAl1-y intermetallics or solid solution. For all MgyAl1-y compositions 
full hydrogenation was obtained. MgH2 was the main phase observed for all compositions 
above 20 at.% Mg. It was found that Al can act as a catalyst for hydrogenation reaction of 
magnesium. The hydrogenation/dehydrogenation of Pd/(Fe, Ti)/Mg-Al/(Fe, Ti)/Pd thin films 
was investigated [104]. The films absorb hydrogen at low temperature (~50 °C) and with 
excellent kinetics (few minutes). The addition of Al has improved the H2 sorption properties 
and hydrogen capacities, and the catalytic effect of Ti and Fe was acknowledged.  

Absorption and desorption properties of Pd-covered MgyAl1-y alloy thin films was studied as 
a function of temperature and alloy composition by means of neutron reflectivity technique 
(NR) [105]. Hydrogen absorption was performed at 430K for 20h at 6.8 MPa. Hydrogen 
content and distribution in the MgyAl1-y thin films was determined in situ. For all 
compositions the hydrogen was uniformly distributed throughout the MgAl film thickness 
(of about 52 nm for the MgAl layer and ~ 10 nm for Pd coating), whereas no hydrogen was 
found in the Pd layer. The Mg0.7Al0.3 film could store 4.1 wt% hydrogen with complete H2 
desorption at a temperature of 448 K. A superior absorption and desorption properties of 
Mg0.7Al0.3 over those of Mg0.6Al0.4 was observed. Except lower hydrogen content (3.1 wt%), 
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Mg0.6Al0.4 released the hydrogen at temperature around 25 K higher than Mg0.7Al0.3. 
Moreover, along with the higher hydrogen desorption temperature, the Pd interdiffusion 
into the MgAl film was noticed. A systematic study of structural change of the films during 
hydrogen desorption was performed later by the same group of researchers [106]. It was 
concluded that the Pd interdiffusion into hydrogenated MgAl film occurs for both Mg0.6Al0.4 
and Mg0.7Al0.3 alloy thin films, leading to a complete destruction of the films structure. In 
contrast, for the as-prepared hydrogen-free Pd-coated Mg0.7Al0.3 thin film, the Pd layer 
remained almost intact and only small zone in the Pd/MgAl interface was infiltrated by Pd.  

To prevent the interdiffusion, the Ta layer was added between the Pd and the Mg0.7Al0.3 
layers (Figure 16) [107]. Tantalum was found to improve significantly hydrogen absorption 
kinetics due to lowering of the nucleation barrier for the formation of the hydride phase in 
the Mg0.7Al0.3 layer. Hydrogenation of the alloy could occur at pressure 10 time lower than 
for the Ta-free sample, without reducing the storage capacity. It was observed that between 
the catalysts (either Pd or Ta/Pd) and the Mg0.7Al0.3 layer a non-absorbing region appears, 
which was attributed to interfacial stress. According to the measurement ~5 wt% H can be 
stored in the Mg0.7Al0.3 alloy thin film under mild conditions (at room temperature and 
under 0.13 MPa).  

 
Figure 16. The structure of the film with the single Pd catalyst layer (left) and the Ta/Pd catalyst bilayer 
(right) (from ref. [107]). 

Structure and electrochemical hydrogen storage properties of sandwiched Pd/Mg1-xAlx/Pd 
(x=0, 0.13, 0.1, 0.39) thin films were investigated [108]. The improvement of both 
thermodynamics and kinetics of Mg-Al alloys as compared to pure Mg was confirmed. X-
ray analysis showed that the layer was constituted of a single phase Mg(Al) solid solution. 
All films demonstrates a globular surface structure (Figure 17). The surface roughness of the 
films depends on the Al concentration. In the absence of Al (x=0) the surface was very rough 
and consisted of large particles. Upon the Al increase the surface was becoming smoother. 
Also porosity depends on the Al concentration. The best hydriding properties was detected 
for the Pd/Mg0.79Al0.21/Pd thin films (storage capacity of ~ 1.9 wt%), which was related to a 
high porosity of the film (28%). 

The complex Mg(AlH4)2 hydride was experimentally observed by Jain et al. [109]. A 
sandwiched-like Pd/Al/Mg/Pd thin film was hydrogenated at 150 °C under 0.2 MPa H2 
pressure for 2h. The formation of the Mg(AlH4)2 along with MgH2, formed mostly at the 
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Pd/Mg interface, has eliminated the generation of MgxPdy intermetallics and reduced the 
oxygen content in the film. Moreover, an increment in hydrogen storage capacity was 
noticed. The Mg(AlH4)2 was also obtained under high-flux, low-energy hydrogen ion 
irradiation of Mg/Al bilayer films [110, 111]. Its synthesis takes place under intensive 
intermixing of Mg and Al atoms and with continuous supply of hydrogen. The 2 keV 
hydrogen ions pass the naturally formed 2 – 4 nm thick Al2O3 layer without destroying it. 
Moreover, it was suggested that the magnesium alanate was protected by the Al2O3 layer. 
The experimental results have confirmed a two-step decomposition mechanism of the 
Mg(AlH4)2 and demonstrated that dehydrogenation is controlled by transport process 
through the oxide layer. 

 
Figure 17. 3D AFM images, surface and cross-section SEM images of the Pd/Mg1-xAlx/Pd films with  
x = 0, 0.13, 0.21 and 0.39 from top to bottom (from ref. [108]). 
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5. Conclusion 

Notwithstanding the remarkable achievements in hydrogen absorption–desorption attained 
for thin films, it remains difficult to transfer the results to bulk materials (powders), which 
are thought to be used in transport sector. The difficulties originates from the fact that the 
hydrogen interaction with mater depends strongly on a subtle tuning between parameters 
such as: a number and type of defects, microstructure, size and morphology of crystallites, 
which are not easy controllable by the application of the powders preparation methods, like 
for instance mechanical milling, as compared to the thin films deposition techniques. As an 
example, mechanically milled Mg-Ti powders display much slower kinetics, reduced 
storage capacities and lower structural stability as compare to the Mg-Ti thin films [112]. 
The thin films synthesis methods can lead to the formation of non-equilibrium phases, 
which are rather not accessible by bulk preparation methods. In contrast to bulk preparation 
techniques, in a thin film approach it is relatively easy to control the size and morphology of 
material. The size reduction to the nanoscale leads to the energy contributions which are 
typically negligible in bulk, including the interaction of the sample with the substrate, 
surface or interface energies and quantum size effects. These contributions allows one to 
overcome the hydrogenation kinetics limitations and to study the intrinsic thermodynamic 
properties of hydrogen absorption. Thin films are particularly suited for combinatorial 
techniques: allowing one to perform combinatorial research on thousands of different 
concentrations of elements at once. It helps to identify an optimal alloy’s composition and to 
find the best catalyst for hydrogen sorption. Moreover, other technological applications for 
thin films, such as in batteries, coatings, or solar collectors, have been proposed due to 
discovered spectacular changes in the optical properties of metal–hydride films near their 
metal–insulator transition (“switchable mirror” behavior). The transition is reversible and 
can be simply induced by changing the surrounding hydrogen gas pressure or electrolytic 
cell potential.  
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1. Introduction 

Recently, the mitigation of the greenhouse-gases (GHG) is the important issue to solve 
climate changes caused by the global warming. According to the international energy 
agency (IEA) report at 2010 (IEA, 2010), 65% of all GHG emissions can be attributed to 
energy supply and use. In addition, according to the blue scenario of IEA, all areas will need 
to reduce the CO2 emission drastically until 2050, when level of CO2 emission should be 
halved. In a view of energy supply and use, fossil fuels are used mainly in transport and 
power sectors which generate electricity through multiple steps. Thus, the highly efficient 
and clean technologies for these sectors are necessary for saving energy and reducing CO2 
emission (Pak et al., 2010). Among the alternative means, fuel cell technologies have been 
attracted because they can transform directly the chemical energy of fuel into electricity and 
emit clean exhaust gases. 

Fuel cells have been developed for a long time since the principle of fuel cell has demonstrated 
by Sir Groove at 1939, who suggested the “gas battery” (Andujar & Segura, 2009). Initially, fuel 
cells were seen as an attractive technology for the generation of power due to high theoretical 
efficiency. However, as the efficiency of other alternative technologies was rapidly being 
increased, the development of fuel cell became almost negligible during the early of 20th 
century (Perry & Tuller, 2002). Also, since the interest in fuel cell reoccurred by the “space 
race” between USA and Russia in the late of 1950s and the first actual power generation 
system of fuel cell was launched in the Gemini at 1962, many types of fuel cells were 
developed for many applications and categorized by the electrolyte for use. 

Among the various kinds of fuel cells, polymer electrolyte fuel cells (PEFCs) have extensively 
been developed for transport and distributed-power generation applications due to low 

© 2012 Pak et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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emission of GHG and high efficiency compared to the internal combustion engine (ICE) and 
generators. Thus, PEFC technology is considered as a green technology for energy savings and 
reduction of GHG emission. As a one part of PEFCs, direct alcohol fuel cell (DAFC), which can 
use the high energy density of alcohol such as methanol and ethanol that could be produced 
by using the biomass and corn for carbon neutral cycle or directly using solar energy for 
artificial photosynthesis, is the most promising fuel cell for mobile and portable applications. 

Although the PEFC systems have been developed to its current status through several 
technical breakthroughs over the years, it is now on initial market stage with the help of 
government for new and renewable energy policy. To expand the market size or thrive in 
fuel cell market without external supports, further innovations in the areas of cost and 
durability are demanded. For this innovation, the understanding and improvement of 
materials and components for membrane electrode assembly (MEA), which considered as 
the core of fuel cell system, are very important besides development of fabrication process 
maximizing the performance with the improved materials for PEFC. 

 A typical MEA as shown in Fig. 1 consists of a polymer electrolyte membrane (PEM), 
interposed by two electrodes, cathode and anode, which are composed of catalyst layer (CL) 
and the gas diffusion layers (GDL), respectively. Usually, a microporous layer (MPL) made 
from porous carbon materials is located between the CL and the GDL. The total thickness of 
multilayer of MEA is less than 500 μm (Ramasamy, 2009). 

 
Figure 1. Schematic components of a membrane electrode assembly 

The performance of MEA is displayed by the power density (W/cm2), which is the product 
of current density (A/cm2) and voltage (V), which is totally dependent on the choice of 
components and materials, especially membrane and catalyst.  Thus, the research for 
increasing the performance of MEA is usually focused on the new materials for membranes 
and catalysts with enhanced properties. However, to reveal the improved performance of 
materials in the MEA level, the fabrication process for MEA should be optimized. 

In this chapter, the processes for MEA preparation are reviewed in the section 2 and the 
optimized performance of MEA using new supported catalysts will be discussed in the 
sections 3 and 4. Finally, the chapter is closed with conclusions. 

2. Processes for membrane electrode assembly (MEA) 

Among the components of a MEA, the performance of the MEA is usually dependent on the 
CL properties and contact interfacial resistance between the CL and membrane according to 
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its preparation technique. The CL has its own set of criteria to fulfil the chemical reaction 
with complex functionalities and has a three-dimensional porous structure composed of a 
network of catalyst particles made of porous carbon supports and catalytic metal 
nanoparticles, usually and ionomer fragments. 

Some common requirements of an idea regarding to CL must have a high electrocatalytic 
activity for PEFC reactions, a good ionic transport and a high porosity for efficient transport 
reactant and product (Ramasamy, 2009). Over the years, various slurry formations and 
coating procedures have been developed for the preparation of CLs in order to realize the 
better performance of MEA for the commercialization. 

One key factor in the preparation of CLs is the selection of solvents to form a homogeneous 
mixture in the catalyst ink, which was generally made by dispersing the catalyst (supported 
Pt based catalyst or Pt based black catalyst) with a mixture of Nafion ionomer solution, the 
solvents and deionized (DI) water. Many researchers have mainly studied to focus on the 
dispersion of catalyst ink formed by ionomer and the catalyst particles. For example, Uchida 
et al. demonstrated that the further improvement in cell performance could be obtained by 
using an intermediate dielectric constant solvents with a range of 3 -10 to form a colloidal 
suspension of Nafion particles in a water-alcohol mixture. Their experimental results were 
attributed to the higher number of electrochemical interactions between the Nafion 
ionomers and catalysts in the extended reaction interface than those using solvents with a 
high-dielectric-constant, such as water (Uchida et al., 1998).  It is suggested that the selection 
of highly viscous glycol for the catalyst ink as a solvent resulted in the higher performance 
MEAs in which showed low mass-transfer and electrode ionic resistance due to the 
formation of homogeneous catalyst particles in the catalyst ink (Wilson et al., 1995). 
Although the homogeneous ionomer and the catalyst particles are important for the 
formation of the slurry ink, the appropriate amount ratio of ionomer to catalyst and fine 
distribution of the ionomer in the CLs are the most critical factor, which leads to the 
minimized electrode resistance and maximized contact of ionomer with catalytic metal 
nanoparticles. This ratio should be normally optimized for the best formulation of the 
catalyst ink. 

Another key factor in preparation of the CLs is the selection of coating procedures to 
minimize the roughness factor of the CLs and the contact resistance between the CL and the 
membrane. The types of coating procedure for preparation of the CLs can be broadly 
classified into three categories as followings: (1) catalyst coated on electrode (CCE), (2) decal 
transfer catalyst coated on membrane (DTM) and (3) direct catalyst coated on membrane 
(DCM). 

2.1. Catalyst coated on electrode method (CCE) 

The CCE method is to form the CL on the GDL as shown in Fig. 2. The catalyst ink was 
coated onto the MPL in the GDL, and then the electrode was dried in the vacuum oven at a 
specific temperature. Finally, the MEAs were assembled by hot pressing the catalyst coated 
electrodes with a membrane. The CCE method has widely been used in the formation of the 



 
Hydrogen Energy – Challenges and Perspectives 262 

large scale mass production of MEAs due to the simple coating process (Frey & Linardi, 
2004). The final hot-pressing is indispensable and important process for the higher 
performance MEA to make a good interfacial contact between the CLs and membrane in the 
CCE Method. The main parameters of hot-pressing process are the temperature, the 
pressure and the time. Zhang et al. investigated that the effect of hot-pressing conditions 
(temperature, pressure and time) on the performance of MEA using the CCE method for the 
DMFC. The optimized parameters for temperature, pressures and time are 135℃, 80kgf/cm2 
and 90s, respectively. The highest power density of MEA is attributed to the lowest contact 
resistance between the membrane and CL (Zhang et al., 2007). In addition, Therdthianwong 
et al. tried to find systematically the most significant hot-pressing parameter by designing a 
full factorial analysis of the three main hot-pressing parameters related to the cell 
performance (Therdthianwong et al., 2007). In this study, MEA prepared with hot-pressing 
condition of 100 °C, 70.3 kgf/cm2 and 120s resulted in the highest power density. 

 
Figure 2. Schematic process of a catalyst coated on electrode (CCE). 

Although various conditions for hot-pressing have been employed by researchers in the 
CCE method, the controlling of hot-pressing temperature to slightly above the glass 
transition temperature of the membrane might be a critical point to promote good contact 
within the triple-phase regions of the CL. (Zhang et al., 2007, Tang et al., 2007, Lindermeir et 
al., 2004). However, the CL prepared in CCE method cannot be effectively transferred to the 
membrane during the course of hot-pressing the MEA due to the change of the structure in 
the CL (a distribution of ionomer and porosity) and the dehydration of the membrane, 
which may lead to an irreversible performance loss of the MEA (Kuver et al., 1994). 

2.2. Decal transfer catalyst coated on membrane method (DTM) 

The DTM method is to form the CL on the decal substrates as a shown in Fig. 3. The catalyst 
inks were coated uniformly onto decal blank substrates. The CLs of both electrodes were 
then transferred from substrates to the membrane by hot pressing under high pressure and 
temperature for a specific time. The decal substrates can be peeled away from the CCM 
leaving the CLs fused to membrane, yielding a three-layer CCM. The GDLs can then be 
added to the CCM by hot-pressing as mentioned in the previous section. 

Tang et al. reported that the DTM method could show a better utilization of catalysts and a 
superior formation of the ionomer network compared to the CCE method, which are all 
beneficial for improving the performance and long-term durability of the MEA for the 
DMFC due to a low interfacial resistance between the CL and polymer membrane, a thinner 
catalyst layer with a lower mass transfer resistance, and a better contact among the electrode 
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performance (Therdthianwong et al., 2007). In this study, MEA prepared with hot-pressing 
condition of 100 °C, 70.3 kgf/cm2 and 120s resulted in the highest power density. 

 
Figure 2. Schematic process of a catalyst coated on electrode (CCE). 

Although various conditions for hot-pressing have been employed by researchers in the 
CCE method, the controlling of hot-pressing temperature to slightly above the glass 
transition temperature of the membrane might be a critical point to promote good contact 
within the triple-phase regions of the CL. (Zhang et al., 2007, Tang et al., 2007, Lindermeir et 
al., 2004). However, the CL prepared in CCE method cannot be effectively transferred to the 
membrane during the course of hot-pressing the MEA due to the change of the structure in 
the CL (a distribution of ionomer and porosity) and the dehydration of the membrane, 
which may lead to an irreversible performance loss of the MEA (Kuver et al., 1994). 

2.2. Decal transfer catalyst coated on membrane method (DTM) 

The DTM method is to form the CL on the decal substrates as a shown in Fig. 3. The catalyst 
inks were coated uniformly onto decal blank substrates. The CLs of both electrodes were 
then transferred from substrates to the membrane by hot pressing under high pressure and 
temperature for a specific time. The decal substrates can be peeled away from the CCM 
leaving the CLs fused to membrane, yielding a three-layer CCM. The GDLs can then be 
added to the CCM by hot-pressing as mentioned in the previous section. 

Tang et al. reported that the DTM method could show a better utilization of catalysts and a 
superior formation of the ionomer network compared to the CCE method, which are all 
beneficial for improving the performance and long-term durability of the MEA for the 
DMFC due to a low interfacial resistance between the CL and polymer membrane, a thinner 
catalyst layer with a lower mass transfer resistance, and a better contact among the electrode 

GDL

Membrane
Catalyst layer

Catalyst ink

MEA

Hot-pressing

 
High Performance Membrane Electrode Assemblies by Optimization of Processes and Supported Catalysts 263 

components (Tang et al., 2007). However, the process of the DTM method seems to be more 
complex than CCE method and impossible to control the porosity and the thickness of the 
CLs due to the dehydration of the membrane during the decal transfer and, it has a 
possibility of sintering of the catalytic nanoparticles (Song et al., 2005). Furthermore, the 
ionomer segregation is likely to occur onto the outside of the CL during the transfer step of 
the CLs from the decal substrates to Na+-Nafion membrane with high hot-pressing 
temperature in order to increase the transfer ratio of the CL into the membrane (Xie et al., 
2004). Recently, a breaking layer composed of carbon powder and Nafion ionomer on the 
CLs was suggested by two groups to overcome those problems, that is, the CL was 
sandwiched between the inner thin carbon and the outer ionomer layers (Park et al., 2008, 
Cho et al., 2010). However, the additional layer could generate a further resistance to proton 
and mass transports, which may lead to an irreversible performance loss of the MEA. The 
DTM method must be improved further for the commercialization of MEA. 

 
Figure 3. Schematic process of a decal transfer catalyst coated on membrane (DTM) 
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The DCM method is to form the CL directly onto the membrane as shown in Fig. 4. The 
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high tendency to swell or wrinkle with a contact of many solvents in the catalyst slurries, 
which could give rise to the deformation of the CL by fast volume changes of the membrane. 

It could cause the membrane and the CL to be deformed by fast volume changes. Therefore, 
swelling control of the membrane is very important in the DCM method for the high quality 
MEA fabrication. To minimize such dimensional changes during the catalyst coating 
process, many researchers have tried to prevent the membrane from swelling during the 
coating process. For example, Park et al. suggested a process by employing a pre-swollen 
Nafion membrane. They soaked the Nafion membrane in EG and sprayed the catalyst slurry 
onto the pre-swollen membrane. Thus, the prepared MEA showed improvement over a 
commercially available MEA due to the reduction of a stress problem of membranes by the 
pre-swelling process (Park et al., 2010). Shao et al. prepared MEA using direct spray 
deposition of the catalyst ink into Nafion 212 membrane with the aid of a hot-plate at 150 
°C, whose condition could decrease the swelling and wrinkling of the Nafion membrane 
due to the solvent gasification before being absorbed into the Nafion membrane (Shao et al. 
2001). Also, in case of our lab, an innovative process preventing the swelling from the 
solvents by holding a membrane on a porous vacuum plate is developed, which is an 
efficient way for realizing a high precision in catalyst loading with high reproducibility (You 
et al. 2010). Considering the CL design, the selection of good solvents and DCM method as a 
coating process could offer a more efficient and attractive way for high quality and high 
performance of MEAs. 

3. Optimization of DCM processes for MEA 

One parameter in MEA design to improve the performance of DMFCs is to increase the 
catalyst utilization and electrochemical surface area (ESA) of the electrodes by increasing the 
level of gas access, proton access and electron access to the reaction sites. Hence, the 
structures of CLs where the electrochemical reactions occur should be optimized for 
maximizing the triple-phase boundaries. In addition, minimizing a resistance between the 
catalyst and ionomer in the CL, as well as the interfacial resistance between the electrolyte 
and the CL are essential in MEA structure. Furthermore, the resistance of the electrolyte 
membrane itself should be minimized. 

Another parameter in MEA design is the control of porosity to maximize their active surface 
area of catalyst in the electrodes. During DMFC operation, complex flow of reactants and 
reaction products exists in the porous space of CL. The pores in cathode should allow 
oxygen to reach the catalyst surface and support efficient transport of water to prevent 
flooding of the layer. One method achieving a good balance of fuel transport capability with 
effective product removal is the addition of pore-forming materials into the CL. They help 
tailor the CL morphology and pore structure to meet the above-mentioned requirements, 
thereby decreasing the transport resistance. 

Considering the above-mentioned issues in the CL design, the optimized design of CLs 
must have the lowest resistance between the membrane and CL, the proper distance of 
proton conductor from the catalyst and the optimum porosity of the catalyst layer. The 
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DCM method with the catalyst slurry composed of EG and pore forming agent is 
investigated to optimize the structure of CLs by parameters for hot-pressing such as 
temperature and pressure. 

3.1. Preparation of electrode and MEA 

All investigated MEAs in this section were prepared with the hydrocarbon membrane (the 
conductivity and thickness of the membrane was 0.06 S/cm and 32 μm, respectively) and the 
SGL 25 BC for GDLs of both electrodes. Pt-Ru black (HiSpec 6000, Johnson Matthey) and Pt 
black (HiSpec 1000, Johnson Matthey) were used as the anode and cathode catalyst, 
respectively. Catalyst inks, consisting of black catalysts, Nafion solution, DI water, MgSO4, 
and EG with weight ratios of 0.288: 0.18: 0.155: 0.058: 0.36 for the anode and 0.241: 0.151: 
0.12: 0.036: 0.452 for the cathode, respectively, were well dispersed using high speed 
rotating equipment (conditioning mixer, AR-500) for 10 min.  

For the preparation of CLs using the DCM, the anode inks were coated uniformly onto one 
side of the electrolyte membrane directly, which was held on a vacuum plate with 32 mm × 
32 mm mask films to prevent dimensional change of the membrane. The coated membrane 
was then dried for 24 h in a vacuum oven at 120ºC after removing the mask. The cathode 
catalyst ink was applied to the opposite side of the anode-catalyst coated membrane in the 
same manner. The catalyst loading for both electrodes was 5 mg/cm2 and the active area of 
the MEAs was 10 cm2. 

Hot-pressing after direct coating of CL was performed at three different temperatures (140, 
150, and 160ºC) and pressures (0.1, 0.2, and 0.3 tonf/cm2) for 10 min to control the porosity 
and contact resistance of the CLs. And then, The CCM prepared was pre-treated in a 
solution containing 1M methanol and 1M sulfuric acid at 95ºC for 4 h. Finally, the MEAs 
were fabricated by placing GDLs onto the corresponding sides of the CCM by hot-pressing 
at the 125ºC and 0.1 tonf/cm2 for 3 min. 

The performance of the MEA under the DMFC condition was measured by fuel cell testing 
system (Won-A Tech) using single cell hardware with an active area of 10 cm2.  A 1M 
aqueous methanol solution was fed to the anode side at a flow rate of 0.25 ml/min∙A.  Dry 
air was supplied to the cathode side at a flow rate of 45 ml/min∙A under ambient pressure. 
The cell performance was measured at 60ºC and operated in potentiostatic mode at a voltage 
of 0.45V for 4 h each day. The polarization curves of the MEAs were recorded at the end of 
the procedure at a constant voltage. 

Electrochemical impedance spectroscopy (EIS) of the MEAs were measured at a current of 
220 mA/cm2 using an electrochemical analysis instrument (VMP2) in the frequency range 
from 100 kHz to 0.1 Hz with 10 points per decade at 60 ºC. The amplitude of the sinusoidal 
current signal was 10 mA. To separate the anode and cathode impedance, the cathode side 
was supplied with a continuous supply of hydrogen, which would function as a dynamic 
hydrogen reference (DHE) and counter electrode. 
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3.2. Effects of the temperature for the hot-pressing 

The effect of the hot-pressing conditions (temperature and pressure) on the MEA 
performance for DMFC was investigated to decrease the reaction transfer resistance through 
the extended catalyst and ionomer interface in the electrode and to increase the interfacial 
bonding through the strong formation of a proton conducting ionomer network between the 
CL and membrane. Fig. 5 (a) shows the power densities at 0.45V of the MEAs from the 
CCMs prepared by the DCM at various hot-pressing temperatures under the same pressing 
pressure (0.2tonf/cm2). The performance of the MEA produced at a hot-pressing temperature 
of 150 ºC was higher than that of the MEA produced at 140 and 160 ºC, respectively. 

Electrochemical impedance spectroscopy (EIS) and differential scanning calorimetry (DSC) 
were performed to elucidate the effect of the hot-pressing temperature on the DMFC MEA 
performance. Firstly, in EIS analysis, the reaction transfer resistance of the anode, cathode, 
and the total showed similar values regardless of the hot-pressing temperature, as shown in 
Fig. 5 (b).  This indicates that the pressing temperature for CLs is not related to the reaction 
transfer resistance between catalyst and ionomer, and pore structure but is associated with 
changes in the interfacial properties by the strong bonding between the CL and membrane. 
Secondly, Fig. 5 (c) shows the DSC analysis of the hydrocarbon membrane. The exothermic 
process was observed at 150 °C, which corresponds to the glass transition temperature (Tg) 
of the hydrocarbon membrane. At an appropriate temperature, such as 150 °C, side chain 
movement brings the -SO3H group out of the bulk to the surface to decrease the surface 
energy (Liang et al., 2006, Guan et al., 2006, Robertson et al., 2003). This might give rise to 
intimate bonding between the hydrocarbon membrane and CL resulting in the enhanced 
proton conductivity. Therefore, the optimum hot-pressing temperature contributes to the 
significant increase in the MEA performance.  

 
Figure 5. Effect of hot pressing temperature for the CCM prepared by direct coating on (a) power 
density of MEA and (b) reaction (rxn) transfer resistance from electrochemical impedance spectroscopy 
(EIS) and (c) DSC analysis of hydrocarbon membrane. 
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Fig. 6 (a) shows the power densities at 0.45V and reaction transfer resistances of the MEA 
using CCM produced by the DCM under various hot-pressing pressures under the same 
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temperature of 150 °C. The increase of hot-pressing pressure for the CCM to approximately 
0.225tonf/cm2 resulted in significantly improved MEA performance with power density up 
to 107mW/cm2 at 0.45V and 60 °C. This might be attributed to the decreased reaction 
transfer resistance by the improved proton conduction and oxygen transport through the 
well-connected network of the CLs in the MEA. However, further increases in the hot-
pressing pressure led to a decrease in the performance of MEA owing to the destroyed 
microstructures of the CL by excessive pressing. 

This suppose was confirmed by EIS analysis of the MEAs. Fig. 6 (b) shows the effect of the 
hot-pressing pressure for the CCM prepared by DCM on the reaction transfer resistance. 
The cathode reaction transfer resistance increased as both CLs were further compressed by 
increasing the hot-pressing pressure, whereas the anode reaction transfer resistance 
decreased, even though the thickness of both CLs have decreased. Generally, the thickness 
of both porous CLs decreases with increasing of density (decreased porosity) as the pressing 
pressure increases to fabricate the CCM. The dense anode CL may increase the methanol 
utilization efficiency with the decreasing of the methanol crossover, resulting in the 
decreased the anode reaction transfer resistance. This phenomenon might be that because 
the dense anode CL serves as an additional resistance against methanol crossover (Mao et 
al., 2007, Liu et al., 2006, Park et al., 2008). In contrast, the thick microstructure (high 
porosity) for the cathode CL is essential for transporting reactant gas effectively from the 
GDL to CL and for eliminating the water produced by the electrochemical reaction from the 
CL to GDL (Liu & Wang, 2006, Wei et al., 2002, Song et al., 2005). Therefore, the hot-pressing 
pressure for the CCM showed the lowest total reaction transfer resistance at 0.2 tonf/cm2 and 
resulted in the highest power density of the MEA produced by the DCM. It was suggested 
that the hot-pressing condition has a significant effect on the electrochemical performance of 
MEAs, particularly in the reaction transfer resistance. 

 
Figure 6. Effect of hot-pressing pressure for the CCM prepared (a) power density of MEA and (b) 
reaction (rxn) transfer resistance from EIS. 

3.4. Effect of pore forming agent in the cathode 
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properties (readily absorbs water from the air). Hence, it can be easily removed in the CL by 
boiling the CCM at DI water after DCM process. The vacant sites in the CL by resulted from 
removed MgSO4 may play a role as pores. In addition, compared to that of insoluble pore 
forming agents (e.g. Li2CO3) (Tucker et al., 2005), the addition of soluble MgSO4 could form 
more uniform pore distributions with smaller pore size (approximately 3 nm as a shown in 
Fig. 7 (b)) in the CL by the homogeneous catalyst inks, since the solubility of MgSO4 was 
superior in catalyst ink mixtures composed of the water, EG, ionomers and catalysts. 

Fig. 7 (a) shows the effect of the pore forming agent (MgSO4) loading in the CL on the power 
density of the MEA by the DCM. As it can be seen, the addition of MgSO4 in the catalyst slurry 
from 0 wt% to 30 wt% led to an increase in power density of MEAs at 0.45V. This might be due 
to the higher degree of catalyst utilization and increase in active ESA because more pores that 
had formed by the MgSO4 contributed to the supply of air to the catalytic active sites 
effectively to produce the required amount of power, and eliminate the water produced by the 
electrochemical reaction. Moreover, the effect of the cathode reaction transfer resistance by the 
addition of MgSO4 showed an opposite trend to the result of the cell performance as shown in 
Fig. 7 (a). However, further increasing of MgSO4 showed an increase of cathode reaction 
transfer resistance due to the destroyed microstructures of the weaken CL mechanically by 
excessive porous structure. Furthermore, the resistance for the proton transport to and from 
the active sites increased with increasing distance between catalysts and ionomers at the CL. 
Therefore, the pores generated by the MgSO4 might be an effective channel for air transport 
inside the CL. In addition, increased pore volumes are expected to enhance rapid mass-
transfer near the catalyst surface providing open diffusion paths for the water produced from 
the CL. Furthermore, the enhanced oxygen supply increased the rate of oxygen reduction 
because the charge transfer reaction is a function of the reactant concentration. 

 
Figure 7. Effect of MgSO4 amount in the catalyst layer of CCM prepared on (a) power density and 
cathode reaction transfer resistance and (b) pore size distribution of catalyst layer. 

4. High performance MEA using new supported catalyst 

In this section, the adoption of new supported catalyst (Pt/OMC) consisted of novel ordered 
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inside the CL. In addition, increased pore volumes are expected to enhance rapid mass-
transfer near the catalyst surface providing open diffusion paths for the water produced from 
the CL. Furthermore, the enhanced oxygen supply increased the rate of oxygen reduction 
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MEA for DMFC is presented as an example of optimization of properties such as catalyst 
loading, ionomer concentration and porosity in the electrode (Kim et al., 2008). The Pt/OMC 
catalysts have been developed in our lab over several years for the DMFC, which is based on 
the novel OMC supports having very high surface area and ordered array of mesopores inside 
the particles (Chang et al., 2007, He et al., 2010, Joo et al., 2009., Lee et al., 2009, Pak et al., 2009). 

A balance between proton conduction path and mass transport via pore structures of 
catalyst layer was investigated by changing an amount of ionomer and compressing the 
MEA with hot press. The performance of MEA as a function of voltage was measured to 
determine the optimized the conditions for catalyst layer, which governs the power density. 
Furthermore, the performance of MEA with optimized Pt/OMC catalyst layer was compared 
to that of unsupported Pt black catalyst layer to prove the possibility for decreasing the Pt 
amount in the cathode without loss of power density for DMFC. 

4.1. Characteristics of OMC support and Pt/OMC catalyst 

The SEM and TEM images of ordered mesoporous silica (OMS), which is the hard-template 
for OMC, and OMC were displayed in the Fig 8. As observed in Fig. 8, the OMS is 
composed of 200 – 300 nm particles and OMC has similar particle morphology and size, 
which indicates that the nano-replication (Joo et al., 2001) of OMS into OMC is successfully 
occurred and the removal of OMS to generate the pore inside of the OMC did not alter the 
apparent morphology of OMC. The TEM image from OMS (Fig. 8 (b)) shows that the 
uniform mesopores are hexagonally well-arranged in the particle. For the OMC, the TEM 
image display that the pores and the walls of OMS are inverted to the carbon-nanorod and 
mesopore of OMC, respectively. The low angle X-ray diffraction (XRD) patterns (refer to Joo 
et al., 2006) of OMS and OMC showed three, well resolved peaks corresponding to (1 0 0), (1 
1 0) and (2 0 0) diffractions of hexagonal p6mm symmetry. The unit cell dimension of OMS 
and OMC, estimated from the (1 0 0) diffraction was 12.0 and 11.0 nm, respectively. The 
OMC has a slightly compressed unit cell because of the structural shrinkage of carbon 
frameworks during the high temperature carbonization (Jun et al., 2000).  

 
Figure 8. SEM and TEM images of (a, b) OMS and (c, d) OMC, respectively. 
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The pore structures of OMS and OMC were further characterized by using the nitrogen 
adsorption and desorption isotherms (Joo et al., 2006). The corresponding pore size 
distribution estimated from the adsorption branch by BJH method for OMS and OMC 
samples. The OMS template showed typical Type IV isotherm with H1 hysteresis. The sharp 
increase of nitrogen uptake in the adsorption branch in the partial pressure of 0.8–0.9 
indicates that the mesopore of OMS has uniform distribution through the particles. The BET 
surface area of OMS template is 451 m2/g and pore volume is 1.27 cm3/g, while the pore 
diameter calculated from the adsorption branch of isotherms is 12.2 nm. The nitrogen 
isotherms of OMC sample exhibited similar shapes, where capillary condensation occurred 
in the partial pressure range of 0.4–0.6. The BET surface area of OMC sample is 884 m2/g and 
pore volume is 0.86 cm3/g, while the pore diameter is 4.0 nm. 

The unique structural characteristics of OMCs make them suitable as catalyst supports for 
DMFC application as mentioned earlier. For example, the high surface area of OMC, 
compared with the conventional carbon blacks such as Vulcan XC-72R and Ketjen Black, can 
provide sufficient surface functional groups or anchoring sites for the nucleation and 
growth of metal nanoparticles, thus metal catalysts can be prepared on OMC with high 
dispersion. Further, uniform mesopore structure of OMC would facilitate the diffusion of 
reactive molecules for electrochemical reactions. 

Pt nanoparticles were supported on the OMC by incipient wetness impregnation of the Pt 
precursor (H2PtCl6∙xH2O) in acetone solution into the pores of OMC support and 
subsequent reduction under H2 flow. The total loading of Pt was controlled as high as 60 
wt%, because an electrocatalyst for DMFC application requires very high metal loading 
(Chang et al., 2007). The TEM image of Pt/OMC (Fig. 9 (a)) indicates that Pt nanoparticles 
are uniformly scattered on the carbon nanorod of OMC. The average particles size 
determined from the TEM image is 2.85 nm. The XRD patterns for 60 wt% Pt/OMC 
presented in Fig. 9 (b) showed distinct peaks at around 39.8°, 46.3° and 67.5°, corresponding 
to the (1 1 1), (2 0 0) and (2 2 0) planes of a face-centered cubic structure, respectively. The 
crystalline size of the Pt nanoparticle estimated by the Scherrer equation is 2.86 nm, which is 
matched well with the value obtained from TEM analysis. 

 
Figure 9. (a) TEM image and (b) XRD pattern for Pt/OMC catalyst. 
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4.2. Optimization of catalyst layer with Pt/OMC catalyst 

To realize the adoption of Pt/OMC in the cathode catalyst layer for DMFC, the effect of the 
ionomer contents (18, 30 and 45 % compared to the Pt/OMC) and process parameter 
(compressed vs. uncompressed) were investigated on the morphology of electrode and 
performance of MEA at 70 °C as summarized in the Table 1. The catalyst ink was sprayed 
directly on to a Nafion 115 membrane to form the so-called CCM. The membrane was held 
on a vacuum plate to prevent dimensional change of the membrane during the direct 
coating of the ink. The cathode catalyst ink was coated on one side of the membrane 
followed by drying at 60 °C under vacuum for 2 h. On the uncoated side of the cathode-
coated membrane, the anode catalyst ink was applied in the same manner. As a reference, 
the catalyst layer based on unsupported Pt black catalyst (Johnson Matthey, HiSpec® 1000) 
at a loading level of 6mg/cm2 was also prepared. The geometric area of the catalyst layers 
was 25 cm2. In order to produce a catalyst layer with lower porosity, the cathode-coated 
membranes were compressed at 30 MPa and at 135 °C for 5 min before the subsequent 
anode coating was performed. As a diffusion layer, 35 BC (SGL, Germany) was used for 
both the cathode and the anode. The MEAs were prepared by hot pressing the CCM and 
two diffusion layers at 125 °C and 51 MPa. The morphology of the catalyst layers was 
observed by SEM.  
 

Catalyst Layer Amount of Pt (mg/cm2) Ionomer content (%) Compression 

CL18-U 2.39 18 X 
CL18-C 2.39 18 O 
CL30-U 2.64 30 X 
CL30-C 2.64 30 O 
CL45-U 2.39 45 X 
CL45-C 2.39 45 O 

Table 1. Physical parameters of catalyst layers based on Pt/OMC catalyst 

The thickness of the uncompressed catalyst layers (CL18-U, CL30-U and CL45-U) is 70, 128 
and 132μm, respectively, for corresponding ionomer contents of 18, 30 and 45 % and the 
thickness of the compressed catalyst layers (CL18-C, CL30-C and CL45-C) is found to be 64, 
53 and 48% of the pristine thickness for ionomer amount of 18, 30 and 45%, respectively. In 
the case of ionomer amount of 12%, the strength of catalyst layer is not enough to adhere on 
the GDL, which could be attributed that the ionomer content is not enough to bind Pt/OMC 
catalysts effectively. The ionomer contents become more than 12% and the catalyst layer 
showed acceptable mechanical strength. 

The apparent shape of the Pt/OMC-based catalyst layers was observed by SEM, as displayed 
in Fig. 10 for representative examples (CL18-U and CL18-C). These are featured by the 
formation of agglomerates of the Pt/OMC and ionomer and of the pores between these 
agglomerates. The agglomerate size is in the range of 200–1000 nm. Considering the size of 
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the primary OMC (200–300 nm) particle as shown in Fig. 8, several Pt/OMC particles are 
included in the agglomerate. The change of ionomer amount did not cause the appreciable 
changes in the size of the agglomerates in the catalyst layers. For the uncompressed catalyst 
layers, the porosity appears to be larger at higher ionomer contents.  

After compression, densification of the catalyst layer is observed. On the other hand, the size 
of the agglomerates is little affected by the compression, as shown in Fig. 10. This indicates 
that macropores between the agglomerates are reduced during the compression process. 
The compressed catalyst layers do not differ in their pore structures.  

 
Figure 10. Represnetative SEM images with different magnification of (a, b) CL18-U and (c, d) CL18-C. 

Fig. 11 showed polarization curves obtained after five day activation at 70 °C. Among the 
MEA, CL18U-C case showed the highest power density of 104.2 mW/cm2 at 0.45 V. The 
operating voltage of DMFC MEA was chosen based on the balance between power density 
and energy efficiency. Operation at lower voltage generates high power density, and thus 
size reduction of the stack is possible. On the other hand, energy efficiency decreases on 
lowering the voltage, which requires a larger fuel tank for a given energy consumption. To 
maximize the system efficiency, an operating voltage of 0.45V is chosen for DMFC usually. 
Dry air and 1M aqueous methanol solution were used as feed stocks for the cathode and the 
anode, respectively. As shown in Fig. 11, uncompressed MEAs show higher performance at 
0.45 V than that of compressed MEAs with same amount of ionomer in the catalyst layer. 
The variation of the ionomer amount results in a more pronounced effect on the power 
density than compression of catalyst layer, which is consistent with a result reported earlier 
in the literature (Frey and Linardi, 2004). As the catalyst layer compressed, the layer 
becomes more compact, which reduced the mass transport in the catalyst layer. However, 
the proton conductivity in the catalyst layer should be increased with compression, which 
was confirmed by the analysis of impedance (Kim et al., 2008). 
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Figure 11. Polarization curves for MEAs based on Pt/OMC at 70 °C (cathode feed: air, anode feed: 1M 
CH3OH). 

Thus, the decrease in power density with the compression indicates that mass transport is 
more important than the proton conductivity (ionic transport) for the Pt/OMC based 
cathode. A similar finding was reported for a PtRu/C supported catalyst in the previous 
paper, which suggested the compaction of the anode catalyst layer led to a decrease in 
performance by 23% due to increased mass transport (Zhang et al., 2006).  

For both the uncompressed and compressed MEAs, the gap of power density increases with 
reducing in the ionomer content above 150 mA/cm2. Below 150 mA/cm2, however, the 
difference is less pronounced, where the power density of CL45-U becomes comparable to 
that of CL18-U. The large difference in power densities at high current densities indicates a 
considerable mass-transport limitation at higher ionomer amount. When conventional Pt-
supported carbon is used, there is an optimum value of ionomer content in the catalyst layer 
to obtain the best performance. Even though the existence of an optimum at lower ionomer 
content is expected for a Pt/OMC-based catalyst layer, it is not possible to confirm this 
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because the mechanical integrity of the catalyst layer is not sufficient as mentioned earlier in 
this section. An improvement in the formation of the three-dimensional network of the 
ionomer phase which provides mechanical integrity is needed to confirm the existence of an 
optimum at lower content of ionomer.  

The polarization behaviour of a CL18-U catalyst layer at a loading level of 2 mg/cm2 and a 
catalyst layer based on Pt black catalyst at a loading of 6mg/cm2 is compared at Fig. 12. The 
thickness of the catalyst layer for the CL18-U and Pt-black catalysts is 70 and 45 μm, 
respectively. The MEAs have identical components, except the cathode catalyst layer. The 
CL18-U catalyst delivers higher power at high voltages (>0.4 V) and lower power density at 
low voltages (<0.4 V) than the Pt black-based cathode. Since catalytic activity governs the 
electrochemical reaction rate at the high voltages (activation region), the higher power 
density for Pt/OMC indicates that 2 mg/cm2 of Pt/OMC gives higher catalytic activity than 6 
mg/cm2 of Pt black catalyst, which is of practical importance. With the introduction of an 
OMC support, the Pt loading in the cathode can be reduced to one-third of Pt black-based 
catalyst layer, without any negative effect on power performance, and this would 
significantly contribute to cost reduction of MEAs. The lower power density for the Pt/OMC 
catalyst layer at high-current density indicates that the mass-transport limitation is greater 
than that for the Pt black-based catalyst layer. 

 

 
 

 

 

 
 

Figure 12. Comparison of polarization curves at 70 ◦C of MEA with the cathode from Pt/OMC catalyst 
(2 mg/cm2) and unsupported Pt black catalyst (6mg/cm2) (cathode feed: air, anode feed: 1M CH3OH). 
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5. Conclusion 

In this chapter, the fabrication processes for the electrode for MEA was briefly reviewed in a 
view of optimization of process parameter and application of new supported catalyst. The 
processes were catalyst coated on the electrode (CCE), decal transfer catalyst coated on 
membrane (DTM) and direct catalyst coated on membrane (DCM) methods. Among the 
three processes, the optimization of DCM method for DMFC MEA was presented as an 
example. The temperature and pressure were the main parameter which should be adjusted 
for maximizing the performance of MEA using hydrocarbon membrane. The effect of pore 
generation by pore forming agent on the performance was discussed. In addition, the 
application of new Pt/OMC catalyst for DMFC MEA was demonstrated by controlling the 
amount of ionomer and compression of catalyst layer. The application of Pt/OMC catalyst 
resulted in the decrease of the amount of Pt in the cathode from 6 mg/cm2 for Pt black 
catalyst to 2 mg/cm2 using Pt/OMC without lost the performance.  
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1. Introduction 

The increasing global energy requirements and the growing environmental conscience 
demand high performance technology for energy production, storage and transport. Fuel 
cells (FCs) have reached a recognized place within the potentially efficient devices to 
convert chemical energy into electricity. First developed by William Grove in 1835 [1], FCs 
had a profound impact in the aerospatial industry and more recently gained special 
attention for wider application, because they are considered as environmentally friendly 
devices. Some advantages of FCs include, that their efficiency is independent of the Carnot 
cycle for thermal machines [2], and that they can be designed for mobile and stationary 
applications. These devices also produce only water as residue when Hydrogen is used as 
fuel, without undesired residual emissions and consequently has no impact on the 
greenhouse effect.  

Contrary to the conventional energy conversion devices, FCs reduce the emission of 
contaminating gases such as CO2, Sulfur, Nitrogen dioxide and hydrocarbons. Between 
them, Carbon dioxide is thought as one of the principal sources of the global warming effect 
that forces the climate change we are experiencing for the past decades. A technology which 
would reduce these emissions is in agreement with the actual international political 
framework and is ethically desirable.  

Another great advantage of the FC technology is that it allows the distributed energy 
generation. FCs have minimal installation and maintenance costs, allowing on-site 
generation and reducing production and transport costs when compared to conventional 
central power stations (fossil fuel, nuclear, hydroelectric, etc.). For example, FCs are a 
suitable opportunity of energetic autonomy (at fair costs) for small communities, hospitals 
or schools, which are not connected to national distribution grids. 

© 2012 Soldati et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Finally, Hydrogen has been chosen historically to supply FC devices. This element is 
considered the clean fuel of the future because its combustion only generates water vapor as 
a product. However, recent investigations show that the FC can also be operated with 
conventional hydrocarbon fuels such as natural gas or bio-gas [3]. Compared to the gas-fired 
power stations, for the same quantity of raw material, FCs show higher efficiency in the 
energy generation and decrease the contaminants released into the atmosphere. Thus, FCs 
are an alternative and clever way for using the resources which allows for a stepwise 
approach towards a future hydrogen-based economy.  

2. Materials for solid oxide fuel cells 

2.1. The Solid Oxide Fuel Cell (SOFC) 

Between the different types of FCs, those based on solid oxides (SOFC) have found a place 
in a wide range of powers, between the large mobile (cars) and small to intermediate 
stationary (hospitals, schools) applications (Figure 1). These cells are operated between high 
(1000ºC-800ºC) and intermediate (600ºC-400ºC) temperature ranges and the principal 
characteristic is that their fundamental parts consist on ceramic materials. Some advantages 
are the reversibility of the electrode reaction, low internal resistance, high tolerance to 
catalytic poisons, and high quality residual heat production; which can be used in other 
applications such as internal fuel reforming or heating. 

 
Figure 1. Different fuel cells and their power range. Abbreviations refer to the type of fuel cell: DMFC: 
Direct Methanol, AFC: Alkaline, PAFC: Phosphoric Acid, MCFC: Molten Carbonate, SOFC: Solid Oxide, 
PEMFC: Proton Exchange Membrane. 

The core of a conventional SOFC design involves three main parts: a cathode, an electrolyte 
and an anode (Figure 2). Additional components such as sealants and connectors are also 
needed. The reduction of the Oxygen molecule (O2) takes place in the cathode material, 
incorporating two electrons from the external circuit; afterwards the O2- ion travels through 
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the electrolyte to the anode material, where it oxidizes the hydrogen molecule. In this way a 
water molecule and two electrons are released, closing the electrical circuit.  

 
Figure 2. Sketch of a conventional SOFC array, using Hydrogen as fuel. 

The output voltage (E) of a SOFC can be expressed as: 

 E = E0 – (ΔUCathode + ΔUElectrolyte + ΔUAnode) (1) 

Where E0 is the open circuit voltage of the cell and ΔUCathode, ΔUElectrolyte, and ΔUAnode are the 
cathode, electrolyte and anode overpotentials respectively [4]. SOFC output voltage 
diminishes when reducing the temperature because all component (cathode, electrolyte and 
anode) overpotentials increase. Cathode overpotential is the one which augments more than 
the others, limiting the cell performance. 

The overpotential is a measure of the energy required for the occurrence of the reactions and 
processes involved in the cell operation. For that reason one of the main challenges in SOFC 
design is to minimize all component overpotentials and specifically the cathodic 
overpotential. Good gas permeability and high electron (and Oxygen ion) conductivities of 
electrodes, as well as low inter-material reactivities, are essential requirements for a 
successful operation independently of the electrode/electrolyte nature. On one hand, 
combinations of mixed conductor cathodes such as rare earth doped perovskites with Ceria 
or Ytria based electrolytes have shown promising results. On the other hand, improving the 
electrode morphology or reducing cathode particle size, have been shown as good 
alternatives to decrease the cathode overpotential thus improving the general efficiency of 
the device. However, after improving the performance of each component, the bottle neck is 
to optimize the assembly electrode/electrolyte, with special attention in the interfacial zone.  

2.2. Electronic and ionic conductors 

Regardless of the electrode nature, the working mechanism of a SOFC can be understood as 
follows [5]: the porous cathode material (α) is in close contact with a ceramic electrolyte 
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phase (γ) along an interphase (α/γ), which is exposed to a gas phase (β) rich in Oxygen. The 
Oxygen diffuses from an external source through the cathode pores and is reduced in some 
place of the α/β/γ interphase, called the tree-phase boundary or TPB. The α phase is 
connected in a point far away from this interphase to a current collector which provides a 
conduction path for the electrons. On the other hand, the electrolyte γ provides an ionic 
conduction path to transport the O2- ions from the Oxygen reaction zone to the anode, where 
they can oxidize the fuel and be recombined into water.  

 
Figure 3. Sketch showing the Oxygen reduction reaction steps in pure electronic conductor (A), 
composite (B) and mixed conductor (C) cathodes.  

Historically the first choice for cathode materials was pure electronic conductor oxides 
(Figure 3A). A good example of this kind of ceramics is the family of (La,Sr)MnO3-δ (LSM) 
manganites. Some structural improvements to achieve better performance comprised 
decreasing the electrode grain size to nanometric levels in order to increase the active 
surface, or increasing its porosity to allow a better diffusion of the Oxygen molecules. 
However, in these materials the Oxygen reduction reaction is limited to the TPB zone, where 
the Oxygen ion can be transferred to the electrolyte in the same place where the reduction 
reaction occurs.  

Another excellent way to increase the SOFC device performance is enlarging the area where 
the electrode reaction takes place. Different ways were explored and successful alternatives 
were detected. One of the most used solutions was enlarging the TPB area by incorporating 
to the electrode an ionic conductor with the composition of the electrolyte (Figure 3B). When 
using Ytria doped Zirconia (YSZ) or Gadolinium or Samarium doped Ceria (CGO and SDC) 
as electrolyte materials, LSM/YSZ, LSM/CGO and LSM/SDC combinations are often found 
as composite cathodes, respectively [6].  

The discovery of ceramic materials which present mixed conductivity opened new 
perspectives in the SOFC design. Mixed conductors (MC) are able to conduct both Oxygen 
ions and electrons, and are therefore excellent as SOFC cathodes. Good examples are ABO3 
perovskites with rare-earth cations in the A site and transition metals in the B site. To them 
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belong the emerging MC family of rare earth - iron doped cobaltites of composition La1-

xSrxCo1-yFeyO3-δ (LSCF) and related families. The B ions in these structures are surrounded by 
Oxygen octahedral, and the ionic conductivity is achieved by the diffusion of Oxygen 
vacancies. This property bypasses the need of a TPB in this sense: the MC cathode material 
allows the Oxygen reduction reaction occurrence over the entire cathode/gas interphase 
(α/β), at the same time that provides a conduction path through which the O2- ions can 
travel towards the electrolyte γ (Figure 3C).  

2.3. Oxygen reduction reaction and cathode performance 

A strategy to reduce cathode overpotential is to facilitate the Oxygen reduction reaction 
(ORR) at the cathode. Besides the different reaction paths proposed in the literature, there is 
a general consensus about that ORR involves the following steps [5] (see Figure 3): 

1. O2 gas-phase diffusion through cathode pore and/or boundary layer. 
2. (a-b) O2 adsorption / desorption and successive dissociation. This stage can also occur in 

one single step of dissociative adsorption. In addition, Oxygen can be partially reduced 
thus forming electroactive species. 

3. Transport of Oxygen and/or electroactive species to cathode/electrolyte interphase. 
(3’) This stage consists in surface diffusion of adsorbed Oxygen (Oad) and/or 
electroactive species (see Figures 3A, B and C).  
(3’’a-b) Only for MC materials, this stage can also involve the following steps (see 
Figures 3B and 3C): (3’’a) charge transfer (Oxygen reduction) and ionic incorporation 
into cathode material, and (3’’b) O2- diffusion through bulk cathode. 
It is worth to note that in the case of cathodes composed of a mixture of pure electronic 
and ionic conductor materials, this stage can occur at the points where the gas and the 
ionic conductor are in contact only if the ionic conductor is also in contact with the 
electrolyte (see Figure 3B). 

4. Incorporation of electroactive species into the electrolyte 
(4’) For pure electronic materials, this stage can only take place at the TBP (see Figure 
3A). (4’’) In the case of cathodes composed of a mixture of pure electronic and ionic 
conductor materials, this stage can occur at the TBP and at the points where the ionic 
conductor is in contact with the electrolyte (see Figure 3B).  
(4’’’) In the case of MC materials, this step can occur in the whole cathode/electrolyte 
interphase including the TPB (see Figure 3C). 

Because of the variety and complexity of the involved processes, it is difficult to know which 
of the steps mentioned above actually happens during the ORR and if they occur 
simultaneously or successively. However, in real systems some stages are slower than 
others and, hence, the ORR rate is defined by them. The ORR limiting step or steps depend 
on several parameters such as temperature, Oxygen partial pressure, cathode/electrolyte 
interphase and cathode microstructure, composition and electronic nature (i.e. if the 
material is a pure electronic conductor, a pure mixed conductor or a composite). 
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Electrochemical impedance spectroscopy (EIS) is a useful technique for studying component 
performance as well as for determining the limiting steps of the reactions occurring in a 
SOFC [7]. It consists in applying an electrical signal (voltage or current) of small amplitude 
and recording the response (current or voltage). From the relation between the voltage and 
the current it is possible to obtain the impedance Z = |Z| ejωt+φ = Z’ + j Z’’ (where |Z| is the 
amplitude, φ is the phase, Z’ is the real component and Z’’ is the imaginary component). As 
the input frequency signal (ω) is varied, an impedance spectrum is obtained which can be 
represented in a Nyquist (Figure 4A) or in a Bode plot (Figure 4B).  

Several microscopic phenomena happen when an electrical signal is applied to an 
electrochemical system such as a SOFC. The variation of applied frequency allows 
discriminating processes characterized by different time constants. Generally speaking, the 
selection of frequency range allows focusing on the phenomena taking place in certain 
component of the cell. The flow of charged particles (current density) depends on the ohmic 
resistances of electrodes and electrolyte and on the rate of the reactions occurring in the 
system. The overpotential (ΔU) of the system or cell component is related to the current j by 
ΔU = j ⋅ ASR, where ASR stands for area specific resistance. This value can be estimated as 
the difference between the low frequency (ω → 0) and the high frequency (ω → ∞) 
intersection of the spectrum with the Z’ axis (see Figure 4A). A reasonable value of 
maximum ASR is 0.45 Ωcm2 for the entire fuel cell [2], yielding to an average maximum 
value of 0.15 Ωcm2 for each cell component (i.e. cathode, anode and electrolyte). 

EIS is also a useful technique for identifying the rate limiting mechanisms of the reactions 
involved in a fuel cell. In order to do so, several impedance spectra must be recorded as a 
function of operation variables as temperature, oxidant or fuel gas partial pressure, carrier 
gas, and bias potential or current. Then, all EIS spectra must be fitted with an equivalent 
circuit using a Complex Nonlinear Least Squares (CNLS) procedure. Impedance expressions 
of the element generally used in equivalent circuits can be found in reference [7]. The 
equivalent circuit is proposed according to the shape of spectra and the nature of the system 
in study. The identification of the reaction limiting steps is made by analyzing the variation 
of the fitted parameters as a function of operation conditions.  

Figure 4 shows an example of cathode spectrum fitted using an equivalent circuit [8]. 
This spectrum corresponds to the Oxygen reduction reaction at a nanostructured 
La0.4Sr0.6Co0.8Fe0.2O3-δ cathode. Points in Figures 4A and B represent experimental data, 
continuous lines represent equivalent circuit fitting and dotted lines represent the individual 
contributions. The equivalent circuit used for fitting is shown in Figure 4C. The analysis of 
the circuit parameter as function of temperature, Oxygen partial pressure and gas carrier 
allows identifying the ORR limiting steps. These are O2 gas-phase diffusion and Oxygen ion 
transport into cathode bulk (steps 1 and 3’’b in Figure 3C, respectively). In Figure 4C, the 
sub-circuit composed of a resistance (R) in parallel with a constant phase element (CPE) is 
related to Oxygen gas-phase diffusion whereas the finite-length Warburg element (W) 
represents the Oxygen ion transport into cathode bulk. 
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Figure 4. Example of an impedance spectrum [8]. (A) Nyquist and (B) Bode plots. Numbers in Figure A 
indicate the measuring frequency. Points are experimental data, continuous lines represent equivalent 
circuit fitting and dotted lines represent the individual contributions. (C) Equivalent circuit used for 
fitting. 
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3. Interphases and interfaces in SOFC 

The region where two systems meet is known as “interface” or alternatively as “interphase”. 
The former word is often used when two different crystalline orientations meet at a specific 
face (or surface), while the latter is used to describe the convergence of two different phases. 
Both concepts are involved in the study of fuel cells. Inside a SOFC core there are two main 
interphases that, as stated before, influence the performance of the cell: they are the 
cathode/electrolyte and the anode/electrolyte interphases.  

3.1. The role of the electrode/electrolyte interphase in a SOFC 

The Oxygen reduction reaction at the cathode/electrolyte boundary or the hydrogen 
oxidation reaction at the anode/electrolyte boundary are principally determined by the 
charge transfer capacity at the interphase and by those structural parameters which affect 
the gas diffusion in the solids and its concentration in the adsorption surfaces [9, 10]. 
Although these reduction and oxidation mechanisms are not fully understood, it is 
generally accepted that the reactions follow different stages and involve more than one 
reaction path. Therefore, the reaction kinetics at the interphases strongly depends on 
chemical and structural properties of the cell components [6, 11-13], the electrode 
morphology (particle size, porosity, thickness, etc.) [14], the characteristics at the interfacial 
boundary [15, 16] and other working parameters as the operation temperature and the gas 
partial pressure [17]. 

3.2. Sample preparation and interphases characteristics types  

The three primordial SOFC parts (cathode, electrolyte or anode) can be assembled in several 
ways.  They differ in which part of them constitutes the mechanical supporting element and 
in the different possible deposition methods used to mount the assembly. Thus, the 
mechanical properties and characteristics of the interphase zone strongly depend on the 
selected technique. 

Two designs established a precedent in the SOFC market: cells supported by the anode and 
cells supported by the electrolyte. In both cases the supporting part is pressed as a dense 
pellet of some millimeters thickness and the other two parts are deposited as layers on its 
surfaces. 

Painting, spraying and coating are the cheapest and less complicated available techniques to 
deposit layers between 200 nm and 20 μm on dense pellets. The interphases obtained are 
generally incoherently grown and often contain zones of no adherence (interphase pores or 
voids). Such an interphase could be an advantage for electronic conductor cathodes for 
example, because they need higher abundance of TPB points. However, it is clearly a 
disadvantage for MC materials, because the presence of interphase pores decreases the area 
where the Oxygen can be effectively transferred towards the electrolyte. In all these slurry 
deposition methods the material to be deposited must be transformed into an ink of 
controlled viscosity. They differ in the way the ink is placed on the pellet. In dip coating 
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generally incoherently grown and often contain zones of no adherence (interphase pores or 
voids). Such an interphase could be an advantage for electronic conductor cathodes for 
example, because they need higher abundance of TPB points. However, it is clearly a 
disadvantage for MC materials, because the presence of interphase pores decreases the area 
where the Oxygen can be effectively transferred towards the electrolyte. In all these slurry 
deposition methods the material to be deposited must be transformed into an ink of 
controlled viscosity. They differ in the way the ink is placed on the pellet. In dip coating 
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methods for example, the dense pellet is immersed in the ink, taken out at a controlled rate 
and let dry [18]. On the other side, in spin coating techniques, the ink is dropped into the 
pellet surface, while it spins at a certain angular velocity [19]. The desired layer thickness is 
obtained after repeating the processes a number of times. After that, thermal treatments are 
applied to improve the adherence to the base material. Presence of undesired micro-
fractures, pores, delaminating zones, etc. can be controlled by changing deposition 
parameters such as characteristic times, velocities, ink composition, viscosity and thermal 
treatments.  

Screen printing (also known as serigraphy) is other mechanical process used to deposit an 
electrode (or electrolyte) layer on the supporting surface [20]. A paste made of the electrode 
powder is pressed through a stencil with open zones. As a consequence, the material 
deposits only in these open zones. The advantage of the method is that the electrode can be 
painted thus forming the desired intricate patterns to tailor the cell design. These layers 
have a thickness of a several μm . Electrophoretic deposition is another method that can be 
used to deposit dense uniform coatings with thicknesses in a wider range. In this case the 
charged electrode particles are dispersed in a fluid and migrate to the substrate forced by a 
potential gradient [21, 22]. Besides, spray pyrolysis method involves atomizing a solution of 
the material’s precursors salts onto a heated substrate, using either air pressure or high 
voltage [23]. 

A refined deposition technique is Pulsed Laser Deposition (PLD) [11]. Usually this 
technique is used to grow the electrode on an electrolyte supported cell. The cathode is 
synthesized as a dense core, which is after ablated by Laser pulses at controlled energy and 
frequency. The sputtered cathode material is deposited on the electrolyte pellet in atomic-
size layers. This methodology allows not only depositing ultra-thin layers and forming 
coherent electrode/electrolyte interfaces, but also building composite cathodes by changing 
the ablating core successively between two different compositions. Besides, it allows 
shaping the cathode with special nano-structured morphologies that improve the element 
performance. An excellent example are the vertically aligned nano-pores (VANP), which 
enhances Oxygen-gas phase diffusivity [24, 25]. 

3.3. The effect of different interphases and micro-nanostructures in the SOFC 
performance 

It is well known that, for the same compositions of the trio cathode/electrolyte/anode, the 
performance of a SOFC can be improved or deteriorated by modifying the micro/nano-
structure of the components and the nature of their interphases. Jorgensen et al. reported for 
example, that a less dense microstructure with smaller grain sizes in LSM/YSZ composite 
cathodes enlarged the TPB active zone [6]. Beckel et al. characterized La0.6Sr0.4Co0.2Fe0.8O3−δ  
and Ba0.25La0.25Sr0.5Co0.8Fe0.2O3-δ  cathodes on YSZ electrolytes and found that modifying the 
cathode composition or the microstructure the assembly showed a significant enhancement 
in performance [13]. The authors reported that reducing the grain size and introducing a 
dense layer between the porous cathode and the electrolyte were favorable structure 
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modifications. On the other side, Chen et al modified the microstructure of a NiO/YSZ 
composite anode instead of the cathode materials [26]. In this way, they improved the cell 
performance by reducing the particle size to the sub micrometric level and increased the 
material porosity by adding organic substances (to nucleate pore formation) in a mixture 
5:3. The same effect was reported by Li et al, who demonstrated that the SOFC performance 
could be enhanced by modifying the TPB size and density and thus optimizing the 
microstructural properties of a Ni/YSZ composite cermet anode [27]. 

Regarding the influence of the composition in the cell performance using electronic 
conductors or composites, Barbucci et al. reported the electrochemical characteristics of rare 
earth doped manganites and Yttria stabilized Zirconia (LSM/YSZ) composite cathodes, an 
excellent material for intermediated temperature (IT-) SOFCs [28]. Using potentiometric and 
complex impedance analyses they found that a volume ratio of 1:1 enlarges the 
electrochemical activity, because it extends the TPB region inside the electrode volume. At 
the same time, Chen et al. compared the performance achieved by cathodes of pure LSM, 
LSM/YZS composite and LSM/SDC composite using YSZ electrolytes. In that study the 
LSM/SDC cell reached the highest performance at an operating temperature of 700ºC, and 
the efficiency difference was related to both the gas diffusion rate and the TPB size in each 
of the three arrays [29].  

On the other side, the electrode/electrolyte interphase using MC cathodes is limited only to 
the small area where both materials make contact. Nowadays, the challenge with these 
promising materials tends both, to maximize the contact area improving the deposition 
methods and to increase the mixed conductivity by modifying the material composition and 
microstructure. Following the idea of composite cathodes, Dusastre et al. investigated 
mixtures of La0.6Sr0.4Co0.2Fe0.8O3−δ/Ce0.9Gd0.1O2-δ  and found that the electrochemical properties 
of the composite cathode mounted on pure CGO electrolytes were highly dependent on the 
electrode microstructure and its composition [30]. The authors found that the porous 
electrode performance is affected not only by the mixed conduction transport but also by 
catalytic properties inherent to the TPB and the gas transport to and from the TPB. 
Afterwards, Baqué et al synthesized La0.6Sr0.4Co0.8Fe0.2O3−δ powders with nanometric sized 
grain and deposited it by different methods on CGO dense electrolytes [18]. The authors 
demonstrated that this array reached ASR values of 0.4 Ω cm2 at 450°C and 0.18 Ω cm2 at 
550°C in air [31]. This excellent electrochemical performance is even better than many of the 
cathodes and composite cathodes known at the moment for these operating temperatures. 
This especially attractive behavior is explained by two main factors: (i) the increase in the 
cathode active zones. This is due to the nanometric particle sizes, the increase in porosity 
and improved connectivity. (ii) The improvement of the electrode/electrolyte interface. This 
is a consequence of the combination of the used deposition method and the optimized 
electrode/electrolyte composition [15]. 

3.4. Reactivity at the interphase 

A good electrode/electrolyte interphase in SOFC assemblies must fulfill two main 
requirements: first of all it must facilitate the transfer of the O2- ions in an efficient way from 
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the cathode to the anode and second, the interfacial reactivity between the components must 
be minimized or avoided at the working temperatures and under the presence of 
reductive/oxidative atmospheres, for the entire cell lifetime. 

However, due to the SOFC hard operating conditions, the presence of electrode/electrolyte 
reactivity is not rare. In a recent review of solid state chemistry applied to SOFC materials 
Backhaus-Ricoult [10, 32] studied different solid oxide cathodes with Zirconia based 
electrolytes. The author found that formation of reaction products, diffusion, segregation 
and modification of the electronic structure in the cathode/electrolyte interphase affected the 
Oxygen exchange rate and had an undesirable impact on the SOFC performance. Bevilacqua 
et al. studied, by different X-ray absorption spectroscopy techniques, the composition and 
speciation of Ni and Fe in the cathode material LaNi0.6Fe0.4O3 deposited on YSZ or SDC 
electrolytes [33]. Under operation conditions the authors found that the LaNi0.6Fe0.4O3 /YSZ 
assemblies formed an isolating layer of La2Zr2O7 at the interphase, while LNF/SDC showed 
no parasite phases and excellent electrochemical properties, together with an enlargement of 
the TPB. On the other side, Grosjean et al. studied the behavior of La0.8Sr0.2MnO3 on YSZ 
electrolytes and found a decrease in the electrical performance of one order of magnitude, 
together with a quick deterioration after a long term treatment at 850ºC [34]. The authors 
correlated the efficiency loss to both an inter-diffusion of Mn and the presence of the 
resistive La2Zr2O7 phase. This conditions lead to a rise in the electronic conductivity and a 
decrease in the ionic conductivity, deteriorating the cell performance. Besides, Izuki et al. 
studied a La0.8Sr0.2Co0.2Fe0.8Ox cathode deposited by PLD on a CGO substrate [35]. After long 
term operation at 1000-1200 ºC the authors observed inter-diffusion of La, Ce and Gd across 
the interphase, and presumed the formation of Lanthanum doped Ceria in the vicinity of the 
interface. Recently, Montenegro Hernandez et al. (2012) investigated the reaction of the rare 
earth niquelates La2NiO4 , Nd2NiO4 and Pr2NiO4 deposited by spin coating on CGO and YZS 
electrolytes [36]. After 1000 hours operation the authors found by X-ray diffraction analysis 
and complex impedance measurements significant performance deterioration. This could be 
in part associated with the formation of new phases, product of decomposition of cathode 
and electrolyte materials at the interphase. 

4. Techniques for characterization 

4.1. Scanning electron microscopy 

In a SOFC assembly the change from one phase into the other occurs in the nanometer scale. 
Therefore, for a precise characterization of the interfacial zone, high quality sample 
preparation and high spatial resolution techniques are required. A first appropriate tool to 
find out morphology and chemical composition at both sides of the interphase is the 
Scanning Electron Microscope (SEM). High magnified images can be acquired using a Field 
Emission Gun (FEG-SEM) device instead a conventional Tungsten filament. The bright 
source and the wide field depth allow producing a topographic image of high 
magnification. A coarse view of the material at both sides of the interphase can be thus be 
achieved by detecting secondary electrons emitted from the sample (Figure 5A). Besides, 
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these microscopes are equipped with backscattering electron detectors, which provide an 
intensity profile depending on the atomic number of the target atom. A complementary 
Energy or Wavelength Dispersive System (EDS or WDS, respectively) coupled to the 
microscope makes possible to map the composition by analyzing the characteristic X-ray 
spectra.  

4.2. Transmission electron microscopy 

A powerful technique to investigate (even at the atomic level) crystal structure and chemical 
composition is the Transmission Electron Microscope (TEM). In this case, the electron beam 
is allowed to pass through the sample and interacts with the material. The intensity of 
transmitted and/or diffracted electrons is afterwards converted into images or diffraction 
patterns, whose contrast can be (carefully) related to the material properties [37]. In 
addition, EDS systems can also be coupled to this microscope, with the advantage that the 
interaction volume is very small as compared to the SEM situation. However, the difficulty 
with this method is that, to let transmission happen, the sample must have thicknesses of 
about 0.1 μm or less in the region of interest. How to get those thin samples from an 
electrode/electrolyte interphase can be very challenging: these are regions of superior 
reactivity, which often contain boundaries between different microstructures, chemical 
compositions, densities, hardness, grain sizes, etc. Traditional TEM preparation methods as  
Ar-milling or  electrochemical polishing, which may affect differently both phases, are 
therefore inappropriate. A solution to that problem arrived with Focused Ion Beam (FIB) 
technology, which is one of the most versatile tools to prepare thin samples of site-specific 
areas for microscopy and spectroscopy analyses [38]. 

4.3. Focused ion beam 

A desired area can be selected with micrometric precision with help of a dedicated SEM 
installed in the same chamber as the FIB (Figure 5A). A thin Pt-layer is deposited on the 
surface to protect the underlying material from the sputtering process and a Ga-ion beam is 
used to cut a slab of the bulk material (Figures 5B and 5C). This slab can be further polished 
to a final thickness of about 100 nm or less. After, the foil is deposited with a 
micromanipulator in an adequate substrate and is ready for analysis [39]. This procedure is 
known as FIB/lift-out preparation, and is often found related with SEM and TEM ex-situ 
analysis [40]. On the other hand, the FIB technique can be also used for site-specific in-situ 
analyses. FIB-SEM nano-tomography for example, is more and more being used for a 
detailed three dimensional (3D) reconstruction of the micro- and nanostructure in a 
material. In this case, the FIB is used stepwise to mill a slice in the selected area. The sample 
is then alternatively micrographed with SEM or EDS and further milled in slices. The 3D 
reconstruction is possible using computer programs to merge the images together. Porosity, 
tortuosity, phase composition, percentage of adherence, etc. can be obtained from these 
reconstructions. 
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Figure 5. (A and B) SEM images showing the cathode/electrolyte interphase in an electrolyte-supported 
SOFC; the images were obtained from a fractured piece. (B) A Pt layer is deposited on the surface of 
interest to protect the underlying material. (C) Schema of a FIB cut: a Ga-ion beam is used to sputter the 
material in front and back of the region of interest. (D) TEM image of the obtained foil: a 10×15×0.1 μm 
slice is extracted from the bulk and deposited in an appropriate substrate using a micromanipulator. 

Since 2005 the increasing number of publications using FIB to study SOFC materials shows 
that the methodology’s usefulness in this field has been recognized. The fact that the beam 
homogeneously mills the whole sample makes it an attractive method to prepare thin 
specimens of the interfacial SOFC regions, where two very different materials converge in a 
sensible and reactive area [41]. Liu and Jiao (2005) reported for the first time FIB/lift-out 
prepared TEM samples of the anode/electrolyte interface from a long-term tested Ni/YSZ-
YSZ half-cell [42]. One year later Grosjean et al. (2006), investigated the diffusion and 
reactivity processes at the interphase of a planar SOFC, between an YSZ electrolyte and a 
La0.8Sr0.2MnO3 cathode [34]. Using FIB/lift-out samples the authors analyzed the 
microstructure and made site-specific nano-scaled chemical analysis at both sides of the 
interfacial zone. Recently, Soldati et al. (2011) studied by FEG-SEM, TEM and EDS, FIB/lift 
out foils of the interfacial region between nano-sized LSCF cathodes and dense CGO 
electrolytes [15]. The authors compared the effect of different synthesis routes in the 
interfacial characteristics and found correlations with the cell performance.  

Regarding the 3D-FIB/SEM profiles, the first report applied to SOFC materials corresponds 
to the group of Wilson et al., who studied with this technique a thin YSZ electrolyte layer 
cast onto a thick NiO–YSZ anode support, with a LSM-YSZ composite cathode; 3D-
microsctructural features such as phase volume fractions, total phase boundary areas, TPB 
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lengths and density, connectivity, tortuosity, etc. could be related to cathode polarization 
resistances and cell performance [43]. These authors analyzed also the properties of 
composite LSM-YSZ cathodes [44, 45]. Smith et al. used the same technique to find  the 
relationship between the cathode microstructure and the electrochemical performance in 
symmetric LSM-YSZ-LSM cells [46]. Afterwards, Holzer et al. statistically characterized size, 
shape and topology of complex granular cermets, while Jiao et al. reported the 3D 
microstructure of a NiO-YSZ anode and 72.5ZnO–27MnO2–0.5Al2O3 cathode [47] and Chae 
et al. studied the internal microstructure of Mg-, Sr- and Co- doped LaGaO3 powders pellets 
used as SOFC electrolyte [48].  

Secondary effects due to the FIB preparation must be evaluated in in-situ as well as in ex-situ 
samples. Shearing et al. for example, commented on some problems associated with 
charging, shadowing and re-deposition of sputtering material observed in FIB-SEM profiles 
that could be overcome using coupled FIB/lift-out preparation and ex-situ SEM imaging [49-
51]. On the other side, Soldati et al. (2012) compared two FIB/lift-out prepared foils of the 
same Nd2NiO4 / Ce0.9Gd0.1O1.95 interphase: in one case the foil was extracted from the “as 
prepared” bulk material and in the second case Pt was deposited prior to the extraction 
filling all material pores; TEM and FEG/SEM-EDS analyses showed no differences between 
both samples, demonstrating that no detectable re-deposition or structural change occurred 
because of the FIB preparation [36, 52].  

5. Some particular case studies1 

5.1. The case of LSCF/CGO adherence 

When evaluating a SOFC design, the electrode/electrolyte adherence and the nature of its 
interphase are relevant points to take into account to improve the performance. A well 
connected porous interphase would be desirable for electronic conductor cathodes, but a full 
covered contact area would be preferred in case of a mixed conductor cathode. In the former 
case, the existence of pores at the interphase plane would enlarge the TPB zones where the 
electrolyte, the cathode and the gas phases coexist, thus enlarging the points where Oxygen 
can be reduced and transferred. In the latter case, a TPB is not mandatory. A porous 
interphase would reduce instead the cell performance by reducing the cathode/electrolyte 
contact area for Oxygen transfer.  

Figure 6 shows TEM images of two FIB foils extracted from the interfacial region of two 
different SOFC assemblies. In both cases the dense electrolyte is a Ce0.9Gd0.1O2-δ polished 
pellet and the cathode corresponds to nanostructured La0.4Sr0.6Co0.8Fe0.2O3-δ synthesized by a 
modified acetate route [31]. The cathodes were deposited by spin coating forming a 5 μm or 
a 15 µm layer (upper and bottom figures respectively). No micro-fractures, delamination or 
damaged boundaries were observed, supporting a good electrode/electrolyte attachment. In 
addition, no amorphous or re-deposited material was found inside the pores indicating the 
                                                                 
1 In this section the acronnysms LSCF and CGO are used specifically for the compounds La0.4Sr0.6Co0.8Fe0.2O3-δ; and 
Ce0.9Gd0.1O1.95. 
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absence of secondary effects due to the FIB preparation [34, 42]. However, although both 
samples were thermally treated and prepared in the same way, the interphase presented a 
different microstructure: The 5 µm sample (Figures 6A to 6C) showed a partially open 
interphase, presenting many regions where the cathode layer did not cover the electrolyte 
(i.e. interfacial pores), while the 15 µm sample (Figures 6D to 6F) presented an interfacial 
boundary with almost 100% coverage factor.  

 
Figure 6. (A-D) FEG-SEM and TEM images of two LSCF/CGO assemblies showing the 
cathode/electrolyte interphase. The cathodes were deposited by spin coating. In the (A-C) images the 
interphase observed in the foil presents regions of no adherence called “interfacial pores” or “voids”. 
The (D-F) images show a totally covered interphase. Impedance measurements of both arrays are 
shown in (G and H). LSCF=La0.4Sr0.6Co0.8Fe0.2O3-δ; CGO=Ce0.9Gd0.1O1.95 

EIS was used for evaluating the electrochemical performance of these assemblies as a 
function of temperature, Oxygen partial pressure and gas carrier [8]. The obtained results 
point out that, in both cases the ORR is limited by Oxygen gas-phase diffusion and Oxygen 
ion transport into the cathode bulk. Figures 6G and 6H show the impedance spectra of the 
two arrays measured at 500ºC in air and fitted with the equivalent circuit of Figure 4C. As it 
can be observed, the total area specific resistance (ASR) resulted lower for the thickest 
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cathode (0.43Ωcm2, Figure 6H) than for the thinnest one (0.67Ωcm2, Figure 6G). ASRw values 
related to Oxygen ion transport into cathode bulk are 0.27 Ωcm2 and 0.48 Ωcm2 for the 
thickest and the thinnest cathodes, respectively; while ASRRCPE values related to Oxygen 
gas-phase diffusion are similar for both cathodes (i.e. 0.16 Ωcm2 for the first cathode and 0.19 
Ωcm2 for the latter), as expected because of the similar pore structures. Accordingly, the 
difference in the total ASR can be mainly attributed to different efficiencies in the Oxygen 
ion transport into the cathode bulk. The ASR related to this step can be expressed as follows 
[53]: 
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where A is the cathode geometric area, R and F are the ideal gas and Faraday constants, 
T is the temperature, lδ is the effective diffusion length, S is the electrode/electrolyte 
interface area, Cv|x=0 is the Oxygen vacancy concentration at the electrode/electrolyte 
interface, D is the vacancy diffusion coefficient and ω is the measuring angular 
frequency. 

Both cathodes, which have exactly the same composition, were prepared in the same way 
and presented the same morphology and nano/microstructure. As a result, A, Cv|x=0, and D 
in Eq. 2 are equal for both materials. In addition, a higher ASRw is expected for a thicker 
cathode [54], contrary to the observed in Figure 6. Consequently, the ASRw difference can be 
mainly attributed to the difference in interfacial contact area (S).  

The dissimilar interphases in both samples may be due to some lack of reproducibility in the 
substrate polishing procedure or in the ink preparation, but they could also be inherent to 
the spin coating deposition. Similar results were also observed by other authors. Murray et 
al., for example, reported variations in the impedance results of LSCF spin coated samples, 
sometimes as large as a factor of 3, while attempting to reproduce the processing conditions 
from cathode to cathode [19]. Indeed, a systematic study including the characterization of 
substrate roughness and a comprehensive ink rheology analysis is needed to optimize the 
reproducibility of the electrode/electrolyte interphase. 

5.2. The case of LSCF nano-crystals 

The strategy generally adopted for enhancing the Oxygen ion transport into the cathode 
bulk is modifying its composition. Nevertheless, outstanding results can be also achieved by 
using nanostructured cathodes. The study of cathode nanostructure even at atomic level is 
very important not only for characterizing it accurately, but also for detecting detrimental 
impurities at grain boundaries which could block the Oxygen ion transport. This task can be 
done by combining FIB/lift-out and TEM techniques. 
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Figure 7. Dark Field (A) and Bright Field (B) TEM images of an La0.4Sr0.6Co0.8Fe0.2O3-δ cathode showing 
nanocrystallites. (C and D) High Resolution TEM images detailing the nano-sized crystals.  

Figure 7 shows TEM images from nanostructured La0.4Sr0.6Co0.8Fe0.2O3-δ cathodes [8, 15, 31]. 
Bright spots reveal diffracting nanometric domains in the dark field (DF) image of Figure 
7A. The inverted phenomenon is applied in the bright field (BF) image of Figure 7B and 
hence the nanocrystalline domains appear obscure. Figure 7C displays high resolution (HR) 
images where several nanocrystallites of 10 nm or less are surrounded by zones with some 
degree of crystalline disorder. Atomic planes inside the nanocrystallites can be clearly 
distinguished in the HR image shown in Figure 7D. 

ORR reaction occurring at these nanostructured cathodes was studied by EIS as a function 
of temperature, Oxygen partial pressure and carrier gas [8]. The limiting steps are O2- 
transport into the cathode bulk and Oxygen gas-phase diffusion. This reaction path was 
previously proposed by Grunbaum et al. for a La0.6Sr0.4Co0.8Fe0.2O3-δ cathode with sub-
micrometric grains [55]. The ASRRCPE related to Oxygen gas-phase diffusion is similar for 
both cathodes [8], while ASRw related to Oxygen ion transport into cathode bulk is more 
than two orders of magnitude lower for the nanostructured cathode (see Figure 8) at 
temperatures lower than 600°C. This significant difference cannot solely be explained by the 
different compositions [56]. Thus, this behavior can be attributed to an Oxygen diffusion 
enhancement as a result of the advantageous nanostructure exhibited by our cathodes. 
Nanostructured materials exhibit a considerable larger grain boundary volume than those 
with sub-micrometric grains. In particular, grain boundaries are zones with high density of 
defects and disorder. Hence, the diffusion coefficient is higher in these zones and the 
effective diffusion length is shorter yielding to lower ASRw values (see Eq. 2). 
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Figure 8. Area Specific Resistance (ASRw) in nanostructured La0.4Sr0.6Co0.8Fe0.2O3-δ cathodes (Baqué et al. 
[31]) compared to that reported for sub-micrometric grains with the same composition (Grunbaum et 
al.[55]) 

5.3. The case of a semi-coherent LSCF/CGO interphase  

Cathode/electrolyte symmetric cells were assembled coating a dense Ce0.9Gd0.1O1.95  pellet 
with an ink of nano-sized particles of composition La0.4Sr0.6Co0.8Fe0.2O3-δ  [18, 31]. The final 
thicknesses of the cathode layers were between 2 and 10 μm. The FIB/lift-out technique was 
used to sample the interphase area. Although the cathode porosity was high, and the cathode 
part was expected to be mechanically fragile, the foils were extracted and manipulated, 
keeping the original granular structure. Afterwards, the slices were studied with FEG-SEM 
and TEM, and the images obtained from two of them are shown in Figure 9 and 10. 

Figures 9A and 9B show an LSCF/CGO foil that resulted in a slice of 10×15μm and ~100 nm 
thickness. The images were obtained with FEG-SEM by detecting backscatter electrons. 
Therefore a Z contrast is observed. The very light layer in the right side of the foil in Figure 
9A corresponds to the Pt layer used to prepare the sample. A contrast of light and dark-gray 
tones is obtained for CGO and LSCF materials. CGO is observable as a dense pellet, while 
LSCF grains can be clearly recognized in the porous part.  

A TEM view of the electrode/electrolyte interphase is shown in Figure 9F. The higher 
magnification achieved with TEM allows noting that the change from one phase to the other 
occurs in less than 200 nm. Diffraction in the electrolyte side (Figure 9C) showed a mono-
crystalline pattern, corresponding to the CGO crystals. On the other side, the diffraction 
pattern of the LSCF cathode well far from the interphase shows a poly-crystalline pattern 
(Figure 9E). This is expected for random-oriented nano-sized particles. Conversely, the 
diffraction pattern of LSCF near the interphase (see star in Figure 9D) corresponds to a 
single crystal pattern. The spots coincide with that of the CGO diffraction. This means that 
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the LSCF nano-grains near the interphase are not randomly oriented. Instead, they repeat 
the orientation of the underlying CGO grains. 

 
Figure 9. (A) FEG-SEM images of a thick FIB foil detecting backscattered electrons. The gray contrast is 
due to differences in the atomic number Z; Pt is observed as a very bright layer, while CGO grains are 
light gray and LSCF nano-grains are dark colored. (B) Detail of the interphase plane. Electron 
diffraction patterns of the electrolyte (C), the interphase region (D) and the cathode far from it (E). (F) 
TEM image of the LSCF/CGO interphase; the star indicates the position where the diffraction pattern 
shown in (D)·was obtained. LSCF=La0.4Sr0.6Co0.8Fe0.2O3-δ; CGO=Ce0.9Gd0.1O1.95 

Figure 10 shows a LSCF/CGO foil that resulted thinner than the one observed in Figure 9. In 
this case, no Z contrast can be detected using backscattered electrons in the FEG-SEM 
(Figure 10A). However, exactly because this foil is very thin, it is excellent for doing high 
resolution (HR) TEM images.  

Indeed, a close view of the interphase (Figure 10B) at higher magnification (Figure 10C) using 
the high resolution (HR)-TEM mode demonstrated that the crystal planes of CGO and 
La0.4Sr0.6Co0.8Fe0.2O3-δ are semi-coherently oriented along the interphase [15]. The fact that LSCF 
may growth semi-coherently with the substrate seems to be the result of using an ink prepared 
with powders at temperature slightly below of the final phase formation temperature. [31].  

Figures 9 and 10 demonstrate that the LSCF and the CGO atoms near the interphase are not 
randomly oriented. Furthermore, it could be proved using two different microscopic 
techniques (electron diffraction in a thicker foil and HR-TEM in a thinner foil) that the 
interphases are semi-coherently oriented. This ordered transition implies that the Oxygen 
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Figure 10. (A) FEG-SEM image of a FIB foil detecting backscattered electrons. Pt is observed in light colors. 
This sample was extremely thin and therefore no Z contrast is observed between the LSCF and the CGO 
materials. (B) TEM image showing a detail of the interphase plane; the nano-grains of the cathode and the 
micro-grains of the electrolyte are observed. (C) High resolution TEM image of the LSCF/CGO interphase, 
showing a semi-coherent interphase; the two insets are Fourier filtered reconstructions using only the 111 
crystal plane in CGO and the 100 plane in LSCF. LSCF=La0.4Sr0.6Co0.8Fe0.2O3-δ; CGO=Ce0.9Gd0.1O1.95 

atoms can be easily transferred from the cathode to the electrolyte by Oxygen vacancy 
mobility between the components. These structural properties contribute thus, to increase 
the cell performance by enhancing the Oxygen ionic transfer through the cathode/electrolyte 
interphase and thus, lowering the ASR values [5].  

6. Overview 
There are numerous examples in the SOFC field that illustrate how dependent the cell 
performance of the electrode/electrolyte interphase characteristics is. The combination of 
site-specific sampling techniques, with high spatial resolution microscopy and 
electrochemical impedance spectroscopy, is an excellent way to evaluate a given design for 
improving the cell performance. Several cases are given in the different sections of this text 
and can be resumed in two main groups: 
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• Studies correlating the cell performance with the interphase micro-structure:  

An interesting case of this group was reported in reference [57]. The study comprises two 
SOFC assemblies, where La0.4Sr0.6Co0.8Fe0.2O3-δ  cathodes were deposited on Ce0.9Gd0.1O2-δ  
electrolytes by spin coating methods. The cathodes and the electrolytes presented the same 
morphology and composition, and the sintering treatments applied to favor adherence were 
similar. However, electrochemical impedance studies demonstrated that the efficiency of one 
cell was very low in comparison to the other. A microscopic and spectroscopic characterization 
of FIB foils obtained from the cathode/electrolyte region, from both assemblies, showed that 
the interphase morphologies were different. In one case the electrode/electrolyte interphase 
presented interfacial pores and voids, and in the other case it was completely covered which 
explained the better performance. Other examples where the interphase micro-structure was 
related to the cell performance was reported in reference [15]. This study reported enhanced 
electrochemical performance in LSCF cathodes synthesized by the novel HMTA route [31]. 
High resolution TEM images demonstrated that the CGO and LSCF atoms at both sides of the 
interphase were semi-coherently oriented. The ordered structure was thus responsible of 
facilitating the Oxygen ion transfer by Oxygen vacancy diffusion. Consequently, a decrease in 
the array’s ASR value produced an increase in the cell electrochemical performance.  

• Studies correlating the cell performance with presence of reactivity at the interphase:  

Studies that comprise the characterization of the interphases after long term operation conditions 
are excellent examples of this group. A SOFC operates at intermediate to high temperatures and 
reducing/oxidizing conditions. In addition, to make these devices economically competitive, a 
long lifetime span with minimal maintenance is desirable. Thus, chemical reaction or diffusion 
between the components are problematic because they alter the cell integrity and directly affect 
the performance [58]. A well known case is that of La0.8Sr0.2MnO3 cathodes mounted on ZrO2-
based electrolytes (YSZ) [34]. Cells operated at 850ºC showed one order of magnitude less 
electrical performance than expected, and deteriorated quickly under operating conditions. The 
causes were diffusion of Mn into the cathode and the electrolyte, and the formation of parasite 
phases. Another example regards a La0.8Sr0.2Co0.2Fe0.8Ox  cathode deposited as thick film onto 
sintered Ce0.9Gd0.1O1.95  [35]. The inter-diffusion of La into CGO, and of Ce and Gd into LSCF 
together with the formation of lanthanum doped ceria near the interface, were observed after 
long term treatments at 1000-1200ºC. Of course, this behavior is undesirable because it 
deteriorates the cells integrity and consequently the electrochemical properties. 

7. Conclusion  
The cathode, the electrolyte, and the anode materials form the core of a SOFC assembly; 
therefore, to improve the cell performance it is necessary to tailor each of these three 
components. Microstructure, composition, and thermal treatments were largely recognized as 
potentially useful parameters to change. Common strategies involved were, adding traces of 
other elements to achieve mixed conduction in the cathode, reducing the particles grain size to 
increase the surface area, or increasing the quantity of pores (and their connectivity) to enlarge 
the gas diffusion across the electrodes. Once these parameters are optimized for each of the 
three components, the bottle neck is the optimization of the contact regions between them.  
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The electrode/electrolyte interphases are the most relevant because they influence the 
transfer of ions and electrons from one material to the other and thus directly affect cell 
performance. Good contact area, improved mechanical/thermal behavior, absence of micro-
fractures or delamination, and lack of inter-material reactivity after long-term operation 
conditions are desired properties. Some of these parameters can be engineered by 
optimizing, for example, the composition at both sides of the interphase, or through the 
methods used for deposition and/or the sintering treatments. 

However, SOFC interphases occur at the nanometric scale and thus their characterization needs 
high spatial resolution techniques such as TEM. Preparing a sample of these interphases is not 
trivial. Two materials of very different microstructures, compositions, and mechanical and 
thermal properties converge in this zone and make it very reactive and mechanically weak. One 
of the most versatile tools to prepare samples of selected areas for microscopy and spectroscopy 
analyses is the Focused Ion Beam (FIB). With help of an electron microscope, a desired area can 
be selected with micrometric precision and a Ga-ion beam is used to extract a thin sample of the 
bulk. This foil, with only some nm thickness, can then be analyzed afterwards with the scanning 
and the transmission electron microscopes and related techniques. Z-contrast, Energy 
dispersive spectroscopy (EDS) and Energy Loss Spectroscopy (EELS) are common choices for 
composition analyses. Electron Diffraction (ED) produces information about the atomic order 
and crystal structure in the materials. Electron Backscatter Diffraction (EBSD) is used for texture 
analysis. 3D-FIB micro-tomography allows for finding structure related parameters as pore 
concentration, tortuosity or contact area. On the other side, the evaluation of the electrochemical 
performance of a given cell design can be carried out using spectroscopy techniques such as 
Electrochemical Impedance Spectroscopy (EIS). The combination of site-specific sampling, high 
resolution microscopy techniques, and this kind of spectroscopic studies are thus an excellent 
group of tools for characterization. It allows establishing clear correlations between the 
microstructure/composition at the electrode/electrolyte interphase and the measured cell 
performance. Thus, this information can be used to improve the cell design and to increase the 
cell performance and its stability after long term operation conditions. 
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Abbreviations  
FC = Fuel Cell  
EDS = energy dispersive spectroscopy 
FIB = focused ion beam 
MC = mixed conductor 
SEM = scanning electron microscopy 
SOFC = solid oxide fuel cell 
TEM = transmission electron microscopy 
TPB = triple phase boundary 
WDS = wavelength dispersive spectroscopy 
XRD = x-ray diffraction 

Cathodes 

LSCF= LaxSr1-xCoyFe1-yO3-δ 
LSM= LaxSr1-xMnO3-δ 

Electrolytes 

CGO= Ce0.9Gd0.1O2-δ 
SDC= Ce0.9Sm0.1O2-δ 
YSZ= Zr0.9Y0.1O2-δ 
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1. Introduction 

The overall high degree of research and development of PEM fuel cells over the last few 
decades has led to a series of improvements. Noteworthy is the `jump' in cell performance 
that was achieved from 50-100 W m-2 in 1959-1961 with a phenol sulfonic membrane to 6000-
8000 W m-2 in 1971-1980 by the introduction of the Nafion membrane (Costamagna, 2001). 
Around thirteen years later, the first fuel cell was brought from laboratory to power a car in 
the New Generation of Vehicle program (PNGV) in the US in 1993 (Costamagna, 2001b); 
moreover, in 2007, the vehicle manufacturer Honda launched a fuel cell car FCX clarity and 
commercially available in 2008. The PEM fuel cells have recently passed the demonstration 
phase and have partially reached the commercialization stage because of the rapid 
development and impressive research effort worldwide. However, despite the promising 
achievements and plausible prospects for PEM fuel cell, in view of the remaining challenges, 
it is commonly agreed that there is still a long way to go before they can successfully and 
economically replace the various traditional energy systems (Hellman et al., 2007). 

Currently, there are three major challenges in fuel cell research and development which 
need to be improved (Martin et al., 2010 and Steiner et al., 2009): 

• Cost: The current cost of a PEFC for automotive application is approximately 600-1000 
$/kW (Tsuchiya and Kobayashi, 2004, Mock and Schmid, 2009) which means that the 
cost of a vehicle powered by fuel cell is about 10 times than that of the traditional car 
with an internal combustion engine; the total cost of a PEM fuel cell for stationary 
applications and combined heat power system is around 23000 Euro per kW (Staffell 
and Green, 2009). In order to be able to compete with traditional power sources, the US 
Department of Energy (DOE) has set targets for hydrogen and fuel cell technologies. 
The targets for automotive fuel cells cost is around 30 $/kW by 2015; whereas, for 
stationary application, the targets is at fuel cell cost of 750 $/kW (Martin et al., 2010). 

© 2012 Sasmito et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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• Durability: For a fuel cell operating under constant load conditions, e.g., in stationary 
applications, the degradation rate can be as low as 1-10 μV/h (Wolfgang et al., 2008), 
this would result in 40-80 mV performance loss over 40000 h, i.e. an efficiency and 
power loss of 10% over 40000 h lifetime (Brujin et al., 2007). However, the degradation 
rates can increase by orders of magnitude when conditions include load cycling, start-
stop cycles, low humidification or humidification cycling, temperatures of 90 °C or 
higher and fuel starvation. Such conditions are expected for automotive applications. 
Currently, the typical durability for fuel cell in automotive application is less than 5000 
h (equivalent to 150000 miles); for example, Mercedes-Benz claims a lifetime of above 
2000 h without performance degradation for their current fuel cell stacks operated in 
test-vehicles. Hence, US DOE has also set targets for fuel cell durability to be improved 
up to 5000 and 40000 h for automotive and stationary applications, respectively, by 2015 
(Martin et al., 2010).  

• Performance: Fuel cell performance has improved rapidly in recent years; the 
performance improved from 300 W m⁻² in the NASA Gemini project in 1960 to power 
densities of about 6000 Wm-2 for more recent fuel cell stack, e.g., Ballard MK 900 (Mock 
and Schmid, 2009). Although power densities of 10000 Wm-2 and even higher have 
already been met in the laboratory, there is still an interdependencies between fuel cell 
performance and catalyst loading. Hence, US DOE has set a target for power densities 
of 10000 W m⁻² with fuel cell efficiency 60 % by 2015 (Martin et al., 2010 and Mock and 
Schmid, 2009). 

Out of all these challenges, this chapter will mainly focus on the performance improvement 
as fuel cell can be considered as immature and complex technology. Immaturity is reflected 
by the rapid technological progress in performance, e.g. power density, capacity, 
sustainability and cost (Hellman et al., 2007). Whereas, complexity refers to the fact that fuel 
cells require an overall system that comprises of numerous components between which 
there is a high degree of interdependence. Furthermore, these two issues are correlated with 
PEM fuel cell performance improvement and cost reduction (Sopian et al., 2006). To achieve 
these goals, a significant effort on research and development in the worldwide fuel cell area 
focuses on high-purity hydrogen, cost reduction of the system, including fuel cell material, 
where the cost of the bipolar plate and the electrode including platinum make up 
approximately 80% of the total cost of PEM fuel cell (Mock and Schmid, 2009, Tsuchiya and 
Kobayashi, 2004, Hermann et al., 2005), and various technological problems (Wee et al., 
2007). 

In order to improve fuel cell system performance, one needs to address three issues that are 
most vital to the PEM fuel cell performance (Sasmito et al., 2011): 

• Thermal management: An effective heat removal system is necessary to keep the fuel 
cell/stack at a uniform operating temperature, as a significant amount of heat is 
generated in a fuel cell. As it is known that fuel cells are usually about 30-60% 
electrically efficient at typical operating power density; hence, energy which is not 
converted into electrical power is dissipated as heat. For a stack, to achieve high stack 
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cell/stack at a uniform operating temperature, as a significant amount of heat is 
generated in a fuel cell. As it is known that fuel cells are usually about 30-60% 
electrically efficient at typical operating power density; hence, energy which is not 
converted into electrical power is dissipated as heat. For a stack, to achieve high stack 

 
Computational Study of Thermal, Water and Gas Management in PEM Fuel Cell Stacks 307 

performance, each and every cell should be running at identical operating conditions. 
Hence, either an active or a passive cooling system should be applied (Sasmito, et al., 
2011a). Active cooling usually either involves coolant channels in the bipolar plate or as 
separate layers, where coolant liquid is pumped through to remove heat, or external 
fans to improve the air flow through the fuel cell/stack. For passive cooling, natural 
convection can be employed to remove heat. However, this mode of cooling is only 
sufficient for small portable fuel cells with power rating of less than 100 W (Sasmito et 
al., 2010 and Sasmito 2011b). Another option for passive cooling is edge-cooling, which 
means that if the fuel cell is made narrow enough, the heat generated may be removed 
on the sides of the cell by attaching fins and/or selecting high thermal conductivity 
material (Sasmito et al., 2011).  

• Water management: Since the PEM fuel cell operates at temperatures below 100 °C, water 
vapor can condense and form a liquid phase inside the fuel cell (Sasmito et al., 2011c). 
Hence, to prevent flooding of the various cell components while keeping the membrane 
sufficiently hydrated for ionic conduction, a proper water management should be 
applied together with thermal management. Several techniques have been employed in 
order to mitigate water flooding in cathode PEFC such as proper flow field design, 
anode water removal, operating condition control and so forth. More advanced 
techniques can be employed, e.g. hydrophobic bipolar plates together with electro-
osmotic pumps (Buie et al., 2006). This setup can be used to pump water into the cell if 
it is too dry or to pump out water if the cell is flooding. Furthermore, a frequent 
automatic purge can also be implemented to avoid liquid flooding in a dead-end anode 
PEM fuel cell (Sasmito et al., 2011d). 

• Gas management: To ensure that enough hydrogen and oxygen reach the active layer to 
generate current, especially so at high current densities. In addition, uniformly 
distributed fuel and reactant is a requirement to generate uniform current distribution 
and thus utilize the catalyst evenly (Sasmito et al., 2011e). 

The main objective of this chapter is to address fuel cell issues related to various 
technological problems, which could improve the fuel cell system performance by optimal 
thermal, gas, and water management. This research is concerned with the fundamental 
issues as well as application of PEM fuel cells: 

• Fundamental research: The fundamental aspects concern the transport phenomena that 
can be found in a PEM fuel cell: phenomena that are inherently multiscale (time and 
space) in nature, including heat and mass transfer, electrochemistry, two-phase flow, 
charge transfer, agglomerate catalyst layers, and transport in the membrane. Here, a 
one-domain, two-phase-flow model comprising conservation of equations of mass, 
momentum, species, energy, charge, an agglomerate catalyst layer and a 
phenomenological membrane model is developed, calibrated and further validated 
with experimental polarization curves, iR-corrected curves, and local current density 
distributions. After validation, to ensure the fidelity of model predictions, the model is 
extended to account for a fuel cell stack together with its surrounding environment and 
auxiliary equipment, such as fans; thus, allowing for studies that not only capture the 
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essential physics of the fuel cell stack but also the interaction with auxiliary equipment. 
Furthermore, the model is also extended to account for transient characteristics of PEM 
fuel cell operating with a dead-end anode 

• Applied research: The applied aspects address key issues related to thermal, water, and 
gas management, as well as design and optimization to ensure optimal or near-to 
optimal fuel cell performance. Four different thermal management strategies – liquid-
cooling, forced air-convection cooling, edge-air cooling, and natural-convection cooling 
– as well as various designs and conditions commonly employed in PEM fuel cell stacks 
are investigated. Furthermore, a new concept to enhance thermal management in PEFC 
stack is proposed. In addition, we also address gas and water management issues in a 
PEM fuel cell with a dead-end anode. 

 
Figure 1. Schematic of PEM fuel cell stack 

2. Model formulation 

Several coupled transient transport phenomena take place within the PEFC which 
comprises of two sets of flow channels, anode and cathode gas diffusion layers, anode and 
cathode catalyst layers and a polymer electrolyte membrane, see Fig. 1 for details. They 
include: 

• Convective heat and mass transfer in the flow channels; 
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• Diffusion in the gas diffusion layers; 
• Two-phase flow/transport in the gas diffusion layers and flow fields (water in vapor 

and liquid phases); 
• Phase change in the gas diffusion layers and flow channels; 
• Electrochemical reactions in the catalyst layers; 
• Heat generation in the catalyst layers; 
• Water production in the cathode catalyst layer; 
• Oxygen consumption in the cathode catalyst layer; 
• Hydrogen consumption in the anode catalyst layer; 
• Electron transport in the gas diffusion layers and bipolar plates; 
• Membrane water transport; 
• Proton transport in the membrane; 
• Electro-osmotic drag in the membrane; 
• Diffusion of H2/O2/N2 through the membrane; 
• Ohmic heating in the membrane, catalyst layers, gas diffusion layers, and bipolar plates; 
• Conjugate heat transfer between bipolar plates/cooling channels and bipolar plates/flow 

channels. 

Starting from the basic physics equation and governing equation, electrochemical reactions, 
two-phase flow and its constitutive relations to a numerical model are summarized. The 
model accounts for the following transport phenomena in each cell for the stack: 

• Mass, momentum and species transfer: Conservation of two-phase mass, momentum and 
species is considered in the whole cell, with certain simplifications for the membrane. 
The gas phase consists of hydrogen, oxygen, water vapour and nitrogen, whereas the 
liquid phase is assumed to comprise only of liquid water due to the low solubility of the 
other gases. 

• Heat transfer: We consider convection, conduction, evaporation/condensation, ohmic 
heating, entropy generation and heat generation due to the activation overpotential.  

• Charge transfer: Conservation of charge and Ohm’s law is solved. 

The main model assumptions/approximations are: 

• Thermal equilibrium: We assume local thermal equilibrium between all phases. 
• Membrane: The membrane model takes into account the flux of water due to 

electroosmotic drag and diffusion. In this work, a GORE membrane is employed for 
which we modify the standard phenomenological equations derived for a Nafion® 
with a correction factor. 

• Two-phase flow: We assume that the dominating driving force for liquid transport inside 
the gas diffusion layers and catalyst layers is capillarity. In the flow fields, we consider 
a mist flow approximation of the liquid flow, for which the liquid velocity is assumed 
to be the same as the gas velocity, as well as the capillary contribution due the porous 
nature of the net-type flow fields we solve for here. 

• Catalyst layers: An agglomerate model is implemented to account for mass transfer 
inside the cathode catalyst layer. Here, we assume the agglomerate nucleus to be 
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spherical in shape, which in turn is covered by a thin film of ionomer and water 
(Sasmito et al., 2011). For the anode, a conventional expression based on the Butler-
Volmer equation is employed as the overpotential is significantly lower than at the 
cathode.  

• End-plates: We assume that the stack comprises a large number of cells, so that the 
effects of the two end plates are negligible for the overall stack performance. 

The governing equations together with the constitutive relations and appropriate boundary 
conditions are then solved numerically. 

In this chapter, the superscripts (g), (l) and (m) denote properties associated with the gas, 
liquid, solid and membrane, respectively, and (c) denotes any quantity associated with 
capillary pressure 

2.1. Fuel cell stack 

We consider conservation of mass, momentum, species, energy, charge, phenomenological 
membrane model and two-phase in the separator plates, flow fields, gas diffusion layers, 
catalyst layers, and membrane in the PEMFC, expressed as 

 ( ) 2

(g) (g)
mass H OS mρ∇ ⋅ = −u   (1) 

 ( ) 2

(l) (l)
H Omρ∇ ⋅ =u   (2) 

 ( )
(g)

(g) (g) (g) (g)μρ
κ

∇ ⋅ = ∇ ⋅ −u u σ u  (3) 

 ( ) ( )(g) (g) (g)
p eff tempC T k T Sρ∇ ⋅ = ∇ ⋅ ∇ +u  (4) 

 (g)
i iS∇ ⋅ =n  (5) 

 
2

(m)
H O 0∇ ⋅ =n  (6) 

 (m)
potS∇ ⋅ =i  (7) 

 (s)
potS∇ ⋅ = −i  (8) 

In the above equations, (g,l)ρ  denote phase densities, ( )(g,l) (g,l) (g,l),u v=u  are the phase 
velocities (in x and y directions), 

2H Om is the interphase mass transfer of water between the 
gas and liquid phase, σ  is the total stress tensor, (g)μ  is the gas dynamic viscosity, κ is the 
permeability, (g)

pc  is the specific heat capacity, T is the temperature and keff is the effective 
thermal conductivity. Furthermore, (m)i  and (s)i  are the current densities carried by protons 
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and electrons respectively. The governing equations are similar to those implemented by Li 
et al.(2004) and Schwarz and and Djilali (2007). 

The total stress tensor, mass fluxes of species, current densities and liquid water velocity are 
defined as 

 ( ) ( )(g) (g) (g) (g) (g) (g)2
3

p μ μ = − + ∇ + ∇ − ∇ ⋅ 
 

T
σ I u u u I  (9) 

 (g) (g) (g) (g) (g) (g) (g)
i i i,eff i 2 2 2 2    (i = H , O , H O, N )Dρ ω ρ ω= − ∇n u  (10) 

 2

22 2

(m)
d H O(m) (m)(m)

H OH O H O,eff(m)

n M
M D

F M
ρ λ= − ∇n i  (11) 

 (m) (m) (m)
effσ φ= − ∇i  (12) 

 (s) (s) (s)
effσ φ= − ∇i  (13) 

 
(g) (c)

(l)
(c)

          (ff)

                 (gdl, cl)

s D s

D s

 − ∇= 
− ∇

u
u  (14) 

For the total stress tensor in Eq. 9, p(g) is the gas pressure and I is the identity matrix. Here, 
we solve for a species mixture of hydrogen (H2), water (H2O), oxygen (O2) and nitrogen (N2); 

(g)
iω  denotes the mass fraction of species i in the gas phase, and (g)

i,effD  represents the 
effective diffusivity in the gas phase. The flux of water in the membrane, Eq. 11, is expressed 
with a phenomenological model in terms of the membrane water content, λ , which account 
for the electroosmotic drag (first term on the right hand side [RHS]) and diffusion (second 
term on the RHS). Here, nd is the electroosmotic drag coefficient, F is Faraday's constant, 

2

(m)
H O,effD  is the effective diffusivity of water in the membrane, (m)ρ  and (m)M  are the 

density and equivalent weight of the dry membrane, respectively. In Eqs. 12 and 13, (m)φ  
and (s)φ represent the potential of the ionic phase and the solid phase, while (m)

effσ  and (s)
effσ  

are the electrical conductivities of proton and electron transport, respectively. In Eq. 14, s is 
the liquid saturation and D(c) is the capillary diffusion. 

The source terms in Eqs. 1-8 are given by 

 

2 2

2

2

2

O H O (m)
c c H O

H (m)
mass a H O

                         (cathode cl)          
4 2

                                          (anode cl)
2

                             0                   

M M
J J

F F
M

S J
F

− + − ∇ ⋅

= − − ∇ ⋅

n

n

                       (elsewhere)











 (15) 
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 (16) 

 
c

pot a

                                                                   (cathode cl)        
                                                                               (anode cl)

              

J
S J

−
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
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

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 (17) 
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c c eff
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eff H O vap

2(m) (m)
a a eff
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temp eff H O vap
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J T
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∇
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
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













 (18) 

The source term in Eq. 15 comprises mass consumption and production due to 
electrochemical reactions and the transport of water through the membrane, whilst the 
source terms for species conservation, Eq. 16, considers species consumption and 
production due to electrochemical reactions as well as interphase mass transfer for water 
and the transport of water through membrane. In catalyst layer, λ  is defined by solving Eq. 
75 and 76. In Eq. 17, Ja,c (Ja,c >0) denote the volumetric current densities, aη  ( )a 0η >  and cη  
( )c 0η <  are the overpotential at the anode and cathode, and Erev is the reversible potential. 
Heat source from the reversible and irreversible entropic generated by the electrochemical 
reactions can be found in the first two terms of Eq. 18, the third and forth describe ohmic 
heating, while the energy transfer due to interphase mass transfer is described in the last 
term, where Hvap is the heat of vaporization of water. 
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2.2. Coolant plates 

We solve for conservation of mass (incompressible liquid), momentum, energy, and charge 
in the coolant plates, given by 

 ( )(l) (l) 0ρ∇ ⋅ =u  (19) 

 ( )
(l)

(l) (l) (l) (l)μρ
κ

∇ ⋅ = ∇ ⋅ −u u σ u  (20) 

 ( ) ( )(l) (l) (l)
p effC T k Tρ∇ ⋅ = ∇ ⋅ ∇u  (21) 

 (s) 0∇ ⋅ =i  (22) 

where the total stress tensor and current density are defined as 

 ( )(l) (l) (l) (l)p μ  = − + ∇ + ∇ 
 

T
σ I u u  (23) 

 (s) (s) (s)
effσ φ= − ∇i  (24) 

3. Constitutive relations 

The gas density (assuming ideal gas) is defined as 

 
(g) (g)

(g) p M
RT

ρ =  (25) 

where 

 ( )2 2 2 22 2 2 2

1(g) (g) (g) (g)(g)
H O H O NH O H O N/ / / /M M M M Mω ω ω ω

−
= + + +  (26) 

The mass fraction of nitrogen is given by 

 
2 2 2 2

(g) (g) (g) (g)
N H O H O1ω ω ω ω= − − −  (27) 

The molar fractions are related to the mass fractions as 

 
(g) (g)

(g) i
i

i

M
x

M
ω

=  (28) 

The molar concentrations are given by 

 
(g) (g)

(g) i
i

i
c

M
ω ρ

=  (29) 
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The gas mixture viscosity, (g)μ , is defined as  

 
(g) (g)

(g) α α
2 2 2 2(g)

α α α,β
β

         with ,  = H , O , H O, N
x
x

μ
μ α β=

Φ



 (30) 

where (g)
α,βx  are the mole fraction of species α  and β , and 

 

21 11/2 2(g) 4βα α
α,β (g)

β αβ

1 1 1
8

MM
M M

μ
μ

−  
     
     Φ = + +

           

 (31) 

The effective thermal conductivity is defined as 

 
H O2

(g) (g) (l) (s)
eff i i(1 )( ) (1 )k s k sk kε ω ε ε= − + + −  (32) 

where k(l) is the thermal conductivity of liquid water, ε  is the porosity, and 
( )(s) (s) (s) (s) (s) (s) (s)

co sp ff gdl cl m, , , , ,k k k k k k k=  are the thermal conductivities of the solid phases in various 
functional layers. The gas mixture specific heat capacity, (g)

pc , is written as 

 (g) (g) (g)
p i p,i

i
c cω=  (33) 

where ( )
2 2 2 2

(g) (g) (g) (g)(g)
p,i p,H p,O p,H O p,N, , .c c c c c=  are the specific heat capacities of hydrogen, oxygen, 

water and nitrogen. The mass diffusion coefficients for each species i depends on the local 
temperature and pressure, defined as 

 ( ) ( )
3/2 (g)

(g) (g) (g) (g)0
i i,0 0 0(g)

0
, ,

pTD T p D T p
T p

  
 =        

 (34) 

where (g)
i,0D  is the diffusion coefficient for each species i at a given temperature T0 and gas 

pressure (g)
0p . Furthermore, in porous media, we apply the Bruggeman correction and 

consider pore blockage due to the presence of liquid water (Wang and Wang 2006) 

 ( )(g) (g)3/2
i,eff i1D s Dε= −  (35) 

The relative humidity (%) which determines the water content at the anode and cathode 
inlet is defined as 

 2

2

(g)
H O
sat
H O

H 100
p

p
= ×  (36) 

where 
2

(g)
H Op  is the partial pressure of water vapour, defined as 
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           

 (31) 

The effective thermal conductivity is defined as 

 
H O2

(g) (g) (l) (s)
eff i i(1 )( ) (1 )k s k sk kε ω ε ε= − + + −  (32) 

where k(l) is the thermal conductivity of liquid water, ε  is the porosity, and 
( )(s) (s) (s) (s) (s) (s) (s)

co sp ff gdl cl m, , , , ,k k k k k k k=  are the thermal conductivities of the solid phases in various 
functional layers. The gas mixture specific heat capacity, (g)

pc , is written as 

 (g) (g) (g)
p i p,i

i
c cω=  (33) 

where ( )
2 2 2 2

(g) (g) (g) (g)(g)
p,i p,H p,O p,H O p,N, , .c c c c c=  are the specific heat capacities of hydrogen, oxygen, 

water and nitrogen. The mass diffusion coefficients for each species i depends on the local 
temperature and pressure, defined as 

 ( ) ( )
3/2 (g)

(g) (g) (g) (g)0
i i,0 0 0(g)

0
, ,

pTD T p D T p
T p

  
 =        

 (34) 

where (g)
i,0D  is the diffusion coefficient for each species i at a given temperature T0 and gas 

pressure (g)
0p . Furthermore, in porous media, we apply the Bruggeman correction and 

consider pore blockage due to the presence of liquid water (Wang and Wang 2006) 

 ( )(g) (g)3/2
i,eff i1D s Dε= −  (35) 

The relative humidity (%) which determines the water content at the anode and cathode 
inlet is defined as 

 2

2

(g)
H O
sat
H O

H 100
p

p
= ×  (36) 

where 
2

(g)
H Op  is the partial pressure of water vapour, defined as 
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H O H Op x p=  (37) 

and 
2

sat
H Op  is the saturation pressure, given by 

 
2 3

1 2 3 0 4
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The mass fraction of water vapour at the anode and cathode inlet can be determined from 
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By retaining the ratio 
2 2

(g) (g)
O N/ 21 / 79x x = , the mass fraction of oxygen at the cathode inlet can 

be calculated from 
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ω
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 
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 (40) 

while the mass fraction of hydrogen at the anode inlet is defined as 

 
2 2

in in
H ,a H O,a1ω ω= −  (41) 

The mass flow inlet in the anode and cathode are defined as 

 2

2
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M
m i A

F
ξ

ω
=  (42) 
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2
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M
m i A

F
ξ

ω
=  (43) 

where in
a,cξ  is the anode and cathode inlet stoichiometry, Acl is the catalyst surface area and 

iave is the average current density is given by 

 (s)
ave

0

1 d
L

i x
L

= ⋅ yi e  (44) 

where L is the fuel cell length. 

The interphase mass transfer for condensation/evaporation of water is defined as (Li 2004) 

 ( ) 22
2 2

(g) sat
H OH O (l)

H O r H Omax 1 ,
p p

m c s M s
RT

ρ
 −
 = − −
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 

  (45) 
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where cr is the condensation/evaporation rate constant. The capillary diffusion for two-
phase flow is given by 

 
(c)3

(c)
(l)

dpsD
ds

κ
μ

=  (46) 

where the capillary pressure is defined as  

 

1
2( ) cos Jcp ετ θ

κ
 =  
 

 (47) 

where τ  is the surface tension, θ  is the wetting angle, and the Leverett function, J , is 
defined as 

 2 3J 1.417(1 ) 2.12(1 ) 1.263(1 )s s s= − − − + −  (48) 

4. Electrochemistry and agglomerate model 

We consider an agglomerate model for the electrochemistry at the cathode side and retain a 
simple Butler-Volmer-type expression for the anode catalyst layer (Sasmito and Mujumdar, 
2011) 
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η η
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 (49) 
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              = − + − − −       + +        c
 (50) 

The agglomerate model introduces additional mass transfer resistances in the cathode 
catalyst layer via mass transport inside the spherical agglomerate and the polymer and 
liquid water films. In Eqs. 47 and 48, ref

a,cj  and ox,rd
a,cα  are the volumetric exchange current 

density and transfer coefficient for anode/cathode oxidation/reduction reaction, respectively. 
In Eq. 48, 

2

(p)
OH  is Henry's constant for the air-ionomer interface, 

2

(g)
H ,refc  and 

2

(g)
O ,refc  are the 

reference concentration for hydrogen and oxygen, and 1ξ , 2ξ  and 3ξ  are the correction 
factors due to resistances of the agglomerate, the polymer and liquid water films, 
respectively. Furthermore, clγ  represents the volume fraction of pores in the catalyst layer, 
while (p)γ  and (agg)γ  are the volume fraction of polymer and agglomerate, respectively. The 
cathode volumetric reference exchange current density, ref

cj , is corrected for temperature 
via Arrhenius-type relation 

 ref ref a
c c,0
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1 1exp
E

j j
R T

  
= − −      T

 (51) 
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The overpotentials are defined as 

 (s) (m)
aη φ φ= −  (52) 

 (s) (m)
c revEη φ φ= − −  (53) 

Where the reversible potential, Erev, is written as 

 ( )
2

(g)
rev rev,0 2 Oln

4
RTE E T x

F
= − − +1e T  (54) 

The reference concentration, (g)
i,refc , is given by 

 
ref

(g)
i,ref (p)

i

p
H

=c  (55) 

The correction factor due to the agglomerate is defined as the effectiveness of the mass 
transfer of oxygen through the spherical agglomerate nucleus, and is given as: 

 ( )1
1 1 1

3tanh 3
ξ

 
= −  Φ ΦΦ 

 (56) 
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(agg)
c

(agg)
O ,eff

3
kr

D
Φ =  (57) 

where r(agg) is the agglomerate radius, and kc is the reaction rate constant, defined as 
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c
 (58) 

The effective diffusion coefficient of oxygen in polymer inside agglomerate, 
2

(agg)
O ,effD , is given 

by the diffusion coefficient of oxygen in polymer film, 
2

(p)
OD , with the Bruggeman correlation 

 
2 2

1.5(p)
(agg) (p)
O ,eff O (agg)D D γ

γ

 
=   

 
 (59) 

The correction factor due to polymer film is calculated as 

 
2

(p)
1

2 c(p) (p)
O

k
aD
ξδξ =  (60) 

where the polymer film thickness, (p)δ , is defined as 
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 ( )
(p)3(p) (agg) (agg)3

(PtC)(1 )r rγδ
γ

= + −  (61) 

and the agglomerate surface area per unit volume of catalyst layer, a(p), is given by 

 (p) (agg) (agg) (p) 24 ( )a n rπ δ= +  (62) 

where n(agg) is the number of agglomerates per unit volume, defined as 

 
( )

(agg)
(agg)

3(agg) (p)

3

4
n

r

γ

π δ
=

+
 (63) 

The correction factor due to liquid water film 

 2

2 2

(l)(l)
O1

3 c(l) (l) (p)
O O

H
k

aD H
ξδξ =  (64) 

where 
2

(l)
OH  is Henry’s constant for the air-water interface, 

2

(l)
OD  is the diffusion coefficient of 

oxygen in the liquid water , (l)δ  is the thickness of liquid film and a(l) is the surface area of 
the agglomerate including liquid water per unit volume, defined as 

 ( ) ( )
(l)3(agg) (p) (agg) (p)(l) 3

(agg)1r rγδ δ δ
γ

 
= + + − +  

 
 (65) 

 (agg) (agg) (p)(l) (l) 24 ( )a n rπ δ δ= + +  (66) 

where the volume fraction of liquid water, (l)γ , is expressed as function of the liquid 
saturation, s, by 

 
(l)

(l)
cl

tot

V s
V

γ γ= =  (67) 

The carbon loading, L(C), and mass fraction of polymer loading in the catalyst layer, (p)ω  are 

 
(Pt)

(C) (Pt)
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LL L
ω

= −  (68) 
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L
L L L

ω =
+ +

 (69) 

providing the following relationship for the volume fraction of platinum and carbon 
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Here, volume fraction of polymer and agglomerate given by 
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The porosity of the catalyst layer is defined as 
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with 
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5. Membrane model 

For the membrane the activity and water contents per sulfonic group are given by  

 2

2

(g)
H O
sat
H O

2
p

a s
p

= +  (75) 

 
2 20.043 17.81 39.85 36        a 1     

14 1.4( 1)                                   1<a 3
a a a

a
λ

 + − + ≤= 
+ − ≤

 (76) 

The ionic conductivity is defined as  

 (m) (m) (m)
effσ β σ=  (77) 

where (m)σ  is defined as 

 ( )(m) 1 10.514 0.326 exp 1268
303.15 T

σ λ
  = − −  

  
 (78) 

The diffusivity of membrane water content per sulfonic group 
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(m) (m)(m)
H O,eff H OD Dβ=  (79) 
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 (80) 

The electro-osmotic drag coefficient is defined as 

 d 2.5
22

n λ=  (81) 

6. Numerical procedure 

The model geometry was created using the Gambit pre-processor software. This software 
can be used to draw the geometry from 1D to 3D and from simple to complex geometry 
(CAD). Furthermore, it can be used to create mesh either structured or unstructured mesh, 
with triangular, tetrahedral, hexahedral and polyhedral meshes. Advanced meshing is 
achieved by applying boundary layer meshing and size function meshing. Labeling 
boundary condition and defining zone type, either fluid or solid, for further numerical 
solution are also available. 

The mathematical model of the PEM fuel cell was solved with the commercial multi-
purpose CFD software FLUENT (Fluent, 2009). The software is based on the finite volume 
method where the computational domains are divided into a finite number of control 
volumes (cells) and all variables are stored at the centroid of each cell. Essentially, the 
software solves for the standard Navier-Stokes equation together with the scalar transport 
equations. The latter is heavily modified with User Define Scalar (UDS) and User Define 
Functions (UDFs). The second order upwind is chosen for the discretization. Furthermore, 
an iterative solver based on the SIMPLE algorithm is employed to solve the pressure 
velocity coupling. Note that the open-source CFD code can also be utilized to solve the 
mathematical framework of PEM fuel cell derived here. 

The accuracy of numerical solutions is strongly related to mesh density. A grid 
independence study was undertaken to ensure mesh independent results. In general, a finer 
mesh can be expected to produce results that are more accurate; however, it comes at the 
cost of higher memory requirements and longer computing time. In view of this, a grid 
independence study was performed to obtain an optimum mesh density that gives 
sufficiently accurate results at acceptable computational cost. 

7. Results and discussion 

7.1. Validation 

When developing and implementing mathematical models to predict the behaviour of a 
running PEM fuel cell one needs to pay special attention to validation due to the inherent 
complexity of the coupled physical and chemical phenomena inside the various functional 
layers of each cell in the stack. As seen in Fig. 2, the iR-corrected and full polarization curves  
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Figure 2. Polarization curves: [♦] is the experimentally measured potential; [●] is the iR-corrected 
experimentally measured potential; [▲] is the experimentally obtained power density; [− · −] is the 
predicted potential of the model; [—] is the predicted iR-corrected potential of the model (both case a 
and b); [- - -] is the predicted power density of the model.  

 
Figure 3. Local current density distribution at the anode terminal in the streamwise direction; symbols 
correspond to the experimental measurements and lines are model predictions; 1.3 Acm-2 (), 1.1 Acm-2 
(►), 0.9 Acm-2 (◄), 0.7 Acm-2 (▲), 0.5 Acm-2 (▼), 0.4 Acm-2 (♦), 0.3 Acm-2 (), 0.2 Acm-2 (■), 0.1 Acm-2 
(●), 0.05 Acm-2 (). 
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are in good agreement with experimental data measured by Noponen et al., 2004. 
Furthermore, the predicted local current density distribution along top of the anode 
terminal is also compared with its experimental counterpart. For each measured average 
current density in Fig. 2, denoted by A to J, the local current density distribution was also 
determined, as depicted in Fig. 3. We see that the model predictions agree well with both iR-
corrected and full polarization curves in Fig. 2. We note that at low current densities, the 
model prediction slightly deviates with maximum relative error of ~ 4% which is good 
enough for the purposes of this article. Furthermore, the predicted local current density 
distributions are also in good agreement at lower current densities and start to deviate at the 
close to the inlet and outlet region at higher current densities. The deviation can most likely 
be attributed to the placement of the inlet/outlet holes in the experimental setup (see 
Noponen et al. 2004 for details), which would require a three-dimensional computational 
domain to resolve properly. This implies that the model correctly account for the 
fundamental physics associated with PEM fuel cell. 

7.2. Thermal management 

Thermal management is one of the important keys to efficient operation of PEM fuel cell 
stacks. In an ideal situation, each fuel cell in the stack would operate under identical operating 
condition; in reality, however, this is not feasible, as variations inevitably arise due to the 
design of stack manifold, position of the cell in the stack and choice of thermal management 
strategy. Efficient and cost-effective cooling of each cell in the stack is necessary to ensure high 
overall performance. If one removes too much heat, the reaction kinetics are adversely affected 
and, if water vapor partial pressure exceeds the saturation pressure, water vapor tends to 
condense which, in turn, lowers stack performance. Conversely, if cooling is not adequate, the 
stack temperature rises beyond its allowable operating temperature causing the membrane 
water content and its protonic conductivity to drop, which deteriorates stack performance. It is 
therefore of interest to understand how various thermal management affect overall stack 
performance and which strategy to select for a given application. 

Broadly speaking, depending on the type of the cathode manifold, the oxygen and/or air 
flow to the cathode can be supplied directly from ambient air (open cathode) or through a 
gas manifold. For the former, ambient air is directly supplied to the cathode to provide both 
the oxidant as well as cooling air. The air flow can be provided by forced convection using a 
fan, or natural convection due to temperature gradient between the PEM fuel cell stack and 
the ambient. The former usually can be applied to stack with power rating up to sub kW, 
while the latter can only be used for small stacks of few cells (depends on the cell geometry) 
with power rating less than 100 W. For a closed manifold stack, on the other hand, pure 
oxygen or air is usually supplied by forced convection through a stack manifold and is pre-
conditioned, e.g., filtered, heated, and humidified. Therefore, an additional thermal 
management strategy is usually required. The most common cooling designs include forced 
convection in specially designed cooling plates/channels with either liquid or air as the 
coolant, edge cooling with or without fins, and cooling coupled with phase-change materials 
used for thermal storage. 
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are in good agreement with experimental data measured by Noponen et al., 2004. 
Furthermore, the predicted local current density distribution along top of the anode 
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determined, as depicted in Fig. 3. We see that the model predictions agree well with both iR-
corrected and full polarization curves in Fig. 2. We note that at low current densities, the 
model prediction slightly deviates with maximum relative error of ~ 4% which is good 
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overall performance. If one removes too much heat, the reaction kinetics are adversely affected 
and, if water vapor partial pressure exceeds the saturation pressure, water vapor tends to 
condense which, in turn, lowers stack performance. Conversely, if cooling is not adequate, the 
stack temperature rises beyond its allowable operating temperature causing the membrane 
water content and its protonic conductivity to drop, which deteriorates stack performance. It is 
therefore of interest to understand how various thermal management affect overall stack 
performance and which strategy to select for a given application. 

Broadly speaking, depending on the type of the cathode manifold, the oxygen and/or air 
flow to the cathode can be supplied directly from ambient air (open cathode) or through a 
gas manifold. For the former, ambient air is directly supplied to the cathode to provide both 
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fan, or natural convection due to temperature gradient between the PEM fuel cell stack and 
the ambient. The former usually can be applied to stack with power rating up to sub kW, 
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with power rating less than 100 W. For a closed manifold stack, on the other hand, pure 
oxygen or air is usually supplied by forced convection through a stack manifold and is pre-
conditioned, e.g., filtered, heated, and humidified. Therefore, an additional thermal 
management strategy is usually required. The most common cooling designs include forced 
convection in specially designed cooling plates/channels with either liquid or air as the 
coolant, edge cooling with or without fins, and cooling coupled with phase-change materials 
used for thermal storage. 
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In practice, the choice of the thermal management strategy depends strongly on details of 
the specific application and its constraints; for example, in combined heat and fuel cell 
stationary power systems, liquid cooling (as illustrated in Fig. 1) is preferred since it has 
larger heat removal rate. Moreover, in this application there is no limitation on the size, 
weight and complexity of the system as it is used in stationary applications. In small 
automotive and power generator applications where the weight, size and complexity of the 
system become the limiting factors, air cooling is preferred due to its simplicity as no 
coolant loop and heat exchanger are required by the system. An open-cathode PEM fuel cell 
stack with natural convection cooling has been considered for portable electronic power 
such as handphone power due to its simplicity. 

 
Figure 4. Polarization curves for PEFC stack with liquid cooling (◊); edge cooling (►); air cooling (▼); 
open-cathode with forced (▲) and natural-air convection (■). 

Now, let us have a look at Fig. 4 which displays and compares the predicted stack 
performance for different thermal management strategies. Here, several features are 
apparent; foremost is that stack performance is greatly affected by the cooling strategy 
chosen. It is seen that liquid cooling yields the best results among various alternatives. The 
natural convection open-cathode stack gives the lowest performance. The computed limiting 
current density for each case is found to be similar to that found in published experimental 
investigation: liquid cooling up to 15000 A m⁻² (Noponen et al., 2004), air-cooling up to 8000 
A m⁻² (Shimpalee et al., 2009), edge-cooling up to 8500 A m⁻² (Fluckiger et al., 2007), and 
forced and natural convection with open-cathode up to 3500 A m⁻² (Wu et al., 2009) and 
1500 A m⁻² (Urbani et al., 2007), respectively. Conversely, when the complexity, cost, size, 
weight, and parasitic load are of interest, the order is reversed; for example, stack with 



 
Hydrogen Energy – Challenges and Perspectives 324 

liquid cooling requires a coolant loop, a radiator, a pump, more space and weight as well as 
additional costs to build the supporting equipment. Natural convection cooling, on the other 
hand, does not require any additional auxiliary equipment and hence is the least expensive. 

7.3. Water management 

A PEM fuel cell with a sealed off anode flow field (dead-end anode) has several advantages 
and also disadvantages. The advantages of this design are that one does not need to 
consider any excess hydrogen that will exit from the anode outlet if the flow channel is 
open; presumably all hydrogen is consumed in the fuel cell. However, proper water 
management is essential in order to keep the membrane sufficiently humidified whilst 
ensuring that the anode does not flood from water accumulation. In addition, nitrogen can 
cross over from the cathode side and accumulate at the anode. This can result in a 
deterioration of cell performance with time as has been reported frequently in the literature.  

To avoid operating the anode under adverse conditions, one can purge the accumulated 
gas-vapor mixture to clear the anode flow field of liquid water and nitrogen. However, this 
can defeat the main purpose of the dead-end mode as some hydrogen will be lost during the 
purge and reduce hydrogen utilization. Moreover, it adds complexity to the design as it 
requires valves and control schemes which result in a parasitic load on the fuel cell. Hence, 
an optimal or near-optimal purge frequency and duration need to be developed to minimize 
hydrogen loss, reduce parasitic load, and maintain good fuel cell performance with time. 

Starting from purge frequency, two different purge frequencies -- purge every five minutes 
and every ten minutes -- which is commonly used in a typical PEM fuel cell with a dead-end 
mode were modelled for 30-second purge duration in each case. With respect to cell 
performance, it can be expected that purge will recover the cell to its highest performance. 
This is indeed the case, as seen in Fig. 5, which shows the cell performance drop during 
dead-end operation and then recovers during purge. It is noted that more frequent purge 
will keep the cell at a higher performance level compared to that with less frequent ones. In 
this particular case, a 3 % drop in cell voltage (0.6 V) is observed for the case of more 
frequent purge (every five minutes), whereas, an 11 % drop (0.55 V) is found for the case of 
less frequent purge (every 10 minutes) as compared to the open-end case (0.62 V). Further, 
the performance drop during dead-end operation and performance recovery during purge 
is mirrored by depletion of the average hydrogen concentration at the anode and its increase 
during the purge as well as liquid water and nitrogen accumulation and their release (flush-
out) during purge (see Fig. 6). More frequent purge results in lower hydrogen depletion, 
reduced water accumulation, and decreased nitrogen crossover. 

Though more frequent purges can maintain higher cell performance, the hydrogen loss is 
also higher which diminishes the advantage of utilizing a dead-end mode; more parasitic 
power is also consumed to control the valves, which reduces level of the net power 
generated. Conversely, if the purge is less frequent, hydrogen utilization is higher which the 
purpose of dead-end anode mode is. However, the performance can be lower due to greater 
water and nitrogen accumulation. In addition, purge frequency is also a function of the 
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the performance drop during dead-end operation and performance recovery during purge 
is mirrored by depletion of the average hydrogen concentration at the anode and its increase 
during the purge as well as liquid water and nitrogen accumulation and their release (flush-
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reduced water accumulation, and decreased nitrogen crossover. 

Though more frequent purges can maintain higher cell performance, the hydrogen loss is 
also higher which diminishes the advantage of utilizing a dead-end mode; more parasitic 
power is also consumed to control the valves, which reduces level of the net power 
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volume of anode flow field and gas diffusion layer, flow field type, and operating 
conditions. Clearly, purge frequency requires careful consideration to ensure a good cell 
performance whilst maintaining high hydrogen utilization. 

 
Figure 5. Effect of purge frequency to the cell performance for purging frequency of (⋅⋅⋅) 5 minutes; (-⋅-) 
10 minutes; and (—) no purging (base case). 

 
Figure 6. Effect of purge frequency to the liquid water accumulation for purging frequency of (⋅⋅⋅) 5 
minutes; (-⋅-) 10 minutes; and (—) no purging (base case). 
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7.4. Gas management 

Another point of interest in this study is gas management. A good channel design should be 
able to provide sufficient gas (fuel and oxidant) supply throughout catalyst layer for 
electrochemical reaction. Here, the oxygen distribution in the cathode catalyst layer is 
examined. As can be seen in Fig. 7, oxygen concentration is depleted from inlet to outlet as it 
is consumed for electrochemical reaction. On closer inspection, it reveals that severe oxygen 
depletion exists at the middle of parallel channel (Fig. 7a). This is attributed to the low 
velocity and non-uniform oxidant distribution in each passage of the channel, especially at 
the middle area. Less severe oxygen depletion is observed in the oblique-fin channel, 
especially at the right-side region (see Fig. 7c for details); this can be due to the presence of 
secondary flow which leads to flow separation toward outlet region. Serpentine channel, on 
the other hand, yields the most uniform oxygen distribution and no oxygen depletion is 
found throughout the cell. This, in combination, indicates that serpentine channel yields the 
best management among others. 

 
Figure 7. Oxygen mol fraction distribution at cathode catalyst layer for (a) parallel; (b) serpentine; (c) 
new oblique-fin. 

Thus far, the three different channel designs have been evaluated in terms of thermal water 
and gas management. Now we look further to the fuel cell performance which is 
represented by current generation in the catalyst layer shown in Fig. 8. Clearly, a good 
thermal, water and gas management in serpentine channel is mirrored by high stack 
performance with uniformly distributed current generation (Fig. 8b). In contrast, the oxygen 
depletion, liquid accumulation and “hot-spot” temperature in parallel channel results in 
non-uniform and low current generation (~26% lower than serpentine channel). Closer 
inspection reveals that almost no current is generated in the region where oxygen depletion 
and liquid accumulation exist. The performance of oblique-fin channel lies in between 
serpentine and parallel channel: the current density is around 10% lower than serpentine 
channel and around 16% higher with the degree of uniformity improves up to around 34 % 
than parallel channel. 
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Figure 8. Current density distribution at cathode catalyst layer for (a) parallel, iave = 6200 A/m2; (b) 
serpentine, iave = 8400 A/m2; (c) new oblique-fin channel, iave = 7400 A/m2. 

8. Concluding remarks 

A computational study was carried out of the transport phenomena in PEM fuel cell for a 
single cell as well as a stack of fuel cells. The model has good agreement with experimental 
data for global and iR-corrected curves as well as local current density distribution. Several 
thermal management strategies, e.g., liquid-cooled, air-cooled, edge-cooled and open-
cathode fuel cell with forced and natural convection cooling, were evaluated. It is found that 
liquid-cooled fuel cell yields the best performance among others; however, it requires the 
most complex auxiliary system, size and weight. 

A transient performance of PEM fuel cell with a dead-end anode was simulated. It is noted 
purge can maintain fuel cell at high performance as it flush-out accumulated liquid water 
and other gases which, in turn, recovers hydrogen concentration in the anode side.  

Furthermore, three different gas and gas channel designs, e.g., parallel, serpentine and 
oblique-fin channels were investigated via mathematical model. The serpentine design gives 
the most uniform oxygen distribution throughout the catalyst layer which is mirrored by 
high cell performance. 

Finally, we note that mathematical modeling plays significant contribution to speed-up the 
commercialization of the fuel cell as it can assist experimental on addressing main issues in 
fuel cell research and development, e.g., thermal, gas and water management. 
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Nomenclature 

a Water activity 
a(l) Surface are of the agglomerates including water per unit volume, m-1 
a(p) Surface area of the agglomerates per unit volume of catalyst layer, m-1 

Acl Catalyst area, m2 

(g)
ic  Molar concentration of species i, mol m-3 

(g)
i,refc  Reference molar concentration of species i, mol m-3 
(g)
pc  Specific heat capacity of gas mixture, J kg-1 K-1 
(g)
p,ic  Specific heat capacity of species i, J kg-1 K-1 

cr Condensation/evaporation rate constant, s-1 
c1, c2, c3, c4 Constants for the saturation pressure of water; -, K-1, K-2, K-3 

D(c) Capillary diffusion, m2 s-1 

(g) (g)
i i, eff,  D D  Diffusivity and effective diffusivity of species i, m2 s-1 

2 2

(m) (m)
H O H O, eff,  D D  Diffusivity and effective diffusivity of water in the membrane, m2 s-1 

2

(agg)
O , effD  Effective diffusion coefficient of oxygen in the agglomerate, m2 s-1 

2 2

(p)(l)
O O,  D D  Diffusion coefficient of oxygen in liquid water and in polymer film, m2 s-1 

ex, ey, ez Coordinate vectors 
Ecell, Estack Cell and stack voltage, V 
Ea Activation energy, J mol-1 
Erev Reversible cell potential, V 
F Faraday constant, C mol-1 
hj Height of layer j, m 

2 2

(p)(l)
O O,  H H  Henry’s constant for air-water and air-polymer interfaces, Pa m3 mol-1 

Hvap Heat of vaporization, J kg-1 

H Relative humidity, % 
i, i Current density, A m-2 

ref
a,cj  Anode and cathode volumetric reference exchange current density, A m-3 

J Volumetric current density, A m-3 
J  Leverett function 
k Thermal conductivity, W m-1 K-1 
kc Reaction rate constant, s-1 
L Length of channel, m 
L(C), L(p), L(Pt) Carbon, polymer and platinum loading, kg m-3 
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2H Om  Interphase mass transfer due to condensation/evaporation of water, kg m-3 s-1 

M(g) Mean molecular mass of the gas phase, kg mol-1 
Mi Molecular mass of species i, kg mol-1 
M(m) Equivalent weight of the dry membrane, kg mol-1 

n(agg) Number of agglomerates per unit volume, m-3 

nd Electroosmotic drag coefficient 

2

(g) (m)
i H O,  n n  Mass flux of species i and water in the membrane, kg m-2 s-1 

P(c), p(g) Capillary and gas pressure, Pa 

2

sat
H Op  Saturation pressure of water, Pa 

R Gas constant, J mol-1 K-1 
r(agg) Radius of agglomerate, m 
Re Reynolds number 
s Liquid saturation 
S Source term 
T0,T1, T2 Constant, K 
T Temperature, K 
u, u, v, U Velocities, m s-1 

V Volume, m3 

(g)
ix  Molar fraction of species i 

x, y, z Coordinates, m 
(g)
iω  Mass fraction of species i 
(p)ω  Mass fraction of polymer loading 
(Pt)ω  Mass fraction of platinum loading on carbon 

Greek 

α Transfer coefficient 
β(m) Membrane modification coefficient  
γ Volume fraction 
δ Thickness of the film, m 
ε  Porosity 
η Overpotential, V 
θ Wetting angle 
κ Permeability, m2 
λ Membrane water content 
μ Dynamic viscosity, kg m-1 s-1 
ξ Stoichiometry 
ξ1, ξ2, ξ3 Correction factors for agglomerate model 
ρ Density, kg m-3 
τ Surface tension, Pa 
σ Total stress tensor, Pa 
σ Conductivity S m-1 
φ Potential, V 

α,βΦ  Dimensionless quantities 
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Φ Thiele modulus 

Superscripts 

(agg) Agglomerate 
(c) Capillary 
(C) Carbon 
cool Coolant 
(g) Gas phase 
in Inlet 
(l) Liquid phase 
(m) Membrane 
ox Oxidation 
(p) Polymer phase 
(Pt) Platinum 
(PtC) Platinum and carbon 
rd Reduction 
ref Reference 
(s) Solid 
sat Saturation 
set Setting 

Subscripts 

α, β  Index for species 
a Anode 
ave Average 
c Cathode 
cc Current collector 
cl Catalyst layer 
co Coolant channel 
eff Effective 
cool Coolant 
eff Effective 
ff Flowfield 
gdl Gas diffusion layer 
H2 Hydrogen 
H2O Water 
i Species i 
iR iR-corrected 
j Functional layer j 
m Membrane 
mass Mass 
N2 Nitrogen 
O2 Oxygen 
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pot Potential 
ref Reference 
sp Separator plate 
temp Temperature 
tot Total 
void Void 
0 Standard conditions 
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1. Introduction 

The concept of a hydrogen economy was revived in the 1990s as interest in fuel cell 
technology surged. There was an explosion of research into fuel cells since then mainly 
because of its status as a hydrogen technology, and as such both concepts shared a 
symbiotic relationship. However there are a number of problems with the direct use of 
hydrogen in fuel cells. Firstly hydrogen does not exist naturally. Secondly it is not easy to 
store or transport because of its low volumetric energy density and its small molecular size.  

Recently the concept of an ammonia economy has gained eminence [1]. Like hydrogen, 
ammonia is carbon free and can be produced from any energy resource. However there are 
also some significant advantages in terms of storage and transport. Ammonia can be 
liquefied at room temperature at pressures of 8-10 bar and stored in a similar manner to 
propane, whereas hydrogen requires expensive cryogenic storage. In addition, ammonia 
allows for safer handling and distribution than hydrogen. Although it is toxic, its smell can 
be detected even at safe concentration levels (< 1 ppm). Ammonia has a narrower flammable 
range than hydrogen and is actually considered nonflammable when being transported, 
whereas hydrogen burns with an invisible flame. Ammonia is the second most widely 
produced commodity chemical in the world (second to sulfuric acid), with over 100 million 
tons per year being transported [2], and as such its worldwide distribution system is well 
established. Such is not the case for hydrogen. In fact, one major drawback with hydrogen 
technologies is the fact that the necessary hydrogen infrastructure does not presently exist. 
Essentially the ammonia economy can achieve the same benefits of a hydrogen economy, 
but using infrastructure that already exists.  

Ammonia provides a source of hydrogen for fuel cells. It contains 17% hydrogen by weight, 
which can be extracted via thermal catalytic decomposition or electro-oxidation. 
Alternatively ammonia may be oxidized directly in fuel cells without the need for a separate 

© 2012 Cheddie, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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reactor. Table 1 compares the storage capabilities of various fuels based on their higher 
heating value (HHV) [3]. Hydrogen has a very low energy density (per volume) because of 
its low density. Ammonia’s energy density is comparable to that of compressed natural gas 
(CNG) and methanol, but lower than gasoline and liquefied propane gas (LPG). Per unit 
volume, the cost of hydrogen energy is lower than that of ammonia energy, but hydrogen 
has less energy stored per volume than ammonia. Per unit energy, ammonia is the cheapest 
energy source listed in Table 1 – estimated at US$13.3/GJ. Note that these values are based 
on the HHV of the fuel and do not account for conversion of this energy to useful forms. The 
life cycle production cost of energy from ammonia is estimated at US$1.2/kWh compared to 
US$3.8/kWh for methanol and US$25.4/kWh for hydrogen [4]. Thus ammonia presents a 
very viable and cost effective fuel for fuel cells. 

This chapter reviews the progress of ammonia fuel cells – those that use ammonia directly or 
indirectly. Ammonia fuel cells have been previously reviewed [5-7]. Ref [5] was published in 
2004 and provides a mini-review focusing only on decomposition catalysts. Ref [6] was 
published in 2008 and provides a good review up to that point, however it only addresses 
decomposition catalysts, ammonia fed SOFCs and SOFC modeling. Ref [7] was published 
more recently (2011) but gave a more general overview rather than integrate research 
findings in the different areas of research in ammonia fuel cells. The present work seeks to 
integrate the research findings and provide a wide picture of the research conducted in 
ammonia fuel cells, and to show the development of the field. It also highlights areas that 
warrant further investigation to fully develop the field. Section 2 discusses developments in 
hydrogen generation for fuel cells via thermal decomposition of ammonia, electro-oxidation 
of ammonia, and from ammonia products. Section 3 outlines the development of direct 
ammonia fuel cells, citing experimental studies and their results. Section 4 reviews the 
various works done on mathematical modeling and simulation of ammonia fuel cells.  
 

Fuel / Storage System P (bar) 
Energy 
Density 
(GJ/m³) 

Specific 
Volumetric 

cost (US$/m³) 

Specific 
Energy Cost 

(US$/GJ) 
Ammonia gas / pressurized tank 10 13.6 181 13.3 
Hydrogen / metal hydride 14 3.6 125 35.2 
Gasoline (C8H18) / liquid tank 1 34.4 1000 29.1 
LPG (C3H8) / pressurized tank 14 19.0 542 28.5 
CNG (CH4) / integrated storage 
system 

250 10.4 400 38.3 

Methanol (CH3OH) / liquid tank 1 11.4 693 60.9 

Table 1. Energy Storage Capabilities of Various Fuels [3] 

2. Hydrogen generation from ammonia 

Hydrogen can be produced from ammonia for use in fuel cells in various ways. Most of the 
literature is devoted to thermal decomposition or catalytic cracking of ammonia into 
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2. Hydrogen generation from ammonia 
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nitrogen and hydrogen, with fewer articles addressing electrolysis or electro-oxidation. 
Some papers also address hydrolysis of ammonia products such as ammonia borane.  

2.1. Catalytic decomposition of ammonia 

 3 2 22 92.4 3NH kJ N H+ → +  (1) 

Ammonia is unstable at high temperatures and begins to decompose at 200 °C [7]. The 
slightly endothermic decomposition reaction is shown in equation 1. Thermodynamically, 
98-99% conversion of ammonia to hydrogen is possible at temperatures as low as 425 °C. 
However in practice, the rate of conversion depends on temperature as well as catalysts.  

Thermal decomposition or catalytic cracking is the most common means of hydrogen 
generation from ammonia. Lipman and Shah [8] report that for large scale hydrogen 
generation (> 1000 m³/hour), reformation of natural gas remains the most cost effective 
process, however for small scale generation, (< 10 m³/hour), ammonia cracking becomes 
slightly more economical than natural gas reformation (see Table 2). This study is based on 
lifecycle cost analysis, taking into account investment and operation costs.  
 

Scale of H2 
production 
(m³/hour) 

Cost of H2 production, US$ / (m³/hour)
Water 

Electrolysis 
Natural Gas 
Reformation 

Methanol 
Reformation 

Ammonia 
Cracking 

10 0.943 0.390 0.380 0.343 
100 0.814 0.261 0.285 0.279 
1000 0.739 0.186 0.226 0.241 

Table 2. Life Cycle Cost of Hydrogen Production via Various Processes [8] 

The early studies done on ammonia decomposition focused more on ammonia synthesis, 
and as such considered iron based catalysts. Since then various metals, alloys, and 
compounds of noble metal characters have been tested for ammonia decomposition. These 
include Fe, Ni, Pt, Ru, Ir, Pd, Rh; alloys such as Ni/Pt, Ni/Ru, Pd/Pt/Ru/La; and alloys of Fe 
with other metal oxides including Ce, Al, Si, Sr, and Zr [5]. Various catalysts have been 
investigated for decomposing ammonia to produce hydrogen for alkaline fuel cells. These 
include WC, Ni/Al2O3, NiCeO2/Al2O3, Cr2O3, Ru/ZrO2, and Ru on carbon nano-fibres. 
Caesium-promoted ruthenium supported on graphite was also found to be very promising 
[7]. For these catalysts, a minimum temperature of 300 °C is required for efficient release of 
ammonia for hydrogen production. 

The performance of the catalysts can be quantified using the rate of hydrogen production, 
conversion fraction of ammonia (fraction of ammonia that is converted to hydrogen), and 
activation energy. The rate of formation of hydrogen from ammonia decomposition has 
been measured experimentally, typically in units of millimoles of hydrogen produced per 
minute per gram of catalyst loaded (mmol/min/g). The performance of various catalysts for 
ammonia decomposition, reviewed in this section, is summarized in Table 3.  



 
Hydrogen Energy – Challenges and Perspectives  336 

Catalyst / Support Temp.
(°C)

Rate of H2 Gen. 
(mmol/min/g)

Conv. Eff. 
(%) Ref. 

Nano-sized Ni/Santa Barbara Amorphous 
(SBA)-15 support 

450
500 
550 
600 
650 

8.4
17.4 
26.8 
31.9 
33.2 

25.0 
52.1 
80.1 
95.2 
99.2 

[11] 

Ni/SBA-15 550 12.7 37.8 [12] 

Ni/SiO2 

400
500 
550 
600 
650 

0.4
3.3 
6.8 
11.4 
21.1 

1.4 
10.5 
21.6 
36.4 
70.0 

[10] 

Ni/SiO2 550 11.6 34.6 [12] 
Ni/Al2O3 550 12.7 37.8 [13] 
Ni/Al2O3 500 24.1 71.9 [14] 
Ni/Al2O3 coated cordierite monolith
Ni/Al2O3 (unsupported particles < 200 μm) 550 16.5

13.2 
50.0 
40.0 [15] 

Ir/SiO2 

400
500 
600 
700

1.2
5.7 
17.6 
30.6

3.9 
18.2 
56.0 
98.0 

[10] 

Ru/SiO2 

400
500 
600 
650

4.5
20.0 
30.3 
30.9

14.3 
64 
97 
99 

[10] 

Ru/ZrO2 
Ru/Al2O3 550 25.8

23.5 
77.0 
73.7 [16] 

Ru/CNT 
Ru/K-CNT 
Ru/K-ZrO2-BD 
Ru/ZrO2 
Ru/Al2O3 
Ru/MgO 
Ru/TiO2 

400 

6.2
12.2 
8.5 
3.7 
3.8 
5.4 
4.3

3.7 
7.3 
5.3 
2.2 
2.3 
3.2 
2.6 

[16]a 

Ru/CNT 
Ru/MgO–CNT 400 6.0

8.7 
9.0 
13.0 [17]b 

Ru/CNT treated with KNO3

Ru/CNT treated with KOH 
Ru/CNT treated with K2CO3

400 
33.3
31.6 
31.3

49.7 
47.2 
46.7 

[18]b 

All studies are based on an ammonia gas hourly space velocity (GHSV) of 30,000 ml/h/g of catalyst except (a) GHSV = 
150,000 ml/h/g and (b) GHSV = 60,000 ml/h/g.  

Table 3. Summary of Ammonia Decomposition Catalysts Performance Reported  
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Papapolymerou and Bontozoglou [9] studied the rate of decomposition at 225 – 925 °C and 
133 kPa ammonia partial pressure. They used the catalyst in the form of polycrystalline 
wires of foils, and ranked them in decreasing order of reaction rate: Ir > Rh > Pt > Pd. 
Choudhary et al [10] performed similar studies at 400 – 700 °C with pure ammonia and 
ranked them: Ru > Ir > Ni. Comparing Ni, Ir and Ru supported in silica, Ru based catalysts 
have been reported to produce the highest decomposition rates as well as the highest 
conversion rate of ammonia. Yin et al [5] studied the effect of Ru loading within the silica 
support (in the range 0-35 wt.%) and found that the conversion rate of ammonia reached a 
peak at 15% weight loading of Ru. It increased with Ru loading from 0-15%, but above this, 
the sublayers of Ru were inaccessible thus rendering them redundant.  

Different supports have also been investigated. The purpose of the support is to enhance the 
dispersion and increase the effective area of the active catalyst. The support should be stable 
under reaction conditions and have a high specific surface area. For Ru catalyst, the various 
supports include silica, alumina, graphitized carbon, carbon nanotubes, and nitrogen doped 
carbon nanotubes [10,19-25]. Yin et al [16] ranked the supports for Ru in order of decreasing 
activity measured by ammonia conversion rate: Carbon nanotube (CNT) > MgO > TiO2 > 
Al2O3 > ZrO2 > AC > ZrO2/BD. It was proposed that CNTs performed the best because they 
allowed the best dispersion of Ru and also because of their high purity. CNTs have the 
added advantage of high conductivity which aids in electron transfer thus facilitating the 
recombinative nitrogen desorption step (see section 2.2). They further showed that using a 
MgO-CNT support resulted in better performance of the Ru catalyst than using a MgO base 
or CNT base alone[17]. Temperature programmed hydrogenation results showed that MgO 
resulted in even greater stability for the CNT.  

Studies have shown that acidic conditions are not suitable for ammonia decomposition. Yin et 
al [16] prepared CNT with KOH and found that they resulted in better catalytic performance 
measured by reaction rate and conversion efficiency. N2-temperature programmed desorption 
(TPD) results showed that the stronger the basicity, the better the catalyst performance [16]. 
They later studied the effects of promoter cations and the amount of potassium on the 
morphological structure and catalysis of Ru/CNT [18]. Essentially they found that ammonia 
conversion increased as the electro-negativity of the promoter decreased. When Ru/CNT is 
treated with potassium nitrate, potassium hydroxide or potassium carbonate, the conversion 
rate of ammonia and the rate of hydrogen evolution are significantly improved (see Table 3). 
Yin et al [5] concluded that the best catalyst for ammonia decomposition is Ru supported on 
alkaline promoted CNT. 

The problem with Ru is that it is a noble metal which will significantly increase the cost of the 
fuel cell system. For mass production, it is preferable to use less expensive materials. Ru is 
widely accepted as the most active catalyst for ammonia decomposition, however the 
performance of Ni is very close [26]. It is possible to substitute the noble catalyst by other more 
economic active phases. Plana et al [15] studied the effect of having the catalyst in the form of a 
structured reactor with the hope of extracting greater activity from less expensive metals. The 
small scales of microstructured devices have inherent advantages, including high heat and 
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mass transfer coefficients and high surface area to volume ratios. They considered cordierite 
monoliths, which are structured reactors with multiple channels of several hundreds of 
microns in diameter. Monoliths have uniform flow distribution and low pressure drop which 
is crucial for the energy-efficiency of the process. Furthermore, they are commercially 
available, and they can withstand high temperatures and their coating with catalyst layer is a 
mature technology [27]. They used coated cordierite monoliths with mesoporous calumina, on 
which they dispersed Ni by electrostatic adsorption. This catalytic structured reactor was 
thoroughly characterized by transmission electron microscopy (TEM), X-ray diffraction (XRD), 
N2 phisisorption and temperature programmed reduction (TPR), and it was tested in NH3 
decomposition for in situ H2 generation under realistic conditions such as pure NH3 feed and 
high space velocity. The structured catalyst reactor consisted of Ni supported on alumina-
coated monoliths. After prolonged reaction, Ni remained well dispersed with particle sizes of 
6 nm and mesopores between 4-5 nm. Ni remained anchored within the alumina matrix and 
did not plug the pores. 100% conversion of ammonia was observed at 600 °C. They found 
that at temperatures exceeding 500 °C, the monolith reactors showed better performance than 
a packed bed catalyst – higher conversion of ammonia and more robustness.  

Table 3 shows that the best ammonia conversion and hydrogen generation rates via thermal 
decomposition are obtained using Ru/CNT catalysts treated with potassium based alkalis. 
Ni produces very good results as well but requires higher temperatures (500 – 600 °C) to 
produce equivalent performance of Ru at 400 °C. The advantage of Ni is that it is less 
expensive than Ru and can be loaded at high concentrations to achieve the desired results. 
An anode supported SOFC (with an anode thickness of 500 μm, 40% porosity and 50% Ni 
by volume) requires a Ni loading of 0.134 g/cm². If it is operated at a current density of 5000 
mA/cm², it consumes hydrogen at the rate of 11.6 mmol/min/g of catalyst. If the cell operates 
at 600 °C, then Ni can safely decompose ammonia at the required rate.  

2.2. Reaction mechanism of ammonia decomposition  

Various studies have investigated the reaction mechanism of ammonia decomposition. The 
reaction steps include 1) adsorption of ammonia onto catalyst sites, 2) cleavage of N-H bond 
on adsorbed ammonia, 3) recombinative desorption of N2 atoms [28]. These three steps are 
respectively illustrated in equations 2-4, where * refers to an active site and X* refers to 
species X adsorbed onto an active site.  

 * *
3 3NH NH+ →  (2) 

 ** * *
3 2NH NH H+ → +  (3) 

 * *
22 2N N→ +  (4) 
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mass transfer coefficients and high surface area to volume ratios. They considered cordierite 
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catalysts, below approximately 400 °C the recombinative desorption of nitrogen atoms (step 
3) is rate limiting, whereas above 400 °C the cleavage of the N–H bond of adsorbed NH3 
(step 2) is rate limiting. This was based on the observation that the apparent activation 
energy decreased from 180 kJ/mol at the low temperatures to 21 kJ/mol at high 
temperatures. It should be noted however, that these early studies did not consider the 
effects of hydrogen inhibition.  

Later studies observed that at low temperatures and low ammonia partial pressures, the 
released hydrogen acted as an inhibitor to the decomposition reaction. Bradford et al [19] 
sought to gain information on H2 inhibition on NH3 decomposition over Ru/C catalyst. NH3 
partial pressure was varied from 1.3-12.0 kPa with temperatures between 370-390 °C, and a 
first order dependence of the reaction rate on NH3 was observed. They proposed the 
following equation where α varies from 0.69 to 0.75, and β varies from -1.5 to -2, while the 
activation energy was 96.6 kJ/mol.  

 
2 3 2H NH Hr kp pα β=  (5) 

Egawa et al [30] used deuterated NH3 on Ru single crystal surfaces and determined that the 
inhibition by H2 was a consequence of an equilibrium established among adsorbed nitrogen 
atoms, gas-phase NH3, and gas-phase H2; and that recombinative desorption of adsorbed 
nitrogen atoms was the rate determining step. Vitvitskii et al [31] came to a similar 
conclusion based on experimental results acquired with diluted NH3. Boudart et al [28] 
proposed that over W and Mo catalysts, N-H bond cleavage and recombinative desorption 
of surface nitrogen atoms are slow irreversible steps in NH3 decomposition, NH3 is activated 
via a direct dissociative adsorption step, and the adsorbed N atoms are the most abundant 
reactive intermediate.  

Skodra et al [32] found that at higher temperatures (350 – 650 °C) and low ammonia partial 
pressures (0.5 – 2.0 kPa) over a Ru catalyst, hydrogen inhibition was no longer significant. 
They also observed a second order dependence of the rate of decomposition on ammonia 
partial pressure. This was explained by assuming step 3 above was the rate determining 
step. Shustorovich and Bell [33] suggested, based on the BOC Morse potential method, that 
the rate-determining step of ammonia decomposition is recombinative desorption of N2. 
Chellappa et al [34] investigated pure ammonia (high concentration) over Ni-Pt/Al2O3 

catalyst at 520 – 690 °C, and H2 inhibition was not observed. The reaction was first order 
with respect to NH3 pressure, and the activation energy was 196.2 kJ/mol.  

Thus it appears that H2 inhibition is only significant at low NH3 concentrations and low 
temperatures [5]. Earlier studies reported a shift in reaction order from 0 to 1 with respect to 
ammonia partial pressure as temperature increases, however more recent studies report a 
shift in reaction order from 1 to 2 with temperature. β varies between -1.5 and -2 at low 
temperatures and low ammonia concentrations, but shifts to 0 as temperature and ammonia 
concentration increase. There also appears to be a consensus among researchers that the 
recombinative desorption of nitrogen atoms is the rate determining step in the decomposition 
reaction.  
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2.3. Electrolysis of Ammonia 

Electrolysis or electro-oxidation is another method of extracting hydrogen from ammonia. It 
has the advantage of scalability and versatility to interface with renewable energy sources 
including those whose electricity production varies with time [35]. Hydrogen can also be 
produced at moderate temperatures. It was first discussed by Vitse et al [35], who proposed 
the coupling of ammonia oxidation in an alkaline medium at the anode with the reduction 
of water at the cathode.  

 0
3 2 22 6 6 6 , 0.77 /NH OH N H O e E V SHE− −+ → + + = −  (6) 

 0
2 26 6 3 6 , 0.82 /H O e H OH E V SHE− −+ → + = −  (7) 

The thermodynamic potential for ammonia electrolysis in alkaline media is -0.77 V 
compared with -1.223 V for the electrolysis of water. The theoretical thermodynamic energy 
consumption is 1.55 Wh/g of H2 from electrolysis of NH3 compared to 33 Wh/g of H2 from 
H2O [36]. This means that theoretically, ammonia electrolysis consumes 95% less energy to 
produce a quantity of hydrogen than water electrolysis. This however, does not account for 
kinetics of the reaction.    

The most widely accepted mechanism of ammonia oxidation is 1) the adsorption of ammonia 
on to Pt surfaces, 2) dehydrogenation of ammonia into various adsorbed intermediates (N, 
NH, NH2), 3) reaction of the intermediates to form N2H2,ad, N2H3,ad and N2H4,ad which then 
react with OH– to produce nitrogen [37]. The reaction of N2H2,ad is considered the rate 
determining step. Vidal-Iglesias et al [38-39] conducted differential Electrochemical Mass 
Spectrometry (DEMS) studies on ammonia oxidation and suggested also the presence of an 
azide intermediate species (N��) at certain potentials. Of the various adsorbed intermediates, 
NH and NH2 are active, however, N remains adsorbed (Nad) and acts as a poison.  

Although ammonia electrolysis is thermodynamically favorable, kinetics are slow. In 
practice, high overpotentials are required to drive the ammonia oxidation reaction, and 
deactivation of the Pt catalyst is observed at high current densities [40-41]. With Pt, Nad is 
only formed at very high potentials, thus making Pt the best choice of catalyst for electro-
oxidation of ammonia. Alloys of Pt have been found effective as catalysts for ammonia 
oxidation, with the other metals in the alloy chosen for their ability to dehydrogenate 
ammonia. Endo et al [42] studied combined catalysts of Pt with other metals including Ir, 
Cu, Ni, and Ru. They concluded that only Ru and Ir can improve the catalytic properties of 
Pt. In another study, an alloy of bulk Pt with bulk Ir was tested, and the performance was 
found to be better than Pt alone, however oxidation current densities were still less than 1 
mA/cm² [43]. De Vooys et al [40] studied ammonia oxidation and intermediates on various 
polycrystalline catalyst surfaces – Pt, Pd, Rh, Ru, Ir, Cu, Ag, and Au. They concluded that 
only Pt and Ir combine a good capability to dehydrogenate ammonia with a low affinity to 
produce Nad. In another study, a Pt-Ir powder mixture (50 wt.%) impregnated in Teflon and 
painted on a platinum screen was found to provide much lower overpotentials for the 
oxidation of ammonia than platinum black [44]. However, in these studies, a very high 
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loading of precious metal catalysts was used (up to 51 mg/cm²) rendering them 
uneconomical for fuel cell use.  

Botte et al [35] studied the use of Pt-Ru alloys for ammonia oxidation catalysts. Individually, 
Pt and Ru resulted in fast dehydrogenation of ammonia at low potentials which resulted in 
fast deactivation of the catalyst. However, when combined, the Pt allowed for a significant 
rate of recombination of adsorbed nitrogen. A low loading of Ru prevented the fast 
ammonia dehydrogenation from prevailing over the nitrogen recombination step. They 
reported that catalyst preparation using co-electrodeposition allows for a low loading of 
noble metals (~2.5 mg/cm²).  

In another study, they evaluated the electrolysis of ammonia on a high surface area Raney 
Nickel substrate plated with Pt and Rh [45]. The electrodes were characterized by scanning 
electron microscopy, energy dispersive X-ray spectroscopy, and X-ray photoelectron 
spectroscopy. All tested electrodes demonstrated that Rh produced a synergistic effect when 
paired with Pt as a catalyst for ammonia electro-oxidation. Hydrogen was successfully 
produced from a 1M NH3/5M KOH solution at 14.54 Wh/g H2 at a current density of 2.5 
mA/cm² by an anode containing 1 mg/cm² Rh and 10 mg/cm² Pt at ambient temperature and 
pressure. When the Pt loading was reduced to 5 mg/cm², the required energy for electrolysis 
was 16.83 Wh/g of H2. They did not report results when Pt alone is used as catalyst. Their 
results indicated that rhodium can increase the kinetics of the electrolysis reaction while 
allowing a reduced loading of precious catalysts. Their XPS results indicated that 1 mg/cm² 
is the optimum loading of Rh, since it maximized the proportion of the noble metal coverage 
to exposed substrate metal. Nevertheless, the energy required to produce hydrogen is nearly 
10 times higher than the theoretical thermodynamic value.  

In a follow up study, they considered the use of carbon fiber substrate electrodes instead of 
Raney Nickel [46]. An observed decrease in current density with Raney Nickel at 
polarization potentials indicated that blockage of active sites by OH– occurred. This blockage 
was possibly due to non-uniform coverage of the substrate. It resulted in a reduced surface 
area of the active catalyst. It was proposed that OH– competes with NH3 for adsorption on to 
the Pt surface, thereby decreasing the number of available sites for electrolysis. Rh added to 
Pt has been shown to solve this problem by reducing the number of unused catalyst sites 
compared with Pt alone. It was also observed that the reactivity of the catalyst decreased over 
time, indicating that the Ni substrate was not stable. Better results were obtained using 
carbon fiber electrodes [46-47], which allowed for uniform surface coverage of the noble 
metal, prevented blockage of active sites, and were light weight compared with Ni.  They 
also obtained promising results using Pt-Ir-Rh and Pt-Ir catalysts on the carbon fiber 
substrate, which resulted in 91-92% conversion of ammonia to hydrogen at room 
temperature and low ammonia concentrations, and with electrolysis occurring at current 
densities up to 25 mA/cm² and a precious metal loading of 5.5 mg/cm². This corresponds to 
an energy consumption of 18.15 Wh/g of H2 which is higher than those reported by Cooper 
and Botte [45], and a hydrogen generation rate of 1.4 mmol/min/g of catalyst.  

The previous studies were based on bulk catalysts. Other studies have considered the effects 
of nano-sized Pt particles, but they found that the oxidation of ammonia was more sensitive 
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to the structure of Pt particles rather than their size. Vidal-Iglesias et al [48-50] studied 
ammonia oxidation on stepped electrodes consisting of Pt (1 0 0) terraces and Pt (1 1 1) steps. 
They used voltammetry, chronoamperometry, and in situ infrared spectrometry to 
characterize the electrodes and concluded that electrocatalytic activity is increased by a 
factor of up to 7 when Pt (1 0 0) is used rather than Pt (1 1 1) or Pt (1 1 0) as the preferential 
orientation of nano-particles. They found that the oxidation was highly structure sensitive 
and that it took place exclusively on the Pt (1 0 0) sites.  

Vidal-Iglesias et al [51] further considered further the effect of adding nano-sized alloys to 
Pt. Ir, Pd, Rh and Ru were tested. Ru and Pd were found to decrease the oxidation current. 
In fact, as Ru content increased, the oxidation current decreased. They explained this result 
by proposing that Pd and Ru decreased the density as well as the dimensions of the Pt (1 0 
0) sites. However, Ir and Rh were found to enhance the oxidation current at low potentials. 
They also studied the effect of particle size and found that 9 nm Pt particles produced better 
oxidation results than 4 nm particles. This is because the 9 nm particles had a larger number 
of Pt (1 0 0) sites. They thus concluded that oxidation of ammonia on nano-particles is highly 
structure sensitive.  

Much work has been done in developing catalysts to electrolyze ammonia. Calculations show 
that the rate of hydrogen generated via electrolysis is in the order of 0.1 to 1 mmol/min/g of 
catalyst, which is several orders of magnitude lower than what is reported for ammonia 
decomposition.  Also the energy consumption required to produce hydrogen ranges from 14-
18 Wh/g. This energy consumption needs to be reduced to 5.4 Wh/g in order to produce H2 at 
a realistic cost of US$2/kg [45]. This means that oxidation overpotentials must be reduced to 
below 200 mV at much higher current densities than those reported in the literature.  

2.4. Hydrogen production from ammonia borane 

Products of ammonia have also received some attention in the literature as sources of 
hydrogen, with most of the studies focusing on ammonia borane (NH3BH3) or AB. 
Ammonia-borane complex has a high material hydrogen content (about 19.6 wt%) with a 
system-level H2 energy storage density of about 2.74 kWh/L (versus 2.36 kWh/L for a liquid 
hydrogen). Hydrogen can be evolved via hydrolysis of AB.  

 
3 3 2 4 2 22 3NH BH H O NH BO H+ −+ → + +  (8) 

To employ H2 as a direct fuel supply for PEMFCs a suitable catalyst is needed to accelerate the 
hydrolysis of AB. Various catalysts with excellent catalytic performance have been developed 
[52-63]. These include noble metal based catalysts such as Pt, Ru, Rh, Pd, Pt and Au supported 
on alumina; combinations of Pt with Ir, Ru, Co, Cu, Sn, Au and Ni supported on carbon, Rh(0) 
nano-clusters [52-57]; and also non-noble metal based catalysts such as Ni and Co on alumina, 
and Ni and Co nano-particles, Cu/Cu2O, Poly(N-vinyl-2-pyrrolidone) (PVP) stabilized Ni, Ni-
SiO2 and Fe–Ni alloys [58-63]. Unfortunately, most of the aforementioned catalysts, except for 
the magnetic Fe–Ni alloy catalyst, are difficult to use repeatedly in solution because they are in 
a powdery form or are supported weakly on a substrate. The development of catalysts with 
high durability is thus important for practical use. 
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Mohajeri et al [64] studied the room temperature hydrolysis of ammonia borane using 
K2PtCl6 and found the reaction rate to be third order (second order with respect to catalyst 
concentration and first order with respect to AB concentration) with an activation energy of 
86.6 kJ/mol. Their average hydrogen generation rate was 590.3 mmol/min/g of catalyst, 
although this rate varied throughout the test. Good results were also obtained using non-
precious metal catalysts. Eom et al [65] considered the effect of an electroless-deposited Co–
P/Ni foam catalyst on H2 generation kinetics in AB solution and investigated the cyclic 
behavior (durability) of the catalyst. The activation energy for the hydrolysis of AB using the 
Co–P/Ni foam catalyst was calculated to be 48 kJ/mol. Their hydrogen generation rates were 
an order of magnitude lower than ref [64] at room temperature, but increased with the 
temperature of the AB solution. After six cycles, the H2 generation rate dropped to about 
70% of the initial values.  

Xu et al [62-63,66-67] obtained excellent results for hydrolysis of an ammonia borane / sodium 
borohydride (NaBH4) mixture in a 5:1 mass ratio. Their various works utilized different non-
precious nano-catalysts including Ni/silica, Co/silica nano-spheres, unsupported Co nano-
particles and Fe-Ni nano-particles. For unsupported Co and Fe-Ni, they reported extremely 
high hydrogen generation rates at room temperature. Some hydrogen generation rates they 
obtained are calculated using data provided in their references. 10 nm unsupported Co nano-
particles evolved hydrogen at the rate of 775 mmol/min/g, while Fe0.5Ni0.5 generated 178 
mmol/min/g, both at room temperature.  

Although AB has 19.1 wt% hydrogen content, the gravimetric (mass) hydrogen storage 
capacity (GHSC) is relatively low. The GHSC of the AB – H2O system is only 9% when 
hydrolysis is intended in stoichiometric conditions and even lower with excess H2O. 
Practical studies showed that the effective GHSC is typically only 1% [58]. Demirci and 
Miele [68] considered the effect that storing AB in a solid form and regulating the supply of 
H2O would have on the effective GHSC. They used CoCl2 as catalyst, and found that when 
water was supplied in stoichiometric quantities, an effective GHSC of 7.8% was achieved at 
25 °C. They reported the hydrogen generation rate to be 85.9 mmol/min/g of catalyst under 
these conditions.  

Results in this section show that ammonia borane is extremely promising as a hydrogen 
source. Hydrolysis of AB has yielded order of magnitude higher rates of hydrogen 
generation than ammonia decomposition, and it can be done at room temperatures using 
non-precious metal catalysts. These results are shown in Table 4, which shows significant 
variations in the performance of the hydrolysis catalysts. For example the hydrogen 
generation rate using unsupported Co nano-particles is 3 orders of magnitude higher than 
for Co nano-particles supported on silica. It should also be pointed out that in Ref [62], when 
the Ni loading increased, the rate of hydrogen generation increased but by an amount less 
than proportional to the increase in catalyst loading. In other words, as the Ni loading 
increased, the rate of hydrogen generation per gram of catalyst decreased. Thus there is a lot 
that is not yet fully understood. The effects of particle size, loading, support as well as other 
unknown factors need to be investigated in greater detail.  
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Catalyst Conditions 

Hydrogen 
Generation 

Rate 
(mmol/min/g) 

REF 

Co-P/ Cu sheet 30 °C 38.7 [65] 

Co-P/Ni foam 

30 °C 
40 °C 
50 °C 
60 °C 

35.8 
69.3 

130.0 
220.1 

[65] 

K2PtCl6 salt 25 °C 590.3 [64] 
20-30 nm Ni/Si2O3 25 °C 7.0 [62] 
15-30 nm Co/ Si2O3 nano-spheres 25 °C, NH3BH3 / NaBH4 mixture 0.7 [66] 
10 nm unsupported Co particles 25 °C, NH3BH3 / NaBH4 mixture 775.0 [67] 
Fe0.5Ni0.5 nano-particles 25 °C, NH3BH3 / NaBH4 mixture 178.1 [63] 
CoCl2 25 °C, NH3BH3 / NaBH4 mixture 85.9 [68] 

Table 4. Performance of Various Catalysts for Ammonia Borane Hydrolysis 

2.5. Other means of hydrogen generation from ammonia and ammonia products 

Urea is an ammonia product that can be used to generate hydrogen. Urea rich waste water is 
widely abundant and releases ammonia into the atmosphere when purged into rivers and 
lakes. Preliminary work has been conducted in urea electrolysis in alkaline media (equations 
9,10). Typically a KOH electrolyte is used with a Ni based anode catalyst. One of the 
problems encountered in the literature is the instability and deactivation of nickel oxide sites 
during the oxidation of organic compounds [69-70]. Recent research suggested that Rh added 
to Ni enhances stability, reduce overpotentials and increase current densities by a factor of 
200 [71]. Typically KOH is used as the electrolyte, although King and Botte have obtained 
good results using a polymer gel electrolyte, poly(acrylic acid) (PAA) cross-linked polymer 
[72]. They found that an electrolyte containing 8M KOH and 15% PAA (by weight) showed a 
good combination of good conductivity, mechanical strength, and ease of preparation.  

 ( )2 2 2 22
6 5 6CO NH OH N H O CO e− −+ → + + +  (9) 

 2 26 6 3 6H O e H OH− −+ → +  (10) 

Another ammonia product, ammonia hydride was studied by Sifer and Gardner [73] and 
was proposed for use in military applications requiring low power for long durations. Their 
study showed that an ammonia hydride system could provide 483 Wh/kg and operate for 
over 50 hours. This compares well with other batteries used for military applications in 
terms of energy density.  

It is also possible to extract hydrogen by reacting ammonia with metal hydrides such as 
MgH2 [74], LiAlH4 [75] or NaAlH4 [76]. This can be done at moderate temperatures (75-150 
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during the oxidation of organic compounds [69-70]. Recent research suggested that Rh added 
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[72]. They found that an electrolyte containing 8M KOH and 15% PAA (by weight) showed a 
good combination of good conductivity, mechanical strength, and ease of preparation.  

 ( )2 2 2 22
6 5 6CO NH OH N H O CO e− −+ → + + +  (9) 

 2 26 6 3 6H O e H OH− −+ → +  (10) 

Another ammonia product, ammonia hydride was studied by Sifer and Gardner [73] and 
was proposed for use in military applications requiring low power for long durations. Their 
study showed that an ammonia hydride system could provide 483 Wh/kg and operate for 
over 50 hours. This compares well with other batteries used for military applications in 
terms of energy density.  

It is also possible to extract hydrogen by reacting ammonia with metal hydrides such as 
MgH2 [74], LiAlH4 [75] or NaAlH4 [76]. This can be done at moderate temperatures (75-150 
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°C) and has been reported to have 2-3 times higher specific energy and energy density than 
ammonia cracking at 650 °C. However additives are required such as PdCl2 and PtCl4 to 
enhance the rate of hydrogen formation [74]. Paik et al [77] discussed the mechanochemical 
production of hydrogen from ammonia via milling at room temperature on BaTiO3 and 
SrTiO3 catalysts, however H2 production rates are relatively low.  

3. Direct ammonia fuel cells 
When hydrogen is produced from ammonia, there are usually traces of unconverted 
ammonia and nitrogen oxides in the feed. This is sometimes not amenable for use in fuel 
cells. The ammonia acts as a poison to Nafion membrane used in PEM fuel cells. For higher 
temperature fuel cells such as SOFCs, ammonia can be decomposed directly in the fuel cell 
thus negating the need for an external reactor. This section discusses some research 
conducted on the direct use of ammonia in fuel cells. It considers PEM fuel cells, SOFCs, 
alkaline fuel cells, and fuel cells directly utilizing ammonia borane.  

3.1. Polymer Electrolyte Membrane (PEM) Fuel Cells Using Ammonia 

Ammonia has been proposed for use in PEM fuel cells, however, because of the low 
temperature of PEM fuel cell operation, internal ammonia decomposition is not 
thermodynamically favorable. Ammonia must be decomposed externally at higher 
temperatures, then the hydrogen supplied to the fuel cell. If there is not 100% conversion of 
ammonia to hydrogen, then there will be trace amounts of ammonia in the hydrogen feed. 
Unfortunately ammonia has been shown to act as a poison to the Nafion membrane 
typically used in PEM fuel cells.  

Uribe et al [78] studied the effect of ammonia on PEM fuel cells with 0.15-0.2 mg/cm² Pt 
loading using high frequency resistance (HFR). They exposed the fuel cell intermittently to 
hydrogen and ammonia at the anode and found that when exposed to 30 ppm ammonia for 1 
hour, the performance of the cell degraded, but when it was switched back to neat hydrogen, 
full recovery of performance was observed after 18 hours. When it was exposed to ammonia 
for 17 hours, full recovery was not observed within 4 days after switching back to hydrogen. 
Cyclic voltammetry (CV) did not indicate the presence of any adsorbed species at the anode or 
the cathode, thus the poisoning mechanism of ammonia on PEM fuel cells was not 
determined. HFR showed that the cell resistance doubled in 15 hours of ammonia exposure. 
Soto et al [79] performed a similar study but using higher catalyst loading – 0.45 mg/cm² Pt/Ru 
at the anode and 0.6 mg/cm² Pt at the cathode. Using the current interrupt technique, they 
showed that after 10 hours of exposure to 200 ppm ammonia, the cell resistance increased by 
35%. As in Ref [78] CV showed no evidence of any adsorbed species at the anode or cathode. 
They proposed that ammonia affects the anode catalyst layer rather than the cathode catalyst 
layer, primarily because it is supplied at the anode. In these studies, calculations imply that 
ohmic losses were not sufficient to explain the loss in fuel cell performance observed.  

In another test using 0.45 mg/cm² Pt/Ru at the anode and 0.4 mg/cm² Pt at the cathode with 
a Nafion membrane, the cell was exposed to 10 ppm ammonia [80]. The cell resistance 
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gradually increased reaching a steady state value of twice the original value after 24 hours 
of exposure. During this time, the voltage dropped by 160 mV, of which ohmic losses could 
only account for 8 mV. The cell recovered to normal operation after 2-4 hours of neat 
hydrogen. Exposure to 1 ppm of ammonia produced a degradation in performance that was 
slower than for 30 ppm, but the cell resistance tended to the same steady state value of 
double the original resistance after more than 1 week of exposure. Using Pt vs Pt/Ru at the 
anode did not significantly alter the poisoning profile, thus they concluded that it was 
unlikely to be the anode catalyst layer that was affected. Szymanski et al [81] studied the 
effect of ammonia on phosphoric acid fuel cells. They found that for a PAFC operating at 
191 °C, it was the oxygen reduction reaction at the cathode that was most affected by the 
presence of ammonia. When 1% of H3PO4 was converted to (NH4)H2PO4, the cathode 
activity decreased by 84%.  

Halseid et al [80] performed a unique test using a symmetric H2/H2 PEM cell – hydrogen 
supplied at both electrodes. Then one of them was switched to 10 ppm ammonia. They 
observed that the cell resistance did not decrease when the ammonia supply was stopped, 
and that a limiting current existed not due to mass transport, but due to a reaction limiting 
current possibly attributed to the Tafel step in the Tafel-Volmer hydrogen oxidation reaction 
(HOR) mechanism. They interpreted this to mean that ammonium remains in the membrane 
phase, confirming the low volatility of ammonium in PFSA ionomers. Performance 
degradation followed a first order response therefore could not be the result of ammonia 
adsorption on the carbon of the GDL. Oxidation of ammonia on Pt in acidic solutions to 
form N2 or NOx was also unlikely to be significant at the anode. At high cell potentials, they 
proposed that a platinum oxide is formed at the catalyst sites, thus reducing the 
effectiveness of the catalyst. They proposed that ammonium transfers across the PEM 
membrane within minutes, affecting not only the anode side but the cathode as well. They 
postulated that ammonium does not adsorb on to the anode catalyst, but shifts the potential 
of the H2 adsorption process in Pt solutions, but not H2 desorption [82]. Ammonium in 
sulfuric acid (low concentrations 10% NH4) has been shown to increase the cathode 
overpotential by up to 100 mV at any given current density. They suggested the possibility 
of an adsorbed species from the electrochemical oxidation of ammonium that blocks active 
sites, or the result of a mixed potential at the cathode due to simultaneous oxygen reduction 
and ammonium oxidation [80].  

Hongsirikarn et al [83-84] performed further studies on the effects of ammonia on Nafion, 
measuring the membrane conductivity in the liquid and gas phases. They prepared their 
membranes using HCl and NH4Cl to simulate the desired concentrations of H+ and NH4+ in 
the membrane. They measured conductivity via a two probe technique using a frequency 
response analyzer. The room temperature conductivity of Nafion 117 in distilled water 
decreased almost linearly from 115 mS/cm to 24 mS/cm when NH3 content increased from 0 
to 100%. Ammonia tolerance was also seen to improve with temperature. The effect of 
ammonia on conductivity was more severe in the gas phase than the aqueous phase because 
in the gas phase, only small amounts of water vapor were present, and the strong anion 
sulfonic sites stabilized the ammonium ion in the structure [80]. They also performed tests 
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exposing Nafion membranes to 5-30 ppm NH3 gas, similar conditions to operating fuel cells. 
Conductivity decreased from 30 mS/cm to a steady state value of 2.5 mS/cm over time, with 
the rate of degradation increasing with ammonia concentration. 30 ppm required roughly 6 
hours to reach a steady state poisoning whereas 5 ppm took 36 hours [83]. 

NH3 poisoning of PEM fuel cells is a slow process unlike CO poisoning. Recovery is also 
slow. This is due to the relatively slow diffusion of ammonium in the membrane, and the 
slow process of ammonium oxidation which results in ammonium sinks (for diffusion). For 
use in PEM, ammonia must be removed from the fuel stream. Saika et al [85] suggested an 
ammonia recirculation system that can reduce the ammonia content in the fuel stream from 
300 ppm to 0 ppm. This involves dissolving ammonia in water (H2 and N2 do not dissolve) 
and recirculating the ammonia. However, much more work is needed to refine this particular 
area of research. The alternative is enhancing the catalysts (perhaps the cathode rather than 
the anode) with other noble metals (perhaps Ir) to enhance ammonium oxidation [80].  

To date, no studies have been reported showing the effects of ammonia on polybenzimidazole 
(PBI) membranes, which are an alternative intermediate temperature polymer electrolyte 
membrane to Nafion. PBI is normally doped in phosphoric acid and operates up to 200 °C. 
These conditions are not suitable for internal ammonia decomposition. However it is not 
known how traces of ammonia in the hydrogen feed would affect the performance of PBI 
membranes. This remains a subject for future work.  

3.2. Direct ammonia solid oxide fuel cell 

Ammonia has proven to be problematic for PEM fuel cells involving Nafion since both the 
conductivity of the membrane and the activity of the catalysts are adversely affected by 
trace amounts of ammonia in the fuel feed. This requires either 100% conversion of 
ammonia to hydrogen which is not always guaranteed, or total clean up of ammonia which 
is not always practical. Various researchers have investigated solid oxide fuel cells for direct 
ammonia oxidation. In fact ammonia can actually allow for smaller scale operation of SOFCs 
[86]. Farhad and Hamdullahpur reported a 100 W SOFC system where 1 liter of ammonia 
can provide nearly 10 hours of sustained power [87].  

Ammonia decomposes readily at the high temperatures of SOFCs and has not been shown 
to act as a poison to the ceramic electrolytes utilized in SOFCs. Research into ammonia 
SOFCs can be divided into two categories – SOFC-O (oxygen ion conducting electrolytes) 
and SOFC-H (proton conducting electrolytes). SOFC-O entails an oxygen ion conducting 
electrolyte, such as yittria stabilized zirconia (YSZ) or samarium doped ceria (SDC), and 
water formation at the anode. SOFC-H entails a proton conducting ceramic electrolyte such 
as barium cerate and water formation at the cathode.  

3.2.1. Ammonia Fed SOFC-O 

 2
2 2 2H O H O e− −+ → +  (11) 
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 2
20.5 2O e O− −+ →  (12) 

The anode and cathode half cell equations for the SOFC-O fuel cell are shown respectively 
in equations 11 and 12. Pioneering research in this field was conducted by Wojcik et al [88]. 
They used an SOFC with a YSZ electrolyte at 800 °C with various catalysts – Fe, Ag, and Pt. 
Their objective was to test the various electrodes (catalysts). Their work raised the 
possibility of NO formation at the anode according to equation 13. 

 3 2 24 5 4 6NH O NO H O+ → +  (13) 

The objective of the catalyst is to decompose NH3 to H2 faster than NO can be produced. 
Their research has ranked the catalysts in the following order of decreasing performance: Pt 
> Fe > Ag. They found that with Pt as the catalyst, fuel cells operating with NH3 showed 
very little difference in performance to those operating with H2, indicating that complete 
decomposition of NH3 occurs over Pt. They discussed the possibility of using Ni although 
they did not test it in their fuel cells.  

Detailed experimental investigation by Sammes and Boersma [86] have shown that Ni 
outperformed Ag and Pt in the temperature range 500 – 800 °C, with 90% conversion of 
ammonia occurring at 800 °C. Choudhary and Goodman [89] suggested that Ni electrodes 
can produce 5-10 times higher power densities than Ag or Pt. As the temperature increases, 
the performance of the ammonia fed cell approaches that of the hydrogen fed cell since 
conversion of ammonia approaches 100%, confirming the findings of Wojcik et al [88]. With 
the Ni-YSZ/YSZ/Ag (Ni-YSZ anode, YSZ electrolyte and Ag cathode) system at 700 °C, the 
ammonia cell actually performed better that the hydrogen cell. At 800 °C, a planar SOFC 
showed a peak power density of 75 mW/cm² (using a 0.4 mm thick electrolyte) while a 
tubular SOFC showed a peak power density of 10 mW/cm² (using 1 mm thick electrolytes). 
Fournier et al found that at 800 °C, a peak power density of 60 mW/cm² was achieved [90]. 
Dekker and Rietveld [91] used an anode supported system – NiO-YSZ/YSZ/LSM at 700 °C 
and obtained a peak power density of 55 mW/cm². They suggested that the temperature be 
at least 700 °C for sufficient ammonia conversion. 

Most of the early work used electrolyte supported systems, which contained thick 
electrolytes with high ohmic overpotentials. As a result their peak power densities were in 
the order of 10 mW/cm². Zhang et al [92] prepared thin electrolytes (15 μm thick) by coating 
onto the anode substrate by a vacuum assisted dip-coating method using a YSZ slurry. Their 
anode supported NiO-YSZ tube was prepared by extrusion method. Their results showed a 
peak power density of 200 mW/cm² at 800 °C with NH3 as fuel with no NOx emissions 
detected. The equivalent peak power density with H2 as fuel was 202 mW/cm². Ma et al [93] 
tested anode supported SOFCs based on a YSZ thin film electrolyte (30 μm thick), prepared 
by dry pressing, which they reported to be a reproducible way of producing thin film 
electrolytes by controlling the amount of powders used. With liquid ammonia as the fuel, 
they obtained power densities of 299 and 526 mW/cm² at 750 and 850 °C respectively. These 
results reveal a high temperature sensitivity. Open circuit voltage (OCV) analysis showed 
that ammonia oxidation occurs via two stages – cracking of ammonia and oxidation of 



 
Hydrogen Energy – Challenges and Perspectives  348 

 2
20.5 2O e O− −+ →  (12) 

The anode and cathode half cell equations for the SOFC-O fuel cell are shown respectively 
in equations 11 and 12. Pioneering research in this field was conducted by Wojcik et al [88]. 
They used an SOFC with a YSZ electrolyte at 800 °C with various catalysts – Fe, Ag, and Pt. 
Their objective was to test the various electrodes (catalysts). Their work raised the 
possibility of NO formation at the anode according to equation 13. 

 3 2 24 5 4 6NH O NO H O+ → +  (13) 

The objective of the catalyst is to decompose NH3 to H2 faster than NO can be produced. 
Their research has ranked the catalysts in the following order of decreasing performance: Pt 
> Fe > Ag. They found that with Pt as the catalyst, fuel cells operating with NH3 showed 
very little difference in performance to those operating with H2, indicating that complete 
decomposition of NH3 occurs over Pt. They discussed the possibility of using Ni although 
they did not test it in their fuel cells.  

Detailed experimental investigation by Sammes and Boersma [86] have shown that Ni 
outperformed Ag and Pt in the temperature range 500 – 800 °C, with 90% conversion of 
ammonia occurring at 800 °C. Choudhary and Goodman [89] suggested that Ni electrodes 
can produce 5-10 times higher power densities than Ag or Pt. As the temperature increases, 
the performance of the ammonia fed cell approaches that of the hydrogen fed cell since 
conversion of ammonia approaches 100%, confirming the findings of Wojcik et al [88]. With 
the Ni-YSZ/YSZ/Ag (Ni-YSZ anode, YSZ electrolyte and Ag cathode) system at 700 °C, the 
ammonia cell actually performed better that the hydrogen cell. At 800 °C, a planar SOFC 
showed a peak power density of 75 mW/cm² (using a 0.4 mm thick electrolyte) while a 
tubular SOFC showed a peak power density of 10 mW/cm² (using 1 mm thick electrolytes). 
Fournier et al found that at 800 °C, a peak power density of 60 mW/cm² was achieved [90]. 
Dekker and Rietveld [91] used an anode supported system – NiO-YSZ/YSZ/LSM at 700 °C 
and obtained a peak power density of 55 mW/cm². They suggested that the temperature be 
at least 700 °C for sufficient ammonia conversion. 

Most of the early work used electrolyte supported systems, which contained thick 
electrolytes with high ohmic overpotentials. As a result their peak power densities were in 
the order of 10 mW/cm². Zhang et al [92] prepared thin electrolytes (15 μm thick) by coating 
onto the anode substrate by a vacuum assisted dip-coating method using a YSZ slurry. Their 
anode supported NiO-YSZ tube was prepared by extrusion method. Their results showed a 
peak power density of 200 mW/cm² at 800 °C with NH3 as fuel with no NOx emissions 
detected. The equivalent peak power density with H2 as fuel was 202 mW/cm². Ma et al [93] 
tested anode supported SOFCs based on a YSZ thin film electrolyte (30 μm thick), prepared 
by dry pressing, which they reported to be a reproducible way of producing thin film 
electrolytes by controlling the amount of powders used. With liquid ammonia as the fuel, 
they obtained power densities of 299 and 526 mW/cm² at 750 and 850 °C respectively. These 
results reveal a high temperature sensitivity. Open circuit voltage (OCV) analysis showed 
that ammonia oxidation occurs via two stages – cracking of ammonia and oxidation of 

 
Ammonia as a Hydrogen Source for Fuel Cells: A Review 349 

hydrogen. The ammonia and hydrogen fueled cells had the same electrolyte resistances, 
however the ammonia cell had a higher interfacial polarization resistance at temperatures 
less than 750 °C.  
 

SOFC-O System
(anode/electrolyte/cathode)

Electrolyte Thickness
(µm) Temperature Power Density 

(mW/cm²) REF 

Pt-YSZ/YSZ/Ag 200 
1000 
900 
800 

125 
90 
50 

[88] 

Ni-YSZ/YSZ/Ag planar 
Ni-YSZ/YSZ/Ag tubular 

400 
1000 

800 
75 
10 

[89] 

NiO-YSZ/YSZ/Ag 400 800 60 [90] 
NiO-YSZ/YSZ/LSM 150 700 55 [91] 

Ni-YSZ/YSZ/YSZ-LSM 30 
750 
850 

299 
526 

[93] 

Ni-YSZ/YSZ/YSZ-LSM 15 800 200 [92] 

Ni-SDC/SDC/SSC-SDC 50 
500 
600 
700 

65 
168 
253 

[96] 

NiO-SDC/SDC/SSC-SDC 24 650 467 [94] 
Ni-SDC/SDC/BSCF 10 700 1190 [95] 

Table 5. Summary of SOFC-O Peak Power Densities 

Another oxygen ion conducting electrolyte tested in the literature is SDC. Liu et al [94] 
compared liquid methanol, ammonia and hydrogen as fuels in a SOFC with a NiO-SDC 
anode, a 24 μm SDC electrolyte and a Sm0.5Sr0.5CoO3 (SSC)-SDC cathode.  At 650 °C, they 
obtained peak power densities of 698 mW/cm² (methanol), 870 mW/cm² (H2) and 467 
mW/cm² (NH3) mW/cm². Meng et al [95] fabricated a 10 μm thick SDC electrolyte using a 
glycine-nitrate process, with Ni-SDC as the anode and Ba0.5Sr0.5Co0.8Fe0.2O3-δ BSCF as the 
cathode. A peak power density of 1190 mW/cm² was obtained at 700 °C. At this 
temperature, the performance of a hydrogen fueled cell was 1872 mW/cm². Unlike previous 
works, they observed marked differences between the ammonia and hydrogen fueled cells 
at the respective temperatures. Their explanation was that the thermocouple reading was 
higher than the actual cell temperature because of the endothermic nature of the ammonia 
decomposition reaction. Nevertheless, their observed power densities were among the 
highest reported in the literature, primarily because of their thin electrolytes. Also 
noteworthy is that with the thinner SDC electrolytes, high power densities were observed at 
lower temperatures. No endurance tests were reported for such thin electrolytes.  

With thin electrolytes, the power density of ammonia fed SOFC-O systems has been 
tremendously improved. At higher temperatures, the conversion of ammonia to hydrogen 
increases, and as a result, the performance of the ammonia fed system approaches that of 
the hydrogen fed system. Ni has been shown to be a very active catalyst for the ammonia 
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decomposition and hydrogen oxidation reactions. However, due to the slow diffusion of 
oxygen ions through the electrolyte, the anode reaction is the rate limiting step [7]. This 
allows for the production of NOx at the anode, although the use of Fe based catalysts can aid 
in reducing NOx production. Table 5 summarizes the results of SOFC-O research presented. 

3.2.2. Ammonia Fed SOFC-H 

SOFC-O requires relatively high temperatures of operation (800-1000 °C), otherwise the 
conductivity of the YSZ electrolyte suffers, although better peak power densities have been 
observed with SDC electrolytes than YSZ. At intermediate temperatures (400-600 °C), the 
conductivity of SOFC-O electrolytes are significantly diminished. This problem can be 
resolved by utilizing thinner electrolytes which have been achieved, or by using proton 
conducting electrolytes. At these intermediate temperatures, proton conducting electrolytes 
such as BaCeO3 and SrCeO3 have better ionic conductivity than YSZ, thus making SOFC-H 
an attractive alternative at these temperatures. Another advantage of using SOFC-H is that 
since oxygen ions are not conducted through the electrolyte, the chances of producing NOx 
are significantly reduced. Some of the common electrolytes proposed include BaCeO3 and 
BaZrO3, with the former (barium cerate) receiving a lot of attention in the literature. 
Commonly reported doping materials for barium cerate include gadolinium, 
praseodymium, and europium. The anode and cathode half cell reactions for the SOFC-H 
system are shown respectively in equations 14 and 15. 

 2 2 2H H e+ −→ +  (14) 

 2 20.5 2 2O H e H O+ −+ + →  (15) 

Maffei et al [96-97] published some early work on ammonia fed SOFC-H systems. They used 
barium cerate doped with gadolinium and praseodymium (BCGP) as the electrolyte, and 
obtained a peak power density of 35 mW/cm² at 700 °C. This was essentially the same peak 
power density observed when hydrogen was used as the fuel. It should be noted that their 
electrolyte was 1.3 mm thick. Gas chromatography analysis showed no NOx emission. 
Stability was observed for 100 hours of operation. With a barium cerate doped with 
gadolinium (BCG) electrolyte, the peak power density was 25 mW/cm². In a subsequent 
publication [98], they reported barium cerate doped with europium (BCE) as the electrolyte. 
The BCE powders prepared by conventional solid state synthesis and the final electrolytes 
pressed to 1 mm thickness. Pt was used as the electrodes. The IV curves showed very little 
electrode polarization implying that most of the voltage drops were due to ohmic losses in 
electrolyte. The OCV was less than 0.7 V due to significant electronic conduction in the 
electrolyte. At 700 °C, the peak power densities observed were 32 mW/cm² for the NH3 cell 
and 38 mW/cm² for the H2 cell. They attributed this difference to the reduced partial 
pressure of hydrogen due to nitrogen formation in the NH3 fed cell. Sustained operation 
was observed for over 200 hours. In yet another publication [99], they used a novel cermet 
anode consisting of Ni, europium doped barium cerate, a mixed ionic and electronic solid 
anode (BCE-Ni), and a BCGP electrolyte (1 mm thick). The BCGP and BCE components 
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were fabricated using conventional solid state synthesis techniques. They found the BCE-Ni 
anode to be superior to the Pt anode in that a mere 1% weight composition of Ni was 
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the NH3 fed system were 28 mW/cm² using the NiO anode compared to 23 mW/cm² using 
Pt. Sustained operation was observed for over 500 hours at 450 °C. Thus they obtained 
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power densities of 147 mW/cm² at 600 °C. Their OCV was 1.12 V at 600 °C and 1.10 V at 650 
°C. These values are slightly lower than those for hydrogen fed cell because of the reduced 
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cathode, and obtained peak power density of 355 mW/cm² and an OCV of 0.975 V at 700 °C. 
Gas chromatography showed that the partial pressure of NO was in the order of 10-12 atm. 
Lin et al [103] had similar observations with a 35 μm BaZr0.1Ce0.7Y0.2O3_δ (BZCY) electrolyte 
with BZCY/Ni anode and Ba0.5Sr0.5Co0.8Fe0.2O3_δ (BSCF) cathode. Both BZCY and BSCF oxides 
were synthesized by a combined ethylenediaminetetraacetic acid (EDTA)–citrate 
complexing sol-gel process. Their peak power densities were 420 and 135 mW/cm² at 700 
and 450 °C respectively. At 450 °C, the OCV was 0.98 V with ammonia compared to 1.1 V 
with hydrogen, the difference being attributed to reduced partial pressure. Based on 
impedance tests, they concluded that the actual operating temperature of the reaction may 
be lower (by about 35-60 °C) because of the endothermic nature of the reaction. 
 

SOFC-H System 
(anode/electrolyte/cathode) 

Electrolyte 
Thickness

(µm) 
Temperature

Power 
Density 

(mW/cm²) 
REF 

Pt/BCGP/Pt 
Pt/BCG/Pt 

1300 700 
35 
25 

[96] 
[97] 

Pt/BCE/Pt 1000 700 32 [98] 
Ni-BCE/BCGP/Pt 1000 600 23 [99] 
Ni-BCG/BCG/LSCO 50 700 355 [100] 

Ni-BZCY/BZCY/BSCF 35 
450 
700 

135 
420 

[103] 

Ni-CGO/BCG/BSCF 30 600 147 [101] 
NiO-BCNO/BCNO/LSCO 20 700 315 [104] 

Table 6. Summary of SOFC-H Peak Power Densities 
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Zhang and Yang [101] were able to further reduce the electrolyte thickness to 30 μm based 
on a CGO-Ni/BCG/BSCF system and obtained a peak power density of 147 mW/cm² at 600 
°C. The thinnest proton conducting electrolyte reported was a 20 μm BaCe0.9Nd0.1O3−δ 

(BCNO) electrolyte fabricated with a suspension spray method, with a NiO-BCNO anode 
and a La0.5Sr0.5CoO3−δ (LSCO)-BCNO cathode [104]. Their peak power density was only 315 
mW/cm² however. They attributed this lower than expected value to the dense anode layer 
which resulted in incomplete reduction of NiO into Ni, thereby reducing the activity of the 
anode catalyst. Tests with a less dense anode were not reported.  Table 6 summarizes the 
results of SOFC-H systems reported. 

A significant advantage of direct ammonia SOFCs is that non-precious metal catalysts can 
be used. Nickel has been shown to be the most effective anode catalyst for both SOFC-O and 
SOFC-H – for both ammonia decomposition and hydrogen oxidation. This is critical for cost 
reduction. Perhaps SOFCs hold the best prospects for direct ammonia use in fuel cells. Thin 
electrolytes have been achieved with both SOFC-O and SOFC-H and both have reported 
high power densities. Most importantly, the performance of the SOFC has not been reported 
to be significantly diminished using ammonia instead of hydrogen as the fuel. There is no 
clear consensus on which of the two SOFC types is better. Although, some studies have 
reported concerns about NOx formation at the anode of SOFC-O, in practice this has not 
been observed. NO formation is more likely in SOFC-O at high temperatures and high 
current densities when both the ammonia decomposition rate and the oxygen ion flow rate 
are high. However, in one study, NO was not detected up to 800 °C [102]. With anode 
supported SOFC-O systems (thick anodes and thin electrolytes), gas chromatography 
studies have shown that NH3 completely decomposes by the Ni catalyst long before it 
reaches the triple phase boundary (TPB) [92].  

3.3. Other Types of Ammonia Fuel Cells  

Anhydrous ammonia has been proposed for use in alkaline fuel cells [105]. Aqueous 
alkaline electrolytes are tolerant to ammonia, unlike Nafion used in PEM fuel cells 
[10,20,34,106]. In a test cell, an AFC was run on ammonia for over 100 hours without any 
signs of poisoning [107]. However, at the low temperatures in which AFCs operate, 
ammonia will not readily release hydrogen atoms, therefore a separate external reformer is 
required [105]. Ganely [108] developed a test cell using a eutectic mix of NaOH and KOH 
fueled with pure ammonia and compressed air. The peak power density observed was only 
40 mW/cm² at 450 °C. The electrodes were Ni tubes dipped into the molten electrolyte. One 
problem observed during the operation of the cell is that at the cathode, Ni oxidized to NiO 
and suffered reduced conductivity. They solved the problem by pretreating the Ni with 3M 
LiOH solution at 100 °C for 24 h while maintaining an anodic current of 1 mA/cm². The 
Nickel was thermally and electrochemically converted into a hydrated Nickel oxide, which 
was then electrochemically oxidized and lithiated by cationic exchange to produce LiNiO2. 
This lithiated nickel was more stable and did not polarize during a 2-4 hour test.  
Nevertheless, the liquid electrolyte system suffers from high ohmic losses due to large 
electrode separation compared with solid state technology. Also the active catalyst sites are 
reduced due to the bulk nature of the electrodes. This problem is inherent to AFCs. Another 
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potential problem with AFCs is that they require air that is free of CO2, because of an 
unfavorable reaction between KOH and CO2 [109].  

Ammonia borane has already been discussed as a hydrogen source. However, there has 
been preliminary work suggesting that it can be utilized directly in fuel cells. This way, a 
greater reversible potential (1.616 V at 25 °C) can be achieved and thus greater power if it is 
used directly in fuel cells [110]. The anode and cathode half cell reactions are shown 
respectively in equations 16 and 17. 

 
3 3 2 4 26 4 6NH BH OH BO NH H O e− − + −+ → + + +  (16) 

 
2 21.5 3 6 6O H O e OH− −+ + →  (17) 

In a test cell using a Nafion 117 membrane with Vulcan XC-72 30% Pt catalyst (0.15 mg/cm² 
loading) and carbon cloth electrodes, a peak power density of 14 mW/cm² was achieved at room 
temperature [110]. However, in the test cell, it was noticed that hydrogen gas was evolved at the 
anode indicating that hydrolysis of AB took place. The authors suggested that this could be 
inhibited by using thorium as an additive. Alternatively increasing the pH could also be used to 
avoid hydrolysis. In a follow up work, the Nafion membrane was replaced by a 28 μm thick 
anion exchange membrane from Tokuyama Corp. This time, peak power densities of 110 
mW/cm² and 40 mW/cm² were achieved at 45 °C and 25 °C respectively. They also were able to 
run the fuel cell at 50 mA/cm² and 120 mA/cm² for over 20 hours without noticeable 
degradation in performance. However, energy dispersive X-ray spectroscopy (EDX) 
measurements showed that AB migrated across the anion exchange membrane and was 
directly oxidized at the cathode, thus greatly reducing the cell performance at higher current 
densities [111]. Kiran et al [112] tested a AB fuel cell using a TiC anode, Pt/C cathode with a 
Nafion 117 membrane, and obtained a peak power density of 110 mW/cm², 85 mW/cm² and 45 
mW/cm²  at 80 °C, 60 °C and 25 °C. respectively. This work allowed for the use of a non-
precious catalyst, however the performance of the cell at 80 °C was not comparable to Ref [111].  

Based on the half cell reactions, a significant amount of hydrogen is not extracted from 
ammonia borane. Zhang et al [111] suggests that 2BO− can be reverted to 4BH− through a 
reaction with a saline hydride (MgH). Then it can be converted back to NH3BH3 using a 
diethyl ether at room temperature and recycled. However, this just adds to the overall cost 
of the system. Another major drawback to ammonia borane fuel cells is that ammonium is 
produced in the anode reaction and this has already proven to be problematic for Nafion 
membranes. Based on present research, ammonia borane is more effective as a hydrogen 
source via hydrolysis than as a direct fuel in fuel cells. Much more work is needed to 
develop this technology.  

4. Modeling and simulation of ammonia fed fuel cells 

Research into ammonia fuel cells is relatively new and most of the work reported in the 
literature has been experimental. There have been a few works devoted to modeling of 
ammonia fuel cells, however this remains a relatively underdeveloped field. Mathematical 
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or computational modeling is useful in that it can help attain information on the fuel cell 
that cannot be measure in situ. Most of the models reported thus far have been thermo-
electrical models, with very few reporting comprehensive CFD type modeling. All of these 
models use parameters reported in the experimental literature. 

Ni et al [113] published a thermodynamic model comparing the theoretical performance of 
SOFC-O and SOFC-H. Their computations showed that SOFC-H had a higher equilibrium 
potential (1000 vs 850 mV) and higher efficiency (72 vs 61 %) than SOFC-O at 800 °C. This 
assumed 80% fuel utilization and 20% oxygen utilization, 100% conversion of ammonia, and 
no formation of NOx. Efficiency was defined as the ratio of electrical work to the lower 
heating value (LHV) of ammonia. The efficiency of both fuel cells decreased with 
temperature because of decreasing reversible potential, however the SOFC-H had an 11% 
higher efficiency.  The reason for the better performance of SOFC-H is that water is not 
produced at the anode and therefore does not dilute the hydrogen. This model dealt 
primarily with thermodynamic equilibrium or reversible conditions. 

This was followed by a 1D electrical model of a SOFC-H comparing the performance with 
NH3 and H2 as fuel [114]. This model incorporated the Nernst equation, Butler-Volmer 
equation, ohm’s law, and the dusty gas model to determine partial pressures at the 
electrode/electrolyte interface, with the finite difference method used to solve the system of 
differential equations. Their results showed that the NH3 fed cell always maintained a lower 
potential than the H2 fed cell. These differences were insignificant for electrolyte supported 
systems (thick electrolytes), however with anode supported systems (thin electrolytes), the 
differences became pronounced. N2 dilution of H2 was cited as the reason for this 
observation. At 800 °C, their peak power densities for the SOFC-H / NH3 system were 68, 
440 and 820 mW/cm² respectively for 500, 50 and 10 μm electrolyte thicknesses. In another 
1D electrical model, the same authors compared the effect of electrolyte type on NH3 fed 
SOFC systems, i.e. SOFC-O vs SOFC-H [115]. Surprisingly they found that under operating 
conditions (non-equilibrium), the potential of the SOFC-H was lower than that of the SOFC-
O especially at higher current densities (respective peak power densities at 800 °C for a 50 
μm electrolyte thicknesses were 360 and 420 mW/cm²). This result is not consistent with Ma 
et al [102], who experimentally compared both systems at 700 °C and found their SOFC-H to 
have higher power densities than their SOFC-O (355 vs 252 mW/cm², both with 50 μm 
electrolytes). It is possible that as temperature increases, the SOFC-O performance improves 
compared to the SOFC-H. It is also possible that Ref [115] used a higher electrolyte 
resistance for the SOFC-H than those reported in the literature since the results of a model 
depend heavily on the parameters inputted to the model. They also noted that the SOFC-H 
had a higher anode concentration overpotential than the SOFC-O but a lower cathode 
concentration overpotential. It appears that the formation of water increases the 
concentration overpotential at the electrode where it is formed (anode for SOFC-O and 
cathode for SOFC-H). Dincer et al [116] performed a similar study and confirmed this 
finding. However, unlike Ref [115], they found that the SOFC-H outperformed the SOFC-O 
in both open and closed circuit conditions. Respective peak power densities at 800 °C for 30 
μm electrolytes were 700 and 590 mW/cm². It should be noted that Ref [116] used a lower 
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electrolyte resistance for the SOFC-H than Ref [115], which may account for their 
contradicting conclusions.  

Ni et al [117] published an improved electrical model. The previous models assumed 
complete decomposition of ammonia, which is not realistic at lower temperatures utilized in 
SOFC-H. This work accounted for reactive transport of ammonia through the porous anode 
utilizing correlations reported by Chellappa et al [34], consistent with Ni/Al2O3 anode 
catalysts. Simulations showed that at 800 °C, complete conversion of ammonia to hydrogen 
occurred in the outer 10% of the anode. At 600 °C, ammonia permeated through 60% of the 
anode, but decomposed fully. At 400-500 °C however, only 10-40% conversion of ammonia 
was predicted. They thus recommended that SOFC-H be operated above 600 °C to avoid 
unconverted ammonia. One weakness of this work is that it did not compare the fuel cell 
performance with the previous models which assumed complete conversion of ammonia at 
the intermediate temperatures. This would have allowed a quantification of the effect of 
unconverted ammonia. The model also did not account for the inhibition effect of hydrogen 
on ammonia decomposition at the lower temperatures which were reported in the 
experimental literature (Section 2.2).  

Ni et al [118] reported the first CFD based model of ammonia fuel cells. They developed a 2D 
thermo-electric model that combines a thermodynamic model, an electrochemical model, a 
chemical model for ammonia decomposition, and a CFD model for heat and mass transfer. 
This work focused on a planar anode supported SOFC-O based on a Ni-YSZ anode supplied 
with gases at 600 °C. Results demonstrated that high temperature gradients existed inside the 
cell – decreasing by up to 100 °C over 5 mm of channel length in some cases. High 
temperatures occurred near the anode and cathode inlets, but decreased because of the 
endothermic nature of the ammonia decomposition reaction. The fact that the rate of 
decomposition increases with temperature exacerbates the thermal gradients. Increasing the 
current density (decreasing cell potential from 0.8 to 0.3 V) decreased the temperature 
variations slightly, but not significantly. Increasing the flow velocity also was not shown to be 
effective in reducing the temperature variation. It was observed that increasing flow velocity 
by a factor of 10 resulted in a decrease in current density and Nernst potential, thus decreased 
the heat generation by the electrochemical reactions. This effect was more significant than the 
increased convection associated with the higher flow rates. The temperature variation 
actually increased when the flow velocity increased. Decreasing the flow rate, however, 
decreased the temperature variation to 30-40 °C (between inlet and outlet). They also 
observed a “cold spot” upstream in the electrolyte, which was approximately 67 °C colder 
than the inlet temperatures. This observation is consistent with what has been reported in 
some experimental works [95,103]. This simulation was based on parallel flow operation. No 
simulation was shown for counter flow operation or for tubular SOFCs with injection tubes, 
which may help to better distribute the temperature within the fuel cell.  

Dincer et al [119] performed an exergy analysis on a combined heat and power system 
(CHP) with energy storage and heat recovery for vehicular application. The CHP entails an 
ammonia fed SOFC-H, a microturbine, a compressor, three compact heat exchangers, and a 
heat recovery unit. Their proposed system used ammonia (stored at 10 bar) and exiting the 
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compressor at 600 °C before entering the fuel cell. They found that the system efficiency 
ranged from 60-90 % while energy efficiency ranged from 40-60 %. The rate of entropy 
generation decreased by 25% for every 100 °C increase in operating temperature. Exergy 
efficiency increased with current density for both the SOFC and the CHP system. As 
temperature increased, they observed that energy efficiency decreased while exergy 
efficiency increased. The authors recommended that the SOFC be operated with an exhaust 
temperature between 1200 and 1300 °C. It is questionable however whether such high 
temperatures are appropriate for vehicular applications. 

Other works have focused on numerical simulation of the decomposition reactor [120-122]. 
Chein et al [123] theoretically and numerically predict H2 generation over packed beds of 
Ni-Pt/Al2O3 particles using a chemical reaction model to account for varying rates of 
ammonia decomposition. Their results indicated that the porosity and permeability of the 
packed bed did not significantly affect the performance of the reactor, at least for the range 
of values investigated, and that their results gave the same predictions as a 1D plug flow 
model. They recommended low flow rates of ammonia to increase the residence time in the 
reactor, thus allowing for higher conversion efficiencies to be attained at lower temperatures. 
However, one major assumption in their model is that of an isothermal reactor. Ni [118] has 
shown that there are significant temperature variations as a result of the endothermic nature 
of the ammonia decomposition reaction. It is also possible that the model reported in Ref 
[123] was too simplistic, and did not account for the effects of intermediate species, which 
may depend on porosity and permeability.  

Alagharu et al [124] modeled an ammonia decomposition reactor for a 100 W PEM fuel cell. 
It was shown that operating the reactor adiabatically results in a sharp decrease in 
temperature due to endothermic reaction, which resulted in low conversion rates of 
ammonia. For this reason, the reactor was heated electrically to provide heat for the 
endothermic reactions. It was observed that when the reactor was operated non-
adiabatically, it was possible to get over 99.5% conversion of ammonia. In this simulation, 
fuel entered the reactor at 520 °C, decreasing to 480 °C within the first 5% of the reactor, then 
exiting at nearly 600 °C. They proposed operating conditions where ammonia is supplied to 
the reactor at 0.9 mmol/s, supplying a power of 142 W to a stack of 20 PEM fuel cells, of 
which 42 W is used to heat the reactor.  

Thus far, modeling of ammonia fuel cells is a new field of research. The present models 
account for direct internal ammonia decomposition in the fuel cell anode, however, all the 
models have reported SOFC performance at elevated temperatures (600-800 °C). It is also 
possible to operate SOFC-H at lower temperatures (400-500 °C), however no model has as 
yet taken into account the effect of hydrogen inhibition on the rate of ammonia 
decomposition that has been reported at these temperatures (section 2.2). Fuel cell models 
should also propose strategies for dealing with temperature drops inside the fuel cell due to 
the endothermic nature of ammonia decomposition. Reduced temperature adversely affects 
the performance of the cell, while high thermal gradients adversely affect its longevity. 
Future models must also consider the effect of the nano and micro structure on fuel cell 
performance – the effect of catalyst particle size, particle loading with the supports, and 
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support conductivity. Also no work has as yet simulated the ammonia poisoning effect in 
PEM fuel cells or the behavior of direct ammonia borane fuel cells. These are all subjects for 
future work.   

5. Conclusions 

Ammonia has been shown to be a cost effective means of hydrogen storage for fuel cells. Its 
energy cost based on high heating value is less than hydrogen, natural gas, propane and 
methanol. Also the life cycle cost of power is estimated to be lower for ammonia than for 
methanol or hydrogen. Studies have shown that for small scale systems, hydrogen 
generation from ammonia cracking is lower in cost than natural gas reformation and water 
electrolysis. Ammonia has the added advantage of being widely produced globally and 
possessing a transport and storage infrastructure that already exists – a significant 
advantage over hydrogen. Thus ammonia has proven to be a cost effective alternative to 
hydrogen for fuel cells.  

Hydrogen generation from ammonia and ammonia products has been widely studied. 
Much research has been devoted to developing suitable catalysts for ammonia 
decomposition. It is widely agreed that Ru is the best catalyst for decomposition at 400 °C, 
while Ni based catalysts perform comparably at 600 °C. Studies have shown that carbon 
nanotubes function very effectively as a support for Ru. Treating the support with 
potassium based alkalis has resulted in a 5-fold increase in catalyst activity. Ni has the 
advantage of being non-precious. Although the decomposition rate (measured per gram of 
catalyst) is lower for Ni than Ru at a given temperature, higher loading of Ni is permissible 
because of its lower cost. Ni also allows for the use of nano-sized particles, which have 
shown to produce decomposition rates comparable to Ru. There is much scope for 
improving the low temperature performance of Ni through the use of nano-technology. The 
mechanism for ammonia decomposition has been widely studied over Ru based catalysts, 
however there is a general lack of research studying the corresponding mechanism over Ni. 
Such studies have resulted in the development of supports and promoters that optimize the 
performance of Ru as a decomposition catalyst. Various supports for Ni have been 
investigated (silica, alumina, SBA) without any clear consensus on which is optimal. The 
performance of Ni can be optimized by studying the reaction mechanism and investigating 
the effect of various promoters.  

The hydrolysis of ammonia borane has also been shown to be a very effective means of 
hydrogen generation, with hydrogen generation rates (per gram of catalyst) being reported 
to be an order of magnitude higher than for ammonia decomposition. Further, hydrolysis of 
ammonia borane can occur at room temperature. Excellent results have been obtained with 
Pt as well as Co, Ni and Fe based catalysts. However, the results reported in the literature 
vary greatly. For example, two studies by the same research group of ammonia borane 
hydrolysis using Co based nano-catalysts have produced room temperature hydrogen 
generation rates that differ by three orders of magnitude. It is not yet fully understood what 
are the optimal particle size, loading and support required to produce effective hydrolysis 
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catalysts. Much more work is needed to refine this technology, although it holds 
tremendous potential for low temperature fuel cells.  

Ammonia has also been considered for direct use in fuel cells. PEM fuel cells are adversely 
affected by ammonia because of reduced conductivity of Nafion and decreased activity of 
the catalyst layers (especially the cathode). Alkaline fuel cells are unaffected by ammonia 
but are unlikely to be commercially pursued because of the inherently poor performance 
associated with non-solid state technologies. High power densities have been reported for 
SOFCs (100-1000 mW/cm² for both proton conducting and oxygen ion conducting 
electrolytes). Ammonia is internally decomposed at the high operating temperatures of 
SOFCs. Early works have focused on Pt based catalysts, however later works have achieved 
comparable results using Ni based catalysts. The general consensus among researchers is 
that at higher temperatures, the performance of ammonia fed SOFCs approach that of 
hydrogen fed SOFCs, differing only due to nitrogen dilution at the anode. However, the 
works reported suggest that temperatures over 700 °C are required for SOFCs to produce 
sufficiently high power densities. At lower temperatures, the ammonia to hydrogen 
conversion efficiency decreases with Ni based catalysts. It is possible and desirable to 
operate an SOFC-H at temperatures as low as 400 °C, however good performance at such 
low temperatures has not been reported. The use of nano-sized Ni particles in the SOFC 
anode has not as yet been reported, but may hold tremendous potential for improving the 
low temperature performance of SOFC-H. Future work needs to study the preparation and 
dispersion methods of such catalysts.  

There is also much scope for mathematical modeling of ammonia fed SOFCs. So far, few 
models have been developed, with most of them focusing on thermodynamic 
considerations. Only one CFD based model has been reported, which revealed that a cold 
spot exists within the SOFC which reduces its performance. CFD based models can provide 
strategies for eliminating or reducing the effects of this cold spot. All of the models reported 
so far have simulated internal ammonia decomposition at relatively high SOFC 
temperatures (~800 °C). It is desirable to operate the SOFC at much lower temperatures, 
where the effect of hydrogen inhibition on the decomposition rate has been reported in the 
experimental literature. No mathematical models have thus far considered this effect. Future 
models must simulate the behavior of lower temperature SOFCs and the effect of hydrogen 
inhibition on the ammonia decomposition reaction. They must also consider the effect of 
catalyst particle size and loading within the support, as well as conductivity of the support 
on internal ammonia decomposition. Further all of the models focus on SOFCs. Models of 
the ammonia poisoning effect on PEM electrolytes and catalysts may reveal strategies for 
reducing this poisoning effect and optimizing the performance of ammonia fed PEM fuel 
cells. This also remains a subject for future research.  

Ammonia can achieve all the benefits of a hydrogen economy with existing infrastructure. 
Combined with the development of proton conducting SOFC electrolyte technology and Ni 
based nano-catalyst technology, ammonia allows for smaller scale operation of SOFCs at 
reduced temperatures (~ 400 °C), which makes it a very attractive power source for small 
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anode has not as yet been reported, but may hold tremendous potential for improving the 
low temperature performance of SOFC-H. Future work needs to study the preparation and 
dispersion methods of such catalysts.  

There is also much scope for mathematical modeling of ammonia fed SOFCs. So far, few 
models have been developed, with most of them focusing on thermodynamic 
considerations. Only one CFD based model has been reported, which revealed that a cold 
spot exists within the SOFC which reduces its performance. CFD based models can provide 
strategies for eliminating or reducing the effects of this cold spot. All of the models reported 
so far have simulated internal ammonia decomposition at relatively high SOFC 
temperatures (~800 °C). It is desirable to operate the SOFC at much lower temperatures, 
where the effect of hydrogen inhibition on the decomposition rate has been reported in the 
experimental literature. No mathematical models have thus far considered this effect. Future 
models must simulate the behavior of lower temperature SOFCs and the effect of hydrogen 
inhibition on the ammonia decomposition reaction. They must also consider the effect of 
catalyst particle size and loading within the support, as well as conductivity of the support 
on internal ammonia decomposition. Further all of the models focus on SOFCs. Models of 
the ammonia poisoning effect on PEM electrolytes and catalysts may reveal strategies for 
reducing this poisoning effect and optimizing the performance of ammonia fed PEM fuel 
cells. This also remains a subject for future research.  

Ammonia can achieve all the benefits of a hydrogen economy with existing infrastructure. 
Combined with the development of proton conducting SOFC electrolyte technology and Ni 
based nano-catalyst technology, ammonia allows for smaller scale operation of SOFCs at 
reduced temperatures (~ 400 °C), which makes it a very attractive power source for small 
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scale stationary and portable applications. Ammonia may very well be the fuel that makes 
fuel cell technology commercially viable. 
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1. Introduction 

A variety of hydrogen sensing technologies have been developed, which mainly involve 
detection of hydrogen leaked into air and represent key technologies for realization of the 
“hydrogen society” (Hübert T. et al., 2011). These sensors can be classified into those using 
chemical sensing and those using physical sensing. Here, chemical sensing is defined as 
technologies in which chemical reactions with hydrogen are essential. On the other hand, 
physical sensing is defined as methods other than chemical sensing. 

Most conventional hydrogen sensing methods belong to the chemical sensing category. Heat 
obtained by combustion of hydrogen, which results from the reaction with oxygen, is used 
for catalytic combustion type hydrogen sensors (Gentry S. J. and Jones T. A., 1986; Han C.-
H. et al., 2007; Jones M. G. and Nevell T. G., 1989; Katti V. R. et al., 2002). This heat produced 
by combustion is transformed into electrical energy using thermoelectric materials, such as 
Si, SiGe, SnO2, Pt/Al2O3, Pt/activated carbon fiber cloth, and BaCe0.95Y0.05O3 - δ(BCY), in 
thermoelectric sensors (Mcaleer J. F. et al., 1985; Nishibori M. et al., 2007; Nishibori M. et al., 
2010; Qiu F. B. et al., 2003; Röder-Roith U. et al., 2011; Shin W. et al., 2001; Zhang J. S. et al., 
2007). Changes in the resistivity and surface conductivity on the oxide semiconductor 
induced by the reaction between surface oxygen and hydrogen detects hydrogen in oxide 
semiconductor sensors (Lundstrom K. I. et al., 1975). Generally, these conventional chemical 
sensors have extremely low detection limits for hydrogen on the order of several parts per 
million. However, these chemical sensing methods frequently require thermal energy to 
enhance the chemical reactions for detection, and therefore, are not safe because of heat 
generation. In addition, their response times are normally on the order of seconds because 
rates of chemical reactions for sensing are slow and accompanied with a slow rate of heat 
translation. Moreover, they cannot identify concentrations of leaked hydrogen over 10 vol%. 
Other noble chemical sensing methods are those using field effect transistors, which 

© 2012 Suzuki, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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measure threshold voltages affected by reactions between hydrogen and oxygen on the 
surface (Lundstrom I. et al., 1975) 

Physical hydrogen sensing methods defined in this chapter do not include chemical 
reactions of hydrogen. One representative technique is thermal conductive sensing, making 
use of the high thermal conductivity of hydrogen (Hale J. et al., 1992; Simon I. and Arndt M., 
2002). Optical sensing of hydrogen optically detects changes associated with hydrogen 
exposure, such as volume expansion, alterations in refractive index, and optical absorption 
(Butler M. A., 1984). Surface acoustic wave sensing detects hydrogen by measuring the 
acoustic properties of surface waves induced by hydrogen adsorption (Jakubik W. P. et al., 
2002). These physical sensing methods have difficulty in detecting low hydrogen 
concentrations on the order of parts per million. On the other hand, physical sensing tends 
to have a quick response, probably because the sensing methods are independent of 
chemical reactions and thermal energy transfer. 

Hydrogen sensing using quartz oscillators is a physical sensing method. Energy is 
transferred to the quartz oscillator from collision with gas molecules when exposed to a gas. 
As the energy depends on pressure, viscosity, and molecular weight of the gas, output can 
be obtained related to these properties of the investigated gas (Kokubun K. et al., 1984). 
Hydrogen leakage and hydrogen concentration can then be measured using this output. The 
principles underlying hydrogen sensing are described in detail in the following section. 

We have applied this sensing method to measure the partial pressure of binary gas mixtures 
because viscosity and molecular weight, which can be measured by the quartz oscillator, are 
only dependent on the partial pressures of each gas in the mixture. For example, the partial 
pressures of ozone and oxygen in their gas mixture at 100 kPa can be measured with 
sensitivity of 0.2 kPa (Kurokawa A. et al., 2004). For hydrogen and silane gas mixtures, 
which are the source gases of thin silicon solar cell materials, the partial pressures of each 
gas can be measured with the sensitivity of several % for 133-1,333 Pa (Suzuki A. and 
Nonaka H., 2008). Hydrogen concentration in air can also be derived by an identical 
procedure, as discussed later. 

As hydrogen sensing with the quartz oscillator is classified as a physical sensing method, it 
has merits of fast response and recovery times and non-consumption of the measured gas. 
In addition, hydrogen sensing with a quartz oscillator has a number of other advantages. 
This sensing method works effectively at room temperature and does not require any 
external energy to enhance the detection efficiency, except that required to induce 
resonation of the quartz oscillator, which is below several microwatts. The quartz oscillator 
does not require heating for detection, and therefore flammable hydrogen can be measured 
safely without temperature elevation. Another advantage is the small size of the quartz 
oscillator (1 × 4 mm), which allows its use in various locations, such as hydrogen storage, 
hydrogen stations, hydrogen transfer facilities, and fuel cell vehicles. 

There are many demands on hydrogen sensing such as low detection limit (0.01 vol%), wide 
concentration range (1-100 vol%), safe, reliable and stable measurement on accuracy and 
sensitivity (<5%), fast response and recovery time (<1 s), low interference by other gases, low 
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sensitivity to environment of pressure (80-110 kPa), temperature (-30-80 ºC) and humidity 
(10-98RH%), long lifetime (> 5 years), low power consumption (<100 mW) and cost (<100 
euro per system), small size, simple operation and system integration and interface, and 
maintenance free (Hübert T. et al., 2011). Despite the variety of the hydrogen sensing 
methods, practical sensing methods that fulfill all of the requirements mentioned above 
have not been developed. From this viewpoint, hydrogen sensing using a quartz oscillator is 
one candidate as a practical hydrogen sensing method in the future hydrogen society 
because of its unique characteristics. Therefore, this chapter presents a review of novel 
hydrogen sensing methods using the quartz oscillator together with the test apparatus and 
procedures.  

2. Principle for measurement 

As mentioned in the Introduction, output from the quartz oscillator depends not only on the 
pressure but also on the viscosity and molecular weight of the measured gas. In this section, 
the correlation between the output from the quartz oscillator and the properties of the gas, 
such as viscosity and molecular weight, will be explained from a theoretical perspective. The 
output from the actual device used in this study will also be presented based on this 
explanation. 

2.1. Theory for the quartz oscillator 

The source for energy to the quartz oscillator is given by force from gas molecules hitting its 
surface. The electrical impedance of the quartz oscillator in the resonant state for gases can 
be described theoretically from the dissipation energy and the drag force (Kokubun K. et al., 
1984). First, the electrical impedance Z can be expressed as follows. 

 
2

2
coscVZ f

A
θ= •  (1) 

Here, c, V, θ, A, and f are the constant, the constant supplied voltage, the phase difference 
between the voltage and current, the amplitude of the forced vibration, and the coefficient of 
the drag force between the surface of the quartz oscillator and the investigated gas, 
respectively. Equation (1) indicates that Z is proportional to f.  

The drag force can be determined based on a string-of-beads model of the tuning-fork-
shaped quartz oscillator. That is, the quartz oscillator is treated as a group of spherical 
objects. Using this "string of beads" model, the drag forces can be given by different formula 
depending on the nature of gas flow. 

In the molecular flow region, where the mean free path of the gas molecules is sufficiently larger 
than the size of the spherical beads, the drag force is obtained from the kinetic theory as follows: 
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Where R, M, p, u, R0, and T are the radius of the sphere, molecular weight, gas pressure, 
velocity, gas constant, and absolute temperature, respectively. As seen in equation (2), f is 
proportional to square root of M. 

In the higher pressure region where the gas reaches viscous flow, the mean free path of the 
gas molecules is smaller than the size of the sphere and the gas medium can be regarded as 
a continuous fluid. Thus, the drag force can be calculated by fluid mechanics as follows: 

 6 2f Rπη ηρω= +  (3) 

Here, η, ρ, and ω are the coefficient of gas viscosity, density, and the angular frequency of 
the sphere, respectively. The formula of equation (3) means that the drag force in the viscous 
gas flow region is proportional to the square root of the product of the gas viscosity and the 
density. 

Finally, from equations (1), (2), and (3), the expression on the impedance of the quartz 
oscillator can be summarized for the molecular and the viscous flow region as follows 
(Kokubun K. et al., 1987): 

 
0

2 8 MZ CR p
R T
π= •  (4) 

 (6 2 )Z C Rπη ηρω= +  (5) 

where C is a constant. It should be noted that the density (ρ) can be rewritten as: 

 M pρ = •  (6) 

By substituting equation (6) into equation (5), equation (5) can be converted as: 

 6 2Z R Mpπη η ω= +  (7) 

As above, in equations (4) and (7) it is clear that the electrical impedance of the quartz 
oscillator depends on the molecular weight in the molecular flow region and on the 
viscosity and the molecular weight of the measured gas in the viscous flow region, 
respectively. As the impedance of the quartz oscillator also depends on pressure, it must be 
pressure-calibrated to exclude the influence of pressure to obtain information on the 
properties of the measured gas. Finally, we can derive information on the viscosity and the 
molecular weight of the measured gas through this pressure-calibrated electrical impedance 
of the quartz oscillator. 

2.2. Principle for hydrogen sensing 

Normally, hydrogen sensing involves the detection of hydrogen that has leaked into air. 
Therefore, if a sensor can identify differences in gas properties between pure air and 
hydrogen-leaked air, it can be used for hydrogen sensing. As described in the previous 
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subsection, the electrical impedance of the quartz oscillator depends on the viscosity and 
molecular weight of the measured gas. The viscosity and molecular weight of hydrogen-
leaked air will decrease compared to those of pure air because the values for hydrogen (8.35 
μ Pa s, 2.02) are smaller than those for air (17.08 μ Pa s, 28.97), respectively (Golubev I. F., 
1970). Therefore, measurement using the quartz oscillator can be used as a hydrogen sensing 
method because viscosity and molecular weight of the measured gas would change when 
hydrogen is leaked into air. In particular, the viscosity and molecular weight of hydrogen 
are markedly smaller than those of other gases, and therefore hydrogen can be detected 
with high sensitivity. 

2.3. Principle for measurement of hydrogen concentration in air 

One important advantage of hydrogen sensing with the quartz oscillator is the measurement 
of hydrogen concentration in air up to 100 vol% hydrogen. Hydrogen concentration can be 
measured by application of partial pressure measurement to binary gas mixtures 
(Kurokawa A. et al., 2004; Suzuki A. and Nonaka H., 2008). This partial pressure 
measurement can measure the partial pressures of each gas because viscosity and molecular 
weight of binary gas mixtures are only dependent on the composition ratio of each gas. 
Average molecular weight of binary gases depends on and changes monotonically with the 
partial pressure ratio. Therefore, if viscosity of binary gases changes monotonically with 
partial pressure ratio, the viscosity of binary gas mixtures determines the partial pressure 
ratio. In the case of binary gas mixtures, the partial pressure ratio determines the partial 
pressures of each gas, and thus the partial pressure can be measured for binary gases. 

Hydrogen concentration in air can be measured if hydrogen-leaked air is assumed to be a 
binary gas mixture of hydrogen and air. Of course, air itself is also composed of multiple 
gases, but it can be treated as a single kind of gas with constant viscosity and molecular 
weight because the kinds and densities of gases in air are normally constant. 

As mentioned above, the quartz oscillator can be used to measure hydrogen concentration 
up to 100 vol% if viscosity of the binary gas mixtures changes with the partial pressure ratio 
without any saturation of output from the hydrogen sensor as seen in chemical hydrogen 
sensors. 

3. Experimental setup 

Figure 1 shows the experimental setup used in this study, consisting of a vacuum chamber, 
gas supply, and equipment for data processing (Suzuki A. et al., 2006). The main vacuum 
chamber was a 90-cm3 stainless steel tube, where the quartz friction pressure gauge (VP Co. 
model GC-210) including the quartz oscillator and a diaphragm gauge (MKS Instruments, 
Baratron model 222BA) were fixed. Outputs from the gauges, temperature, and the signals 
from gas valves were sent to a digital multimeter and analyzed on a personal computer. Gas 
inlet and position of the quartz oscillator depended on the type of test. Therefore, they will 
be presented in the following section as well as details of the quartz friction pressure gauge 
and the quartz oscillator. Figure 2 shows the quartz oscillator and quartz friction pressure 
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gauge. The part of the left hand side where the quartz oscillator is fixed is included in the 
right hand side of the quartz friction pressure gauge. It should be noted that the size of the 
connection plug at the quartz friction pressure gauge is 3/8". The size of the quartz oscillator 
is less than 1 × 4 mm. 

 
Figure 1. Schematic diagram for experimental setup: Q-gauge: quartz friction pressure gauge; D-gauge: 
diaphragm pressure gauge 

 
Figure 2. (Outlook) image of the quartz oscillaor (left) and the quartz friction pressure gauge (right) 

3.1. Output from the quartz oscillator based on the electrical impedance  

The electrical impedance of the quartz oscillator mentioned in Section 2.1 is difficult to 
measure experimentally. Instead, the voltage was obtained by measuring the current of the 
quartz oscillator for simplicity (Ono M. et al., 1985).  
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Pressure dependence of the impedance-converted-voltage in the pressure range up to 100 
kPa was investigated for air in Figure 3. The inset in Figure 3 shows the results for the range 
up to 0.3 kPa. The impedance-converted-voltage decreased with pressure when measured 
for one kind of gas, but depended on the kinds of measured gas because the electrical 
impedance of the quartz oscillator depends on viscosity and molecular weight of the 
measured gas as discussed in Section 2.1. 

 
Figure 3. Pressure dependence of impedance-converted-voltage measured for air 

One advantage of the quartz oscillator for pressure measurement shown in Figure 3 is wide 
range pressure measurement of 0.01-100 kPa with one gauge. This almost five orders of 
magnitude range of pressure measurement is useful because such pressures can be 
measured with one pressure gauge. In fact, such a pressure gauge applicable to the pressure 
range of 0.01-100 kPa has been developed (Kobayashi T. et al., 1996; Ono M. et al., 1985). 
Details of this gauge are presented in the following subsection. 

3.2. Pressure readings from quartz friction pressure gauge 

The pressure gauge with the quartz oscillator is named the “quartz friction pressure gauge” 
(Ono M. et al., 1985). The pressure reading from this quartz friction pressure gauge is 
derived from the impedance-converted-voltage through pressure calculation (Kokubun K. et 
al., 1987). The calculation is based on equations (4) and (7) depending on the nature of gas 
flow. The pressure around the border between the molecular and viscous flow region was 
obtained by fitting of equations (4) and (7) to the experimental results (Kokubun K. et al., 
1987). It should be noted that the pressure reading from the quartz friction pressure gauge 
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depends on the kinds of gas measured because the electrical impedance of the quartz 
oscillator, which is the source for the pressure reading, depends on the viscosity and 
molecular weight of the measured gas. The pressure reading from the quartz friction 
pressure gauge is originally not absolute pressure, but a nominal pressure. By introducing 
the gas-dependent-constant, the pressure reading can be the absolute pressure for the 
measured gas. 

This nominal pressure mentioned above measured for air is plotted against the absolute 
pressure in Figure 4. The absolute pressure was measured with a diaphragm gauge 
presented in Figure 1. Here, the kind of gas is set to air for the quartz friction pressure 
gauge, and therefore the pressure reading from the quartz friction pressure gauge mostly 
agrees with absolute pressure. 

 
Figure 4. Absolute pressure dependence of pressure reading from quartz friction pressure gauge 
measured for air 

4. Hydrogen sensing with the quartz friction pressure gauge 

The characteristics of hydrogen sensing with the quartz oscillator were investigated using 
the quartz friction pressure gauge shown in Figure 2. The quartz friction pressure gauge 
generates output in the form of nominal pressure, but it is sufficient to determine the 
capability for hydrogen sensing. 

4.1. Hydrogen sensing in hydrogen-leaked air 

For preliminary tests, atmospheric air and hydrogen were introduced into the chamber with 
the quartz friction pressure gauge (Suzuki A. et al., 2006). Figure 5 shows a schematic 
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diagram of the chamber and gas introduction. Air was introduced into the chamber with the 
quartz friction pressure gauge and a diaphragm gauge from atmospheric air without any 
purification. On the other hand, hydrogen was introduced into the chamber through a mass 
flow controller to control hydrogen concentration. This method of gas introduction is similar 
to hydrogen leakage into atmospheric air, and therefore this test should be practical. 

 
 

 
 
Figure 5. Experimental setup for test on hydrogen-leakage detection with the quartz friction pressure 
gauge; MFC: mass flow controller 

The pressure readings of the quartz friction and the diaphragm pressure gauges when 
hydrogen was introduced into the vacuum chamber and terminated are shown in Figure 6. 
At the beginning, when only atmospheric air was introduced into the vacuum chamber, 
both the quartz friction gauge and the diaphragm pressure gauge readings were equal. This 
is reasonable because the quartz friction pressure gauge reading is calibrated for air. About 
10 minutes later, 70 sccm of hydrogen gas was introduced into the vacuum chamber, and 
the quartz friction pressure gauge readings decreased markedly, while the diaphragm 
pressure gauge reading remained constant1. After about 35 minutes, the quartz friction 
pressure gauge reading reached a constant value. After saturation of the quartz friction 
pressure reading, introduction of hydrogen into the vacuum chamber was interrupted. The 
quartz friction pressure gauge reading began to return to the value before the introduction 
of hydrogen. 

As there were almost no changes in the diaphragm pressure gauge reading, the change in 
quartz friction pressure gauge reading at the commencement and termination of hydrogen 
introduction do not result from changes in absolute pressure. Therefore, these changes in 
quartz friction pressure gauge reading must be attributable to the differences in viscosity 
and molecular weight between hydrogen-leaked and pure air. This quartz friction pressure 
gauge reading is proportional to the viscosity of the measured gas and calibrated as air. 
Introduction of low viscosity and molecular weight hydrogen into air reduced the viscosity 
and molecular weight of hydrogen-leaked air and resulted in a decrease in the quartz 
friction pressure gauge reading. After termination of hydrogen introduction, the hydrogen-
leaked air was replaced by pure air, and therefore the viscosity and molecular weight of the 
measured gas and the quartz friction pressure gauge reading returned to the earlier values. 
                                                                 
1 Flow rate in m-6 cariblated at 1.103x105 Pa and 273 K 
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Figure 6. Temporal change of pressure readings of the quartz friction (circle) and daiphragm (square) 
presssure gauges 

4.2. Long-term detection of hydrogen leakage into air 

Hydrogen sensing normally must be used and work 24 h per day. To investigate the 
repeatability of hydrogen sensing using the quartz friction pressure gauge and hydrogen 
gas flow dependence, the long-term hydrogen sensing was tested. The results of long-term 
range hydrogen sensing are shown in Figure 7. Arrows and numbers at the top of Figure 7 
a) indicate the time at which hydrogen was introduced and the flow rates in sccm, 
respectively. 

Figure 7 a) shows the time-evolution of quartz friction and the diaphragm pressure gauge 
readings when hydrogen was introduced and interrupted several times with different flow 
rates. For almost all times in a day, the quartz friction pressure gauge reading decreased 
with introduction of hydrogen and returned with its termination, indicating that the 
repeatability of hydrogen sensing with the quartz friction pressure gauge is reliable.  

Figure 7 b) shows the pressure-calibrated quartz friction pressure gauge reading ratio with 
hydrogen introduction and termination. The pressure-calibration of the quartz friction 
pressure gauge readings was carried out by dividing the quartz friction pressure gauge 
readings by absolute pressure measured with the diaphragm pressure gauge. The 
diaphragm pressure gauge reading was also normalized with the initial pressure with t=0 to 
determine the temporal changes in atmospheric pressure. It is clear that the pressure-
calibrated quartz friction pressure gauge reading ratio responded to hydrogen introduction 
and termination in Figure 7 b) as well as in Figure 7 a), even if the atmospheric pressure  
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Figure 7. Temporal change of pressure readings of the quartz friction (circle) and daiphragm (line) 
presssure gauges a) and the pressure-normalized quartz friction (dot) and the initial pressure-
normalized pressure readings for hydrogen intoroduction and termination b). 

fluctuated. Therefore, this method was shown to be practical for long-time hydrogen 
sensing using the pressure-calibrated quartz friction pressure gauge reading ratio although 
the atmospheric pressure fluctuated. 

Both raw and pressure-calibrated quartz friction pressure gauge readings during hydrogen 
introduction depended on the introduced hydrogen flow rates. This pressure-calibrated 
quartz friction pressure gauge reading ratio should only depend on viscosity and molecular 
weight of the measured gas because the influence of pressure was excluded. Therefore, the 
results shown in Figures 7 a) and b) indicate the possibility of measurement of hydrogen 
concentration in hydrogen-leaked air using this pressure-calibrated quartz friction pressure 
gauge reading ratio. 
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4.3. Hydrogen concentration measurement with quartz friction pressure gauge 

The hydrogen concentration dependence of the pressure-calibrated quartz friction pressure 
gauge reading at a total pressure of 100 kPa was investigated to measure hydrogen 
concentration in hydrogen-air gas mixtures based on the partial pressure measurement for 
binary gas mixtures described in the Introduction. For this purpose, gas mixtures containing 
known hydrogen concentrations in air must be prepared using the experimental setup in 
Figure 8 and the following procedure. 

Known concentrations of hydrogen in hydrogen-air gas mixtures were prepared based on 
the diaphragm pressure reading. One example of this diaphragm pressure gauge reading 
during preparation of hydrogen-air gas mixtures with known hydrogen concentration is 
plotted in Figure 9 to explain the procedure for preparing hydrogen-air gas mixtures with 10 
vol% hydrogen and 100 kPa total pressure. First, the pressure in the vacuum chamber was 
zero. Then, at t=9 min for this case, hydrogen was introduced into the chamber until the 
diaphragm pressure gauge reading reached 10 kPa with shutting the vacuum pump by 
closing a valve on the vacuum pump. This means that the chamber contained 10 kPa 
hydrogen. Next, air was introduced into the chamber at t=22 min in this case until the 
diaphragm pressure gauge reading reached 100 kPa, meaning that the chamber contained 
(100-10) kPa air. Finally, 10 vol% = 10 kPa/(10+90) kPa hydrogen and total pressure of 100 
kPa hydrogen-air gas mixture was prepared in the chamber. 

The quartz friction pressure gauge reading at t=40 min in Figure 9 for 100 kPa and 10 
vol% hydrogen-air gas mixture was about 95 kPa. Other hydrogen-air gas mixtures with 
known hydrogen concentrations were also prepared in the same way as described above. 
Finally, the hydrogen concentration dependence of the pressure-calibrated quartz friction 
pressure gauge reading ratio is summarized in Figure 10. The results indicated that the 
pressure-calibrated quartz friction pressure gauge reading ratio depends on hydrogen 
concentration in hydrogen-air gas mixtures at 100 kPa. Here, the pressure-calibrated 
quartz friction pressure gauge reading ratio was used instead of raw quartz friction 
pressure gauge readings to eliminate the effect of pressure difference for each gas 
mixture. Using Figure 10, the hydrogen concentration in hydrogen-air gas mixtures can be 
determined by measurements using a quartz friction gauge and a diaphragm pressure 
gauge. 

 
Figure 8. Experimental setup for preparetion for the hydrogen-air gas mixtures with known 
concentration hydrogen 
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Figure 9. Diaphragm (closed) and quartz friction (open) pressure gauge reading during preparation for 
the 100 kPa hydrogen-air gas mixtures with 10vol.% hydrogen 

 
Figure 10. Hydrogen concentration dependence of the pressure-calibrated quattz friction pressure 
gauge reading ratios 
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To understand this hydrogen concentration dependence of the pressure-calibrated quartz 
friction pressure gauge reading ratio, we discuss the viscosity of gas mixtures based on a 
previous report by Wilke because the reading depends on the viscosity of the measured gas, 
as seen in equation (7) presented in Section 2.1 (Wilke C. R., 1950). Based on Wilke’s work, 
the viscosity of binary gas mixtures (ηm) can be written as follows:   
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Here, η and x are viscosity and fraction of each gas in the binary gas mixtures. In addition, φ 
is given by  
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where M is the molecular weight of each gas. By assuming viscosity at 0 and 100 vol% 
hydrogen concentration as those of pure air and hydrogen, respectively, equation (8) is 
expressed by the line in Figure 10, which agrees well with the pressure-calibrated quartz 
friction pressure gauge reading ratio and indicates the viscosity of the hydrogen-air gas 
mixture. 

From differences in the pressure-calibrated quartz friction pressure gauge readings of 0.024 
and 1.0 between 0 and 100 vol% hydrogen concentration and its fluctuation of 0.001, the 
minimum detectable hydrogen concentration is derived as (1.0-0.024)/100/0.001=0.1vol%, 
which is sufficiently low for practical hydrogen sensing (DOE, 2007) 

4.4. Response and recovery time measurement for hydrogen sensing 

As shown in Figure 6, the response time for hydrogen introduction, which is defined as the 
time to reach 90% of saturated readings, seems to be on the order of several minutes. 
However, this is not because of intrinsic characteristics of the quartz friction pressure gauge 
but due to the slow introduction of hydrogen. Therefore, the response and recovery time for 
hydrogen introduction and termination were measured using combined valves with which 
the gas flow can be quickly switched. 

Temporal changes in the pressure calibrated quartz friction and the diaphragm pressure 
gauge reading ratios and signals for 1 vol% hydrogen introduction and termination using 
quick gas switching are shown in Figure 11 (Suzuki A. et al., 2006). From Figure 11, it is clear 
that the response and recovery times for hydrogen introduction and termination were below 
1 s (about 600 ms). This response and recovery times also fulfilled the requirements for 
hydrogen sensing. 

It should be noted that these response and recovery times were independent of hydrogen 
concentration, as indicated in Figure 12, which shows the temporal changes in the quartz  
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Figure 11. Temporal changes in the pressure calibrated quartz friction (closed) and the diaphragm 
(open) pressure gauge reading ratios and signal for hydrogen introduction and termination (triangle) 

 

friction pressure gauge reading for various hydrogen concentrations for hydrogen 
introduction and termination. Figure 13 summarizes the hydrogen concentration 
dependence of response and recovery times, indicating values below 1 s even for higher 
hydrogen concentrations. Thus, the quartz friction pressure gauge can be used to measure 
hydrogen concentration as quickly as hydrogen-leakage detection. This simultaneous 
hydrogen concentration measurement will be useful with regard to safety. 
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Figure 12. Temporal changes in the pressure-calibrated quartz friction pressure gauge readings for 
various hydrogen concentration (in vol%) 

 
Figure 13. Response time to the hydrogen introduction (open) and recovery time (closed) for 0.1-
100vol% hydrogen concentration 
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4.5. Influences of temperature and humidity 

As hydrogen sensors are used outside, the influences of temperature and humidity on 
hydrogen sensing with the quartz friction pressure gauge were investigated. In this study, 
the influences on background of the quartz friction pressure readings without hydrogen 
were investigated. The resonant frequency of the quartz oscillator, which affects the 
electrical impedance of the quartz oscillator and the quartz friction pressure gauge readings, 
is dependent on temperature (Spassov L. et al., 1997). Humidity should also affect the quartz 
friction pressure gauge reading because viscosity and molecular weight of water (12.55 μ Pa 
s, 18.02), which is the source of humidity, are smaller than those of air. 

Figures 14 and 15 show the temperature and humidity dependences of the pressure-
calibrated quartz friction pressure gauge reading ratio, respectively. At constant humidity 
and temperature, the pressure-calibrated quartz friction pressure gauge reading ratios 
depends on temperature and humidity. The changes in pressure-calibrated reading ratio 
between 22°C and 34°C in Figure 14 and between 37% and 100% relative humidity (RH) in 
Figure 15 correspond to 0.36 and 1.74 vol% hydrogen in atmospheric air, respectively.  

 
 
 
 

 
 
 
Figure 14. Temperature dependence of pressure-calibrated quartz friction pressure gauge reading ratio 
at 30% relative humidity 
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Figure 15. Relative humidity dependence of pressure-calibrated quartz friction pressure gauge reading 
ratio at 32.5 ºC 

A hydrogen concentration of 1.74 vol% is greater than the lower explosion limit, and 
therefore this change induced by humidity may cause errors in hydrogen sensing, and must 
be avoided.  

These influences can be excluded by measuring temperature and humidity at the same time. 
By calibrating the pressure-calibrated reading ratio using temperature and humidity 
dependence, these influences can be reduced down to 0.005, corresponding to 0.5 vol% 
hydrogen and is below lower explosion limit. However, further improvements are required 
because it is necessary to better suppress the influences of temperature and humidity and 
the present calibration procedure and measurement apparatus are complicated. 

4.6. Interference by other gases 

There are two possible types of gas that can interfere with hydrogen sensing using the 
quartz friction pressure gauge. The first is gas that can directly cause deterioration of the 
quartz itself, such as fluorinated gases. The other type of interfering gas significantly affects 
viscosity and molecular weight of the measured gas. One such gas was already mentioned 
as humidity, i.e., water. From this viewpoint, helium would have the greatest effect because 
its viscosity and molecular weight (18.60 μ Pa s, 4.00) are as small and are similar to those of 
hydrogen. Leakage of helium into air would reduce the quartz friction pressure gauge 
reading to almost the same extent as hydrogen leakage (A. Suzuki and H. Nonaka, 2008). 
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5. Conclusions 

The present specifications of hydrogen sensing using the quartz friction pressure gauge are 
summarized in Table I. Almost all specifications meet the requirements for hydrogen 
sensing. Therefore, it can be concluded that hydrogen sensing using the methods described 
here is sufficiently practical for the hydrogen society. 
 

Measurement range 0.1-100 vol% 
Operating temperature 15°C-40°C 
Response time < 1.0 s 
Accuracy 0.5% 
Gas environment Ambient air, 0%-90% relative humidity range 
Interference resistive Helium, water (humidity) 
Sensor head size 1 × 4 mm 
Power Microwatts 

Table 1. Present specifications of hydrogen sensing with the quartz friction pressure gauge 

6. Future research 

Several problems remain for the practical use of hydrogen sensing using the quartz friction 
pressure gauge as follows. 

6.1. Reduction of influences of temperature and humidity 

The most serious problem for hydrogen sensing with the quartz friction pressure gauge is 
the requirement of suppressing the influences of temperature and humidity when used 
outside. Solutions to these problems may be as follows. 

6.1.1. Reduction of the influence of temperature 

The resonant frequency of the quartz oscillator depends on temperature. Therefore, the 
quartz friction pressure gauge reading can be temperature-calibrated using the resonant 
frequency. This can be applied to hydrogen sensing with the quartz friction pressure gauge. 

6.1.2. Reduction of the influence of humidity 

To reduce the influence of humidity, some filters may be effective to prevent water coming 
into contact with the head of the quartz friction pressure gauge. Such effects must be studied 
with varying humidity and hydrogen concentration simultaneously. 

6.2. Improvement of sensitivity for hydrogen sensing 

The quartz friction pressure gauge reading is calculated with the digitized electrical 
impedance of the quartz oscillator. Analog-digital conversion of the electrical impedance of 
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the quartz oscillator reduces the resolution from 24 to 8 bit. In addition, pressure calculation 
also includes about 10% deviation because of the approximation for the pressure derivation. 
Therefore, use of the electrical impedance of the quartz oscillator may reduce the minimum 
detection concentration of hydrogen by skipping these inaccurate processes. 
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the quartz oscillator reduces the resolution from 24 to 8 bit. In addition, pressure calculation 
also includes about 10% deviation because of the approximation for the pressure derivation. 
Therefore, use of the electrical impedance of the quartz oscillator may reduce the minimum 
detection concentration of hydrogen by skipping these inaccurate processes. 
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