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Preface

Recently, a remarkable difference in the research and development regarding gas turbine
technology for transportation (mainly aeronautics) and power generation (essentially elec‐
tricity production) has been registered.

The former remains substantially florid and unaltered with respect to the past years, as the
superiority of air-breathing engines compared to other technologies is by far immense. In
this context, research is directed toward all aspects of the engine, from aero thermal design
to intelligent operation, from combustion to materials technology.

On the other hand, the world of gas turbines (GTs) for power generation is indeed character‐
ized by completely different scenarios in so far as new challenges are coming up within the
latest energy trends, where both a reduction in the use of carbon fuels and the raising up of
renewables are becoming more and more important factors. While being considered a key
technology for base-load operations for many years, modern stationary gas turbines are in
fact facing the challenge to balance electricity from variable renewables with the one from
flexible conventional power plants. This means that, in the near-future energy mix, station‐
ary GTs are expected to maintain a key role, however from a different perspective due to the
fast growing technology of renewables, which are inherently fluctuating and uncertain. This
will most probably imply that GTs will be operated as load-following machines backing up
renewable energy technologies, with the aim of maintaining a stable and efficient grid. It is
likely that GTs will support the growth of renewable energy and will gradually enable a
higher integration of electricity from variable renewables into the grid.

Stationary gas turbines currently in use have been designed for full-load operations. In the
next future, they will likely run at part-load. As in this mode GTs are less efficient and expe‐
rience an increased environmental impact due to increased emissions, research is needed to
optimize the flexibility and efficiency of conventional gas turbine when operated at off-de‐
sign, thus ensuring that flexible and efficient backup will be available.

The book intends in fact to provide an updated picture as well as a perspective view of some
of the above mentioned issues that characterize GT technology in the two different applica‐
tions: aircraft propulsion and stationary power generation. Therefore, the target audience
for it involves design, analyst, materials and maintenance engineers. Also manufacturers,
researchers and scientists will benefit from the timely and accurate information provided in
this volume.

The book is organized into three main sections including 10 chapters overall: (i) Gas Turbine
and Component Performance, (ii) Gas Turbine Combustion and (iii) Fault Detection in Sys‐
tems and Materials.
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1. Introduction

Public awareness and political concern over the environmental impact of the growth in civil
aviation over the past 30 years have intensified industry efforts to address CO2 emissions [5].
CO2 emissions are directly proportional to aircraft fuel burn and one way to minimise the
latter is by having engines with reduced Specific Fuel Consumption (SFC) and installations
that minimise nacelle drag and weight. Significant factors affecting SFC are propulsive
efficiency and thermal efficiency. Propulsive efficiency has been improved by designing
turbofan engines with bigger fans to give lower specific thrust (net thrust divided by fan
inlet mass flow) until increased engine weight and nacelle drag have started to outweigh the
benefits. Thermal efficiency has been improved mainly by increasing the Overall Pressure
Ratio (OPR) and Turbine Entry Temperature (TET) to the extent possible with new materials
and design technologies.

Mission fuel burn benefits from reducing specific thrust are illustrated in Fig. 1 (for a year
2020 entry into service, but otherwise conventional, direct drive fan engine for long range
applications). The engine Take-Off (TO) thrust at Sea Level Static International Standard
Atmosphere (SLS ISA) conditions is 293.6kN (66000lbf) and all Fan Pressure Ratio (FPR) and
ByPass Ratio (BPR) values quoted are at mid-cruise conditions. The figure shows that only
a modest reduction in block fuel is obtained by increasing the already large fan diameter.
Reduced powerplant weight and/or nacelle drag would be needed before lower specific
thrust would be justified, and one way of doing this would be to discard the nacelle and fit
an open rotor in place of the fan.

An alternative design approach to improving SFC is to consider an increased OPR intercooled
core performance cycle. The thermal efficiency benefits from intercooling have been well
documented in the literature - see for example [2, 3, 7, 9, 11–13, 15]. Very little information is
available however, with respect to design space exploration and optimisation for minimum
block fuel at aircraft system level.

©2012 Kyprianidis et al., licensee InTech. This is an open access chapter distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is properly cited.© 2013 Kyprianidis et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Kyprianidis et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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2 Gas Turbine

Figure 1. Block fuel benefits from reducing specific thrust for a year 2020 entry into service conventional turbofan engine for

long range applications.

Previously, a comparative study was presented focusing on a conventional core and an
intercooled core turbofan engine for long range applications [5, 7]. Both configurations had
the same fan diameter and were designed to meet the same thrust requirements. They were
Ultra-High Bypass Ratio (UHBR) designs based on a three-shaft layout with a direct drive
front fan. The intercooled core configuration (illustrated in Fig. 2) featured an intercooler
mounted inboard of the bypass duct. The installation standard included a flow splitter
and an auxiliary variable geometry nozzle. The two concepts were evaluated based on
their potential to reduce CO2 emissions (and hence block fuel) through both thermal and
propulsive efficiency improvements, for engine designs to enter service between 2020 and
2025. Although fuel optimal designs were proposed, only limited attention was given to
the effect of design constraints, material technology and customer requirements on optimal
concept selection.

A study is presented here that focuses on the re-optimization of those same powerplants by
allowing the specific thrust (and hence the propulsive efficiency) to vary. Rather than setting
fixed thrust requirements, a rubberised-wing aircraft model was fully utilised instead. The
engine/aircraft combination was optimized to meet a particular set of customer requirements
i.e. payload-range, take-off distance, time to height and time between overhaul. It was
envisaged that different conclusions would be drawn when comparing the two powerplants
at their optimal specific thrust and absolute thrust levels. It is shown through this study
that performing a comparison at each concept’s optimal specific thrust level gives a different
picture on intercooling. Differences in the optimal specific thrust levels between the two
configurations are discussed. The design space around the proposed fuel-optimal designs
was explored in detail and significant conclusions are drawn.
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Figure 2. Artistic impression of the intercooled core turbofan engine [10].

Figure 3. Conceptual design tool algorithm [4].
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4 Gas Turbine

Lower bound Upper bound

FAR take-off distance - 2.5 [km]
Climb to 35000 [ft] - 22.5 [min]
IPC design pressure ratio 2.7 -
(intercooled core)
HPC design pressure ratio - 25.0
(intercooled core)
HPC design pressure ratio - 5.5
(conventional core)
HPC delivery temperature - 970 [K]
HPC last stage blade height 10 [mm] -
Combustor outlet temperature - 2050 [K]
Turbine blade mean metal temperature - 1350 [K]
(external surface)
Auxiliary nozzle area variation Ref. +50%
Time between overhaul 23000 [hr] -

Table 1. Design space constraints.

2. Methodology

To effectively explore the design space a tool is required that can consider the main
disciplines typically encountered in conceptual design. The prediction of engine
performance, aircraft design and performance, direct operating costs and emissions for the
concepts analysed in this study was made using the code described in [6]. Another code
described in [7], was also used for carrying out the mechanical and aerodynamic design
in order to derive engine component weights and dimensions. The two tools have been
integrated together within an optimizer environment as illustrated in Fig. 3 with a large
amount of information being made available to the user during the design iteration. The
integration allows for multi-objective optimization, design studies, parametric studies, and
sensitivity analysis. In order to speed up the execution of individual engine designs, the
conceptual design tool minimizes internal iterations in the calculation sequence through the
use of an explicit algorithm, as described in detail by Kyprianidis [4].

For every engine design there are numerous practical limitations that need to be considered.
A comprehensive discussion on design constraints for low specific thrust turbofans featuring
conventional and heat exchanged cores can be found in [5]. The design space constraints
set for this study are given in Table 1 and are considered applicable to a year 2020 entry
into service turbofan engine. The effect on optimal concept selection of design constraints,
material technology and customer requirements is discussed in the following sections.

3. Optimising a turbofan engine

3.1. Fuel-optimal designs

Optimizing a turbofan engine design for minimum block fuel essentially has to consider the
trade-off between better thermal and propulsive efficiency and reduced engine weight and
nacelle drag. The cycle optimization results for the two powerplants are given in Table 2.

Progress in Gas Turbine Performance6
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Conventional core Intercooled core
EIS 2020 EIS 2020

Fan diameter [in] 127 121
ISA SLS take-off thrust [lbf] 66000 64500

Overall pressure ratio 62.3 80.2
IPC pressure ratio 8.0 3.8
HPC pressure ratio 5.5 15.5
Fan mass flow [kg/s] 588 525
Core mass flow [kg/s] 36.3 34.6

Mid-cruise fan tip pressure ratio 1.30 1.39
Mid-cruise bypass ratio 17.7 17.3
Mid-cruise SFC Ref. -1.5%
Mid-cruise thermal efficiency Ref. +0.019
(core + transmission efficiency)
Mid-cruise propulsive efficiency Ref. -0.021

Engine installed weight Ref. -11.0%
Fan weight Ref. -21.3%
LPT weight Ref. -25.6%
Core weight Ref. -20.9%
Added components weight - 10.5%
(as % of engine dry weight)
Nacelle weight Ref. -14.7%

MTOW [1000 kg] 208.5 203.4
OEW [1000 kg] 116.2 113.1
Block fuel weight Ref. -3.0%

∗Performance parameters at top of climb conditions unless stated otherwise

Table 2. Comparison of the fuel optimal intercooled and conventional core turbofan engine designs.

Significant block fuel benefits are projected for the intercooled core engine, but they are
smaller than those predicted in previous efforts [7]. This is mainly attributed to a minimum
blade height requirement setting a practical lower limit on the intercooled core size for a
given OPR. Increasing the fan diameter at a fixed tip speed inevitably reduces rotational
speed, increases torque and hence increases the Low Pressure (LP) shaft diameter; this further
aggravates the problem since the High Pressure Compressor (HPC) hub to tip ratio needs to
increase. As a result, the optimal specific thrust for the intercooled core is higher compared
to the conventional core turbofan engine. Although the high OPR intercooled core benefits
from a higher core and transmission efficiency, and hence a better thermal efficiency, the
conventional core benefits from a higher propulsive efficiency. The design space around the
proposed fuel optimal designs was explored and in the next sections important observations
are presented.

3.2. Approximating the design space

In order to graphically illustrate the design space, a large number of simulations had to
be carried out; these simulations were focused around the fuel-optimal designs presented
in Section 3.1. Polynomial response surface models were derived that interpolate between
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Time between overhaul 23000 [hr] -

Table 1. Design space constraints.

2. Methodology

To effectively explore the design space a tool is required that can consider the main
disciplines typically encountered in conceptual design. The prediction of engine
performance, aircraft design and performance, direct operating costs and emissions for the
concepts analysed in this study was made using the code described in [6]. Another code
described in [7], was also used for carrying out the mechanical and aerodynamic design
in order to derive engine component weights and dimensions. The two tools have been
integrated together within an optimizer environment as illustrated in Fig. 3 with a large
amount of information being made available to the user during the design iteration. The
integration allows for multi-objective optimization, design studies, parametric studies, and
sensitivity analysis. In order to speed up the execution of individual engine designs, the
conceptual design tool minimizes internal iterations in the calculation sequence through the
use of an explicit algorithm, as described in detail by Kyprianidis [4].

For every engine design there are numerous practical limitations that need to be considered.
A comprehensive discussion on design constraints for low specific thrust turbofans featuring
conventional and heat exchanged cores can be found in [5]. The design space constraints
set for this study are given in Table 1 and are considered applicable to a year 2020 entry
into service turbofan engine. The effect on optimal concept selection of design constraints,
material technology and customer requirements is discussed in the following sections.

3. Optimising a turbofan engine

3.1. Fuel-optimal designs

Optimizing a turbofan engine design for minimum block fuel essentially has to consider the
trade-off between better thermal and propulsive efficiency and reduced engine weight and
nacelle drag. The cycle optimization results for the two powerplants are given in Table 2.
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Conventional core Intercooled core
EIS 2020 EIS 2020

Fan diameter [in] 127 121
ISA SLS take-off thrust [lbf] 66000 64500

Overall pressure ratio 62.3 80.2
IPC pressure ratio 8.0 3.8
HPC pressure ratio 5.5 15.5
Fan mass flow [kg/s] 588 525
Core mass flow [kg/s] 36.3 34.6

Mid-cruise fan tip pressure ratio 1.30 1.39
Mid-cruise bypass ratio 17.7 17.3
Mid-cruise SFC Ref. -1.5%
Mid-cruise thermal efficiency Ref. +0.019
(core + transmission efficiency)
Mid-cruise propulsive efficiency Ref. -0.021

Engine installed weight Ref. -11.0%
Fan weight Ref. -21.3%
LPT weight Ref. -25.6%
Core weight Ref. -20.9%
Added components weight - 10.5%
(as % of engine dry weight)
Nacelle weight Ref. -14.7%

MTOW [1000 kg] 208.5 203.4
OEW [1000 kg] 116.2 113.1
Block fuel weight Ref. -3.0%

∗Performance parameters at top of climb conditions unless stated otherwise

Table 2. Comparison of the fuel optimal intercooled and conventional core turbofan engine designs.

Significant block fuel benefits are projected for the intercooled core engine, but they are
smaller than those predicted in previous efforts [7]. This is mainly attributed to a minimum
blade height requirement setting a practical lower limit on the intercooled core size for a
given OPR. Increasing the fan diameter at a fixed tip speed inevitably reduces rotational
speed, increases torque and hence increases the Low Pressure (LP) shaft diameter; this further
aggravates the problem since the High Pressure Compressor (HPC) hub to tip ratio needs to
increase. As a result, the optimal specific thrust for the intercooled core is higher compared
to the conventional core turbofan engine. Although the high OPR intercooled core benefits
from a higher core and transmission efficiency, and hence a better thermal efficiency, the
conventional core benefits from a higher propulsive efficiency. The design space around the
proposed fuel optimal designs was explored and in the next sections important observations
are presented.

3.2. Approximating the design space

In order to graphically illustrate the design space, a large number of simulations had to
be carried out; these simulations were focused around the fuel-optimal designs presented
in Section 3.1. Polynomial response surface models were derived that interpolate between
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Figure 4. Variation of low pressure turbine stage count with fan inlet mass flow and fan tip pressure ratio for a fixed size

conventional core.

a given number of known designs. Typical design space discontinuities encountered as
a result of turbomachinery stage count changes are inevitably distorted in polynomial
approximations. For this reason, an error analysis was carried out to determine the
discrepancy levels between the surrogate models and the actual design spaces; the
approximation errors for engine weight and aircraft block fuel were found to be less than
1% and 0.2%, respectively.

3.3. Fan and core sizing

Propulsive efficiency benefits from reducing specific thrust by increasing fan diameter can
very well be negated by the resulting combination of: i) increased engine and nacelle
weight, ii) increased nacelle (and interference) drag, and iii) reduced transmission efficiency.
This section discusses various aspects of fan and core sizing for the conventional core and
intercooled core configurations.

When sizing the engine fan, assuming a fixed size core (i.e., fixed core inlet mass flow), large
design space discontinuities are encountered due to Low Pressure Turbine (LPT) stage count
changes, as illustrated in Fig.4.

As discussed earlier, the use of smooth surrogate models for approximating discontinuous
spaces inevitably results in approximation errors, and it is worth noting that the addition of
an extra LPT stage results in approximately 150kg of additional weight. Nevertheless, with
the fan and nacelle weight (including the thrust reverser) each being roughly double the LPT
weight and directly proportional to the fan diameter, the weight trends illustrated in Fig. 5
can be considered reasonable.

The improvement in mid-cruise uninstalled SFC from reducing specific thrust is illustrated
in Fig. 6. If installation effects are ignored, then selecting a higher fan diameter (and hence a
higher bypass ratio at a fixed size core) will result in better SFC. Nevertheless, the increased
nacelle drag and engine weight move the optimal level of specific thrust for minimum block
fuel to smaller fan diameters, as illustrated in Fig. 7.
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Figure 5. Variation of engine weight with fan inlet mass flow and fan tip pressure ratio for a fixed size conventional core.

Figure 6. Variation of engine specific fuel consumption with fan inlet mass flow and fan tip pressure ratio for a fixed size

conventional core.

Looking at the trends illustrated in Fig. 7 in isolation, and then comparing with the optimal
design proposed in Section 3.1, one would be inclined to draw the conclusion that the
fuel-optimal fan diameter should be even smaller. However, as one moves towards the
upper left corner of Fig. 7 the engine take-off and Top Of Climb (TOC) thrusts reduce
(because the core size is fixed and the fan is getting smaller. In order to satisfy - at constant
specific thrust - the time to height and FAR (Federal Aviation Regulations) take-off distance
constraints set in this study it is necessary to scale-up the engine i.e., increase fan and core
size simultaneously which leads to: i) higher engine and nacelle weight, ii) higher nacelle
drag, and iii) non-optimum engine/aircraft matching i.e. mid-cruise conditions are away
from the bottom of the SFC loop (particularly if other cycle parameters are not re-optimized).

On Intercooled Turbofan Engines
http://dx.doi.org/10.5772/54402

9



6 Gas Turbine

Figure 4. Variation of low pressure turbine stage count with fan inlet mass flow and fan tip pressure ratio for a fixed size
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Figure 7. Variation of aircraft block fuel with fan inlet mass flow and fan tip pressure ratio for a fixed size conventional core.

Most of the conclusions drawn in this section are applicable to both the conventional core
and the intercooled core configurations. Nevertheless, the intercooled core is constrained
by a practical minimum blade height requirement for the last HPC stage (assuming an
all-axial bladed HPC). At a fixed core OPR and intercooler effectiveness, this constraint sets
a minimum limit for the core mass flow and as a consequence a minimum limit is also set on
specific thrust at a fixed engine thrust. This makes the intercooled core more favourable for
very high thrust engines, as they will not be subject to this constraint.

Figure 8. Variation of HPC last stage blade height with fan inlet mass flow and fan tip pressure ratio for a fixed size intercooled

core.
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Figure 9. Variation of HPC last stage blade height with fan inlet mass flow and fan tip pressure ratio for a fixed size conventional

core.

Bigger direct drive fans rotating at low speeds result in high torque requirements which
increase the LP shaft outer diameter. The HPC inner diameter has to be pushed out and
therefore slowed down, so for a given flow area and blade speed, the resulting blade height
tends to reduce, as illustrated in Fig. 8 - the problem is less marked for a conventional core
as illustrated in Fig. 9. For a given blade height requirement the core mass flow needs to be
increased and it can therefore be concluded that an intercooled core would favour a geared
fan arrangement, over a direct drive one, since it could alleviate some of the restrictions set
on the cycle. An aft fan arrangement as the one presented in [1] could further relieve this
issue by not passing the LP shaft through the core, though aft fan arrangements set other
design challenges.

3.4. IPC/HPC work split

Increasing engine OPR improves thermal efficiency and hence SFC, as illustrated in Fig. 10.
The optimal OPR level for the conventional core is constrained by the maximum allowable
HPC delivery temperature set, as illustrated in Fig. 11. For the intercooled cycle, this
limitation is alleviated but only to be replaced by a practical minimum blade height
requirement which consequently sets a minimum allowable core size constraint. The optimal
OPR level for the intercooled core at a fixed specific thrust is therefore a trade-off between a
better core efficiency and a smaller core size.

If one assumed constant component polytropic efficiencies then SFC benefits would arise for
the conventional core from shifting pressure ratio to the more efficient High Pressure (HP)
spool.

However, as the HPC pressure ratio rises beyond an upper limit set, the core configuration
would inevitably need to be changed to a two-stage High Pressure Turbine (HPT). This would
introduce higher cooling flow requirements (and hence losses) and could also make the core
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Figure 7. Variation of aircraft block fuel with fan inlet mass flow and fan tip pressure ratio for a fixed size conventional core.
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Figure 9. Variation of HPC last stage blade height with fan inlet mass flow and fan tip pressure ratio for a fixed size conventional

core.

Bigger direct drive fans rotating at low speeds result in high torque requirements which
increase the LP shaft outer diameter. The HPC inner diameter has to be pushed out and
therefore slowed down, so for a given flow area and blade speed, the resulting blade height
tends to reduce, as illustrated in Fig. 8 - the problem is less marked for a conventional core
as illustrated in Fig. 9. For a given blade height requirement the core mass flow needs to be
increased and it can therefore be concluded that an intercooled core would favour a geared
fan arrangement, over a direct drive one, since it could alleviate some of the restrictions set
on the cycle. An aft fan arrangement as the one presented in [1] could further relieve this
issue by not passing the LP shaft through the core, though aft fan arrangements set other
design challenges.

3.4. IPC/HPC work split

Increasing engine OPR improves thermal efficiency and hence SFC, as illustrated in Fig. 10.
The optimal OPR level for the conventional core is constrained by the maximum allowable
HPC delivery temperature set, as illustrated in Fig. 11. For the intercooled cycle, this
limitation is alleviated but only to be replaced by a practical minimum blade height
requirement which consequently sets a minimum allowable core size constraint. The optimal
OPR level for the intercooled core at a fixed specific thrust is therefore a trade-off between a
better core efficiency and a smaller core size.

If one assumed constant component polytropic efficiencies then SFC benefits would arise for
the conventional core from shifting pressure ratio to the more efficient High Pressure (HP)
spool.

However, as the HPC pressure ratio rises beyond an upper limit set, the core configuration
would inevitably need to be changed to a two-stage High Pressure Turbine (HPT). This would
introduce higher cooling flow requirements (and hence losses) and could also make the core
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Figure 10. Variation of mid-cruise specific fuel consumption with IPC and HPC pressure ratio for a fixed size conventional core.

Figure 11. Variation of take-off HPC exit temperature with IPC and HPC pressure ratio for a fixed size conventional core.

heavier and longer, negating the originally projected benefits. Efficient intercooling requires
that the Intermediate Pressure Compressor (IPC) has significantly less pressure ratio than
the HPC [14]. For that reason, a two-stage HPT has been assumed for the intercooled core
while a minimum IPC design pressure ratio was set to avoid potential icing problems during
decent.

3.5. Engine ratings

Sizing and rating an engine is a highly complex process that has to consider aircraft
performance requirements, fuel consumption, and engine lifing. Turbine blade lifing
requirements and cooling technology set a maximum allowable blade metal temperature
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Figure 12. Variation of engine weight with combustor outlet temperature at take-off and top of climb conditions for a fixed

size conventional core.

constraint; cooling flows therefore need to increase with increasing combustor outlet
temperature (T4) levels. The maximum T4 level may also be constrained by combustor design
considerations. For example increasing combustor liner cooling requirements essentially
reduces the amount of air available for mixing in the combustion zone and hence the flame
temperatures and NOx emissions tend to increase. Detail design studies are required for
establishing the optimal trade-off between cycle efficiency and acceptable NOx levels. For
these reasons an upper limit was set for T4 that was considered to be a reasonable trade-off
for year 2020 entry into service turbofan engines. The same limit was used for both the
conventional core and the intercooled core.

Although the intercooled core benefits from lower combustor inlet temperatures, the air to
fuel ratio is lower for a given T4. Furthermore, high pressure levels in the intercooled cycle
will affect the influence of luminosity on gas emissivity, and hence the temperature difference
across the liner [8].

For a given OPR there is an optimal mid-cruise T4 for best SFC. Nevertheless, running the
cycle hotter at top of climb (than the optimal for mid-cruise SFC) tends to reduce engine
weight, as illustrated in Fig. 12. These benefits come mainly from the reduction in LPT weight
since a higher T4 results in a more efficient core expansion and hence a higher pressure and
lower corrected mass flow at the LPT inlet. A further reduction in weight is possible through
the reducing core size (mainly in the case of the conventional core) since core output is
increasing with T4. On the other hand, running the cycle hotter at hot day take-off can lead
to an increase in engine weight at a fixed core size. An increase in T4 at top of climb generally
requires an increase in T4 at take-off in order to maintain a constant FAR take-off field length.
T4 at top of climb is therefore constrained by a hot-day take-off T4 limitation. Furthermore,
with modern large engines on long range aircraft typically being heavily derated at take-off
conditions milder than hot-day and/or with less than a full fuel load, top of climb T4 will
want to be lower than hot-day take-off T4 so as not to compromise engine life [12]. An
optimal block fuel trade-off therefore arises as illustrated in Fig. 13.
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Figure 10. Variation of mid-cruise specific fuel consumption with IPC and HPC pressure ratio for a fixed size conventional core.

Figure 11. Variation of take-off HPC exit temperature with IPC and HPC pressure ratio for a fixed size conventional core.
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Figure 13. Variation of aircraft block fuel with combustor outlet temperature at take-off and top of climb conditions for a fixed

size conventional core.

3.6. Intercooler effectiveness

In this study the aerodynamic design for most engine components has been carried out
at top of climb conditions. However, the intercooler component has been sized at end of
runway hot day take-off conditions (kink point) were the highest heat transfer levelswhere
the highest heat transfer levels are encountered. At cruise conditions the variable geometry
dual-nozzle system is utilised to reduce the intercooler mass flow ratio (intercooler cooling
mass flow divided by core mass flow) and hence reduce intercooler cold side pressure losses.
This practice results in better SFC and hence lower block fuel.

Engine design variations focused around the fuel optimal design are presented in Fig. 14
in a similar manner to figures presented in earlier sections. The figure illustrates the
effect of intercooler effectiveness on weight. As can be observed, intercooler effectiveness
at top of climb conditions has only a second order effect on intercooler weight while
intercooler effectiveness at take-off conditions has a more significant effect. As intercooler
weight increases, so does block fuel. Further to increasing intercooler weight, increasing
intercooler cooling air flow and effectiveness at take-off conditions increases thrust at a
given combustor outlet temperature. This thrust improvement however is soon negated by
increasing intercooler cold side pressure losses, as discussed in detail in [7].

It can be observed in Fig. 15 that there is a limit to the block fuel benefit that may be
achieved by optimising the intercooler effectiveness level at different flight conditions. This
limitation is set by: i) the maximum allowable nozzle area variation (dot-dashed white
iso-lines), and from ii) the reducing overall pressure ratio level during cruise conditions
(white continuous iso-lines). Although at first glance it seems to be implied through this
figure that a low intercooler effectiveness is beneficial for block fuel, it should be noted that
a minimum level of intercooler effectiveness has to be maintained at take-off (and hence at
cruise due to the aforementioned nozzle area variation limitation). This is due to the need for
satisfying a maximum FAR take-off field length requirement at a given maximum combustor
outlet temperature. An optimal trade-off therefore exists between intercooler effectiveness,
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Figure 14. Variation of intercooler weight with intercooler effectiveness at top of climb and take-off conditions.

Figure 15. Variation of block fuel with intercooler effectiveness at take-off and cruise conditions.
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Figure 13. Variation of aircraft block fuel with combustor outlet temperature at take-off and top of climb conditions for a fixed

size conventional core.
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Figure 14. Variation of intercooler weight with intercooler effectiveness at top of climb and take-off conditions.

Figure 15. Variation of block fuel with intercooler effectiveness at take-off and cruise conditions.
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specific thrust, core size, and overall pressure ratio. It should be stressed that the optimum
design intercooler effectiveness level also clearly depends on the heat exchanger technology
available.

These significant performance benefits - being the result of controlling the amount of cooling
flow going through the intercooler, and hence the effectiveness and pressure loss levels
at different operating points - may be achieved not only by utilising a variable geometry
dual-nozzle system but alternatively through a variable area mixer, which returns spent
intercooler air to the bypass duct. Optimal variable geometry settings can be identified for
different operating points and the projected benefits are up to 2% increase in net thrust (F

N
)

at take-off and 2% reduction in SFC at cruise.

4. Sensitivity analysis of optimal designs

The work presented in this section aims to deliver averaged exchange rates which can be
used to investigate the effect of technology parameter deviations on block fuel. Information
on how these perturbations were introduced in the design algorithm is given in Appendix A.

The sensitivity parameters compiled allow for system level quantification of the importance
of research on specific component technologies i.e. they can be used to assess the significance
of progress in specific component technologies for each engine configuration. Inversely, these
exchange factors also help quantify the impact of technology shortfalls. The exchange rates
presented in Fig. 16 and Fig. 17 should be perceived as fractional percentage variations from
the technology target values that were assumed when deriving the fuel optimal designs
presented in Section 3.1.

For the conventional core configuration for long range applications the low pressure system
component technology has the greatest influence on performance, as expected for a low
specific thrust engine. Significant fuel burn benefits are expected by improving fan and LPT
efficiency. Inversely, shortfalls in meeting projected technology targets for the low pressure
system will have a major impact on overall engine/aircraft performance.

As fan tip pressure ratio reduces, pressure losses in the bypass duct tend to have an
increasingly dominant effect on transmission efficiency and, therefore, on the impact of
propulsive efficiency improvements on SFC. By combining Fig. 1 and Fig. 16 it can be
observed that a 10% increase in bypass duct pressure losses would halve the projected block
fuel benefits from a 10 [in] increase in fan diameter and the consequent reduction in specific
thrust.

Failure to deliver the expected efficiency levels for the compressor components would
increase combustor inlet temperatures resulting in higher NOx levels and reduced
component life. Combustor designs are highly sensitive to inlet conditions and it is likely that
a significant shortfall in compressor efficiency would require a re-design of the combustor as
well as the compressors.

The influence of the low pressure system component technology on performance is less
marked for the intercooled core configuration compared to the conventional core. The
difference in the exchange rates is directly proportional to the difference in specific thrust
between the two optimal designs.
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Figure 16. Sensitivity analysis around the fuel optimal design for the conventional core configuration.

Figure 17. Sensitivity analysis around the fuel optimal design for the intercooled core configuration.

The efficiencies of the IPC and Intermediate Pressure Turbine (IPT) in the intercooled core
for long range applications have a significantly smaller influence on block fuel, compared
to the conventional core configuration, which reflects the significantly lower pressure ratio
on the Intermediate Pressure (IP) spool. On the other hand, the efficiencies of the HPC and
HPT have a similar influence on block fuel, compared to the conventional core configuration,
despite the significantly higher pressure ratio placed on the HP spool. This can be explained
by the fact that by reducing the HPC inlet temperature, intercooling significantly reduces HP
compression work at a pressure ratio, and also increases the specific power of the core.

As can be observed, intercooler pressure losses have a significant effect on block fuel. Losses
in the intercooler hot stream are more significant than losses in the cold stream at cruise and
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specific thrust, core size, and overall pressure ratio. It should be stressed that the optimum
design intercooler effectiveness level also clearly depends on the heat exchanger technology
available.

These significant performance benefits - being the result of controlling the amount of cooling
flow going through the intercooler, and hence the effectiveness and pressure loss levels
at different operating points - may be achieved not only by utilising a variable geometry
dual-nozzle system but alternatively through a variable area mixer, which returns spent
intercooler air to the bypass duct. Optimal variable geometry settings can be identified for
different operating points and the projected benefits are up to 2% increase in net thrust (F

N
)

at take-off and 2% reduction in SFC at cruise.

4. Sensitivity analysis of optimal designs

The work presented in this section aims to deliver averaged exchange rates which can be
used to investigate the effect of technology parameter deviations on block fuel. Information
on how these perturbations were introduced in the design algorithm is given in Appendix A.

The sensitivity parameters compiled allow for system level quantification of the importance
of research on specific component technologies i.e. they can be used to assess the significance
of progress in specific component technologies for each engine configuration. Inversely, these
exchange factors also help quantify the impact of technology shortfalls. The exchange rates
presented in Fig. 16 and Fig. 17 should be perceived as fractional percentage variations from
the technology target values that were assumed when deriving the fuel optimal designs
presented in Section 3.1.

For the conventional core configuration for long range applications the low pressure system
component technology has the greatest influence on performance, as expected for a low
specific thrust engine. Significant fuel burn benefits are expected by improving fan and LPT
efficiency. Inversely, shortfalls in meeting projected technology targets for the low pressure
system will have a major impact on overall engine/aircraft performance.

As fan tip pressure ratio reduces, pressure losses in the bypass duct tend to have an
increasingly dominant effect on transmission efficiency and, therefore, on the impact of
propulsive efficiency improvements on SFC. By combining Fig. 1 and Fig. 16 it can be
observed that a 10% increase in bypass duct pressure losses would halve the projected block
fuel benefits from a 10 [in] increase in fan diameter and the consequent reduction in specific
thrust.

Failure to deliver the expected efficiency levels for the compressor components would
increase combustor inlet temperatures resulting in higher NOx levels and reduced
component life. Combustor designs are highly sensitive to inlet conditions and it is likely that
a significant shortfall in compressor efficiency would require a re-design of the combustor as
well as the compressors.

The influence of the low pressure system component technology on performance is less
marked for the intercooled core configuration compared to the conventional core. The
difference in the exchange rates is directly proportional to the difference in specific thrust
between the two optimal designs.
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climb, while losses in the cold stream become increasingly important as the intercooler mass
flow ratio (W132Q25) increases at take-off. Failure to achieve the intercooler pressure loss
targets set could significantly reduce the projected block fuel benefits for the intercooled core
configuration.

5. Conclusions

In this study, the combined potential of novel low pressure spool and core technologies was
assessed with respect to reducing engine CO2 emissions. A back-to-back comparison of an
intercooled core engine with a conventional core engine was performed and fuel optimal
designs for year 2020 entry into service were proposed.

The results from the optimization process show that the optimal specific thrust for the
intercooled core is somewhat higher compared to the conventional core turbofan engine.
This is mainly attributed to the HPC last stage blade height requirement limiting minimum
core size in the intercooled engine and negating one of the benefits of increasing fan diameter.
This conclusion may appear specific to the thrust scale of the study engine and it might not
apply to more powerful engines, but it is considered likely to be generally applicable because
all intercooled engines have relatively small core size and so will be more susceptible to the
loss of core component efficiency associated with making the core smaller still.

The optimized high OPR intercooled core benefits from higher thermal efficiency, but the
optimized conventional core still benefits from higher propulsive efficiency. As a remedy
to this, it is proposed to remove the LP shaft diameter constraint to enable the intercooled
engine to have a faster more efficient lower hub to tip ratio core. This may be achieved by
having a geared fan and a high-speed LP turbine with a smaller diameter shaft, or an aft fan
arrangement (with a geared or counter-rotating turbine) or by having a reverse-flow core.
Any of these arrangements might reduce the optimal specific thrust level significantly but
would make 2020 a very ambitious target for entry into service.

It can be concluded that significant benefits in terms of block fuel are possible from an
intercooled core, with year 2020 entry into service level of technology, compared to a
conventional core turbofan engine for long range applications. However, the benefits are highly
dependent on achieving technology targets such as low weight and pressure losses for the intercooler.
The commercial competitiveness of an intercooled core turbofan design will largely depend
on how the aviation market evolves in the years to come.
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Nomenclature

BP ByPass duct
BPR ByPass Ratio
CO2 Carbon dioxide
dP/P

in
Fractional pressure loss

EIS Entry Into Service
F

N
Net thrust

FAR Federal Aviation Regulations
FL Flight Level
FPR Fan Pressure Ratio
HP High Pressure
HPC High Pressure Compressor
HPT High Pressure Turbine
IC InterCooler
ICAO International Civil Aviation Organisation
IP Intermediate Pressure
IPC Intermediate Pressure Compressor
IPT Intermediate Pressure Turbine
ISA International Standard Atmosphere
LP Low Pressure
LPT Low Pressure Turbine
Mid-Cr Mid-Cruise
MTOW Maximum Take-Off Weight
NOx Nitrogen oxides
OEW Operating Empty Weight
OPR Engine Overall Pressure Ratio
P2 Fan inlet pressure
P23 Intermediate pressure compressor inlet pressure
P25 Intermediate pressure compressor outlet pressure
P3 High pressure compressor outlet pressure
Pol. Eff. Polytropic Efficiency
PR Pressure Ratio
SFC Engine Specific Fuel Consumption
SLS Sea Level Static
T4 Combustor outlet temperature
T41 High pressure turbine rotor inlet temperature
TET Turbine Entry Temperature
TO Take-Off
TOC Top Of Climb
UHBR Ultra High Bypass Ratio

Appendix: Optimisation design variables

This appendix provides additional information on the choice of design variables for the
optimisation process utilised in this article. Unless explicitly stated otherwise, design
variables refer to top of climb engine operating conditions (ISA +10 [K], FL350, Mach=0.82)
which is set as the reference (design) point for engine performance. The effect of introducing
a single design variable perturbation on the values of other parameters at design point and
off-design conditions is described by Fig. 18 and Fig. 19, respectively. Similarly, Fig. 20
describes the effect of such perturbations on the values of mechanical design parameters and
objective functions.
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1. Introduction

In response to recent changes in energy-intensive and global environmental conditions, it is
urgent and crucial concern to develop the high-efficiency technologies of fossil fuel power
generations. Especially, coal is one of the most important resources from the standpoint of
risk avoidance in the scheme of power supply composition. Figure 1 shows the proved re‐
coverable reserves of coal by region compared with those of the natural gas and crude oil.
The world’s coal reserves are twice that of each conventional oil and natural gas, distributed
more evenly on a geographical basis than those for oil and natural gas, and also geopolitical
risk is lower for securing the stable supply of coal resource. This figure also shows each total
discoverable reserve of non-conventional resources of natural gas and crude oil as referen‐
ces, and each reserve corresponds to twice of the coal proved recoverable reserve. In this re‐
gard, however, total discoverable reserve of coal is estimated ten times of proved
recoverable reserves, or it is corresponds to five times of that of each non-conventional re‐
source of natural gas and crude oil. Coal is definitely the most important fossil fuel resour‐
ces in the future.

Furthermore, in the 1997 when the Third Conference of Parties to the United Nations Frame‐
work Convention on Climate Change (COP3), the Kyoto protocol, which invoked mandato‐
ry CO2 emissions reductions on countries, was adopted. CO2 emissions per unit calorie of
coal are about 1.8 times that in the case of natural gas, and then CO2 recovery technologies
are very important for thermal power plants.

On the other hand, demand of coal has increased rapidly in the recent years. Figure 2 shows
annual changes of the world’s coal consumption by region and the reserves-to-production
ratios of coal, oil and natural gas. In the intervening quarter-century from 1985 to 2010, the
coal consumption in Asia Pacific increased significantly or about 3.6 times, while world coal

© 2013 Hasegawa; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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consumption increased 1.7 times. The increase in coal consumption in Asia Pacific is equal
to one half of the world’s consumption in 2010, while consumptions in other regions de‐
crease. In just ten years, coal consumption in Asia Pacific increased double, and then the
world’s reserves-to-production ratio of coal decreased by half, while the reserves-to-produc‐
tion ratios of oil and natural gas have been maintained constant. Along with the growing
world demands for fossil energy resources in recent years, international competition for de‐
velopment of fossil fuel fields of coal, oil and gas in the world is ever intensified.
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Figure 1. Proved recoverable reserves of coal by region at end 2010, compared with oil and natural gas reserves.
Source of reserves data: BP statistical review of world energy 2011 [1]. Notes: Coal proved reserves expressed in
tonnes oil equivalent are calculated using coal productions based on data expressed in tonnes oil equivalent and coal
productions in tonnes. Nonconventional natural gas shows data not including methane hydrate reserves. Nonconven‐
tional crude oil includes oil shale and oil sand reserves.

With the above mentioned situations as a background, developments of high-efficiency
power generation technologies and low emission technologies of CO2 become increasingly
important in the world. As one of the highly-efficient and low CO2 emission technologies, an
integrated coal gasification combined cycle (IGCC) power generation combined with CO2

capture and storage (CCS) technologies are now drawing attention from the electric power
industry. The Central Research Institute of Electric Power Industry (CRIEPI) has proposed a
newly-designed oxy-fuel IGCC power generation system integrated with a combination of
CO2 recovery processing and a semiclosed cycle gas turbine [3]. This system wields the ad‐
vantages of not requiring a CO2 capture system using CO2 absorption processing or fuel re‐
forming preprocessing. Compared to conventional CO2 recovery thermal power plants, oxy-
fuel IGCC could simplify CO2 recovery systems, reduce station service power, and achieve
higher thermal efficiency. Currently, CRIEPI is addressing each technological development
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[4-9] towards the realization of highly efficient power generation with zero emissions, and
with a semiclosed gas turbine system serving as one of the key technologies.

In this study, we have been researching and developing the combustion technologies in or‐
der to achieve the semiclosed cycle gas turbine for highly efficient oxy-fuel IGCC [5-6]. This
paper describes technical difficulties and combustion characteristics of semiclosed gas tur‐
bine combustors, comparing developed H2/O2 and natural gas/O2 fired semiclosed gas tur‐
bines in the WE-NET project [10] and a conventional natural gas fired gas turbine.

2. CO2 recovery from thermal power plant

2.1. CO2 recovery methods for IGCCs

Along with the oxy-fuel IGCC system newly proposed in this paper, there exist four CO2

recovery systems for coal-base thermal power generation. With regard to CO2 recovery sys‐
tems for IGCC, as shown in figure 3, the oxy-fuel IGCC system and the pre-combustion sys‐
tem for IGCC are under development [11-14]. In the case of an oxy-fuel IGCC power
generation system with CO2 capture in a semiclosed cycle oxy-fuel gas turbine, recovery of
CO2 is simplified, with decreasing station service power expected to produce highly efficient
generation. This is because water-gas-shift reactors and physical/chemical solvents for CO2

capture are not required as opposed to conventional pre-combustion systems for IGCC.

Figure 4 shows the change in net plant efficiency (HHV basis) in conventional pulverized
coal and IGCC power plants. In the case of 90 percent CO2-recovery, post-combustion sys‐
tems, the thermal efficiency of pulverized-coal, super critical boilers decreases to 28.4% [11]

Figure 2. World coal consumption by region and proved recoverable reserves-to-production (R/P) ratio of coal, oil and
natural gas (NG) at end 2010. Note: Coal data include anthracite, bituminous, sub-bituminous, and lignite. And re‐
serves-to-production (R/P) ratios are approximate values based on the total proved recoverable reserves of bitumi‐
nous coal, anthracite, lignite and sub-bituminous coal. Sources are BP statistical review of world energy [1] and data
reported for precious World Energy Council Surveys of Energy Resources [2].
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from 39.3% since a huge amount of steam is needed to regenerate absorbers, while oxy-fuel
combustion systems of O2-fired pulverized coal boilers result in only a marginal improve‐
ment in thermal efficiency of 29.3% [11]. Furthermore, in the case of a pre-combustion sys‐
tem using an F-class gas turbine for IGCC, thermal efficiency is expected to improve to
31.6% [11].

Figure 4. Thermal efficiency of coal-base power plants with and without CO2 capture and compression. In the three
conventional cases of post-, oxy-fuel and pre-combustion, currently available technologies are employed and CO2 re‐
covery rate is set at 90% [11]. In the case of oxy-fuel IGCC employing technologies currently under development, CO2

recovery rate is set at 99% [4].

Figure 3. Comparison of CO2 recovery processes for IGCCs
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However, in the case of an oxy-fuel IGCC system adopting each technology currently under
development, the use of an O2-CO2 gasifier, for example, with a hot/dry synthetic gas clean‐
up system and a semiclosed cycle gas turbine (turbine inlet temperature on ISO standard ba‐
sis at about 1530K), is expected to produce a transmission-end thermal efficiency of 41.9%
under conditions of 99% or higher CO2 recovery.

2.2. Oxy-fuel IGCC and closed-cycle gas turbine

Figure 5 shows a schematic diagram of the oxy-fuel IGCC system and a topping semiclosed
cycle gas turbine. The newly proposed oxy-fuel IGCC consists of an oxygen-CO2 blown gas‐
ifier, a hot/dry synthetic gas cleanup system, a semiclosed cycle oxygen-fired gas turbine,
and a CO2 recovery process. This system has the following advantages;

Figure 5. Schematic diagram of oxy-fuel IGCC and semiclosed cycle gas turbine [3]

• Oxygen-CO2 blown, entrained-flow coal gasifier

Table 1 shows the rated conditions of a gasified fuel and semiclosed cycle gas turbine com‐
bustor [3],[4]. Table 2 shows characteristics of coal used in the calculation [3]. Here, we dry
fed pulverized coal into an oxygen-blown entrained-flow gasifier with recycled CO2 from
flue gas, and gasified with additional oxygen. In addition, we found that O2-CO2 blown coal
gasification enhanced gasification efficiency compared to that of current oxygen blown gasi‐
fication through dry feeding of coal with N2. Figure 6 shows the gasification characteristics
of the two cases above, estimated by numerical analysis of a one-dimensional model [3].

Development of Semiclosed Cycle Gas Turbine for Oxy-Fuel IGCC Power Generation with CO2 Capture
http://dx.doi.org/10.5772/54406

29



from 39.3% since a huge amount of steam is needed to regenerate absorbers, while oxy-fuel
combustion systems of O2-fired pulverized coal boilers result in only a marginal improve‐
ment in thermal efficiency of 29.3% [11]. Furthermore, in the case of a pre-combustion sys‐
tem using an F-class gas turbine for IGCC, thermal efficiency is expected to improve to
31.6% [11].

Figure 4. Thermal efficiency of coal-base power plants with and without CO2 capture and compression. In the three
conventional cases of post-, oxy-fuel and pre-combustion, currently available technologies are employed and CO2 re‐
covery rate is set at 90% [11]. In the case of oxy-fuel IGCC employing technologies currently under development, CO2

recovery rate is set at 99% [4].

Figure 3. Comparison of CO2 recovery processes for IGCCs

Progress in Gas Turbine Performance28

However, in the case of an oxy-fuel IGCC system adopting each technology currently under
development, the use of an O2-CO2 gasifier, for example, with a hot/dry synthetic gas clean‐
up system and a semiclosed cycle gas turbine (turbine inlet temperature on ISO standard ba‐
sis at about 1530K), is expected to produce a transmission-end thermal efficiency of 41.9%
under conditions of 99% or higher CO2 recovery.

2.2. Oxy-fuel IGCC and closed-cycle gas turbine

Figure 5 shows a schematic diagram of the oxy-fuel IGCC system and a topping semiclosed
cycle gas turbine. The newly proposed oxy-fuel IGCC consists of an oxygen-CO2 blown gas‐
ifier, a hot/dry synthetic gas cleanup system, a semiclosed cycle oxygen-fired gas turbine,
and a CO2 recovery process. This system has the following advantages;

Figure 5. Schematic diagram of oxy-fuel IGCC and semiclosed cycle gas turbine [3]

• Oxygen-CO2 blown, entrained-flow coal gasifier

Table 1 shows the rated conditions of a gasified fuel and semiclosed cycle gas turbine com‐
bustor [3],[4]. Table 2 shows characteristics of coal used in the calculation [3]. Here, we dry
fed pulverized coal into an oxygen-blown entrained-flow gasifier with recycled CO2 from
flue gas, and gasified with additional oxygen. In addition, we found that O2-CO2 blown coal
gasification enhanced gasification efficiency compared to that of current oxygen blown gasi‐
fication through dry feeding of coal with N2. Figure 6 shows the gasification characteristics
of the two cases above, estimated by numerical analysis of a one-dimensional model [3].

Development of Semiclosed Cycle Gas Turbine for Oxy-Fuel IGCC Power Generation with CO2 Capture
http://dx.doi.org/10.5772/54406

29



Components Gasified fuel Oxidizer Dilution

CO [vol%] 66.2 0 0

H2 23.8 0 0

CH4 0.3 0 0

CO2 4.9 0 69.5

H2O 3.2 0 26.9

Ar, N2 1.5 2.5 2.7

O2 0 97.5 0.9

HHV (LHV) 11.5 MJ/m3 (11.0 MJ/m3) at 273K, 0.1MPa

Pressure in combustor 2.2MPa

ϕ * 0.98 (Overall equivalence ratio ϕ is 0.89)

Dilution ratio 5.5: dilution/fuel molar ratio

Exhaust temp. 1573K at combustor exit

ϕ* : calculated from fuel and oxidizer without O2 concentration in dilution

Table 1. Rated conditions of semiclosed cycle gas turbine combustor [3],[4]

Inherent moisture* [wt%] 3.6

Ash content* [wt%] 9.6

Volatile matter* [wt%] 30.3

Fixed carbon* [wt%] 56.5

Ultimate analysis**

C [wt%] 76.1

H [wt%] 5.1

O [wt%] 6.9

N [wt%] 1.7

S [wt%] 0.5

*: air-dried state, **: dry basis

Table 2. Characteristics of coal used in calculation [3]

Table 3 shows numerical analysis conditions in gasification. Gasified fuels were calculated
under conditions where an equivalence ratio in the gasification was set at 2.58 through mul‐
ti-stage analyses utilizing pyrolysis, char gasification reaction and gas phase equilibrium re‐
action processes, and assuming a one-dimensional axial flow in the entrained-flow gasifier
[3].We assumed that volatile matter contents in coal would be instantaneously pyrolyzed in
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the first stage, so we took 3-step reduced reactions in char gasification into account. For char
gasification, we used char reaction rates based on experimental data from a pressurized
drop tube furnace [15]. In the analyses, we determined the point in time when char input
accorded with char production to be equilibrium. Since we assumed 100% removal rates of
dust and sulfur in the synthetic gas cleanup, gasified fuels shown in Table 1 did not include
sulfur, halide, ash and metal impurities.

Calculation One-dimensional model

Reaction

1) Pyrolysis
Pyrolyzed instantaneously

Coal → CnHmOl + Char

2) Reaction of Char

Reaction rates obtained from data in

pressure drop tube furnace

C + 1/2O2 → CO

C + CO2 → 2CO

C + H2O → CO+H2

3) Gas phase reaction

(C,H,O)→(CH4,H2,CO,CO2,H2O,N2,O2)
Equilibrium reaction

Table 3. Analysis method and conditions [3]

The cold gas efficiency in Fig.6 demonstrates the ratio between chemical energy content in
the product gas compared to chemical energy in fuel on a lower heating value basis. Cold
gas efficiency was calculated in the following way:

CO2 gas                 N2 gas
Carrier gaseous species

Figure 6. Influence of carrier gas conveying pulverized coal into gasifier on oxygen-blown gasification performance
under conditions of coal input of 118.5t/h [3]
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As a result, we estimated an improvement in cold gas efficiency by 2 percent and a reduc‐
tion of char particles. At the same time, we clarified the influence of CO2 and H2O content on
char production characteristics by using a pressurized drop tube furnace [8], and we evalu‐
ated the effects of CO2 enrichment on coal gasification performance using an actual pressur‐
ized entrained flow coal gasifier of a 3ton/day bench scale gasifier [9]. Results confirmed
that CO2 enrichment improves gasification characteristics.

• Hot/dry synthetic gas cleanup

We treated gasified fuels with a hot/dry synthetic gas cleanup system consisting of a metal‐
lic filter, a hot gas desulfurization unit and other materials, which simplified the cleanup
system and reduced the power consumption for cleanup [7]. Dust removal technologies us‐
ing metallic filters or ceramic ones have already been demonstrated and put to practical use
in IGCC plants. So far, the Central Research Institute of Electric Power Industry has devel‐
oped a halide sorbent containing NaAlO2 [16], a honeycomb zinc ferrite desulfurization
sorbent containing ZnFe2O4 [7], a honeycomb copper based mercury sorbent containing
CuS [17], and an ammonia decomposing Ni-based catalyst supported by ZSM-5 pellets [18]
and each of those elemental technologies was expected to be applied to the hot/dry synthetic
gas cleanup system for current IGCCs. Figure 7 [19] shows the schematics of the demonstra‐
tion plant of the dry gas purification system for the IGCC now being developed. An ammo‐
nia catalytic removal process was expected to be installed following the desulfurization unit.
The process sequence of the purification system was determined by considering the opera‐
tion temperature and performance of the sorbents and catalyst. Recently, the Central Re‐
search Institute of Electric Power Industry has been moving ahead on design of a new dry
gas purification system for the advanced oxy-fuel IGCC by applying the purification system
employing the elemental technologies developed for current IGCCs. Impurities in gasified
fuels such as dust, ash contents, metal compounds, sulfur, halide, mercury and others could
be reduced to an allowable level [20] for conventional gas turbines.

Figure 7. Schematic flow diagram of demonstration plant of dry gas purification system for current IGCCs [19]
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• Semiclosed cycle gas turbine and CO2 recovery

In a semiclosed cycle oxy-fuel gas turbine system as a topping cycle, we burned gasified
fuels with pure oxygen and adjusted combustor exhaust temperature by recycling CO2-en‐
riched flue gas. As shown in Table 1, the rated temperature of combustor exhaust was set at
1573K (1300degC) and pressure inside the combustor at 2.2MPa [4]. After recovering ex‐
haust heat in the HRSG, the necessary amount of flue gas was compressed and recycled to a
gas turbine.

We then fed the remaining flue gas to a water scrubber of a halogen and Hg removal system
and mist separator. We found that following these treatments, flue gas consisting mostly of
CO2 and H2O became high-concentration CO2 gas. We used some of the flue gas to feed coal
to a gasifier, with the remainder compressed and sent to a storage site. It was necessary to
reduce oxygen concentration in coal carrier gas to a low level in order to prevent pulverized
coal from firing inappropriately.

Table 4 shows subjects and characteristics of gasified fuel/O2 stoichiometric combustion with
exhaust recirculation compared to a conventional natural gas-fired gas turbine. Unlike in the
case of excess air combustion of an natural gas-fired gas turbine, the suppression of fuel oxi‐
dation under O2-fired stoichiometric conditions with exhaust recirculation poses concerns,
thereby necessitating the development of combustion promotion technology.

Oxy-fuel combustion in IGCC Conventional natural gas-

fire GT

Equivalence ratio

Stoichiometric (0.98) 0.4~0.5

Oxidation reaction is restrained and unburned

fuel is emitted.

at Tex =1573K

~1773K

Dilution gas to adjust

combustion temp.

Exhaust recirculation Air

Some exhaust is used as coal carrier gas, and

then O2 concentration has to be decreased to a

safe level.

NOx emissions
Hot/dry cleanup and exhaust recirculation cause

increased NOx emissions

Only thermal-NOx

emissions

Table 4. Subjects of semiclosed cycle gas turbine of gasified fuel/O2 stoichiometric combustion with exhaust
recirculation

In the case of oxy-fuel combustion in IGCC, a little excess O2 combustion in which apparent
equivalence ratio is set at 0.98 or lower resulted in higher concentrations of residual O2 in
exhaust, restraining the usage of exhaust to feed coal into the gasifier while combustion effi‐
ciency rose. And the presence of non-condensable gases such as remaining O2, and Ar and
N2 separated from the air resulted in increased condensation duty for the recovery of the
CO2 [21]. On the other hand, a little higher equivalence ratio over stoichiometric conditions
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exhaust recirculation compared to a conventional natural gas-fired gas turbine. Unlike in the
case of excess air combustion of an natural gas-fired gas turbine, the suppression of fuel oxi‐
dation under O2-fired stoichiometric conditions with exhaust recirculation poses concerns,
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Oxy-fuel combustion in IGCC Conventional natural gas-

fire GT

Equivalence ratio

Stoichiometric (0.98) 0.4~0.5

Oxidation reaction is restrained and unburned

fuel is emitted.

at Tex =1573K

~1773K

Dilution gas to adjust

combustion temp.

Exhaust recirculation Air

Some exhaust is used as coal carrier gas, and

then O2 concentration has to be decreased to a

safe level.

NOx emissions
Hot/dry cleanup and exhaust recirculation cause

increased NOx emissions

Only thermal-NOx

emissions

Table 4. Subjects of semiclosed cycle gas turbine of gasified fuel/O2 stoichiometric combustion with exhaust
recirculation

In the case of oxy-fuel combustion in IGCC, a little excess O2 combustion in which apparent
equivalence ratio is set at 0.98 or lower resulted in higher concentrations of residual O2 in
exhaust, restraining the usage of exhaust to feed coal into the gasifier while combustion effi‐
ciency rose. And the presence of non-condensable gases such as remaining O2, and Ar and
N2 separated from the air resulted in increased condensation duty for the recovery of the
CO2 [21]. On the other hand, a little higher equivalence ratio over stoichiometric conditions
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decreased combustion efficiency. We have to accomplish higher combustion efficiency un‐
der almost stoichiometric conditions and decrease.

Furthermore, both the employment of hot/dry synthetic gas cleanup and exhaust recircula‐
tion increased fuel-NOx emissions.

Against the above backdrop, we first of all researched combustion characteristics and ex‐
haust gas reaction characteristics in the semiclosed cycle gas turbine for oxy-fuel IGCC [5].

3. Numerical analysis method based on elementary reaction models with
PSR and PFR

We examined the reaction characteristics of reactant gases both in the combustor and in ex‐
haust using numerical analysis based on the following elementary reaction kinetics. Here,
we employed the reaction model proposed by Miller and Bowman [22], and confirmed by
test result comparison the appropriateness of the model for non-catalytic reduction of am‐
monia in gasified fuel using NO [23] and an oxidation of ammonia by premixed methane
flame [22].

The reaction scheme we employed was composed of 248 elementary reactions, with 50 spe‐
cies taken into consideration. Miller and Bowman described both a detailed scheme of the
oxidation of C1 and C2 hydrocarbons under most (but not too fuel-rich) conditions, and an
essential scheme for ammonia oxidation. Hasegawa et al. [23], united these two schemes and
confirmed the applicable scope of a united scheme through experiments using a flow tube
reactor. As an example, figure 8 shows comparative calculations results with non-catalytic
denitration tests performed by Lion [24]. The analytical results precisely described a narrow
reaction temperature for effective non-catalytic denitration and the behavior of NH3 and NO
constituents. Furthermore, the authors have evaluated the reaction characteristics of ammo‐
nia reduction in the gasified fuels, of non-catalytic denitration in exhaust, of air-fired gasi‐
fied fueled combustions, and of H2/O2 stoichiometric combustion through experiments and
full kinetic analyses [23], [25]-[27]. Results showed that the united scheme could describe the
reaction characteristics in gasified fueled combustion and exhaust. On the other hand, vari‐
ous reaction schemes have been proposed worldwide for each reaction system including
higher hydrocarbons. There was example of the GRI Mech 3.0 chemical kinetic mechanism
used for calculation of the oxy-fuel gas turbine combustion [28]. But it need not be used
since the gasified fuel contains a small percent of CH4 and no C2 hydrocarbon.

We took thermodynamic data from the JANAF thermodynamics tables [29], and calculated
the values of other species not listed in the tables based on the relationship between the
Gibbs' standard energy of formation, ΔG°, and the chemical equilibrium constant, K, obtain‐
ing a value of ΔG° from the CHEMKIN database [30].

ΔG° = R × T × ln(K) (2)
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We in this study used the GEAR method [31] for numerical analysis as an implicit, multi-
stage solution.

Figure 9. Schematic of algorism in semiclosed gas turbine for oxy-fuel IGCC under typical rated conditions. Recirculat‐
ed gas turbine exhaust is injected into the PSR of the combustor alongside incoming stream of gasified fuel and oxi‐
dizer of O2.
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Figure 8. Comparison of kinetic analyses with experimental data of Lyon [24] on concentration of NH3 and NO in the
NH3NOO2H2 system under conditions of selective noncatalytic reduction of NOx
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Furthermore, our algorithm is schematized in Figure 9. The model we employed in this
study assumed all mixing processes to be ideal such that they could be represented by a
combination of a perfectly-stirred reactor (PSR) and a plug flow reactor (PFR). When investi‐
gating the basic combustion reaction characteristics that were independent of combustor ge‐
ometries, the combustor was simply modeled as the PSR. This combustor model was the
simplest case of modular models employed by Pratt, et al. [32]. In the case of investigating
the exhaust gas reaction characteristics in expansion turbine and flue, we employed the PFR
model. Then, we employed a combination PSR and PFR model in order to explore the influ‐
ence of exhaust recirculation on combustor emission characteristics and exhaust reaction
characteristics in the semiclosed gas turbine.

4. Characteristics of stoichiometric combustion with recirculating exhaust

4.1. Comparison with air-fired combustion

Figure 10 shows concentrations of principal chemical species against reaction time under the
rated load conditions shown in Table 1, through a numerical analysis based on reaction ki‐
netics with a PSR model of homogeneous reaction. Figure 11 also shows the principal chemi‐
cal species against reaction time when burning CH4 in the main components of natural gas
with air under conditions where the reaction temperature is set at a constant value of the
rated exhaust temperature of 1573K, and where the equivalence ratio is 0.32.

Figure 10. Chemical species behavior over time in gasified fuel/O2 stoichiometric combustion with exhaust recirculation
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Figure 11. Chemical species behavior over time in conventional CH4/air combustion

In the case of burning gasified fuel under stoichiometric conditions with exhaust recircula‐
tion, fuel oxidation reaction proceeded slowly compared to that of conventional CH4/air
combustion. As a result, we found that CO and H2 in exhaust remained unoxidized at
around 2.9vol% and 0.4vol%, respectively, and residual O2 at 2.5vol% in 20ms corresponded
to the combustion gas residence time in the combustor. Combustion efficiency was estimat‐
ed to remain at a low level of around 76%, compared with that of conventional industrial
gas turbines.

Figure 12. Comparison of emission characteristics with conventional air-fired combustions
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Figure 12 shows exhaust characteristics and combustion efficiencies at the combustor exit
under the conditions of a 1573K combustor exhaust temperature, in comparison with the ho‐
mogeneous premixed combustion of a gasified fuel/air and CH4/air mixture. The stoichio‐
metric combustion of gasified fuel/O2 with exhaust recirculation causes a drastic decrease in
combustion efficiency compared with the other two cases of air-fired combustion. We feel
that it is therefore necessary to promote fuel oxidation, or to decrease combustible constitu‐
ent CO emitted from the gas turbine.

4.2. Comparison to each oxy-fuel gas turbine combustion

Figure 13 shows the results of numerical analysis in hydrogen/oxygen fired, stoichiometric
combustion with exhaust recirculation of steam under the rated temperature conditions of
1573K. An overall equivalence ratio was set at 1 with other conditions equivalent to the rat‐
ed conditions in Table 1.

Hydrogen/oxygen reaction began as rapidly as in the cases of gasified fuel/O2 or CH4/air
fired combustion, shown in Fig.10 or Fig.11, respectively. After that, hydrogen oxidation re‐
action progressed faster than in the case of gasified fuel/O2 fired combustion.

Figure 13. Chemical species behavior over time in H2/O2 combustion with steam recirculation

Figure 14 shows exhaust characteristics and combustion efficiencies under the conditions of
a 1573K combustor exhaust temperature compared with the cases of homogeneous pre‐
mixed combustions of H2/O2 and CH4/O2 mixture with exhaust recirculation. Here, we set
the composition of each recirculating exhaust to that of corresponding gas formed under
equilibrium conditions.
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As an example of oxygen-fired gas turbine using stoichiometric combustion with exhaust re‐
circulation, Fig.14 also shows comparative calculations with test data of 1973K-class H2/O2

stoichiometric combustion with steam recirculation, conducted in the Japanese WE-NET
project. Tests confirmed that the analytical results were almost in accordance with experi‐
mental results [33] concerning concentrations of residual O2 constituent and unburned H2

constituent in exhaust, and that the numerical analysis used in this study could estimate
emission characteristics under conditions of achieved high combustion efficiency.

Figure 14. toichiometric combustion characteristics of each fuel; overall equivalence ratio is 1, markers (⋆)are test da‐
ta under conditions where combustion pressure is set at 2.5MPa and recirculated steam temperature is 623K [33].

In the case of H2/O2 fired combustion such as in a hydrogen fired closed-cycle gas turbine,
emissions of combustible constituent H2 and residual O2 in exhaust decreased 1vol% or be‐
low in a reaction time of 20ms, or combustion efficiency was estimated to reach up to
around 93% at a temperature of 1573K. In the case of a CH4/O2 fired, closed cycle gas tur‐
bine, combustible constituent CO and residual O2 concentration of combustor exhaust also
decreased 1vol% or below, and combustion efficiency reached 87%, while combustible con‐
tents and residual O2 emissions displayed a tendency to increase compared to the H2/O2

fired combustion.

Combustible contents and residual O2 emissions, on the other hand, increased by several
times in the case of gasified fuels compared with both cases of H2 fired and CH4 fired com‐
bustion. Combustion efficiency fell to a low level of 72%. In CO-rich fuel/O2-fired combus‐
tion with exhaust recirculation, CO oxidation was strongly restrained by recirculating
exhaust consisting mostly of CO2 compared to other fuel constituents, and combustion effi‐
ciency was decreased. Therefore, to achieve highly efficient oxy-fuel IGCC, it is necessary to
develop combustion control technologies of gasified fuel/O2 combustion with higher com‐
bustibility compared with the H2/O2 combustion technology in the WE-NET project or pre-
combustion technologies.
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4.3. Effects of fuel CO/H2 molar ratio on emission characteristics

Each quantity of CO and H2 constituent in the gasified fuels differs chiefly according to the
gasification methods, raw materials of feedstock, and water-gas-shift reaction as an optional
extra for pre-combustion carbon capture system. Figure 15 shows influences of CO/H2 molar
ratio in the gasified fuel on the combustion emission characteristics with exhaust recircula‐
tion under the rated temperature condition of 1573K. In the case of varying the fuel CO/H2

molar ratio under the conditions where the total amount of CO and H2 constituent was set
constant, dilution ratio (dilution gas/fuel molar ratio) was adjusted to maintain the combus‐
tion temperature at 1573K. Just like the case of Fig.14, overall equivalence ratio was set at 1,
with other conditions equivalent to the rated conditions in Table 1. In the case of changing
the fuel CO/H2 molar ratio from 2.8 of base condition to 0.36, the amounts of CO and H2

constituent replaced each other under the condition where the total amount of CO and H2

was set constant of 90vol%.

Figure 15. Effects of CO/H2 molar ratio in fuel on stoichiometric combustion characteristics; overall equivalence ratio is 1.
Notes: In the case of changing the fuel CO/H2 molar ratio from 2.8 of base condition to 0.36, the amounts of CO and H2 con‐
stituent replace each other under the condition where the total amount of CO and H2 is set constant of 90vol%.

In the case of higher CO/H2 molar ratio in the fuel, higher concentration of CO and lower
concentration of H2 in fuels increased CO emissions in combustion exhaust significantly, but
have insignificant effects on reduction of H2 emissions. As a result, in the case of CO rich
gasified fuels, CO emissions increased four times those in the case of H2 rich gasified fuel in
the pre-combustion IGCC system, or combustion efficiency decrease by about 17%. This is
explained both because H2 is decomposed and produces OH, H and O radicals in the chain
initiation as shown in Fig.10, and exhaust recirculation strongly inhibits oxidation of CO
that is oxidized directly to CO2 by the following reactions:
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( ) ( )2 2 2CO + OH O+M, O , HO CO + H M, O, OH , M:ThirdbodyÛ (3)

Furthermore, H2 is oxidized more rapidly than CO, or CO constituent controls overall oxida‐
tion reaction rate of fuel in the stoichiometric combustion with exhaust recirculation. Conse‐
quently, when the CO/H2 molar ratio increased, CO oxidation rate and O2 consumption rate
decreased.

4.4. Effects of equivalence ratio on emission characteristics

Figure 16 shows the effects of an equivalence ratio on combustion emission characteristics un‐
der the rated temperature 1573K. When varying the equivalence ratio, the dilution ratio (dilu‐
tion gas/fuel molar ratio) was adjusted to maintain the combustion temperature at 1573K. The
horizontal axis indicated an apparent equivalence ratio, φ* calculated from fuel and an oxidiz‐
er without O2 concentration in the dilution of recirculated exhaust. Emission features and com‐
bustibility of the combustor were characterized by combustion conditions near the burner.
That is, Fig.16 indicated the influence of a so-called "local equivalence ratio" near the burner on
combustion emission characteristics by using the apparent equivalence ratio φ*.

In the case of decreasing φ* from 0.98 to 0.95, combustion efficiency increased by only 5 per‐
cent, while overall equivalence ratio decreased from 0.89 to a low level of 0.75. That is, low‐
ering the equivalence ratio could not result in any remarkable combustion promotion in CO-
rich fuel/O2 fired combustion with exhaust recirculation, while O2 concentration in the
exhaust significantly increased and the usage of exhaust to feed coal into the gasifier was
restrained. It is necessary to decrease O2 concentration in the carrier gas to feed coal by oxi‐
dation reactions using fuels such as hydrocarbons, or auxiliary power increased. Therefore,
we have to decide the equivalence ratio in the combustor in consideration of the influence of
residual O2 on thermal efficiency of the whole system and performance of its equipments.

Figure 16. Effects of apparent equivalence ratio(φ*) on combustion emission characteristics
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4.5. Influences of oxygen concentration in oxidizer on emission characteristics

O2 concentration in oxidizer derived from an air separation unit differs according to the air
separation and purification system. Figure 17 shows influences of oxygen concentration in
oxidizer on the combustion emission characteristics under the rated temperature conditions.
In the case of varying the oxygen concentration in oxidizer, dilution ratio (dilution gas/fuel
molar ratio) was adjusted to maintain the combustion temperature at 1573K and overall
equivalence ratio at 1.0. The remainder of the oxidizer without O2 was set to N2.

Emissions of residual O2 and combustible constituents of CO and H2 in exhaust tended to
increase with the increase in oxygen concentration in oxidizer, or combustion efficiencies de‐
creased. In the case of increasing O2 concentration from 80vol% to 100vol%, combustion effi‐
ciency decreased by 13%, while residual concentrations of argon and nitrogen originated in
air decreased. It was said that the non-condensable gases such as remaining O2, argon and
nitrogen resulted in increased condensation duty for the recovery of the CO2 [21], or influ‐
ence of residual constituents on the whole system and its equipments must be examined
separately.

Figure 17. Effects of oxygen concentration in oxidizer derived from air separation unit on combustion emission char‐
acteristics; overall equivalence ratio is 1.

4.6. Reaction characteristics of gas turbine exhaust

Figure 18 shows a typical stream history of exhaust temperature and pressure from a gas
turbine inlet to a compressor inlet of recirculating exhaust. Power was recovered from ex‐
haust emanating from the combustor in the expansion turbine, and combustor exhaust tem‐
perature of 1573K with a pressure of 2.2MPa decreased to around 950K and 0.1MPa
respectively at the turbine exit. Then, heat from expansion turbine exhaust was recovered
through heat recovery steam generator (HRSG) in a flue, and exhaust temperature de‐
creased to around 373K at the compressor inlet. In these analyses, we employed the PFR
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model for the turbine exhaust to the compressor inlet, and assuming that species in exhaust
is evenly mixed and that there is no distribution of temperature and pressure in the mix‐
tures. There is also no supply of added oxidizer and recirculating exhaust in the reaction
processes.

Figure 18. Typical stream history of exhaust temperature and pressure from gas turbine inlet to compressor inlet of
recirculating exhaust

Figure 19 shows the reaction characteristics of combustion gas in the combustor and exhaust
gas from combustor outlet to compressor inlet of recycled exhaust using a combination PSR
and PFR model. CO and H2 at high concentration in exhaust could be slowed to oxidize un‐
der the temperature conditions of an expansion turbine and HRSG. Combustible constitu‐
ents of CO and H2, and residual O2 therefore decreased in concentration along the exhaust
flow direction. Oxidation reactions of CO and H2 then nearly halted when the exhaust tem‐
perature decreased to 673K or less.

Figure 20 shows emission characteristics of exhaust gases and combustion efficiencies at
typical conditions based on the above reaction characteristics.

In a reaction time of 400ms corresponding to the residence time between combustor exit and
HRSG inlet, combustible constituent CO and H2 decreased less than 0.01vol%, and residual
O2 decreased to around 0.9vol%, while CO and H2 concentration in combustor exhaust hov‐
ered at around 3vol% and 0.4vol%, respectively, and residual O2 was at 2.3vol% under 20ms
of typical combustion gas residence time in the combustor. Each oxidation reaction of com‐
bustible constituents in the turbine and the flue resulted in an increase in combustion effi‐
ciency of η by about 12%, respectively, or a combustion efficiency was estimated to reach a
high level of around 99.8%. If the reaction time was from 4 to 10 seconds when the exhaust
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gas temperature decreased to around 673K in the HRSG, both combustible constituent CO
and H2 decreased to 10ppmv, or the combustion efficiency reached 100%.

From the abovementioned results, we were able to clearly slow combustible constituents in
expansion turbine exhaust to oxidize under conditions of exhaust temperatures of over
673K, or recover burning energy from unburned fuel in HRSG. However, in this case, since
reaction heat of combustible constituents in HRSG corresponds to a fuel for reheat type
HRSG, some of the supplied fuel could not devote enough energy to a combined cycle ther‐

Figure 19. Chemical species behavior of combustion and exhaust gas over time in semiclosed cycle gas turbine, using
PSR + PFR combined model. Combustor inlet conditions are the same as those in Fig.10 and flue includes HRSG.

Figure 20. History of combustion emissions from gas turbine inlet to compressor inlet of recirculating exhaust
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mal efficiency. In order to achieve highly efficient oxy-fuel IGCC, it was therefore necessary
to increase combustion efficiency as much as possible in the gas turbine combustor.

4.7. Influences of exhaust recirculation on thermal-NOx emissions

As shown in Fig.20, it is found that combustible constituents reached almost equilibrium
concentration at compressor inlet of recirculated exhaust, or that equilibrium gases were
working fluids in the semiclosed cycle gas turbine. On the other hand, NOx constituents in‐
creased by exhaust recirculation and were saturated by a balance between exhaust recircula‐
tion and CO2 recovery process. Figure 21 demonstrates the influence of exhaust recirculation
on thermal-NO emission characteristics through numerical analyses of a combination PSR
and PFR model as in the case of Fig.20, with compositions of fuel and oxidizer shown in
Table 1. In these analyses, Fig.21 indicates the direct effects of recirculating NO constituent
on NO-saturating concentration under conditions where dilution gas composition without
NO constituent is constant. That is, we repeated the calculation of one exhaust-recirculating
loop shown in Fig.20, and investigated influence of exhaust recirculation on oxidation-re‐
duction reaction of NO through full kinetic analyses. Combustion temperature was set at
1623K, and pressure at 3.0MPa; a little higher than indicated in Table 1. Dilution gas of recir‐
culated exhaust at combustor inlet were set to equilibrium composition.

Figure 21. Influence of exhaust recirculation on thermal-NO emissions

Thermal-NO emissions increased in response to a number of times exhaust was recirculated
and reached around 6 times higher than those calculated in one exhaust-recirculating loop,
while NO production itself was not significantly large due to the small component amounts
of N2, as shown in Table 1. However, since thermal-NO production depends on reaction
temperature, or thermal-NO emissions are strongly affected by both mixing processes and
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mal efficiency. In order to achieve highly efficient oxy-fuel IGCC, it was therefore necessary
to increase combustion efficiency as much as possible in the gas turbine combustor.
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concentration at compressor inlet of recirculated exhaust, or that equilibrium gases were
working fluids in the semiclosed cycle gas turbine. On the other hand, NOx constituents in‐
creased by exhaust recirculation and were saturated by a balance between exhaust recircula‐
tion and CO2 recovery process. Figure 21 demonstrates the influence of exhaust recirculation
on thermal-NO emission characteristics through numerical analyses of a combination PSR
and PFR model as in the case of Fig.20, with compositions of fuel and oxidizer shown in
Table 1. In these analyses, Fig.21 indicates the direct effects of recirculating NO constituent
on NO-saturating concentration under conditions where dilution gas composition without
NO constituent is constant. That is, we repeated the calculation of one exhaust-recirculating
loop shown in Fig.20, and investigated influence of exhaust recirculation on oxidation-re‐
duction reaction of NO through full kinetic analyses. Combustion temperature was set at
1623K, and pressure at 3.0MPa; a little higher than indicated in Table 1. Dilution gas of recir‐
culated exhaust at combustor inlet were set to equilibrium composition.

Figure 21. Influence of exhaust recirculation on thermal-NO emissions

Thermal-NO emissions increased in response to a number of times exhaust was recirculated
and reached around 6 times higher than those calculated in one exhaust-recirculating loop,
while NO production itself was not significantly large due to the small component amounts
of N2, as shown in Table 1. However, since thermal-NO production depends on reaction
temperature, or thermal-NO emissions are strongly affected by both mixing processes and

Development of Semiclosed Cycle Gas Turbine for Oxy-Fuel IGCC Power Generation with CO2 Capture
http://dx.doi.org/10.5772/54406

45



non-uniformities of mixtures, we need further studies on thermal-NO emissions in the proc‐
esses of combustion and combustor design.

5. Conclusions

Oxy-fuel IGCC employing an oxygen-fired, semiclosed cycle gas turbine with exhaust recir‐
culation enables the realization of highly-efficient, zero-emissions power generation. Nu‐
merical analyses in this paper showed both combustion emission characteristics of the
semiclosed cycle gas turbine combustor and oxidations of unburned fuel constituents in the
turbine exhaust in a flue, compared with conventional air-fired gas turbines and advanced
O2-fired gas turbines. As a result, we were able in this study to clarify that unburned constit‐
uents in combustor exhaust were slow to oxidize under temperatures of over 673K in the
flue and that all fuel energy could be used for power generation, while the oxidation reac‐
tion of CO-rich gasified fuel under stoichiometric conditions could be restrained with CO2

constituents in re-circulated exhaust at decreased combustion efficiency. In this case, howev‐
er, all the supplied fuel could not devote enough energy to boosting combined cycle thermal
efficiency, leading therefore to a decrease in thermal efficiency overall. As a next step, we
propose the need to promote oxidation reaction by developing combustion control technolo‐
gy for the improvement of plant thermal efficiency.

Nomenclature

Dilution ratio: dilution gas of exhaust recirculation over fuel supply ratio, [mol/mol]

HRSG: heat recovery steam generator

Tex: average temperature of combustor exit gas, [K]

η: combustion efficiency, [%]
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φ*: apparent equivalence ratio calculated from fuel and oxidizer without O2 concentration in
recirculating dilution gas, [-]
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1. Introduction

Gas turbine engine development and maintenance comprises a great amount of risk. Nowa‐
days a company on its own, the engine manufacturer for instance, cannot afford the entire
engine development risk. At the same time, manufacturers need to provide their customers,
the engine users, with a competitive maintenance package. Investments on gas turbine engine
development and maintenance were magnified over the years, a process driven both by the
competition and strict airworthiness and environmental regulations. Consequently, manufac‐
turers are looking both for risk share partners and cost shrinkage.

A principal tool to achieve the aforementioned goals is computer based, engine performance
simulation. Risk share partners need to have a view, or better to say, an evidence regarding
the performance of the engine under development. Gas turbine engine performance simulation
however, has a much greater impact on narrowing down the engine development related cost
and on providing early evidence of engine malfunction, thus suppressing also the maintenance
costs.

Computer based gas turbine engine performance simulation and the derived methods are
classified and selected for a particular application, based on the leverage between accuracy
and computational load. On one end of the classification scale stand the zero dimensional (0-
D) methods and on the opposite end stand the so called Computational Fluid Dynamics (CFD)
methods based on Reynolds Averaged Navier Stokes (RANS) equations.

The current chapter aims to present a gas turbine engine, tailor made, performance simulation
tool that stands out as an optimum combination of accuracy and execution cost. The cost of
applying a certain simulation method rises with computational load. The architecture of the
simulation tool under context is justified and at the same time it takes advantage of the fact
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that the prescribed accuracy for the simulation of each component is not the same. Conse‐
quently a single flow simulation tool, when applied on the entire engine would eventually
cover the prescribed requirements for simulation of certain components but not of the entire
engine. The simulation methodology that is to be presented over the following paragraphs,
considers variable dimensions regarding the flow resolution of each component in order to
address firmly gas turbine engine simulation requirements.

The current chapter, consists of two major sections. The first one addresses the simulation tools
and methods for each component. The second section describes the amalgamation of these
methods and tools to give the integrated gas turbine engine simulation tool. Before that a brief
literature review will be given regarding similar efforts.

2. Literature review

Gas turbine engine simulation has been addressed as an issue by several researchers during
the past. The current section aims to list an indicative sample of relevant research work and
associated software. The author will not go into details, however readers that are further
interested on this specific research field, are advised to address to the citations given below.
Joachim Kurzke [1], has been very active on gas turbine engine simulation, specialized on 0-
D flow simulation and component map generation. Also M.G. Turner et al [2] have dealt with
gas turbine engine simulation, producing hybrid tools aiming to reduce computational load,
while retaining an acceptable accuracy level. Alexiou et al [3], [4], have also been very active
in the research field of engine flow simulation Additionally Alan Hale et al [5], have developed
hybrid tools for effective gas turbine engine simulation. Finally the author of the current
chapter working in conjunction with Cranfield University research team and in particular with
Dr. Vasilios Pachidis has contributed substantially to the research field under context [6], [7],
[8]. Very little gas turbine engine simulation software has been developed up to the moment
capable of capturing the engine performance alternation under uneven inlet flow conditions.
Several flow calculation methods are available in the open literature, but the computational
resources required, for the system of equations to be solved numerically throughout the gas
path, are enormous. Such a code is the main outcome from the Numerical Propulsion System
Simulations (NPSS) project realized at the NASA Glenn Research Center (GRC). A high fidelity
3-D gas turbine performance code has been developed for gas turbine engine simulation. In
NASA report [9] a case study of the CF-90 high by-pass ratio is presented.

3. Fields of application for gas turbine engine simulation tools

As it was mentioned in the introductory section, there exists a very wide range of flow
simulation packages that are tailored to, or can be applied for, gas turbine engine performance
simulation. A vast categorization of these methods and derived tools, is usually made on the
basis of the number of dimensions considered for the flow analysis. Alternatively we very
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often see those methods to be categorized according to the level of flow complexity considered.
In specific, according to the former categorization we have:

i. Zero Dimensional (0-D)

ii. One Dimensional (1-D)

iii. Two Dimensional (2-D)

iv. Three Dimensional (3-D)

according to the later categorization we have:

i. RANS

ii. Euler based

iii. Potential flow based

Flow simulation methods and tools out of all the aforementioned categories could potentially
be applied along a certain sector of the engine development road. On figure 1 the range of
application for a certain category, is shown as a vast proportion of the entire development road
of the engine, starting from the initial specifications up to the engine testing. Ideally the 3-D
high fidelity methods could be applied during the entire development period of the engine.
However their application range as it can be seen on Fig. 1 is restricted to the right end. That
is just before the final manufacturing drawings are sent for metal cutting. The increased
simulation fidelity of these tools comes with an increased investment and operational cost on
computational power. Several hours or even days in some cases stand in between setting the
inputs and obtaining a converged solution.

It remains questionable whether the increasingly available computational power at a lower
cost will shrink the convergence time since more and more sophisticated turbulence and
viscosity models appear to give a more accurate flow solution at the expense of the excess
computational power available. As a result of the above, the usage of high fidelity 3-D flow
simulation tools can be economically justified when applied to the final component or engine
design. The aim is to trim the final design in order to match the closest possible the pre-defined
performance. What should be avoided at all costs is to be obliged to re-design and re-fabricate
a part or the entire component as a result of the fact that the experimental results do not match
to the prescribed requirements. Consequently high fidelity simulation is welcomed, but it
should only be used when such high fidelity results are absolutely necessary.

On the other hand, focusing on the left end (always according to Fig. 1) a narrow application
range of 0-D and 1-D methods is spotted. That is actually during the preliminary design phase,
when a wide range of a large number of design parameters are still under discussion resulting
in a large amount of simulation cases to be examined. At this stage, qualitative assessment is
of primary interest as opposed to quantitative assessment that becomes increasingly important
during the following development phases. Low fidelity – low computational load methods
match perfectly to the requirements of the preliminary design phase.
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In between low fidelity and high fidelity methods and derived tools, stand the hybrid flow
simulation methods that could be identified as intermediate fidelity – relatively low compu‐
tational time methods. Attempting to underline the identifying characteristic of these methods
one would conclude that the required computational time before convergence is not an
important issue to consider. In other words the number of case studies is not determined by
computational load restrictions. Requiring the minimum possible computational time
consumption while demanding an increased fidelity of the derived results, those methods end
up having the following characteristics:

i. They usually are 2-D methods, treating the flow as in-viscid. A 3-D method would
be accepted when solving the flow as in-viscid and irrotational.

ii. Component performance disturbances due to 2-D and even 3-D non-uniformities are
at a certain accuracy level captured and assessed through hybrid simulation tools
applying different simulation methods between components.

iii. Performance information encoded in experimental results or in CFD results is
adhered by these simulation tools in a tabular format (Component performance map)
or even better in the form of empirical equations.

Based on the above mentioned characteristics of these methods and as far as their application
range is concerned, intermediate fidelity methods are continuously expanding towards both
ends of the engine development trail. It is not surprising that nowadays these methods are
gaining increasing attention by engine manufacturers and research institutes. It is the author’s
view that given the cost reduction of computational power such methods will completely cover
the range of applications of 1-D and 0-D methods. The fraction of the application field of the
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Figure 1. Field of Application for Gas Turbine Engine Simulation Tools

Progress in Gas Turbine Performance54

high fidelity methods that can be covered by these methods depends on the ability of a specific
tool to adopt experimental results.

4. Components of the hybrid simulation method

The current section explicitly refers to the components of the hybrid simulation method. More
specifically it refers:

1. To the method and derived tools for gas turbine engine intake simulation, where the flow
is considered as potential. The simulation tool is based on the Vortex Lattice Method
(VLM).

2. To the methods and derived tools for the flow simulation of the most sensitive engine
component, the compressor. The two modules of the proposed flow simulation strategy,
are based on “multi parallel compressor method” and “ Streamline Curvature Method”
respectively.

3. To the method and derived tools for the flow simulation of the remaining engine compo‐
nents (Combustion chamber, turbine, nozzle). The performance simulation tool is based
on the 0-D performance simulation method.

The architecture of the described Intake – Gas Turbine Variable Dimension Performance
Simulation Method, will be explained during the second main section of the current chapter.
It will then be more clear to the reader the reasons for selecting a specific method for each
component as detailed to the three points above.

4.1. Intake section

4.1.1. Intake flow simulation method

The flow within the engine intake is treated as in-viscid. The three dimensional flow non-
uniformities are to be carried through the intake up to the compressor face, while keeping the
computational load to the minimum possible. A flow simulation method that meets the above
mentioned pair of requirements is the VLM. The VLM was among the earliest of such methods
written in computer code, mostly addressed for the computation of airfoil aerodynamic
characteristics. It was first conceived at the late 30’s, but it could not be applied efficiently until
the early 60’s. The reason was that being a purely numerical method involving big matrix
inversions, it had to wait for the computers to develop sufficiently in order to support such
calculation load [10].

It belongs as a method to the group of Panel Methods (PM) since:

• The linear potential flow equation is solved.

• Panels are used for the description of the geometry.

• Singularities are placed on a surface.
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• The “Neumann” boundary condition is applied to a number of control points.

• A system of algebraic equations is solved to determine the singularities strength.

What makes the VLM a separate method are the facts that:

• It is usually applied on lifting surfaces.

• One kind of singularity (vortex filaments) is strictly used. It is not distributed over the entire
surface, but only along the surface boundaries.

According to the VLM the flow field around a lifting surface is established by superimposing
the free stream flow velocity to the velocities induced by the vortex filaments. It is reminded
that vortex filaments have constant circulation Γ along a certain vertex line which cannot begin
or end abruptly in a fluid. It must either be closed, extend to infinity or end at a solid boundary.
The circulation about any section is the vortex strength. A vortex obeys to the Biot-Savart law
and according to its specific shape it has a specific mathematical expression for expressing the
induced velocity, at any arbitrary point in space. [11]. It is reminded that the Biot-Savart law
was initially defined for the description of the magnetic flow field induced around a current
carrying conductor. It is also used for the determination of the velocity vector field appearing
around a vortex filament, due to the obvious similarity between the two physical phenomena.
For a general 3-D vortex filament (see Figure 2) the velocity increment induced at an arbitrary
point in space (P), by an infinitesimal vortex segment (dl) is given by the following equation:

dVp = Γ
4 ⋅ π ⋅

dl × rdl,p

|rdl,p|3 (1)

Where Γ the circulation around the filament (constant).

Hence the velocity at point P due to the entire vortex filament would be:

Vp = Γ
4 ⋅ π ⋅ ∫

dl × rdl,r

|rdl,r|3 (2)

P 
dl 

  

Figure 2. Vortex filament.

The evaluation of the above integral is not always a simple straightforward calculation
procedure. The vortex filaments that are used as “construction elements” for the VLM have a
well defined and documented solution as they have been used extensively during the past.
Vortex filament types can be combined to give new singularity elements ready to be used by
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VLM calculation schemes, just like the source and the sink when combined together give a
doublet. The most widely used “synthesized” vortex is the horseshoe vortex. It consists of three
straight line vortices. One finite length vortex and two semi-infinite vortices. It is basically the
model of a finite wing. The two semi-infinite vortices represent the wing tip vortices and the
finite vortex represents the wing span. According to the literature review that has been done
the numerical schemes using purely vortex singularities can all be classified into two major
categories. In the first category horseshoe kind of vortex filaments are incorporated and in the
second category the closed bound vortex filaments around the panel surfaces are used.

A horseshoe vortex method would not be attractive for the intake internal flow simulation.
Consequently the only candidate left is the “closed vortex filaments” method [11], having more
advantages when compared to the rest of the flow simulation methods, for the development
of a rapid calculation scheme to be applied in the intake internal flow regime. Both the flow
around lifting and non lifting surfaces can be equally well simulated. Various alternative
solutions for the wake handling can be incorporated while very little computer resources are
required for convergence.

In particular the VLM used for the intake flow simulation is summarized by the following
application steps. Firstly the geometry is defined using an arbitrary number of panels in the
sense that there is not any upper limit other than the computer processor capabilities. A
sensitivity analysis concerning the optimum number of panels to be used fits perfectly at this
point. The panels are flat of triangular or rectangular shape. Their control points coincide with
their geometrical centers, where a local Cartesian coordinate system is being defined by a
normal and two tangential vectors. Secondly a closed vortex filament distribution is assumed
over the surface surrounding the panel boundaries. The “Neumann” boundary condition is
applied resulting in a linear system of n x n independent equations, where n is the number of
panels. The solution of this system gives the vortex strength matrix. The Kutta – Jukofski
boundary condition is applied at the panel trailing edges where wake is expected to be
developed. The wake is left free to relax according to the induced velocities. The flow vector
field is continuously updated through the iterative process, by the velocity components
induced from the wake panels generated. The convergence criterion is based on the aerody‐
namic forces induced on the panels.

4.1.2. Intake flow simulation software description

The intake flow simulation software, as any 3-D flow simulation software consists of the three
following main modules:

• Pre-possessing which encounters the geometry definition and the solution grid settings
where applicable.

• Processing, or in other words the flow solver. The module that derives the mathematical
solution.

• Post-possessing, which refers to the way the developer chooses to present the results
calculated by the above mentioned module.
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• The “Neumann” boundary condition is applied to a number of control points.

• A system of algebraic equations is solved to determine the singularities strength.

What makes the VLM a separate method are the facts that:

• It is usually applied on lifting surfaces.

• One kind of singularity (vortex filaments) is strictly used. It is not distributed over the entire
surface, but only along the surface boundaries.

According to the VLM the flow field around a lifting surface is established by superimposing
the free stream flow velocity to the velocities induced by the vortex filaments. It is reminded
that vortex filaments have constant circulation Γ along a certain vertex line which cannot begin
or end abruptly in a fluid. It must either be closed, extend to infinity or end at a solid boundary.
The circulation about any section is the vortex strength. A vortex obeys to the Biot-Savart law
and according to its specific shape it has a specific mathematical expression for expressing the
induced velocity, at any arbitrary point in space. [11]. It is reminded that the Biot-Savart law
was initially defined for the description of the magnetic flow field induced around a current
carrying conductor. It is also used for the determination of the velocity vector field appearing
around a vortex filament, due to the obvious similarity between the two physical phenomena.
For a general 3-D vortex filament (see Figure 2) the velocity increment induced at an arbitrary
point in space (P), by an infinitesimal vortex segment (dl) is given by the following equation:

dVp = Γ
4 ⋅ π ⋅

dl × rdl,p

|rdl,p|3 (1)

Where Γ the circulation around the filament (constant).

Hence the velocity at point P due to the entire vortex filament would be:

Vp = Γ
4 ⋅ π ⋅ ∫

dl × rdl,r

|rdl,r|3 (2)

P 
dl 

  

Figure 2. Vortex filament.

The evaluation of the above integral is not always a simple straightforward calculation
procedure. The vortex filaments that are used as “construction elements” for the VLM have a
well defined and documented solution as they have been used extensively during the past.
Vortex filament types can be combined to give new singularity elements ready to be used by
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VLM calculation schemes, just like the source and the sink when combined together give a
doublet. The most widely used “synthesized” vortex is the horseshoe vortex. It consists of three
straight line vortices. One finite length vortex and two semi-infinite vortices. It is basically the
model of a finite wing. The two semi-infinite vortices represent the wing tip vortices and the
finite vortex represents the wing span. According to the literature review that has been done
the numerical schemes using purely vortex singularities can all be classified into two major
categories. In the first category horseshoe kind of vortex filaments are incorporated and in the
second category the closed bound vortex filaments around the panel surfaces are used.

A horseshoe vortex method would not be attractive for the intake internal flow simulation.
Consequently the only candidate left is the “closed vortex filaments” method [11], having more
advantages when compared to the rest of the flow simulation methods, for the development
of a rapid calculation scheme to be applied in the intake internal flow regime. Both the flow
around lifting and non lifting surfaces can be equally well simulated. Various alternative
solutions for the wake handling can be incorporated while very little computer resources are
required for convergence.

In particular the VLM used for the intake flow simulation is summarized by the following
application steps. Firstly the geometry is defined using an arbitrary number of panels in the
sense that there is not any upper limit other than the computer processor capabilities. A
sensitivity analysis concerning the optimum number of panels to be used fits perfectly at this
point. The panels are flat of triangular or rectangular shape. Their control points coincide with
their geometrical centers, where a local Cartesian coordinate system is being defined by a
normal and two tangential vectors. Secondly a closed vortex filament distribution is assumed
over the surface surrounding the panel boundaries. The “Neumann” boundary condition is
applied resulting in a linear system of n x n independent equations, where n is the number of
panels. The solution of this system gives the vortex strength matrix. The Kutta – Jukofski
boundary condition is applied at the panel trailing edges where wake is expected to be
developed. The wake is left free to relax according to the induced velocities. The flow vector
field is continuously updated through the iterative process, by the velocity components
induced from the wake panels generated. The convergence criterion is based on the aerody‐
namic forces induced on the panels.

4.1.2. Intake flow simulation software description

The intake flow simulation software, as any 3-D flow simulation software consists of the three
following main modules:

• Pre-possessing which encounters the geometry definition and the solution grid settings
where applicable.

• Processing, or in other words the flow solver. The module that derives the mathematical
solution.

• Post-possessing, which refers to the way the developer chooses to present the results
calculated by the above mentioned module.
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Developers of 3D flow simulation software, despite the fact they think in terms of the three
distinct modules mentioned above, these modules are not always distinguishable by the end
user. The pre-processing module should ask and acquire from the user in a certain numerical
format the set of geometrical data that lead to the geometry related to the flow simulation
regime (it is irrelevant whether intermediate calculations take place). The pre-processor of the
VLM tool under context is used to create the intake geometry covered in panels. It is one of
the input files fed into the processing unit.

The processor receives the input files, conducts the calculations and delivers the set of output
files for post processing. It is the core of a CFD software. An integral solver does not contain
only the set of equations ready to be solved, but also a set of subroutines in order to reassure
convergence, under any set of inputs. Additionally the solver should ideally inform and
consult the user during execution.

The post processing of the results is not necessarily done, although it is very convenient, by
the same software that conducts the pre-processing is also highly dependent upon the needs
of a case study. The VLM software as a post-processor offers only the visualization of stream‐
lines.

4.2. Compressor section

4.2.1. Compressor flow simulation method

Attempting to classify gas turbine engine components based on the flow regime in terms of
complexity, temperature and pressure, three major groups can be recognized: The components
located upstream of the combustion chamber, the components located downstream of the
combustion chamber and the combustion chamber itself. Within the “upstream” components,
the pressure is rising in the direction of the flow, whereas the opposite takes place along the
“downstream” components. Upstream of the combustion chamber due to the “un-physical”
character of the process, since the air is forced to move against an adverse pressure gradient,
the flow is becoming very complex and often unpredictable. This is even more pronounced in
the compressor, as it consists of both rotating and non-rotating parts. The flow within the
combustion chamber is extremely complex, as it is actually controlled by the thermodynamics
and chemistry of the combustion process. Finally, within the working medium expansion
region of the engine, the flow can be considered relatively simple from the fluid mechanics
point of view.

It is therefore evident that the most critical component of the gas turbine engine regarding its
operation and its response to the changing operating conditions is the compressor. Conse‐
quently the compressor becomes very challenging, when it comes to the flow simulation under
the requirement for minimum computational power consumption. Flow non-uniformities
conveyed through the engine intake down to the engine face affect severely the compressor
overall performance and operational stability. The later refers to the minimum flow that can
be handled before surge occurs. Therefore the compressor response should be known through‐
out its operational envelope, for all possible inlet conditions and throttle schedules. Using a
single flow simulation method to assess the compressor performance would unavoidably lead
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to a 3-D tool. Euler or RANS based methods are excluded when referring to fast assessment
tools. On the other hand VLM cannot cope with the flow regime present in a compressor as it
is highly turbulent and 3-D boundary layers are developed especially at the rear stages.
Additionally the application of VLM method in the case of a multistage compressor simulation
demonstrates several geometry and convergence handling problems, where the wake han‐
dling problem stands above all. This problem arises only in the case where one blade row is
immediately followed by a second one (rotor stator). Even in the case where the stator wake
passes smoothly through the rotor during the first iterations without causing any instabilities,
a few iterations later, when the rotor would have rotated by 60 degrees for example, the wake
twists un-physically, remaining trapped between the rotor blades it first crossed. The physical
process dictates that the following row truncates the wake generated by the blades of the
upstream blade row. Attempting to program the solver to do so, the phenomenon cannot still
be simulated very accurately because it is impossible for the wake to be cut down to less than
one panel. The axial distance between blade rows in modern compressors is less than a wake
panel’s length. On the top of that, wake is dissipated as it travels down between the moving
and stationary blades and it is not conserved as in the case of Panel Methods.

Consequently the 3-D flow profile present at the compressor inlet plane has to be de-composed
and let each component be treated by a separate tool. In the case presented herein, the profile
is decomposed to a radial and a circumferential component. The former is treated with a
streamline curvature method based tool and the later is treated with a multiparallel compressor
method based tool.

4.2.2. Streamline curvature flow simulation method

The origin of the SLC method, before even being identified as a separate calculation method,
lies on Wu’s through-flow theory [12]. The method under its current name was developed
independently by Smith [13] and Novak [14] in the United States and Silvester and Hether‐
ighon [15] in the United Kingdom. However, at that time the solutions were still restricted to
the duct regions. The basic idea lies on the integration of the full radial equilibrium equation
across the blade edges in conjunction with the flow continuity equation, for the determination
of the meridional velocity profile across the compressor. Frost [16] took the method a step
further, by applying it within the blade rows, demonstrating thus the first SLC-method-based
flow representation within a compressor. Finally Senoo and Nakese [17] and Novak and
Hearsey [18] reported quasi-3D SLC method applications.

During the approximately forty years of existence of the SLC method, numerous authors have
proposed several variations of the SLC calculation scheme. All these different schemes were
mainly influenced by the type of the turbomachine the method was applied to (radial or axial),
the nature of the flow (subsonic or supersonic) being considered and the level up to which the
flow viscosity and circumferential in-homogeneities were taken into account. In many cases,
the various calculation schemes were also influenced by the particular characteristics of the
cascade, such as hub to tip ratio, lean and sweep angle distributions, etc.

During the many years of development of the SLC method, several excursions from the initially
proposed solution scheme were made in many aspects. Firstly, differences can be noticed
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Developers of 3D flow simulation software, despite the fact they think in terms of the three
distinct modules mentioned above, these modules are not always distinguishable by the end
user. The pre-processing module should ask and acquire from the user in a certain numerical
format the set of geometrical data that lead to the geometry related to the flow simulation
regime (it is irrelevant whether intermediate calculations take place). The pre-processor of the
VLM tool under context is used to create the intake geometry covered in panels. It is one of
the input files fed into the processing unit.

The processor receives the input files, conducts the calculations and delivers the set of output
files for post processing. It is the core of a CFD software. An integral solver does not contain
only the set of equations ready to be solved, but also a set of subroutines in order to reassure
convergence, under any set of inputs. Additionally the solver should ideally inform and
consult the user during execution.

The post processing of the results is not necessarily done, although it is very convenient, by
the same software that conducts the pre-processing is also highly dependent upon the needs
of a case study. The VLM software as a post-processor offers only the visualization of stream‐
lines.

4.2. Compressor section

4.2.1. Compressor flow simulation method

Attempting to classify gas turbine engine components based on the flow regime in terms of
complexity, temperature and pressure, three major groups can be recognized: The components
located upstream of the combustion chamber, the components located downstream of the
combustion chamber and the combustion chamber itself. Within the “upstream” components,
the pressure is rising in the direction of the flow, whereas the opposite takes place along the
“downstream” components. Upstream of the combustion chamber due to the “un-physical”
character of the process, since the air is forced to move against an adverse pressure gradient,
the flow is becoming very complex and often unpredictable. This is even more pronounced in
the compressor, as it consists of both rotating and non-rotating parts. The flow within the
combustion chamber is extremely complex, as it is actually controlled by the thermodynamics
and chemistry of the combustion process. Finally, within the working medium expansion
region of the engine, the flow can be considered relatively simple from the fluid mechanics
point of view.

It is therefore evident that the most critical component of the gas turbine engine regarding its
operation and its response to the changing operating conditions is the compressor. Conse‐
quently the compressor becomes very challenging, when it comes to the flow simulation under
the requirement for minimum computational power consumption. Flow non-uniformities
conveyed through the engine intake down to the engine face affect severely the compressor
overall performance and operational stability. The later refers to the minimum flow that can
be handled before surge occurs. Therefore the compressor response should be known through‐
out its operational envelope, for all possible inlet conditions and throttle schedules. Using a
single flow simulation method to assess the compressor performance would unavoidably lead
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to a 3-D tool. Euler or RANS based methods are excluded when referring to fast assessment
tools. On the other hand VLM cannot cope with the flow regime present in a compressor as it
is highly turbulent and 3-D boundary layers are developed especially at the rear stages.
Additionally the application of VLM method in the case of a multistage compressor simulation
demonstrates several geometry and convergence handling problems, where the wake han‐
dling problem stands above all. This problem arises only in the case where one blade row is
immediately followed by a second one (rotor stator). Even in the case where the stator wake
passes smoothly through the rotor during the first iterations without causing any instabilities,
a few iterations later, when the rotor would have rotated by 60 degrees for example, the wake
twists un-physically, remaining trapped between the rotor blades it first crossed. The physical
process dictates that the following row truncates the wake generated by the blades of the
upstream blade row. Attempting to program the solver to do so, the phenomenon cannot still
be simulated very accurately because it is impossible for the wake to be cut down to less than
one panel. The axial distance between blade rows in modern compressors is less than a wake
panel’s length. On the top of that, wake is dissipated as it travels down between the moving
and stationary blades and it is not conserved as in the case of Panel Methods.

Consequently the 3-D flow profile present at the compressor inlet plane has to be de-composed
and let each component be treated by a separate tool. In the case presented herein, the profile
is decomposed to a radial and a circumferential component. The former is treated with a
streamline curvature method based tool and the later is treated with a multiparallel compressor
method based tool.

4.2.2. Streamline curvature flow simulation method

The origin of the SLC method, before even being identified as a separate calculation method,
lies on Wu’s through-flow theory [12]. The method under its current name was developed
independently by Smith [13] and Novak [14] in the United States and Silvester and Hether‐
ighon [15] in the United Kingdom. However, at that time the solutions were still restricted to
the duct regions. The basic idea lies on the integration of the full radial equilibrium equation
across the blade edges in conjunction with the flow continuity equation, for the determination
of the meridional velocity profile across the compressor. Frost [16] took the method a step
further, by applying it within the blade rows, demonstrating thus the first SLC-method-based
flow representation within a compressor. Finally Senoo and Nakese [17] and Novak and
Hearsey [18] reported quasi-3D SLC method applications.

During the approximately forty years of existence of the SLC method, numerous authors have
proposed several variations of the SLC calculation scheme. All these different schemes were
mainly influenced by the type of the turbomachine the method was applied to (radial or axial),
the nature of the flow (subsonic or supersonic) being considered and the level up to which the
flow viscosity and circumferential in-homogeneities were taken into account. In many cases,
the various calculation schemes were also influenced by the particular characteristics of the
cascade, such as hub to tip ratio, lean and sweep angle distributions, etc.

During the many years of development of the SLC method, several excursions from the initially
proposed solution scheme were made in many aspects. Firstly, differences can be noticed
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concerning the final form of the SLC equation steaming from the coordinate system selection
and the quantities each researcher includes in the solution scheme. For instance, Frost [16]
defined a solution grid formed by calculating planes parallel to the upstream and downstream
boundaries, whereas Jennious and Stow [19] defined a solution grid by approximating
streamlines using a curve fit through points of equal mass flow. Differences can be spotted
even in the way the SLC is calculated. Two different approaches are suggested by Shaalan and
Dareshyar [20] and Wilkinson [21].

As mentioned previously, the quantities each researcher includes in the final equation have
also an impact on the type of the final differential equation. This particular issue is discussed
in detail in the third section of this manuscript. It is worth noticing that almost none of the final
SLC equations met in various literature texts are the same, although they do have some
similarities. Moreover, differences between researchers applying the same method can be
found on the solution process depending on whether inter-blade stations are considered and
also depending on empirical rules applied to aid the solution process and for controlling the
convergence procedure. To cite an example, Casey [22] has considered inter-blade stations,
whereas Denton [23] in his very early work did not. Concerning the convergence control,
Wilkinson [21] proposed a very interesting study. Finally, another field where different
approaches are met is the way each researcher chooses to take into account the presence of
viscous forces into the flow, as well as the circumferential variations along the blade span. In
some earlier SLC methods those effects were not considered at all. Horlock [24] suggested the
inclusion of a non-conservative body force acting opposite to the stream direction in order to
make the momentum equation consistent to the in-viscid assumption. Concerning the
inclusion of circumferential effects, which are not present in a 2-D method such as the SLC,
three models most commonly used have been reviewed by Horlock and March [25]. The
models are based on the replacement of the actual cascade with a cascade containing an infinite
number of blades, simulating thus the blade action by an axi-symmetric flow with distributed
body forces along the blade and by considering the flow on a suitably defined “mean stream
surface” [22].

Authors have adopted the ‘system approach’ in order to derive the REE, for an elementary
fluid element moving through the blade rows. The cylindrical coordinates are more appro‐
priate for this study, than any other system of coordinates, given the geometry of a turboma‐
chine. More precisely, the principal directions will be the circumferential, or whirl direction
“w”, the meridional direction “m” and the normal to the meridional direction “n”. The m-n
directions are used instead of the axial-radial, because the basic concept of the current method
of solution is based on the SLC. In figure 3 the principal and some auxiliary directions are being
defined, as well as the angles involved in the derivation process.

The application of Newton’s second law of motion, for this elementary fluid element, gives
the following system of equations, for the three principal directions [26]:

m:  Vm ⋅
dVm

dm -
Vw

2

r ⋅sinε= - 1
ρ ⋅ dP

dm + Fm
(3)
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The first term corresponds to the inertial force due to the acceleration of the element in the
meridional direction. The second term denotes the centrifugal force term due to the circum‐
ferential movement, projected onto the meridional direction. The third term corresponds to
the pressure force in the same direction and the last term represents the body forces exerted
onto the element. In the normal direction the equation gives:

 n :
Vm

2

rc
-

Vw
2

r ⋅cosε= - 1
ρ ⋅ dP

dn + Fn (4)

The first term here corresponds to the centrifugal force due to the movement of the element
on a curved streamline. The second term denotes the centrifugal force term due to the
circumferential movement of the element projected on the normal direction. The third term
corresponds to the pressure forces on the same direction and the forth term represents the
body forces exerted onto the fluid element. Finally on the circumferential direction Newton’s
second law gives:

w:
Vm

r ⋅
d(r ⋅ Vw)

dm =Fw (5)

According to the above equation, the body forces are equal to the corriolis force, since the
element moves in the meridional direction, while the whirl velocity component is varying. The
above equations are applicable for steady, axi-symmetric in-viscid flow and the final aim is to
derive from them a differential equation, the solution of which will give as a result the
meridional velocity profile, defined on the m-n plane. Consequently the circumferential flow
variations, the flow viscosity and the 3-D nature of the flow, seem to be left out from the
analysis. However, this is not entirely true, because some mathematical manipulations were
proposed in order to take into account those effects artificially. It is more convenient for the
solution process, to have the final equation expressed in s-m coordinates, rather than in n-m
coordinates, since the meridional velocity profile is required along the blade leading and

w 

z 
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n 
  

  
  

Figure 3. Definition of angles and directions [27]
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concerning the final form of the SLC equation steaming from the coordinate system selection
and the quantities each researcher includes in the solution scheme. For instance, Frost [16]
defined a solution grid formed by calculating planes parallel to the upstream and downstream
boundaries, whereas Jennious and Stow [19] defined a solution grid by approximating
streamlines using a curve fit through points of equal mass flow. Differences can be spotted
even in the way the SLC is calculated. Two different approaches are suggested by Shaalan and
Dareshyar [20] and Wilkinson [21].

As mentioned previously, the quantities each researcher includes in the final equation have
also an impact on the type of the final differential equation. This particular issue is discussed
in detail in the third section of this manuscript. It is worth noticing that almost none of the final
SLC equations met in various literature texts are the same, although they do have some
similarities. Moreover, differences between researchers applying the same method can be
found on the solution process depending on whether inter-blade stations are considered and
also depending on empirical rules applied to aid the solution process and for controlling the
convergence procedure. To cite an example, Casey [22] has considered inter-blade stations,
whereas Denton [23] in his very early work did not. Concerning the convergence control,
Wilkinson [21] proposed a very interesting study. Finally, another field where different
approaches are met is the way each researcher chooses to take into account the presence of
viscous forces into the flow, as well as the circumferential variations along the blade span. In
some earlier SLC methods those effects were not considered at all. Horlock [24] suggested the
inclusion of a non-conservative body force acting opposite to the stream direction in order to
make the momentum equation consistent to the in-viscid assumption. Concerning the
inclusion of circumferential effects, which are not present in a 2-D method such as the SLC,
three models most commonly used have been reviewed by Horlock and March [25]. The
models are based on the replacement of the actual cascade with a cascade containing an infinite
number of blades, simulating thus the blade action by an axi-symmetric flow with distributed
body forces along the blade and by considering the flow on a suitably defined “mean stream
surface” [22].

Authors have adopted the ‘system approach’ in order to derive the REE, for an elementary
fluid element moving through the blade rows. The cylindrical coordinates are more appro‐
priate for this study, than any other system of coordinates, given the geometry of a turboma‐
chine. More precisely, the principal directions will be the circumferential, or whirl direction
“w”, the meridional direction “m” and the normal to the meridional direction “n”. The m-n
directions are used instead of the axial-radial, because the basic concept of the current method
of solution is based on the SLC. In figure 3 the principal and some auxiliary directions are being
defined, as well as the angles involved in the derivation process.

The application of Newton’s second law of motion, for this elementary fluid element, gives
the following system of equations, for the three principal directions [26]:

m:  Vm ⋅
dVm

dm -
Vw

2

r ⋅sinε= - 1
ρ ⋅ dP

dm + Fm
(3)
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The first term corresponds to the inertial force due to the acceleration of the element in the
meridional direction. The second term denotes the centrifugal force term due to the circum‐
ferential movement, projected onto the meridional direction. The third term corresponds to
the pressure force in the same direction and the last term represents the body forces exerted
onto the element. In the normal direction the equation gives:

 n :
Vm

2

rc
-

Vw
2

r ⋅cosε= - 1
ρ ⋅ dP

dn + Fn (4)

The first term here corresponds to the centrifugal force due to the movement of the element
on a curved streamline. The second term denotes the centrifugal force term due to the
circumferential movement of the element projected on the normal direction. The third term
corresponds to the pressure forces on the same direction and the forth term represents the
body forces exerted onto the fluid element. Finally on the circumferential direction Newton’s
second law gives:

w:
Vm

r ⋅
d(r ⋅ Vw)

dm =Fw (5)

According to the above equation, the body forces are equal to the corriolis force, since the
element moves in the meridional direction, while the whirl velocity component is varying. The
above equations are applicable for steady, axi-symmetric in-viscid flow and the final aim is to
derive from them a differential equation, the solution of which will give as a result the
meridional velocity profile, defined on the m-n plane. Consequently the circumferential flow
variations, the flow viscosity and the 3-D nature of the flow, seem to be left out from the
analysis. However, this is not entirely true, because some mathematical manipulations were
proposed in order to take into account those effects artificially. It is more convenient for the
solution process, to have the final equation expressed in s-m coordinates, rather than in n-m
coordinates, since the meridional velocity profile is required along the blade leading and
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trailing edges. The variation of pressure along the s direction is given by the following equation
that steams out from the state equation:

1
ρ ⋅

dP
ds = dH

ds - T⋅ dS
ds -

Vm ⋅dVm

ds -
Vw ⋅dVw

ds (6)

Equations 3 and 4, involve the pressure variation along the meridional and normal directions
respectively. Substituting those equations into equation 6, the following equation results:

cos (ε - γ)⋅ (Fn -
Vm

2

rc
+

Vw
2

r ⋅cos ε)+sin (ε - γ)⋅ (Fm -
Vm ⋅dVm

dm +
Vw

2

r ⋅sin ε)= dH
ds - T⋅ DS

ds -
Vm ⋅dVm

ds -
Vw ⋅dVw

ds (7)

Introducing rothalpy into equation 7 instead of enthalpy, a much more convenient quantity
when examining rotating flow, and moving from the absolute system of reference to the
relative, by substituting:

Vw =Ww +ω⋅ r (8)

The following equation appears:

VmdVm
ds =sin (ε - γ)⋅

VmdVm
dm + cos (ε - γ)⋅

Vm
2

rc
+ dH

ds - T⋅ dS
ds - sin (ε - γ)⋅Fm - cos (ε - γ)⋅Fn -

Vw
r ⋅

d(r ⋅Vw)
ds (9)

As it was mentioned before, the two main flow effects left out from the equation are the fluid
viscosity because the flow is treated as in-viscid and the pressure variation across the blade to
blade direction due to the 3-D treatment of the flow. The first effect is represented by a drag
force term FD acting on the opposite direction of the flow and the second effect is taken into
account by the introduction of a pressure force acting normal to the side surface of the
infinitesimal volume. The drag force is related to the loss mechanism of the flow, thus related
to the entropy generation in the meridional direction:

FD = - cos β ⋅T ⋅ ds
dm (10)

The direction vector of the pressure force according to figure 4 equals:

Fp

→

Fp
= - sin β⋅cos λ⋅ i

→
m+cos β⋅cos λ⋅ j

→
w + ( sinλ ⋅ cos β

cos ( - γ) + cos λ⋅sin β⋅ tan (ε - γ))⋅k
→

n (11)

However, in equation 9 the force terms appearing are lying on the normal and meridional
directions. Consequently those force terms should be expressed with respect to the drag and
pressure forces and then substituted back into equation 9. Finally, the later force terms should
also be expressed with respect to the flow parameters in order to bring the final equation into
a form so that it depends only on velocity components, flow and geometrical angles and
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thermodynamical parameters. The drag force is already into such a form in equation 10. As
far as the pressure force is concerned the following equation is suggested:
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Figure 4. Definition of force vectors [27]

According to figure 4, the force terms Fw and Fp can be expressed with respect to Fm and Fn and
then substituted back to equation 9 in order to give:
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(15)

The above form of the full REE is found in most relevant texts. It can be used in order to conduct
a quick quantitative estimation concerning the flow within turbomachines. The solution of
equation 15 will lead to the meridional velocity distribution along the blade leading and
trailing edges, or even along inter-blade stations if so defined. However the viscous nature of
the flow is not yet fully introduced into calculation. Flow viscosity will generally cause
secondary flows and fluid friction against solid surfaces. The aforementioned principal causes
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directions. Consequently those force terms should be expressed with respect to the drag and
pressure forces and then substituted back into equation 9. Finally, the later force terms should
also be expressed with respect to the flow parameters in order to bring the final equation into
a form so that it depends only on velocity components, flow and geometrical angles and
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will lead to several localized phenomena that are independently studied and quantified on the
basis of empirical correlations. There are three major areas of irreversibilities:

i. Flow deviations on blade leading and trailing edge. The aim of flow deviation models
is to define flow incidence and deviation angles in relation to flow and blade profile
parameters.

ii. Boundary layer growth along wetted surfaces. Boundary layer prediction models
may end up becoming extremely complex, depending on the level of accuracy one
aims to achieve. Care should be taken at this point to balance the computational
power consumption against accuracy.

iii. Frictional losses. Calculating blade losses in compressors is an extremely difficult task
due to the complex, three-dimensional nature of the flow field. There are several
factors that contribute to the generation of losses in a compressor. It would be fair to
say that although consensus exists on the end result, which is an increase in entropy
and reduction in total pressure, the exact mechanisms through which losses are
generated and their complicated interactions have not been completely understood
yet. Several researchers have invested their expertise into correlations of parameters
which describe the flow in blade passages. Such correlations usually attempt to
synthesize the results of many tests into simpler formulae or sets of curves. They are
generally averages of test results or their statistical curve fits. The largest limitation
of this approach is that the various empirical correlations can not be expected to
sufficiently represent every individual compressor design. A very popular approach
to blade row total loss prediction was followed by researchers such as Miller [28] and
Creveling and Carmody [29]. It is assumed that the total pressure loss of the blade
row is the result of the interaction of different loss components, i.e. profile losses,
secondary losses and shock losses which are considered to act through independent
mechanisms that is the blade mass flow-averaged total loss factor is given as the sum
of specific loss terms:

ω
-

tot =ω
-

prof ⋅ fRe + ω
-

sh + ω
-

sec (16)

4.2.3. Multiparallel compressor method

Circumferential total pressure distortion component is described by dividing the compressor
inlet face into a number of “pie” sectors. These sectors are defined by a number of spokes which
are intersected at the compressor centerline and they are extended till the compressor outlet
casing. An average total pressure value is assigned to each of these sectors.

Multi-parallel compressor method is a common method used to assess the effect of those
distortion profile types, on the compressor and gas turbine engine performance. Circumfer‐
ential total pressure distortion has been a matter of interest for gas turbine engine manufac‐
turers for many years. It was soon realized circumferential total pressure gradients at the
compressor inlet face cause degradation on compressor stability margin. This has been
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recognized to be the most pronounced effect of this type of distortion. However, compressor
performance is also affected. In the mid-fifties the effects of circumferential total pressure
gradients have been examined experimentally [30], on an axial turbojet engine. This work had
been among the first of a kind. Durning the seventies a vast amount of experimental work had
been conducted at NASA Lewis research center. In the first report [31], the effect of several
screen induced total pressure distortions had been determined on a J-85-GE13 turbojet engine.
A very simple modeling technique is developed for the assessment of circumferential total
pressure distortion effects on compressor performance. The “Parallel Compressor” model
suggested by Pearson and McKenzie [33]. This model had been validated experimentally [32],
extended to unsteady versions, [34], [35], [36], included into computer codes (GasTurb) and
reviewed by almost any circumferential distortion related paper. Hynes and Greitzer [37] have
proposed an alternative modeling method capable of assessing both steady and unsteady flow
phenomena, caused by circumferential total pressure gradients. It is an analytical solution
method, expressed through a set of differential equations that were derived from conservation
laws applied on an integrated compression system consisting of the inlet plenum, the com‐
pression system, the outlet plenum and the throttle. Plourde and Stenning [38] had also
developed a compressor flow model, for assessing the attenuation of circumferential total
pressure gradients, within a multi-stage compressor. This model although not referring
directly on the performance degradation, provides useful information and understanding of
the flow phenomena induced by this type of distortion.

The current method adopts a parallel compressor model the way that is presented in reference
[33], extended to incorporate more than two compressor sectors. The parallel compressor
model is formed by dividing the compressor into two compressor segments (Figure 5).

Figure 5. Parallel compressor segments.

Each segment occupies a certain percent of the compressor annulus volume, directly propor‐
tional to the angle of extent of each segment. Both segments operate simultaneously and
discharge to a common plenum. The first segment is considered to operate under low total
inlet pressure and the second is considered to operate under higher inlet total pressure. The
fact that both flow regions discharge to a common plenum, justifies the assumption, under
certain conditions, that both segments share a common static pressure at their outlet plane.
This assumption is valid only if the exit duct is straight and of constant area and the air is
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leaving the compressor under a uniform stator exit angle. If there is a diffuser or a second
compressor downstream of the first compressor, then the flow in that region can no longer be
considered as 2-D or the exit static pressure as uniform. Implicit in the above description is
that: i) two compressors are working in parallel under different inlet total pressure but at a
common exit static pressure, ii) no cross flow occurs within a rotor blade row and iii) no flow
redistribution takes place within the axial gaps. This is a rather logical assumption to make,
because the rotor tip clearance, especially in modern compressors are rather narrow and
sometimes actively controlled by external mechanisms and the axial gaps between successive
blade rows are when compared to the circumferential length scales, quite small.

Under the above mentioned assumptions each compressor segment can be considered that it
is operating on the same non-dimensional compressor speed line, as the “clean” inlet com‐
pressor would operate. The “clean” compressor characteristic for high speed compressors
should be given as the pressure and temperature ratio versus the non-dimensional mass flow.
Each component segment would not theoretically deviate from the non – dimensional speed
line, since the compressor characteristic curves were non – dimensionalized with respect both
the inlet total boundary conditions and the geometrical characteristics. Figure 6 shows low
and high pressure compressor segment operating points on a typical non-dimensional
compressor speed line.

Low 

High 

Loss in pressure rise  Pressure 
ratio 

Non – dimensional 
mass flow 

Figure 6. Basic parallel compressor model for compressor response to circumferential total pressure distortion. [39]

Through the parallel compressor model several important aspects of the circumferential inlet
total pressure distortion phenomenon can be assessed, at least qualitatively. Firstly as it can
be seen on Figure 6, the compressor mean pressure rise is lower than it would have been
achieved, if the compressor was operating at the same mean mass flow, uniformly distributed
over the compressor inlet face. Also the low inlet total pressure compressor segment produces
higher pressure ratio and therefore operates closer to the surge line. Consequently although
the compressor average operating point may fall within the stable region of the compressor
map, a considerable part of the compressor (the low pressure segment) is working in the
unstable region of the map. Consequently flow instability under circumferential total pressure
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distortion may be initiated earlier (at higher mass flows) than it would have, if the compressor
was operating under uniform inlet total pressure. The stall criterion that it is used along with
parallel compressor model is that stall occurs when the low pressure region operating point,
has crossed the stability line. In order to determine the surge line shift under a given circum‐
ferential total pressure profile, the operating point of the low pressure compressor segment,
is placed on the surge line. The segment’s corresponding mass flow is determined after
attenuation by the pie sector angle and subsequently it is non-dimensionilized with respect to
the corresponding inlet boundary conditions and cross-sectional area. Consequently the total
pressure and temperature rise of the segment are read directly by the “clean” compressor
performance maps.

4.2.4. Streamline curvature software description

The SLC based flow simulation software obeys to the architecture mentioned in paragraph
5.1.2. The pre-processing unit having received all necessary geometrical inputs, defines the
compressor geometry and sets the initial position of the streamlines. The processing unit upon
convergence, will have defined the flow-field and the distribution of all thermodynamic
parameters through the compressor operating range. Given the nature of SLC method
calculations being highly iterative, the processor incorporates very sophisticated convergence
guidance subroutines. Also several alternatives regarding the consideration of viscous
phenomena are offered to the user. However it is beyond the scope of this chapter to describe
the details of loss models and convergence schemes. There are several publications that the
reader could refer to, shall he/she is further interested in the specific field.

The post processing module of a through flow software such as the SLC, would ideally include
the streamline visualization through the compressor and preferably the performance map.
Options for comparative performance graphs under various inlet conditions and several
different geometries turn out to be very informative and useful especially for educational
purposes.

The stand alone streamline curvature software SOCRATES has evolved over the past years to
handle transonic flow regimes and chocking conditions. A graphical user interface is also
under development giving great flexibility to the user regarding compressor geometry
definition, loss model selection etc.

4.2.5. Extended compressor in parallel” software description

The “extended compressor in parallel” model is not programmed as an entirely separate code,
since it is a straight forward, simple calculation. It is embedded as a subroutine into the 0-D
gas turbine engine performance code presented in the following section. The input data is: i)
the number of compressor inlet face segments, ii) the angle of extent of each segment, iii) the
average inlet total pressure and temperature of each segment and iv) the compressor inlet and
outlet cross-sectional area of each segment.

The processing unit houses the calculation procedure which is completed into three concentric
iterative loops. The outer most calculation loop is there to repeat the calculations for all possible

Synthesis of Flow Simulation Methods for Fast and Accurate Gas Turbine Engine Performance Estimation
http://dx.doi.org/10.5772/54411

67



leaving the compressor under a uniform stator exit angle. If there is a diffuser or a second
compressor downstream of the first compressor, then the flow in that region can no longer be
considered as 2-D or the exit static pressure as uniform. Implicit in the above description is
that: i) two compressors are working in parallel under different inlet total pressure but at a
common exit static pressure, ii) no cross flow occurs within a rotor blade row and iii) no flow
redistribution takes place within the axial gaps. This is a rather logical assumption to make,
because the rotor tip clearance, especially in modern compressors are rather narrow and
sometimes actively controlled by external mechanisms and the axial gaps between successive
blade rows are when compared to the circumferential length scales, quite small.

Under the above mentioned assumptions each compressor segment can be considered that it
is operating on the same non-dimensional compressor speed line, as the “clean” inlet com‐
pressor would operate. The “clean” compressor characteristic for high speed compressors
should be given as the pressure and temperature ratio versus the non-dimensional mass flow.
Each component segment would not theoretically deviate from the non – dimensional speed
line, since the compressor characteristic curves were non – dimensionalized with respect both
the inlet total boundary conditions and the geometrical characteristics. Figure 6 shows low
and high pressure compressor segment operating points on a typical non-dimensional
compressor speed line.

Low 

High 

Loss in pressure rise  Pressure 
ratio 

Non – dimensional 
mass flow 

Figure 6. Basic parallel compressor model for compressor response to circumferential total pressure distortion. [39]

Through the parallel compressor model several important aspects of the circumferential inlet
total pressure distortion phenomenon can be assessed, at least qualitatively. Firstly as it can
be seen on Figure 6, the compressor mean pressure rise is lower than it would have been
achieved, if the compressor was operating at the same mean mass flow, uniformly distributed
over the compressor inlet face. Also the low inlet total pressure compressor segment produces
higher pressure ratio and therefore operates closer to the surge line. Consequently although
the compressor average operating point may fall within the stable region of the compressor
map, a considerable part of the compressor (the low pressure segment) is working in the
unstable region of the map. Consequently flow instability under circumferential total pressure

Progress in Gas Turbine Performance66
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phenomena are offered to the user. However it is beyond the scope of this chapter to describe
the details of loss models and convergence schemes. There are several publications that the
reader could refer to, shall he/she is further interested in the specific field.

The post processing module of a through flow software such as the SLC, would ideally include
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Options for comparative performance graphs under various inlet conditions and several
different geometries turn out to be very informative and useful especially for educational
purposes.

The stand alone streamline curvature software SOCRATES has evolved over the past years to
handle transonic flow regimes and chocking conditions. A graphical user interface is also
under development giving great flexibility to the user regarding compressor geometry
definition, loss model selection etc.

4.2.5. Extended compressor in parallel” software description

The “extended compressor in parallel” model is not programmed as an entirely separate code,
since it is a straight forward, simple calculation. It is embedded as a subroutine into the 0-D
gas turbine engine performance code presented in the following section. The input data is: i)
the number of compressor inlet face segments, ii) the angle of extent of each segment, iii) the
average inlet total pressure and temperature of each segment and iv) the compressor inlet and
outlet cross-sectional area of each segment.

The processing unit houses the calculation procedure which is completed into three concentric
iterative loops. The outer most calculation loop is there to repeat the calculations for all possible
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settings of the variable inlet guide and stator vane angles. The second iterative loop is set to
repeat the calculations performed for a single compressor speed line and the third loop is set
to establish the exit static pressure balance for all the compressor segments specified in the
input file. Finally there is not much post – processing that can be done to the results, other than
demonstrating the dislocation of the surge line depending on the inlet distorted temperature
and pressure profile.

4.3. Hot engine section

4.3.1. Zero dimensional analysis

The 0-D analysis is an integral type of analysis in the sense that the individual engine compo‐
nents are considered as “black boxes’. Details of the flow within the engine components do
not influence the result. Prerequisite for the application of the method are the engine compo‐
nents’ performance, in terms of non-dimensional performance maps or alternatively by means
of empirical correlations, depending on the information available. The main output is the
engine performance for a given handle setting. In practice apart from the engine mass flow, in
order to determine the overall engine performance, total thermodynamic quantities (such as
total pressure and total temperature) and exit velocity are sufficient.

The intake performance under the assumption that the flow in not subjected to any kind of
heat exchange with the environment, is fully determined as soon as the pressure recovery
factor is determined. The pressure recovery factor can be read from an intake performance
map where it is plotted against various intake inlet Mach numbers. Alternatively it can be
calculated through an empirical correlation or it can be input directly as a value emerging
purely from experience.

For the compressor, the performance map is usually plotted as the pressure ratio against the
non dimensional air flow along lines of constant non-dimensional or relative rotational speed.
Constant isentropic or adiabatic efficiency contours appear on the same graph.

Turbine’s performance map is usually plotted as the expansion ratio or non-dimensional
enthalpy drop versus the non-dimensional mass flow for constant non-dimensional rotational
speed lines. The efficiency is usually plotted on a separate graph against the same parameters
(non-dimensional mass flow and non dimensional rotational speed). A typical nozzle per‐
formance map includes the flow and discharge pressure coefficients as a function of the
pressure ratio.

Finally concerning the combustion chamber, many kind of maps may be used, for the deter‐
mination of the exit total temperature, the fuel flow (one of the previous two parameters is
usually given as the engine handle) and the fuel flow composition. Similarly, total pressure
loss can also be determined through performance maps or alternatively by the use of an
empirical correlation based on hot and cold pressure loss coefficients.

The aim of the 0-D analysis is to fully determine pressures and temperatures as well as the
other engine performance parameters throughout the engine, under any given set of boundary
conditions. The solution is carried out at a certain off-design point which is specified by a user
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defined value of an appropriate engine handle. Engine handles can be the fuel flow, the
rotational speed, or the turbine inlet temperature. The solution scheme, making use of the
conservation of mass, energy and power, is searching for the set of operating points on each
component’s performance map with the aim of achieving the mechanical and thermodynam‐
ical engine matching.

At any given flight condition the Mach number and the altitude will determine the airflow at
the inlet plane of the first compressor in the row. Subsequently, based upon the compressor’s
rotational speed and pressure ratio which are fixed once the operating point is fixed on the
performance characteristic map, the compressor may not be capable of passing the amount of
airflow coming from the intake duct. This gives rise to a flow imbalance. The same holds for
all engine’s compressors installed downstream. Similarly for the engine combustion chamber,
given the burner exit temperature or fuel flow the exit pressure, the airflow at the first turbine
face can be determined. The turbine may or may not be able to pass this airflow, depending
on its operating point. In a similar way, the same flow imbalances may rise to all turbines and
nozzles downstream. Apart from the flow imbalances, mechanical power imbalances may also
exist, between a turbine’s generated power and the coupled compressor absorbed power, for
instance.

All these imbalances are treated as errors. The number of these errors varies according to the
engine type. In any case a certain number of equations emerging from the conservation laws
are needed for the engine to be balanced mechanically and thermodynamically. Various 0-D
solution schemes can be employed for the error minimization. The error minimization process
is realized by shifting the operating points on the components performance maps. There are
three types of iterative solution schemes that can be used:

• The concentric iterative solution scheme.

• The crossover iterative solution scheme.

• The simultaneous iterative solution scheme.

According to the first two solution schemes the error appearing after the application of a certain
conservation law, is minimized by changing a certain engine parameter. According to the third
solution scheme, all errors are minimized simultaneously by changing simultaneously a pre-
specified set of engine parameters. From the mathematical point of view the first two methods
are much simpler. A simple trial and error iterative solution scheme for each air flow and
power imbalance is enough. For the third method a more complicated mathematical solution
scheme is required, like for instance a multi-dimensional Newton-Raphson method. The
simultaneous iteration however is more stable than the previous two but higher computational
power is required.

The current simulation program is based on the first type of iterative method, the concentric
iteration. The operation of a single spool turbojet engine is simulated under any given set of
boundary conditions. The engine rotational speed is set to be the engine handle, the parameter
that is employed by the user to set the off-design condition.
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defined value of an appropriate engine handle. Engine handles can be the fuel flow, the
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are much simpler. A simple trial and error iterative solution scheme for each air flow and
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that is employed by the user to set the off-design condition.
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5. Gas turbine engine simulation

5.1. Intake — Gas turbine variable dimension performance simulation method

As it was mentioned in the introductory chapter a single calculation method whichever that
could be, cannot cover the need for a “light”, in terms of computational load, gas turbine engine
performance simulation code, able of addressing engine operation under non-uniform inlet
conditions. A synthesis of several computational methods is therefore inevitable. The struc‐
tural elements of the synthesized calculation method have already been described in the
preceding corresponding sections.

Given the fact that flow within the intake and mostly within the compressor is redistributed
any type of pressure or temperature distortion at the intake inlet practically vanishes by the
time the working medium enters the combustion chamber. Even if any pressure or temperature
gradients are persisting till that engine station, given the intense mixing that takes place within
the combustion chamber, gradients of thermodynamical properties are redefined on a
completely new basis, the combustion process. Consequently a 0-D analysis method down‐
stream of the compressor is sufficient. Generally speaking the use of 2-D or 3-D flow simulation
methods and their derived tools at hot section of the engine could only be justified in the case
of detailed design.

On the contrary, the performance of the cold engine section, namely the intake and the
compressor, is affected by the uneven flow properties distribution at the intake inlet. Regarding
the intake section, the flow remains three dimensional and a 3-D flow simulation tool should
be used in order to convey the flow information down to the compressor. Despite the fact flow
non-uniformities are to a certain extent attenuated until they reach the compressor section,
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Figure 7. Intake – Gas Turbine Variable Dimension Performance Simulation Method.
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applying a 0-D or an 1-D flow simulation method will discard most of the information and
will lead to highly inaccurate results.

5.2. Proposed variable dimension simulation

The current simulation technique was built with the aim of embracing the combined – coupled
performance of the intake and the compressor. In reality the compressor map that comes as
an intermediate output of the intake – compressor simulation, represents not only the com‐
pressor performance over its operating range as it is usually seen, but it also includes indirectly
the intake performance. The simulation focuses on a certain compressor operating point
defined by a certain rotational speed value and a mass flow value falling in the range of the
selected rotational speed. Once the intake simulation has converged under a certain inlet
boundary condition set, the flow-field on the compressor inlet plane is practically defined. 3-
D flow calculation methods for compressor flow simulation have all been excluded mainly
due to their high computational resources demand. In other words the derived compressor
inlet boundary conditions have to be decomposed in order to reduce their dimensions. Two
components are considered:

i. Variation along the radial direction

ii. Variation along the circumferential direction.

The derived engine flow simulation tool was designed with the intention of assessing the
impact of 3-D pressure profiles on the engine performance. Therefore the distinction was made
on the basis of the effect that each component has on compressor performance. The main effect
of circumferential total pressure distortion on compressor performance is the surge line shift.
On the contrary radial pressure distortion has the exact opposite effect, especially for multi‐
stage compressors. According to a NASA report [30] radial distortion did not appear to change
the flow in the stages that control stall, because of the rapid attenuation of the distortion within
the compressor. In other words surge line position is not severely affected by this type of
distortion. Based on the above observations, the SLC code under the radial profile of boundary
conditions, computes the pressure ratio and the isentropic efficiency corresponding to the
initially specified mass flow and rotational speed. While the same rotational speed is retained,
a small (positive of negative) increment is added to the mass flow and the whole process
starting from the intake simulation, is repeated again until the entire mass flow range for this
rotational speed is covered. Subsequently a small increment (positive or negative) is added to
the rotational speed and the whole process is repeated again until a certain range of non –
dimensional speed lines is covered. By the end of the above described process the full com‐
pressor – intake performance characteristic map will have been obtained. The compressor map
as extracted from the SLC code is fed as an input to the “extended compressor in parallel”
code. The number of circumferential sectors, their extent, as well as their average pressure,
should be specified as an input. The exact number of sectors selected in order for the circum‐
ferentially distorted pattern be described in best, should ideally be defined through a sensi‐
tivity analysis. Given the above input, the surge line shifts will be predicted by the "extended
compressor in parallel” code. At this point the performance of the intake – compressor is fully
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determined. The resulted compressor performance map, together with the input data referring
to the remaining engine components, is fed into the 0-D simulation code for the engine
performance to be defined.

On figure 8 it is demonstrated on the compressor map, a snapshot of the response of a small
single spool turbojet engine operating behind a generic intake under certain sets of non-
uniform inlet conditions.

Figure 8. Compressor map shifts under various inlet conditions.

6. Closure

Gas turbine engine performance simulation is a very wide research sector of gas turbine related
technology. The current chapter focused on the intermediate fidelity – relative low computa‐
tional power consumption type of methods and derived tools. These tools in order to meet the
contradictive requirements for 3-D flow treatment and fast convergence are based on more
than one method. Moreover they make use of stored performance related information that
come out from experiment and/or high fidelity flow simulation. Such simulation tools prove
very convenient to gas turbine engine manufacturers as they can “multiply” the value of their
numerous stored experimental data. It is the author’s view that such hybrid simulation
methods will on one hand be gaining increasing attention by the manufacturers, while on the
other hand they consist a brilliant research field for creative thinking a combination which will
lead to very valuable applications in the future.
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1. Introduction

The gas turbine installations represent one of the most dynamic fields related to the applica‐
bility area and total installed power. The gas turbines have been developed particularly as
aviation engines but they find their applicability in many areas, one of which being simulta‐
neously obtaining electric and thermal energy in gas turbine cogeneration plants. The gas
turbine cogeneration plants may be classified based on the constructive technology of the
gas turbine in [1]: aeroderivative gas turbines plants (up to 10 MW); industrial gas turbines
plants, specifically designed for obtaining energy (from 10 up to hundreds MW). An avia‐
tion gas turbine with expired flying resource is still functional due to the fact that the flight
time is limited as a consequence of the specific safety normatives requirements. Therefore
the aeroderivative gas turbine is defined as a gas turbine, derived from an aviation gas tur‐
bine, dedicated to ground applications. According to the initial destination, these gas tur‐
bines have been designed for maximum efficiency considering the limited fuel quantity
available for an aircraft flying large distances. The basic idea in developing the aeroderiva‐
tive gas turbine has been to transfer all the scientific and technologic knowledge ensuring a
high degree of energy utilization (design concepts, materials, technologies, etc.) from avia‐
tion to ground [2]. Therefore the obtained gas turbines are lighter, with smaller size, in‐
creased reliability, reduced maintenance costs and high efficiency. The remaining resource
for ground applications is proportional with the flight resource, being able to reach up to
30,000 hours considering the lower operating regimes. From the point of view of the actual
application, the free power turbine groups are the most recommended [3]. Unlike the aero‐
derivative turbine power units, the industrial power units are built by the original producer
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with the necessary changes for actual industrial application. The development of aeroderi‐
vative and industrial gas turbines has been affected by the progress of the aviation gas tur‐
bines in military and civilian fields. Many aeroderivative gas turbines ensure compression
rates of 30:1 [4]. The industrial gas turbines are cumbersome but they are more adaptable for
long running and allow longer periods between maintenance controls. The base fuel for gas
turbine cogeneration groups is the natural gas (with a possible liquid fuel as alternative) but
the diversification of the gas turbines users and the increase in fuels price has pushed the
large producers to consider alternative solutions. Nowadays the most utilized fuels in gas‐
eous turbines are the liquid and gas ones (classic and alternative). The high temperature of
the exhausted gases, approximately 590 °C on some gas turbines, allows the valorization of
the heat resulted in a heat recovery steam generator. Due to the fact that the oxygen concen‐
tration in the exhausted gases is 11-16% (volume), a supplementary fuel burning may be ap‐
plied (afterburning) in order to increase the steam flow rate, compared to the case of the
heat recovery steam generator [5]. The afterburning leads to an increase in flexibility and
global efficiency of the cogeneration group, allowing the possibility to burn a large variety
of fuels, both classic and alternative. Nitrogen oxides usually represent the maine source of
emissions from gas turbines. The NOx emissions produced by the afterburning installation
of the cogeneration group are different according to the system, but they are usually small
and in some cases the installation even contributes to their reduction [6]. The usual methods
for NOx emissions reduction, water or steam injection for flame temperature decrease, affect
the gas turbine performances, particularly to high operating regimes, leading to CO emis‐
sions increase. It must be noted that the load of the gas turbine also affects the emissions, the
gas turbine being designed to operate at high loads. The general theme of the chapter is giv‐
en by the technological aspects that must be considered when aiming to design a gas turbine
cogeneration plant flexible from the points of view of the utilized fuel and the qualitative
and quantitative results concerning some classic and alternative gas fuels. Based on the spe‐
cific literature in the field and the experience of National Research and Development Insti‐
tute for Gas Turbines COMOTI Bucharest, there are approached theoretic and experimental
researches concerning the utilization of natural gas, as classic fuel, and respectively dime‐
thylether (DME), biogas (landfill gas) and syngas, as alternative fuels, in gas turbine cogen‐
eration groups, the interference between flexibility and emissions. It is particularly analysed
the issue of reutilization of aviation gas turbines in industrial purposes by their conversion
from liquid fuel to gas fuels operation. There is further presented the actual method of con‐
version for an aviation gas turbine in order to be used in cogeneration groups.

2. The aeroderivative gas turbine – A solution for gas turbine
cogenerative groups flexibility on gas fuels

The flexibility of the gas turbine cogeneration plants implies reaching an important number
of requirements: operating on classic and alternative fuels; capability of fast start; capability
to pass easily from full load to partial loads and back; maintaining the efficiency at full load
and partial loads; maintaining the emission to a low level even when operating on partial
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loads. Internationally, many companies with top performance in aviation gas turbines are
involved in aeroderivative programs in response to market demands for energy producing
installations. The best known among these are: Rolls-Royce, Pratt & Whitney, General Elec‐
tric, Motor Sich, Turbomeca, MTU, etc. Rolls-Royce has developed the RB 211-H63 gas tur‐
bine starting from the aviation RB 211 which, through novel constructive and technologic
transformations has been pushed to efficiency up to 41.5%. A 38 MW version will be availa‐
ble in 2013 with the possibility of upgrade to 50 MW in future years [7]. Many gas turbine
producers aim to reach the full load in ten minutes from the start. A Japanese project of Mit‐
subishi Heavy Industries Ltd. (MHI) aims to manufacture a gas turbine operating at 1700 °C
inlet temperature and 62 % efficiency. Pratt & Whitney, starting from the PW 100 turboprop,
have developed the ST aeroderivative gas turbine family (ST 18, ST 40). The researches con‐
ducted at National Research and Development Institute for Gas Turbines COMOTI Buchar‐
est have allowed obtaining aeroderivative gas turbines in the 20 – 2,000 kW range, through
valorisation of the aviation gas turbines with exhausted flight resource, obsolete or dam‐
aged. Therefore the AI 20 GM (figure 1, right) aeroderivative turboshaft, operating on natu‐
ral gas, is based on the AI 20 turboprop (figure 1, left). The AI 20 GM is used in power
groups driving the backup compressors in the natural gas pumping stations on the main
line at SC TRANSGAZ SA. The aeroderivative GTC 1000 (figure 2, right), based on TURMO
IV C (figure 2, left), operating on natural gas, is used in a power group driving two serial
centrifugal compressors for the compression of the associated drill gas, in one SC OMV PET‐
ROM SA oil exploitation, at Ţicleni – Gorj. Researches have also been conducted regarding
the valorisation of the landfill gas in a aeroderivative gas turbine applicable to cogeneration
groups [2]. A project for a cogeneration application using the GTE 2000 aeroderivative gas
turbine has been started in 2000. The result of the project is a cogeneration plant, with two
independent lines, producing electric and thermal (hot water) energy, located in the munici‐
pality of Botosani, with SC TERMICA SA as beneficiary (figure 3, left). The experience ac‐
quired from the GTE 2000 cogeneration plant has been used in a new project for a medium
power aeroderivative gas turbine cogeneration plant, the application using the ST 18 A aero‐
derivative gas turbine, manufactured by Pratt & Whitney. The ST 18 A aeroderivative gas
turbine has been derived from the aviation PW 100 through redesigning a series of compo‐
nents of which are distinguished the combustion chamber, the case and the intake. Further‐
more, the ST 18 A has been designed and manufactured to operate with water injection in
the combustion chamber (duplex burners), method that ensures the reduction of NOx emis‐
sions. The application consists in a cogeneration plant, with two independent cogeneration
lines, producing electric and thermal (superheated steam used in the oil extraction techno‐
logic process) energy. The beneficiary of the application is SC OMV PETROM SA, Suplacu
de Barcău, Bihor County (figure 3, right) [8]. What makes the difference between aviation
and aeroderivative gas turbines are operating conditions and reliability. Thus, aviation gas
turbines have over the period of their useful life so many ordered starts and stops (associat‐
ed with aircraft flight), short operation between starting and stopping (of hours), short peri‐
ods between revisions (after each stop) and overhauls (after more than 1,000 hours of
operation), the lifespan of about 12,000 cumulative hours of operation. Aeroderivative gas
turbines can operate up to 8,000 hours continuously without ordered stop, overhauls are
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made at intervals up to 30,000 cumulative operating hours and, for some brands, the cumu‐
lative operating ranges may be even higher.

Figure 1. AI 20 turboprop (left) and AI 20 GM gas turbine (right) [2]

Figure 2. TURMO IV C turboshaft (left) and GTC 1000 gas turbine (right) [2]

Figure 3. GTE 2000 – Botoşani (left) and 2xST 18 – Suplacu de Barcau (right) plants

2.1. Classic and alternative fuels for gas turbine cogeneration groups

The performances of the gas turbine cogeneration groups (efficiency and emissions) depend
in high degree of the type and physical and chemical properties of the used fuels. Depend‐
ing on the lower heating value (LHV), in relation to natural gas (LHV=30-45 MJ/Nm3), typi‐
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cal gas fuels can be classified as [9]: high heating value (LHV=45-190 MJ/Nm3; butane,
propane, refinery off-gas), medium heating value (LHV=11.2-30 MJ/Nm3; weak natural gas,
landfill gas, coke oven gas), low heating value (LHV<11.2 MJ/Nm3; BFG - Blast Furnace Gas,
refinery gas, petrochemical gas, fuels resulted through gasification etc).

2.1.1. General requirements regarding the utilization of fuels in gas turbines

For the gas turbines used in cogeneration groups, for economic reasons, the most used fuels
are heavy oil and waste products from various manufacturing or chemistry processes [3].
Using liquid fuels imposes: ensuring combustion without incandescent particles and depos‐
its on the firing tube and the turbine; decreasing the corrosive action of the burned gases
caused by the aggressive compounds (sulphur, lead, sodium, vanadium, etc.); solving the
pumping and atomization issues (filtration, heating, etc.). A series of fuels must be well pu‐
rified or filtrated for eliminating water, solid particles or some remiss substances. Heavy liq‐
uid fuels must be heated to a convenient temperature to allow their proper pumping and
spraying. Coke number and tar number are of particular interest for burning in gas turbines.
Coke number (carbon residue) represents the residue left by an oil product (fuel oil, diesel,
etc.) when burned in special conditions (closed space, restricted air access, etc.), expressed in
mass percent. Tar number indicates the presence of resins, aromatic hydrocarbons, etc. but it
must be considered for information only. In order to define the combustion behaviour of a
heavy liquid fuel (like oil) it would be indicated to consider as a criterion the product of the
coke number and tar number [10]. In terms of reusing aviation gas turbines in industrial
purposes, the possibilities of using liquid fuels are decreasing. For each application, the re‐
quirements of the beneficiary must be analysed related to the characteristics of the fuels af‐
fecting the combustion (density, molecular weight, evaporation limit, flammability
temperature, volatility, viscosity, surface tension, latent heat of vaporization, calorific value,
the tendency for soot, etc.). In terms of using gas fuels, the problem is less challenging due
to their thermal stability, high heating value, lack of soot and tar. However, in order to en‐
sure the pressure level required by the gas turbine, afterburning, etc., the elimination of wa‐
ter and different impurities, a control – measurement station must be provided for the gas
fuels to be used (natural gas at 2xST 18 plant – figure 4). Some alternative gas fuels (resulted

Figure 4. Control – measurement station for natural gas at 2xST 18 – Suplacu de Barcau plant (left) with booster
(right) 1 – cogeneration power plant; 2 – control – measurement station; 3 – booster
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rified or filtrated for eliminating water, solid particles or some remiss substances. Heavy liq‐
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mass percent. Tar number indicates the presence of resins, aromatic hydrocarbons, etc. but it
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temperature, volatility, viscosity, surface tension, latent heat of vaporization, calorific value,
the tendency for soot, etc.). In terms of using gas fuels, the problem is less challenging due
to their thermal stability, high heating value, lack of soot and tar. However, in order to en‐
sure the pressure level required by the gas turbine, afterburning, etc., the elimination of wa‐
ter and different impurities, a control – measurement station must be provided for the gas
fuels to be used (natural gas at 2xST 18 plant – figure 4). Some alternative gas fuels (resulted

Figure 4. Control – measurement station for natural gas at 2xST 18 – Suplacu de Barcau plant (left) with booster
(right) 1 – cogeneration power plant; 2 – control – measurement station; 3 – booster
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through gasification and biomass pyrolysis), biogas, residual gases from industrial processes
(rich in hydrogen) can play an important role in the operation of the gas turbine cogenera‐
tion groups, but they must reach some requirements regarding the calorific value and the
composition [11]. Therefore there is necessary to eliminate the impurities, tar, to limit the
sulphur and its compounds to 1 mg/Nm3, respectively the alkaline metal compounds to 0.1
mg/Nm3 [12].

2.1.2. Alternative fuels – Characteristics and consequences regarding their use in gas turbine
cogeneration groups

The biogas produced through anaerobic fermentation is cheap and constitutes a renewable
energy source producing, from burning, neutral carbon dioxide (CO2) and offering the pos‐
sibility of treatment and recycling for residues and secondary agricultural products, various
biowaste, organic waste water from industry, sewage and sewage sludge. The properties
and the composition of biogas are different depending on the raw material used, processing
system, temperature, etc. The comparative compositions of natural gas and biogas are given
in table 1 [13]. For both fuels the main component (giving the energetic value) is the meth‐
ane (CH4), the significant differences being given by the high content of CO2 and H2S (hy‐
drogen sulphide) in biogas. Technically, the main difference is given by the Wobbe index for
natural gas (see chapter 2.2), two times higher than the index for biogas. This leads to a lim‐
ited possibility of replacing the natural gas with biogas because only gases with similar
Wobbe index can substitute each other. The improvement of the biogas can be achieved by
replacing CO2 with CH4 so as to approach the characteristics of natural gas. Furthermore,
the water and hydrogen sulphide must be eliminated to avoid the harmful action of the re‐
sulted sulphuric acid on different components of the cogeneration group (gas turbine, after‐
burning installation, heat recovery steam generator, etc.). Landfill gas resulted from waste
deposits represents a cheap energy source, with a composition similar to the biogas resulted
from anaerobic fermentation (45-60 % methane, 40-55 % carbon dioxide) [2]. When it comes
to using biogas in gas turbine cogeneration groups or introducing it in the natural gas net‐
work, special treatment is required (condensate separation, drying, adsorption of volatile
substances, etc.). Dimethylether (DME, CH3-O-CH3) is a clean alternative fuel which can be
produced from fossil fuels, namely coal or vegetal biomass gasification. It can be transport‐
ed and stored similar to liquefied petroleum gas (LPG), its physical and chemical character‐
istics, related to natural gas in Ardeal (99.8 % CH4 and 0.2 % CO2), being given in table 2
[14]. The flame produced by burning the dimethylether is very similar to the flame pro‐
duced by the natural gas (figure 5), which makes it suitable to be used as fuel in transporta‐
tion, cogeneration groups, etc.

Through biomass of coal gasification (with oxidant agents such as oxygen, air, steam, etc.) it
can obtain synthesis gas (syngas) with main components hydrogen (H2) and carbon monox‐
ide (CO). The syngas can be used to obtain methanol, hydrogen, methane, etc. or can be
used as fuel in gas turbine cogeneration groups. Since leaving the gas-producing installation
the gas containes ash particles and various compounds of chlorine, fluorine, alkali metals,
etc., which must be removed to protect the cogeneration line. Through gasification of differ‐
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ent biomass categories and utilization of different gasification technologies, the composition
of the resulted gas and the lower heating value (LHV) can vary according to tables 3 and 4
[12, 15]. Tables 1 and 3 show that the lower heating values for biogas and syngas are lower
than for the natural gas, requiring, in their application in cogeneration groups, higher mass
flow rates with minimum pressure losses. Therefore, the injection nozzles of the gas turbine
and the burners of the afterburning installation must be designed for velocities allowing a
homogenous mixture between fuel and oxid, as well as low pressure losses. The syngas con‐
tains high quantities of hydrogen which affect the combustion in gas turbine cogeneration
groups in terms of flame stability, combustion efficiency, etc. Using hydrogen as fuel and
introducing a component with dilution role (steam, nitrogen, etc.) the operation of the gas
turbine is affected [16].

No. Name Natural gas Biogas

1 CH4 [vol %] 91.0 55-70

2 CnH2n [vol %] 8.09 0

3 CO2 [vol %] 0.61 30-45

4 N2 [vol %] 0.3 0 - 2

5 Lower heating value [MJ/Nm3] 39.2 23.3

6 Density [kg/Nm3] 0.809 1.16

Table 1. Composition, physical and chemical proprieties for natural gas and biogas [13]

No. Name Natural gas (Ardeal) Dimethylether

1 Theoretical combustion temperature [0C] 1,900 2,000

2 Autoignition temperature [0C] 650-750 350

3 Lower heating value [MJ/Nm3] 35.772 59.230

4 Explosion limit [% gas in air] 5 - 15.4 3 - 18.6

5 Density [kg/Nm3] 0.716 2.052

Table 2. Physical and chemical characteristics for natural gas (Ardeal) and dimethylether [14]
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Figure 5. Flame of Bunsen burner, with grid type flame stabilizer, on natural gas (left) and dimethylether (right) [14]

Syngas chemical composition [%] Lower heating value

[MJ/Nm3]Name CO H2 CH4 CnH2n CO2 N2

Dry oak 18.3 16.9 2.8 0.5 16.0 - 5.422

Dry beech 19.4 17.5 2.6 0.6 15.0 49.3 5.526

Dry fir 15.1 19.1 1.6 0.9 15.8 57.1 4.053

Wood coals 31.2 6.3 2.9 - 2.5 57.1 5.702

Table 3. Chemical composition of syngas and lower heating values resulted from biomass gasification [15]
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CH4
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H2O
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CO2
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LHV

[MJ/Nm3]
Observations

16 6 4 56 18 - 4.1 Air gasification

16 6 4 56 15 3 4.1 Air gasification

40 13 15 3 - 29 11.826 Oxygen gasification

Table 4. Chemical composition of syngas and lower heating values resulted from different methods of gasification
[12]

Solving the fuels interchangeability issue for gas turbine cogeneration groups, by develop‐
ing high level combustion technologies for alternative fuels, particularly hydrogen, will
have a major impact on system efficiency and environment.

2.2. Fuels interchangeability and validation criteria

Interchangeability in gas turbine cogeneration groups represents the capability to replace a
gas fuel with another without affecting the application or the installation burning the gas
fuel. The used gas fuels consist in mixtures of combustible gases (methane and other light
hydrocarbons, hydrogen, carbon monoxide) and inert gas (mostly nitrogen, carbon dioxide,
water vapor). Depending on the combustible gases ratio (usually methane), the gas fuels can
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have high or low heating value. Density and temperature of the used fuel, as well as the en‐
vironmental temperature, can affect the performances and lifespan of the equipments in the
cogeneration group. According to these influence factors, the most important parameter for
characterizing the interchangeability is the Wobbe index (named after engineer and mathe‐
matician John Wobbe), defined as ratio between the lower heating value (LHV) and the
sqare root of density of the fuel, relative to air density (drel):

0.5/ ( )relWo LHV d= (1)

/rel comb aird r r= (2)

Therefore, two gas fuels, with different chemical compositions but the same Wobbe index,
are interchangeable and the heat delivered to the equipment is equivalent for the same fuel
pressure. Table 5 gives the values of Wobbe index for several gas fuels. In order to consider
the temperature of the fuel, the Wobbe index can be corrected with the temperature. Accord‐
ing to [17], two fuels are interchageable if they respect:

æ ö æ öD
= ç ÷ ç ÷

D è ø è ø

2 2

2 1 1

1 2 2

p Wo A
p Wo A

(3)

where Δp1 and Δp2 represent the overpressure of fuel 1, respectivelly 2, Wo1 and Wo2 –
Wobbe indexes of fuel 1, respectively 2, A1 and A2 – injection nozzle area for the two fuels.

No. Gas name Wobbe index [(MJ/Nm3]

1 Natural gas 48.554

2 Liquefied petroleum gas 79.993

3 Methane 47.947

4 Ethane 62.513

5 Propane 74.584

6 Carbon monoxide 12.812

7 Biogas 27.3

8 Dimethylether 47.422

9 Hydrogen 38.3

Table 5. Wobbe index for various gases [2, 13, 14]
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Therefore, the validation criteria for replacing a fuel with an equivalent one are given by:
autoignition temperature, flame temperature (with higher influence on NOx formation),
flame velocity, flashback, efficiency, NOx and CO emissions, flue gas dew point, etc. Autoig‐
nition temperature of gas fuel in mixture with air is the temperature on which the instanta‐
neous and explosive autoignition occurs, without the existence of an incandescent source of
ignition. The turbulent flame is generally less stable than the laminar flame, the instability in
flame front break-up field being emphasized by the increase in tube diameter. Free swirl tur‐
bulent flames are more prone to flame front break-up than the laminar ones due to the higer
periferal jet velocity. For turbulence angles greater than 30°, the stability area is achieved on
the contour of the burner only for rich mixtures [18]. In areas with poor mixture, due to the
decrease in velocity, the backflow can occur without flame attachment on the burner edge.
The velocity distribution in the swirl flow determines the stabilisation of the flame as a cen‐
tral suspended one. Components with rapid burning, such as hydrogen, accelerate the flame
velocity with a tendency to backflow or extinguishment. The backflow tendency of the
flames is proportional with the ignition velocity of the fuel gas, a high velocity leading to a
high effect. It is also dependent of the primary air proportion and the components with re‐
duced burning velocity can lead to flame front break-up. In order to consider these factors,
an empiric relation has been established for the flame front break-up index at interchangea‐
bility Iret [19]:
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= ç ÷ç ÷
è ø

(4)

where: k – constant concerning the flame front break-up limit;  f  – factor concerning pri‐
mary air;  LHV – lower  heating value;  b  and i  –  indexes  regarding the  control  fuel,  re‐
spectively  the  replacement  fuel.  A  particular  issue  is  raised  by  the  fuels  with  reduced
heating  value.  Therefore,  the  landfill  gas  contains  over  40  %  CO2,  requiring  a  suitable
fuel feeding in order to achieve combustion. The fuels with reduced heating value have
a small  range of  flammability  requiring,  at  partial  loads or  transient  operating regimes,
the utilization of a supplementary fuel (such as propane). The mass flow rates necessary
for gas turbine operation on reduced heating value gas fuels are high (neglecting the wa‐
ter  or  steam injection  in  the  gas  turbine)  compared  with  the  operation  on  natural  gas,
fact  that  modifies  the  compressor’s  operating  characteristic  [20].  From biomass  gasifica‐
tion with air,  it  is  obtained syngas with LHV of  4-6  MJ/Nm3,  and from the gasification
with  steam  or  oxygen  (see  table  4)  LHV  of  9-13MJ/Nm3.  An  alternative  for  increasing
lower  heating  value  is  the  mixing  with  natural  gas.  Therefore,  if  the  landfill  gas  has  a
LHV of 17-20 MJ/Nm3, an equivalent lower heating value can be obtained by mixing 60
% gas with reduced heating value with 40 % CH4,  with respect  to  the composition de‐
scribed in [21].
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2.3. Converting the aviation gas turbines from liquid to gas fuels operation

The complexity of thermo-gas-dynamic processes defining the gas turbine operation in a
cogeneration  group  require  theoretical  and  experimental  research  activities  on  gas  tur‐
bines  in  order  to  accomplish the conversion from liquid to  gas  fuels  operation.  For  the
gas turbines on market, in exploitation, the exploitation and maintenance technical speci‐
fications  are  generally  known,  being provided by the  producer.  When the object  of  the
research is an existing gas turbine lacking the technical documentation which completely
define the contructive solution, the issue must be approached through activities of exper‐
imentation,  measurements,  CAD  3D  modelling,  numerical  simulation  in  CFD  environ‐
ment,  constructive  modifications  and  renewed experimentation  in  order  to  validate  the
constructive  solutions,  permanently  aiming  the  performances  correlated  with  the  maxi‐
mum effectiveness  (thrust,  power),  minimum specific  fuel  consumption,  maximum effi‐
ciency,  versatility  on  fuel  conversion,  maximum  availability,  minimum  operation  and
maintenance costs.

2.3.1. General criteria – Researches concerning the modifications on a gas turbine for gas fuel
operation

The basic procedure for an aeroderivative gas turbine is to keep the rotor assembly, com‐
pressor – turbine, which is the „heart” of the gas turbine, form the aviation gas turbine
and to redesign the combustion chamber in order to operate on a different fuel than the
kerosene. Therefore, for the basic gas turbine in the turboshaft category, at least the com‐
bustion chamber must  be  designed for  gas  fuels  operation.  The shaft  of  the power tur‐
bine is  mechanicaly connected to a  driven load,  mechanical  work consumer,  depending
on the application involving the aero-derivative gas turbine (electric generator, compres‐
sor,  pump, etc.).  The command and automatic control  system of the aero-derivative gas
turbine are designed depending on the application. The bearings can be redesigned, ach‐
ieving a conversion from rolling bearings to slide bearings. For the basic turboprop (des‐
tined for propeller aircrafts), at least the combustion chamber and the reducing gear box
and/or the gas generator’s turbine must be redesigned, depending if the turboprop does
or does not include free turbine. Usually, only the gas generator is used, eliminating the
gear box. The issues concerning the automatic control system and the bearings are iden‐
tical to those of the turboshaft. For the basic turbojet (simple flow jet predominantely for
military  aircrafts)  the  redesigning  of  the  combustion  chamber  and  the  designing  of  a
power turbine gas-dynamicaly connected to  the gas  generator  are  necessary [2].  The is‐
sues concerning the automatic control system and the bearings are also identical to those
of  the turboshaft.  Regarding the combustion chamber,  is  desired to constructively alter‐
ate it  as little  as possible,  maybe only in terms of injection system. Due to the fact  that
the rest of the parameters characterizing the operating process remain unchanged, those
regarding zero velocity and ground conditions of the basic gas turbine, the operation of
the combustion chamber can be considered as in terms of gas-dynamic similarity. A first
problem that must be studied when replacing the fuel is maintaining the combustion ef‐
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Therefore, the validation criteria for replacing a fuel with an equivalent one are given by:
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2.3. Converting the aviation gas turbines from liquid to gas fuels operation

The complexity of thermo-gas-dynamic processes defining the gas turbine operation in a
cogeneration  group  require  theoretical  and  experimental  research  activities  on  gas  tur‐
bines  in  order  to  accomplish the conversion from liquid to  gas  fuels  operation.  For  the
gas turbines on market, in exploitation, the exploitation and maintenance technical speci‐
fications  are  generally  known,  being provided by the  producer.  When the object  of  the
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define the contructive solution, the issue must be approached through activities of exper‐
imentation,  measurements,  CAD  3D  modelling,  numerical  simulation  in  CFD  environ‐
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ciency,  versatility  on  fuel  conversion,  maximum  availability,  minimum  operation  and
maintenance costs.

2.3.1. General criteria – Researches concerning the modifications on a gas turbine for gas fuel
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and to redesign the combustion chamber in order to operate on a different fuel than the
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bustion chamber must  be  designed for  gas  fuels  operation.  The shaft  of  the power tur‐
bine is  mechanicaly connected to a  driven load,  mechanical  work consumer,  depending
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military  aircrafts)  the  redesigning  of  the  combustion  chamber  and  the  designing  of  a
power turbine gas-dynamicaly connected to  the gas  generator  are  necessary [2].  The is‐
sues concerning the automatic control system and the bearings are also identical to those
of  the turboshaft.  Regarding the combustion chamber,  is  desired to constructively alter‐
ate it  as little  as possible,  maybe only in terms of injection system. Due to the fact  that
the rest of the parameters characterizing the operating process remain unchanged, those
regarding zero velocity and ground conditions of the basic gas turbine, the operation of
the combustion chamber can be considered as in terms of gas-dynamic similarity. A first
problem that must be studied when replacing the fuel is maintaining the combustion ef‐
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ficiency.  A  second  one  concerns  the  maintaining  of  constructive-functional  temperature
distribution (on the walls  of  the firing tube,  in the outlet  area of  the combustion cham‐
ber and inlet area of the turbine). On the background of the assembly gas-dyanmic char‐
acteristics,  the  unevenness  of  the  temperatures  field  on  the  outlet  of  the  combustion
chamber (temperature map) is determined by the geometric characteristics of the dilution
area  (diameter,  length,  number  and  area  of  holes,  etc.)  and  the  characteristics  of  fuel
feeding in the primary area (atomization,  jet  angles,  fuel  specifications,  etc.).  The global
temperature map is defined by equation (5) and the radial unevenness for the rotor blad‐
ed area is given by equation (6) [3]:

( ) ( )* * * *
max 3 3 2/m T T T Tq = - - (5)

Radial unevenness for the rotor bladed area express the manner of operation on the turbine
blades:

( ) ( )* * * *
max 3 3 2/r rT T T Tq = - - (6)

In equations (5) and (6) the significance of symbols is: Tmax
* - maximum temperature peak;

T3
*- average temperature in the outlet section of the combustion chamber; T2

*- average tem‐

perature in the outlet section of the compressor; Tmaxr
* - maximum average radial tempera‐

ture, circumferential arithmetic mean on the entire section. Normal values for θm, depending
on the gas turbine, are in the 20-25 % range, with reported values of 35 %. In direct connec‐
tion with the temperature map on the walls of the firing tube, the equivalent stress of the
material must be considered when replacing a fuel with another. In the case of the AI 24 gas
turbine modification for operation on gas fuels in the cogeneration group, a difference of 15
% has been reported in the temperature map, considering the flattening of the temperature
peaks when passing through the turbine [22]. The adopted solution has been the generaliza‐
tion of the results obtained by National Research and Development Institute for Gas Tur‐
bines COMOTI Bucharest for the AI 20 GM (figure 1) and MK 701 gas generators. In order to
achieve the AI 20 GM gas turbine on natural gas (derived from AI 20 on liquid fuel) the
adopted constructive solution has been the modification of the injection system, without al‐
tering the firing tube (figure 6). The researches for this transformation have been based on
test bench experiments with liquid fuel (in low pressure similitude conditions). In order to
reach the functional optimum on natural gas, several injection nozzles have been designed
and experimented, according to table 6 [3].
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Nozzle no. 10 Ø3 holes at a 2α angle
Diameter of central hole Ø

[mm]

1 900 3

2 700 without central hole

3 800 without central hole

4 700 3

5 800 3

6 1000 without central hole

Table 6. Configuration of the experimental injection nozzles (see figure 6), for AI 20 GM on natural gas [3]

Only nozzles with 10 holes of the same diameter have been experimented in order to ensure
velocity, penetration and safety in operation. The central hole afects the stability of the com‐
bustion process, increases the flame radiation and the temperature on the walls of the firing
tube. The tie criterion for various injection nozzles for natural gas has been the temperature
of the blade on hub. It has been noted that nozzle no. 3 leads to low frequency vibrations in
a large range of operating regimes, functionally inadmissible. When operating on natural
gas, the combustion efficiency increases with the operating regime, the process being unaf‐
fected by the vaporization, but only by the mixing. Following the experimentation, nozzle
no. 2 has been selected (with 10 Ø3 holes at 2α=700, without central hole). For all experimen‐
tation regimes, the circumferential temperature map values did not pass 18 %. The same
manner of minimum configuration modifications has been applied for the rest of the gas tur‐
bines transformed for operating on natural gas (TURMO, MK 701, etc.). Therefore, the firing
tube and the combustion chamber case have been kept unmodified for all gas turbines, only
redesigning the injection system. Satisfying results have been obtained for the experimenta‐
tion of TURMO: good stability, but in a more limited range compared with other gas tur‐
bines (due to the dependency on the mixing process); temperature map values of 22 % (for
the aimed 20 %). For MK 701, the values on the temperature map have reached max. 20 %. A
particular problem is considered when the aim is the integration of the gas turbine, modi‐
fied for operating on natural gas, with an existing boiler. The heat recovery steam generator
can be derived form an energy steam boiler, a technological steam boiler or a hot (warm)
water boiler. The integration analysis for an aeroderivative gas turbine with a hot water
boiler shows that the temperature of the burned gases on the stack must be in the usual val‐
ue range and the pressure loss at the passing through the modified boiler (in the cogenera‐
tion group) must be lower than the pressure loss on the initial boiler [23]. The modifications
necessary for operating the gas turbine on gas fuels with reduced lower heating value, com‐
pared with the operation on natural gas, are slightly more complex. Therefore, Mitsubishi
Heavy Industries Ltd., with extensive experience in manufacturing gas turbines on BFG
(Blast Furnace Gas), considerd the heating value of the gas fuel as the key factor in the modi‐
fications scheduled for the gas turbine [24]. Depending on the actual application, more mod‐
ifications can be operated on the gas turbine, compared with the ones in table 7.
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Figure 6. Modification of the injection system for AI 20 GM gas turbine [3]
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Table 7. Necessary modifications for a gas turbine, depending on lower heating value of the fuel [24]

2.4. Converting a gas turbine from liquid to gas fuel operation for landfill gas valorisation

Converting the gas turbine from liquid fuel to gas fuel operation in order to achieve the val‐
orisation of the landfill gas has known two main steps, respecting the principles in chapter
2.3: converting the TV2-117A gas turbine from operating on liquid fuel (kerosene) to gas fuel
(natural gas), resulting the TA2 gas turbine; converting the TA2 from operating on natural
gas to operating on landfill gas, resulting TA2 bio. In order to achieve these results, numer‐
ous numerical simulations in CFD environment and tests have been used for validating the
adopted solutions.
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2.4.1. Numerical simulation, experimental activity, methods and equipments

Numerical simulation on the TV2-117A gas turbine (figure 7, left) on kerosene has been
made in order to obtain a reference model for the gas turbine conversion on gas fuels, partic‐
ularly landfill gas. An eighth of the geometric model, corresponding to one injection nozzle,
has been used in simulations considering the combustion chamber simetry. The boundary
conditions have been provided by the producer in the technical specifications for three oper‐
ating regimes: take-off, nominal and cruise (with the corresponding temperatures of 1123,
1063 and 1023 K). For simulating the combustion process in the TA2 bio gas turbine, the
used fuel has been a synthetic landfill gas with equal volume proportions of methane (CH4)
and carbon dioxid (CO2). The real landfill gas contains other chemical species, in small pro‐
portions, which have been considered impurities and have not been taken into account. The
numerical simulations have been made on the TA2 with modified injection system, particu‐
larly on the injection nozzles level (figure 8). The modelling of the injection nozzles has been
achieved starting from the geometry of the natural gas nozzles. Only the injector’s outer
body have been kept from the liquid operating gas turbine, eliminating all elements related
to the atomization system of the liquid fuel. Related to the initial configuration of the injec‐
tor, only the diameter of the secondary channel and the configuration of the connection with
the injection nozzle have been kept unmodified.

Figure 7. TV2-117A gas turbine (left) with detailed combustion chamber area (right)

The numerical simulations for the modified injector (figure 8) have taken into consideration
the variation of the injection pressure (7.65 - 8.5 bar), of the injection angle β (70 - 850) and
the position related to the injector’s body L (1 - 5 mm). Following the numerical simulations,
the optimum configuration has been selected and the eight injectors have been manufac‐
tured along with the injection ramp (figure 10, right), consisting in a circular pipe connected
to each injector. The configurations of the injectors for liquid fuel and landfill gas are given
in figure 9. The elements eliminated from the initial configuration are the following: the liq‐
uid fuel feeding system; the liquid fuel automatic control system; the command system for
the actuators controlling the guide vanes and the first three statoric stages of the compres‐
sor; the deicing system. The experimentation of TA2 bio has been made in the experimental
facility of National Research and Development Institute for Gas Turbines COMOTI Buchar‐
est (figure 10) in the following configuration: TA2 bio gas turbine installed on test bench;
test cell lubricating system and fuel feeding system for the gas turbine; exhaust system for
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the burned gases; monitoring system for acquiring functional parameters. In figure 10
(right) is a pipe ramp ring, yellow color, for gas fuel supply.

Figure 8. Injection nozzle configuration for landfill gas [2]

Figure 9. Injectors for liquid fuel for TV2-117A (left) and landfill gas for TA2 bio (right) [2]

A series of experimentations have been made, the simulated landfill gas being obtained by
mixing natural gas with carbon dioxid (provided from tanks). The measurements have been
made with the equipments of the test facilities. A ramp of 17 double thermocouples located
at the outlet of the combustion chamber, with measuring points at one third and two thirds
of the outer firing tube circumference allow the measurement of the Tex and Tin temperatures
on two concentric rings (figure 11 right).
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Figure 10. TA2 gas turbine (left) and TA2 bio gas turbine in the test cell (centre, right)

Figure 11. Boroscoping images of the gas injection nozzles – natural gas (left) and the thermocouples (right)

2.4.2. Results and discussion

The numeric simulations on kerosene [2, 5] have shown that, for the reduced operating re‐
gimes, the flame reaches in high degree the area between two adjacent injectors. Table 8
presents the numerical results for landfill gas combustion in terms of methane mass fraction,
illustrating the jet shape, and burned gases temperature in the oultlet section of the combus‐
tion chamber. Analysis of data in table 8, with respect to temperature maps, aiming to ob‐
tain a compact jet in order to protect the walls of the firing tube, have helped selecting the
geometric configuration of the injection nozzle: β = 700 and L= 3 mm, used for designing the
functional model experimented on TA2 bio, for a mixture of natural gas and carbon dioxide.
The experiments have been developed in several series, figure 12 presenting one of the mod‐
els of variation for the components of the synthetic landfill gas mixture. The experimental
results have been synthetized in figures 12 and 13. Figure 13 presents the numerical and ex‐
perimental results for the outlet section of the combustion chamber.
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Parameters Results

L [mm] β [0] p [bar] Fuel injection jet
Temperature on combustion chamber

outlet

1 70 7.65

3 70 7.65

5 70 7.65

3 80 7.65

3 85 8.50

Table 8. Numerical results for landfill gas combustion simulation [2]
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Figure 12. Variation of the mass flow rates of carbon dioxide (CO2) and natural gas (CH4) injected in the combustion
chamber [2]

Figure 13. Comparison between the numerical and experimental temperature

The experimentations have proved a stable operation of the TA2 bio gas turbine on different
operating regimes, mainly defined by the mass flow rate and the ratio between the mass
flow rate of the natural gas and carbon dioxid. Figure 13, particularly the central area, shows
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a concordance of the numerical and experimental data, proving that modification of gas tur‐
bines operating on alternative gas fuels can be made based on numerical simulations in CFD
environment. The model of a cogeneration plant for electric and thermal energy is illustrat‐
ed in figure 14.

Figure 14. Model of an aeroderivative gas turbine cogeneration plant operating on natural gas and landfill gas

3. Flexibility of gas turbine cogeneration groups and emissions reduction
– Future researches

Gas turbine cogeneration groups, alone or in combination with fuel cells, can play an impor‐
tan role in the general assembly of energy production and emissions reduction. The NOx

reduction must be regarded considering the ensurance of cogeneration group performances
in a flexible manner, optimization being possible for a fuel [25]. A higher efficiency implies
the optimization of the entire cogeneration plant (gas turbine, afterburning, heat recovery
steam generator, etc.). The efficiency must be maintained for partial loads (even below 50 %)
or for environmental conditions modification. Starting from 2002, Siemens has taken into
consideration the flexibility, eliminating the high pressure barrel of the heat recovery steam
generator which requires a long process to reach a certain temperature (in order to avoid the
occurence of thermal tensions). Regarding the flexibility, the efficiency and the emissions re‐
duction in gas turbine cogeneration groups, important steps have been made: reduced NOx

burners have been introduced in applications; the lifecycle has been analyzed for efficiency
increase; the period between maintenence controls has been extended and the conversion
from one fuel to another for multi-fuel engines has improved [7]. The factors determining
the formation of pollutant agents exhausted along with the burned gases from the gas tur‐
bines are [26]: temperature and air excess coefficient in primary area; homogenization of the
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process in primary area; residence time of the products; “freezing” characteristic of the reac‐
tion near the firing tube, etc. For NOx reduction, the temperature in the area of the combus‐
tion reaction and the areas of maximum temperature and the air jets distribution (stage
combustion) need to be reduced. The final configuration of the combustion chamber of a gas
turbine is a compromise between the NOx level, performance and flexibility. Global reduc‐
tion of the emissions leads to compromises between the emission levels of different compo‐
nents and the assembly characteristics of the combustion chamber (pressure losses, stability
and ignition limits, etc.). New concepts must be promoted in order to solve this issue. The
usual methods are represented by the water or steam injection in the combustion chamber of
the gas turbine, leading to [12]: reduction of NOx up to 25 ppm (for a 15 % O2 volume partic‐
ipation in dry burned gases); increase in turbine power due to the increase in fluid mass
flow rate (which can compensate the effect of increased temperature during summer); in‐
crease of flexibility of the installation in exploitation due to the possibility of load variation
through steam flow rate variation. However, the high content of vapours in burned gases
can lead to: acid corosion occurence (for fuels containing sulphure); increase in thermal
stress on the combustion chamber; reduction of the heat recovery level, etc. Numerical simu‐
lations on TV2-117A (figure 15) for water injection in the combustion chamber (through du‐
plex injectors, on natural gas) have shown that the water injection in truncated cone shape,
at 45°, characterized by a 12 l/min mass flow rate, leads to minimum NOx concentration in
burned gases of 14 ppm. The analysis of combustion products for TA2 (see chapter 2.4), us‐
ing NASA CEA program [27], has shown a decrease of the average maximum temperature.
The composition of the landfill gas has been considered in equal volume proportions of
methane and carbon dioxide, while the composition of the syngas has been considered that
given by [19]. The calculation algorythm has started from the stoichiometric reaction of each
fuel and imposing the operating regime (in terms of average maximum temperature of 1063
K for nominal regime) in order to determine the minimum quantity of air necessary for the
reaction. Obtaining the equilibrium reactions has determined the calculation of the air ex‐
cess coefficients for each fuel at the given regime, for dry operation. Starting from these ini‐
tial values, water has been introduced in different proportions, up to 23 %. The
supplementary quantity of fuel, necessary to reestablish the operating regime of the gas tur‐
bine, in terms of temperature (considering the pressure as unaffected), has been calculated
in relation to the quantity of water. The general combustion reactions for each fuel, for the
water injection case, for the nominal operating regime, are given by equation (7) for landfill
gas and equation (8) for syngas:

b·(CH4+ CO2) + 2·λ· (O2+ 3.76 N2) + a·2·λ· H2O → w H2O + x CO2+ y N2+ z O2 (7)

b·(0.25·CO +0.09·CO2+0.12·H2+0.52·N2+0.02· CH4) + 0.225·λ· (O2+ 3.76 N2) +  a · 0.225 ·λ ·  H2O  →  w H2O  +  x CO2 +  y N2 +  z O2 (8)

There have been tracked the thermodynamic of the system and the concentrations of the re‐
action products, focusing on carbon monoxid (CO) and nitrogen oxides (NOx). In these con‐
ditions, for the two regimes, the calculations have been made up to a injected water
coefficient (noted „a”) in oxidant of maximum 2, equivalent to 23 % water in oxidant. The
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a concordance of the numerical and experimental data, proving that modification of gas tur‐
bines operating on alternative gas fuels can be made based on numerical simulations in CFD
environment. The model of a cogeneration plant for electric and thermal energy is illustrat‐
ed in figure 14.

Figure 14. Model of an aeroderivative gas turbine cogeneration plant operating on natural gas and landfill gas

3. Flexibility of gas turbine cogeneration groups and emissions reduction
– Future researches

Gas turbine cogeneration groups, alone or in combination with fuel cells, can play an impor‐
tan role in the general assembly of energy production and emissions reduction. The NOx
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steam generator, etc.). The efficiency must be maintained for partial loads (even below 50 %)
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generator which requires a long process to reach a certain temperature (in order to avoid the
occurence of thermal tensions). Regarding the flexibility, the efficiency and the emissions re‐
duction in gas turbine cogeneration groups, important steps have been made: reduced NOx

burners have been introduced in applications; the lifecycle has been analyzed for efficiency
increase; the period between maintenence controls has been extended and the conversion
from one fuel to another for multi-fuel engines has improved [7]. The factors determining
the formation of pollutant agents exhausted along with the burned gases from the gas tur‐
bines are [26]: temperature and air excess coefficient in primary area; homogenization of the
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burned gases of 14 ppm. The analysis of combustion products for TA2 (see chapter 2.4), us‐
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maximum proportion of water in oxidant has been limited by the concentration of oxygen
resulted from the combustion, minimum 11 %, necessary for the afterburning process. For
the nominal operating regime and approximately 15 % water for landfill gas and 12.5 % for
syngas, the gas turbine reaches the minimum limit of oxygen.

Figure 15. Numerical simulation of water injection in the combustion chamber of TA2 (left) and atomization tests
with the duplex injector (right)

Figure 16 shows the variation of NOx for the two fuels (landfill gas and syngas) for the nom‐
inal regime, depending on the injected water proportion. The results of the calculations il‐
lustrate that the use of afterburning along with the operation of the TA2 gas turbine, with
water injection, for the good operation of the system, the NOx produced by the gas turbine
at 1063 K can only be reduced to 40 ppm for landfill gas and 38.5 ppm for syngas. The oxy‐
gen injected in the air can lead to nitrogen oxides reduction and combustion enhancement
resulting [28]: reduction of ignition temperature; increase in flamability limit; increase in
adiabatic temperature of the flame; increase in process stability and control; reduction of
low heating value fuels consumption, etc. The adiabatic temperature of the flame increases
with approximately 50 °C for 1 % increase in oxygen concentration. The volume of burned
gases decreases with 12 % for the combustion of natural gas in 3 % oxygen enriched air [29].
Reduction of pollution through combustion in oxygen enriched environment can be used in
afterburning installations (for primary or secondary air). Combustion in oxygen enriched
environment can increase the efficiency and the flexibility of the cogeneration plant. When
adding hydrogen to a gas fuel, there are affected the stability of the flame, the efficiency of
the combustion and the emissions. Flame velocity for hydrogen combustion in air, in stoi‐
chiometric conditions, reaches 200 cm/s compared to the combustion of methane in air, for
which the velocity is approximately 40 cm/s [29]. Adding hydrogen to the gas fuel of the gas
turbine or afterburning installation can lead to CO and NOx emissions reduction.
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Figure 16. Variation of NOx concentration for the two fuels, at 1063 K, depending on water proportion in oxidant (a)

3.1. Afterburning installation as interface between gas turbine and heat recovery steam
generator

The burned gases flow when exiting the gas turbine is turbulent and unevenly distributed in
transversal section. Therefore, backflow can occur in the transversal section of the recovery
boiler. The unevenness of the flow and the variation in burned gases composition affects the
operation of the afterburning. Therefore, the afterburning is influenced in terms of efficien‐
cy, emissions, flame stability, as well as corrosion of the elements subjected to the action of
burned gases. For a good design of the inlet section in the recovery boiler it must be general‐
ly considered the following factors [30]: geometry and direction of the gas turbine exhaust;
size of heat exchange surfaces; location of the afterburning burner; mass flow rate and aver‐
age velocity of burned gases exiting the gas turbine; local velocities near the walls and on
the first heat exchange surface. The gas turbine exhaust is generally not directly connected
with the recovery boiler. After exiting the gas turbine (the case of 2xST 18 Cogeneration
Plant at Suplacu de Barcau), the burned gases pass through a silencer, a by-pass assembly, a
transom for the connection with the burner and then the afterburning chamber [8]. The gas‐
es flow must be parallel with the axis of the burner’s connector (perpendicular to the burner
plane). A uniform distribution of the flow in the transversal section ensures a good opera‐
tion of the heat recovery steam generator, particularly regarding the superheater. Therefore,
the necessary premises are created for ensuring low emissions on the cogeneration group. If
the burned gases or the air are uneven distributed, significant variation of the temperatures
downstream the burner can occur. Velocity variation in the transversal section, upstream the
burner, must not exceed, on 90 % of the burner’s section, ± 15 % of the average velocity
measured on the entire transversal section. In reality, the burned gases temperature down‐
stream the burner will never be perfectly uniform. Even for a perfect flow distribution of the
turbine gases, upstream the burner, the temperature in the area of each burner module will
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syngas, the gas turbine reaches the minimum limit of oxygen.
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at 1063 K can only be reduced to 40 ppm for landfill gas and 38.5 ppm for syngas. The oxy‐
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resulting [28]: reduction of ignition temperature; increase in flamability limit; increase in
adiabatic temperature of the flame; increase in process stability and control; reduction of
low heating value fuels consumption, etc. The adiabatic temperature of the flame increases
with approximately 50 °C for 1 % increase in oxygen concentration. The volume of burned
gases decreases with 12 % for the combustion of natural gas in 3 % oxygen enriched air [29].
Reduction of pollution through combustion in oxygen enriched environment can be used in
afterburning installations (for primary or secondary air). Combustion in oxygen enriched
environment can increase the efficiency and the flexibility of the cogeneration plant. When
adding hydrogen to a gas fuel, there are affected the stability of the flame, the efficiency of
the combustion and the emissions. Flame velocity for hydrogen combustion in air, in stoi‐
chiometric conditions, reaches 200 cm/s compared to the combustion of methane in air, for
which the velocity is approximately 40 cm/s [29]. Adding hydrogen to the gas fuel of the gas
turbine or afterburning installation can lead to CO and NOx emissions reduction.
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Figure 16. Variation of NOx concentration for the two fuels, at 1063 K, depending on water proportion in oxidant (a)
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be higher than the temperature between the modules. Therefore, the infrared analysis of the
channel connecting the gas turbine and the afterburning installation (silencer – by-pass as‐
sembly – connecting transom), at 2xST 18 Plant, has shown unevenness in temperature dis‐
tribution (figure 17). Considering these phenomena, the afterburning installation can
compensate, in good conditions, the mass flow decrease in burned gases produced by the
gas turbine at partial loads, keeping a corresponding load on the heat recovery steam gener‐
ator. In case of turbine stopping, the heat recovery steam generator with the fresh air after‐
burning is able to keep the steam production at a certain level.

Figure 17. Temperature isotherms, in infrared, in the channel connecting the gas turbine and the afterburning instal‐
lation (silencer – by-pass assembly – connecting transom)

3.2. Future research

Future research is part of the general context of increasing the flexibility of gas turbine co‐
generation groups, the efficiency and reducing the emissions using numerical simulations in
CFD environment and experimentations related to: utilization of alternative fuels in gas tur‐
bines and afterburning installations, injection of fluids in the cogeneration line in order to
reduce the emissions, integrating the gas turbine with fuel cells, etc.

4. Conclusions

Along with the flexibility to alternative fuels feeding, the flexibility of a gas turbine cogener‐
ation plant assumes the accomplishment of several requirements: capability of fast start; ca‐
pability to pass easily from full load to partial loads and back; maintaining the efficiency at
full load and partial loads; maintaining the emission to a low level even when operating on
partial loads. Using aeroderivative gas turbines in the cogeneration field has allowed the sci‐
entific and technologic knowledge transfer utilization (design concepts, materials, technolo‐
gies, etc.), which ensures a high degree of energy, from aviation to ground applications. The
experience of National Research and Development Institute for Gas Turbines COMOTI Bu‐
charest, in the field of aeroderivative gas turbines (AI 20 GM, TURMO, MK 701, etc.) has al‐
lowed the conversion of a gas turbine from liquid fuel to landfill gas, for cogeneration, in
stable operating conditions.
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1. Introduction

Microturbines  are  energy  generators  whose  capacity  ranges  from  15  to  300  kW.  Their
basic  principle  comes from open cycle  gas  turbines,  although they present  several  typi‐
cal  features,  such as:  variable  speed,  high speed operation,  compact  size,  simple  opera‐
bility,  easy  installation,  low maintenance,  air  bearings,  low NOX  emissions  and  usually
a recuperator (Hamilton, 2001).

Microturbines came into the automotive market between 1950 and 1970. The first microtur‐
bines were based on gas turbine designed to be used in generators of missile launching sta‐
tions, aircraft and bus engines, among other commercial means of transport. The use of this
equipment in the energy market increased between 1980 and 1990, when the demand for
distributed generating technologies increased as well (LISS, 1999).

Distributed generation systems may prove more attractive in a competitive market to those
seeking to increase reliability and gain independence by self-generating. Manufacturers of
gas and liquid-fueled microturbines and advanced turbine systems have bench test results
showing that they will either meet or beat current emission goals for nitrogen oxides (NOX)
and other pollutants (Hamilton, 2001). Air quality regulation agencies need to account for
this technological innovation. Emission control technologies and regulations for distributed
generation system are not yet precisely defined. However, control technologies that could
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reduce emissions from fossil-fueled components of a distributed generation system to levels
similar to other traditional fossil-fueled generation equipment are already available.

Combustion processes can result in the formation of significant amounts of nitrogen dioxide
(NO2) and carbon monoxide (CO). Some manufacturers of microturbines have developed
advanced combustion technologies to minimize the formation of these pollutants. They have
assured low emissions levels from microturbines fueled with gaseous and liquid fuels.

2. History

In fact, the technology of microturbines is not new, as researches on this subject can be
found since 1970, when the automotive industry viewed the possibility of using microtur‐
bines to replace traditional reciprocating piston engines. However, for a variety of reasons,
microturbines did not achieve great success in the automotive segment. The first generation
of microturbines was based on turbines originally designed for commercial applications in
generating electricity for airplanes, buses, and other means of commercial transportation.

The interest in the market for stationary power spread in the mid-1980 and accelerated in
the 1990s, with its reuse in the automobile market in hybrid vehicles and when demand for
distributed generation increased (Liss, 1999). Currently, the operation of hybrid vehicles
through a microturbine connected to an electric motor, have received special attention from
some of the major car manufacturers such as Ford, and research centers (Barker, 1997).

In 1978, Allison began a project aimed at the development and construction of generating
groups for military applications, driven by small gas turbines. The main results obtained
during testing of these generators revealed: reduction in fuel consumption of 180 l/h to 60
l/h, compared with previous models, frequency stability of about 1%, noise levels below 90
dB and the possibility of using different fuels (diesel, gasoline, etc.). In 1981, a batch with
200 generators was delivered to the U.S. Army, and since then, more than 2,000 units have
been provided to integrate the system of electricity generation for Patriot missile launchers
(Patriot Systems) (Scott, 2000).

The deregulation of the electricity market in the United States began in 1978 when the Pow‐
er Utility Regulatory Policy Act (PURPA) revolutionized the energy market in the United
States, breaking the monopoly of the electricity generation sector, enabling the beginning of
the expansion of distributed generation. Since then there has been a significant increase in
the proportion of independent generation in the country and, according to a projection
made in 1999 by the Gas Research Institute (GRI), this in-house production should reach
35% in 2015 (Gri, 1999).

With  a  new market  structure,  i.e.,  with  the  possibility  of  attracting  small  consumers  of
energy, microturbines began to be the target of intense research. Already in 1980, under
the support  of  the Gas Research Institute,  a  program entitled Advanced Energy System
(AES) was initiated with a view to develop a small gas turbine, with typical features of
aviation turbine, rated at 50 kW and equipped with a heat recovery for a system cogen‐
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eration. The program was abandoned around 1990 by the Gas Research Institute, on the
grounds of problems with the final cost of the product (Watts, 1999). Since then, the Gas
Research Institute began to support new projects in partnership with several companies,
such as the Northern Research & Engineering Energy Systems,  also supporting the first
efforts  of  Capstone  Turbine  Corporation  (still  under  the  name of  its  precursor,  NoMac
Energy Systems) (Gri, 1999).

Some companies in the United States,  England and Sweden have recently introduced in
the  world  market  commercial  units  of  microturbines.  Among  these  companies  are:  Al‐
liedSignal,  Elliott  Energy  Systems,  Capstone,  Ingersoll-Rand  Energy  Systems  &  Power
Recuperators  WorksTM,  Turbec,  Browman  Power  and  ABB  Distributed  Generation  &
Volvo Aero Corporation.

3. State-of-the-art microturbines

AlliedSignal microturbine has shaft configuration, works with cycle Regenerative open
Brayton, its bearings are pneumatic and it has a drive direct current - alternating current
(DC/AC) 50/60 Hz (the frequency is reduced from about 1,200 to 50 Hz or 60 Hz) and the
compressor and turbine are the radial single stage. The heat transfer efficiency of this stain‐
less steel regenerator is 80-90%. Besides working with diesel oil and natural gas, this micro‐
turbine can burn naphtha, methane, propane, gasoline, and synthetic gas. Its noise level is
estimated at 65 dB. A commercial prototype of 75 kW was designed for a 30% efficiency and
its installed cost is estimated from $ 22,500 to 30,000 (Biasi, 1998).

Elliott Energy Systems (a subsidiary of Elliott Turbomachinery Company) has a manufac‐
turing and assembly unit in Stuart, Florida with a production capacity of 4,000 units per
year. According to Richard Sanders, executive vice president of sales and marketing, El‐
liott  has launched two commercial  prototypes:  a  45 kW microturbine (TA-45model)  and
another 80 kW (TA-80),  and later,  a 200 kW microturbine (TA-200).  The TA-45 model is
rated at 45 kW (Figure 1) at ISO conditions and its main difference from other manufac‐
turers is  that  it  has oil  lubricated bearings and a system starting at  24 volts,  which,  ac‐
cording  to  Sanders,  is  unique  to  microturbines.  The  TA-80  and  TA-200  microturbines
models are similar to the TA-45 model. All three can generate electricity in 120/208/240V
and  can  work  with  different  fuels:  natural  gas,  diesel,  kerosene,  alcohol,  gasoline,  pro‐
pane, methanol and ethanol (Biasi, 1998).

The development works of the components has taken the Capstone in the 90’s, build and
tested  a  prototype  of  a  24  kW  microturbine  in  1994.  And  in  1996,  Capstone  made  a
project consisting of 37 prototypes for field testing. According to Biasi, 1998, Paul Craig,
the  President  of  Capstone  Turbine  Corporation,  expected  the  30-kW business  model  to
have a cost of about $ 500/kW (installed microturbine) and a generation cost of $ 45-50/
MWh. Figure 2 shows Capstone microturbine, model C65, which is already commercially
available.
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Figure 1. Elliott Energy Systems Microturbine, TA-45 model.

Figure 2. Capstone microturbine, model C65 (Capstone, 2012).
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Four Honeywell Power Systems microturbines of 70 kW each were, until 2001, being tested
in the Jamacha Landfill in New Hampshire - United States. The gas produced in the landfills
was about 37% methane, carbon dioxide and air. The gas was cooled to about 14 °C to re‐
move moisture and impurities and then compressed to about 550 kPa for the microturbine
power. For the first 3 minutes of turbine operation, the fuel feed was carried out with pro‐
pane. The system operated in parallel and exported electricity to San Diego Gas & Electric.
In September 2001, Honeywell decided to stop manufacturing microturbines and uninstal‐
led the four microturbines from the Jamacha Landfill, Figure 3. Until that time, the microtur‐
bines operated for 2000 hours, without showing degradation in performance. Then, the
microturbines from Honeywell Microturbines were replaced by turbines with the same ca‐
pacity from Ingersoll-Rand Power WorksTM, as shown in Figure 4 (Pierce, 2002).

In order to develop a new generation of microturbines, in 1998 ABB Distributed Generation
established a 50/50 joint venture with Volvo Aero Corporation. This partnership joined the
experience of Volvo gas turbine for hybrid electric vehicles with the experience of ABB in
the generation and energy conversion at high frequency. This joint venture resulted in the
development of a microturbine for cogeneration. Operating on natural gas, the MT100 mi‐
croturbine generates 100 kW of electricity and 152 kW of thermal energy (hot water). As oth‐
er manufacturers of microturbines, the MT100 has a frequency converter that allows the
generator to operate at variable speed.

Table 1. brings is a summary of the main features of microturbine leading manufacturers.

Figure 3. Ingersoll-Rand Power WorksTM installed on the Jamacha Landfill - United States.
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Figure 1. Elliott Energy Systems Microturbine, TA-45 model.

Figure 2. Capstone microturbine, model C65 (Capstone, 2012).
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Figure 3. Ingersoll-Rand Power WorksTM installed on the Jamacha Landfill - United States.
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Figure 4. Prototype Ingersoll-Rand Power WorksTM installed on Jamacha Landfill - United States.

Model Manufacturers
Power

Output
Set

Total Efficiency

(LHV)

Pressure

Ratio
TET

Nominal

Speed

kW % °C Rpm

- AlliedSignal 75 A Shaft 30 (HHV) 3.8 871 85,000

TA 45 Elliott Energy System 45 A Shaft 30 - 871 -

TA 80 Elliott Energy System 80 A Shaft 30 - 871 68,000

TA 200 Elliott Energy System 200 A Shaft 30 - 871 43,000

C30 Capstone 30 A Shaft 28 871 96,000

C65 Capstone 65 A Shaft 29 871 85,000

C200 HP Capstone 200 A Shaft 33 870 45,000

- Power WorksTM 70 Two Shafts 30 (HHV) 3 704 -

MT 100 ABB 100 A Shaft 30 4.5 950 70,000

Table 1. Technical characteristics of leading microturbine manufacturers.
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Microturbines are lower power machines with different applications than larger gas tur‐
bines, having typically the following characteristics:

• Variable rotation: the turbine variable speed is between 30,000 and 120,000 rpm depend‐
ing on the manufacturer;

• High frequency electric alternator: the generator operates with a converter for AC/DC. In
addition, the alternator itself is the engine starter;

• Reliability: some microturbines have already reached 25,000 hours of operation (approxi‐
mately three years) including shutdown and maintenance;

• Simplicity: the generator is placed in the same turbine shaft being relatively easy to be
manufactured and maintained. Moreover, it presents a great potential for inexpensive
and large scale manufacturing;

• Compact: easy installation and maintenance;

• High noise levels: to reduce noise levels during operation, microturbines require a specif‐
ic acoustic system;

• Air-cooled bearings: the use of air bearings avoid lubricants contamination by combus‐
tion products, prolongs the equipment useful life and reduces maintenance costs;

• Retrieve: microturbine manufacturers generally use heat recovery of exhaust gas to heat
the air intake of the combustion chamber, thus achieving a thermal efficiency of 30%.

4. Configuration

Microturbines have similar set-up of small, medium and large size gas turbines, as descri‐
bed by Nascimento and Santos (2011), i.e., microturbines are formed by an assembly of a
compressor, a combustion chamber and a turbine, as shown in the simplified scheme of Fig‐
ure 5.

State-of-the-art microturbines have markedly improved in the last years. Several microtur‐
bines have been developed by manufacturers with different configurations. Their configura‐
tion depends on the application, although they usually consist of a single-shaft
microturbine, annular combustor, single stage radial flow compressor and expander, and a
recuperator or not. The optimum microturbine rotational speeds at typical power ratings are
between 60 to 90,000 rpm and pressure ratio of 3 or 4 : 1, in a single stage.

Gas microturbines have the same basic operation principle as open cycle gas turbines (Bray‐
ton open cycle). Figure 5 shows the Brayton open cycle. In this cycle the air is compressed by
the compressor, going through the combustion chamber where it receives energy from the
fuel and thus raising its temperature. Leaving the combustion chamber, the high tempera‐
ture working fluid is directed to the turbine, where it is expanded by supplying power to
the compressor and for the electric generator or other equipment available.
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Microturbines are a technology based cycle with or without recuperation. To produce an ac‐
ceptable efficiency, the heat in the turbine exhaust system must be partially recovered and
used to preheat the turbine air supply before it enters the combustor, using an air-to-air heat
exchanger called recuperator or regenerator. This allows the net cycle efficiency to be in‐
creased to as much as 30% while the average net efficiency of unrecovered microturbines is
17 % (Rodgers et. al., 2001a).

Figure 5. Gas turbine system scheme of a simple open cycle.

As well as in gas turbines, the maximum net power provided by a microturbine is limited
by the temperature the material of the turbine can support, associated with the cooling tech‐
nology and service life required. The two main factors affecting the performance of micro‐
turbines are: components efficiency and gases temperature at the turbine inlet.

Furthermore, microturbines usually employ permanent magnet variable-speed alternators
generating very high frequency alternating current which must be first rectified and then
converted to AC to match the required supply frequency.

Capstone Microturbines, shown in Figure 6, uses a lean premix combustion system to ach‐
ieve low emissions levels at a full power range. Lean premix operation requires operating at
high air-fuel ratio within the primary combustion zone. The large amount of air is thorough‐
ly mixed with fuel before combustion. This premixing of air and fuel enables clean combus‐
tion to occur at a relatively low temperature. Injectors control the air-fuel ratio and the air-
fuel mixture in the primary zone to ensure that the optimal temperature is achieved for the
NOX minimization. The higher air-fuel ratio results in a lower flame temperature, which
leads to lower NOX levels. In order to achieve low levels of CO and Hydrocarbons simulta‐
neously with low NOX levels, the air-fuel mixture is retained in the combustion chamber for
a relatively long period. This process allows for a more complete combustion of CO and Hy‐
drocarbons (Capstone, 2000).

In addition, the exhaust of microturbines can be used in direct heating or as an air pre-heat‐
er for downstream burners, once it has a high concentration of oxygen. Clean burning com‐
bustion is the key to both low emissions and highly durable recuperator designs.
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The most effective fuel to minimize emissions is clearly natural gas. Natural gas is also the
fuel choice for small businesses. Usually the natural gas requires compression to the ambi‐
ent pressure at the compressor inlet of the microturbine. The compressor outlet pressure is
nominally three to four atmospheres.

Capstone microturbine control and power electronic systems allow for different operation
modes, such as: grid connect, stand-alone, dual mode and multiple units for potentially en‐
hanced reliability, operating with gas, liquid fuels and biogas. In grid connect, the system
follows the voltage and the frequency from the grid. Grid connect applications include base
load, peak shaving and load following. One of the key aspects of a grid connect system is
that the synchronization and the protective relay functions required to reliably and safely
interconnect with the grid can be integrated directly into the microturbine control and pow‐
er electronic systems. This capability eliminates the need for very expensive and cumber‐
some external equipment needed in conventional generation technologies (Rodgers et. al.,
2001a). In the stand-alone mode, the system behaves as an independent voltage source and
supplies the current demanded by the load. Capstone microturbine when equipped with the
stand-alone option includes a large battery used for unassisted black start of the turbine en‐
gine and for transient electrical load management.

Figure 6. Parts of a Capstone microturbine.
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In both operational mode, that is, the grid connect and the stand-alone, the microturbine can
also be designed to automatically switch between these two modes. This type of functionali‐
ty is extremely useful in a wide variety of applications, and is commonly referred to as dual
mode operation. Besides, the microturbines can be configured to operate in parallel with
other distributed generation systems in order to obtain a larger power generation system.
This capability can be built directly into the system and does not require the use of any ex‐
ternal synchronizing equipment.

Some microturbines can operate with different fuels. The flexibility and the adaptability ena‐
bled by digital control software allow this to happen with no significant changes to the
hardware. Power generation systems create large amounts of heat in the process of convert‐
ing fuel into electricity. For the average utility-size power plant, more than two-thirds of the
energy content of the input fuel is converted into heat. Conventional power plants discard
this waste heat, however, distributed generation technologies, due to their load-appropriate
size and sitting, enable this heat to be recovered. Cogeneration systems can produce heat
and electricity at or near the load side. Cogeneration plants usually have up to 85% of effi‐
ciency and operation cost lower than other applications. Small cogeneration systems usually
use reciprocating engines although microturbines have showed to be a good option for this
application. The hot exhaust gas from microturbines is available for cogeneration applica‐
tions. Recovered heat can be used for hot water heating or low-pressure steam applications.

5. Experimental set-up for microturbine

To perform tests in microturbines, a test bench was built in the Laboratory of Gas Turbines
and Gasification of the Institute of Mechanical Engineering, Federal University of Itajubá -
IEM/UNIFEI. This bench was composed of a 30 kW regenerative cycle diesel single shaft gas
microturbine engine with annular combustion chamber and radial turbomachineries, as
shown in Figure 7, and was configured to operate with liquid fuel.

The microturbine engine was tested while in operation with automotive ethanol and pure die‐
sel, respectively. Thermal and electrical parameters, such as mass flows, temperature, compo‐
sition of exhaust gases and generated power were constantly measured during the tests.

Figure 8 shows the scheme of the microturbine with the measuring points. The microturbine
engine was tested during operation with ethanol and diesel at steady state condition and at
partial, medium and full loads.

As can be seen in Figure 8, all parameters assessed, during laboratory tests, were acquired
and post-processed in a supervisory system developed in the laboratory UNIFEI.

In order to establish whether the fuels were able to feed the engine without presenting any
problems regarding the fuel injection system, the kinematic viscosity of each fuel was meas‐
ured. The composition of the emission gases and the thermal variables were also measured
at medium and full loads for each fuel, and their results are presented below. All tests were
performed in the grid connection mode.
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Figure 7. Capstone microturbine in the laboratory at UNIFEI.

Figure 8. Schematic representation of the test rig and the data acquisition system.

This  microturbine  is  mainly  used  for  primer  power  generation  or  emergency  and  can
work with a variety of  liquid fuels.  This microturbine uses a recovery cycle to improve
its  efficiency during operation,  due to a relatively low pressure,  what facilitates the use
of  a  single  shaft  radial  compression  and  expansion  [Cohen,  et.  al.,  (1996),  Capstone,
(2001), Roger, et. al., (2001b), Bolszo (2009)]. Table 2 shows the engine design characteris‐
tics at ISO condition.
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Fuel Pressure 350 kPa

Power Output 29 kW NET (± 1)

Thermal Efficiency 26% (± 2)

Fuel HHV 45,144 kJ/kg

Fuel Flow 12 l/h

Exhaust Temperature 260 °C

Inlet Air Flow 16 Nm³/min

Rotational Speed 96000 rpm

Pressure Ratio 4

Table 2. Engine Performance data at ISO Condition.

For tracking and measuring the tests parameters a type of supervisory software was used in
the test bench (given by the turbine manufacturer) along with the data acquisition and the
post processing obtained during the tests.

The composition of the exhaust gases was measured in real time using an Ecoline 6000 gas
analyzer, reporting the concentration of O2, CO2 and hydrocarbons (HC) in volume percent‐
age (%v/v) and NO, CO, NO2 and SO2 (ppm) (Sierra, 2008). The fuel high heating value
(HHV) was determined by a C-2000 IKA WORKS calorimeter. The accuracy, range and reso‐
lution of each instrument used during the tests are shown in Table 3.

Instrument Range Resolution Accuracy

Fuel Flow 0-100 (l/h) 1.0 (ml) ±1.0 (%) scale

Temperature 0-350 (°C) 0.31 (°C) ±0.8 (%) scale

Pressure 0-10 (bar) 0.01 (bar) ±1.0 (%) scale

Power 0-45 (kW) 0.05 (kW) ±0.5 (%) scale

Calorimeter -- -- ±0.5 (%)

Gas Analyzer

CO (ppm) 0 - 20000 1

± 10 < 300

± 4 (%) rdg < 2000

± 10 (%) rdg "/> 2000

NOx (ppm) 0 - 4000 1
± 5 < 100

± 4 (%) rdg < 3000

Table 3. Accuracy of the measuring instruments.
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5.1. Adjustments to the microturbine

Due to impurities in the gas or fuel, for instance, in the synthesis or biofuel, a redesign of the
gas turbine combustor was necessary. For each type of fuel, a different kind of optimization
was needed, in relation to the fuel low heating value (LHV).

To compensate for the lower heating value (LHV) of fuel gases, the fuel injection system
must provide a much higher fuel rate than when operating with high heating values. Due to
the high rate of mass flow of gas with LHV, the passage of fuel has a much larger cross sec‐
tion than the section corresponding to natural gas. Fuel pipes, control valves and stop valves
have larger diameters and shall be designed to include an additional fuel blend, which con‐
sists of the final mixture of the recovered gas with natural gas and steam. The pressure
drops and the size of the air spiral entering the flame tube must be adjusted to optimize the
combustion process. The system must have high safety standards, so the flanges and the
gaskets of the combustor and its connections must be safely welded. The system for low
LHV must include:

• Fuel line for a LHV;

• Natural gas line;

• Steam line to reduce NOX;

• Line blending of fuel for LHV;

• Line of nitrogen to purge;

• Lines pilot;

• Compressor;

• Combustion Chamber.

For safety reasons, the loading of the gas turbine to the rated load is accomplished through
the use of the fuel reserve. The procedure for replacing the fuel reserve to the main tank is
done automatically.

5.2. Tests on gas turbine using liquid fuel

The performance of a gas turbine is related to the local conditions of the installation and the
environment, where pressure and temperature conditions are of great importance.

Due to the diesel low solubility at low temperature, tests with ethanol were performed with‐
out premix, and without the use of additives, which increased the cost of fuel.

According to the measuring methodology to be adopted to test gas turbines operating on
liquids fuels, the physical-chemical properties of ethanol and diesel are shown in Table 4.

Table 4 also shows the fuel requirements established by the manufacturer of the tested gas
turbine along with ASTM D6751 standard specifications for the testing of thermal perform‐
ance. Regarding emissions a standard ISO 11042-1:1996 was used (NWAFOR, 2004).
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The performance of a gas turbine is related to the local conditions of the installation and the
environment, where pressure and temperature conditions are of great importance.

Due to the diesel low solubility at low temperature, tests with ethanol were performed with‐
out premix, and without the use of additives, which increased the cost of fuel.

According to the measuring methodology to be adopted to test gas turbines operating on
liquids fuels, the physical-chemical properties of ethanol and diesel are shown in Table 4.

Table 4 also shows the fuel requirements established by the manufacturer of the tested gas
turbine along with ASTM D6751 standard specifications for the testing of thermal perform‐
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Properties Ethanol Diesel Fuel Limits ASTM D6751

Sulfur (% mass) 0 0.20 0.05 < < 0.05

Kinematic Viscosity @40 °C (mm²/s) 1.08 1.54 1.9 – 4.1 1.9 – 6

Density @ 25 °C (g/cm³) 0.786 0.838 0.75 – 0.95 -

Flash Point (°C) 13 60 38 - 66 "/> 130

Water (% Volume) 0.05 0.05 0.05 0.05

LHV (kJ/kg) 23,985.00 42,179.27

Table 4. Ethanol and diesel physical-chemical characteristics.

The  experimental  determination  of  the  ethanol  heating  value,  kinematic  viscosity  and
density  were  carried  out  according  to  ISO  1928-1976  and  ASTM  D1989-91  standards
(ASME, 1997).

The use of different fuels implies the need of mass flow rate adjustments, according to its
LHV and density, as without these adjustments, once established a load, the supply system
would feed a quantity of fuel depending on the characteristics of the standard fuel (diesel).
If the LHV of the new fuel is lower than standard, the gas turbine power could not reach the
required demand.

Initially, the engine operated with conventional diesel fuel for a period of 20 minutes to
reach a steady state condition for a load of 10 kW. After 20 minutes, the mass flow rates
were changed to the fuel corresponding values. At this stage the fuel started to be replaced
in order to increase the content of ethanol, by closing the diesel inlet valve and opening the
ethanol valve. In order to ensure that all existing diesel power on the engine internal circui‐
try would be consumed, the engine was left running for 10 minutes with the same load op‐
eration, that is, 10 kW.

In order to check if the fuels were able to supply the engine, without causing problems to
the fuel injection system, the kinematic viscosity of each fuel was measured. The composi‐
tion of gas emissions and thermal parameters were also measured in total and average load
for each fuel. This whole procedure was performed for the engine operating with loads of 5,
10, 15, 20, 25 and 30 kW in a grid connection mode.

Afterwards the emissions were measured with a gas analyzer, and the load of 5 kW in‐
creased. Ten minutes were necessary until it reached steady state again. Exhaust emissions
were measured from the exhaust gases and, as mentioned before, the thermal performance
data were stored in a personal computer (PC) unit coupled with a PLC (Programmable Log‐
ic Controller) data acquisition system, which carried out the data reading at every second.

When tests with ethanol were over, the engine was left running, in order to accomplish the
purging of the remaining fuel. After that the engine was once again operated with diesel for
ten minutes, and then disconnected and stopped.
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6. Performance evaluation

The performance showed in this study was obtained from experimental tests at the Gas Tur‐
bine Laboratory of the Federal University of Itajubá (GOMES, 2002). Both natural gas and
liquid fuel Capstone microturbines and their respective fuel supplying and electrical con‐
nection systems were installed and a property measurement was used to obtain the behav‐
ior of microturbines operating at partial and full load.

6.1. Natural gas

The microturbine tested on natural gas was a Capstone 330 High Pressure. Table 5 gives the
technical information of this machine and the features of the natural gas used in the tests.
The natural gas microturbine was tested on the stand-alone mode supplying a resistive load.
These microturbines can record operational parameters (temperatures, pressures, fuel usage,
turbine speed, internal voltages/currents, status, and many others). Such data can be ac‐
cessed with a computer or modem connected to an RS-232 port on the microturbine. To sup‐
plement these data, additional instrumentation was installed for the tests.

CAPSTONE Microturbine Features

Model 330 (High Pressure)

Full-Load Power (ISO Conditions) 30 kW

Fuel Natural Gas

Fuel Pressure 358 – 379 kPa

Fuel Flow* 12 m3/h

Efficiency (LHV)* 27%

Proprieties of Natural Gas (20 ºC and 1 atm)

Specific Mass 0.6165

Low Heat Value 36,145 kJ/m3

High Heat Value 40,025 kJ/m3

Ambient Conditions

Elevation 800 meters

Average Temperature 30 ºC

Table 5. General conditions of the analysis

A large battery started the microturbine when disconnected from the grid, preventing any
sudden load increase or decrease in the electrical buffer during the stand-alone operation
(Capstone, 2001). The start-up took about 2 minutes and the speed was increased from 0
(zero) to 45,000 rpm, occasion when the microturbine started generating electricity. The ro‐
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Properties Ethanol Diesel Fuel Limits ASTM D6751

Sulfur (% mass) 0 0.20 0.05 < < 0.05

Kinematic Viscosity @40 °C (mm²/s) 1.08 1.54 1.9 – 4.1 1.9 – 6

Density @ 25 °C (g/cm³) 0.786 0.838 0.75 – 0.95 -

Flash Point (°C) 13 60 38 - 66 "/> 130

Water (% Volume) 0.05 0.05 0.05 0.05

LHV (kJ/kg) 23,985.00 42,179.27

Table 4. Ethanol and diesel physical-chemical characteristics.
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tating components of the microturbine were mounted on a single shaft supported by air
bearings and a spin at up 96,000 rpm. Figure 9 shows the speed behavior with the microtur‐
bine power output.

Figure 9. Microturbine speed at partial loads.

Capstone microturbine includes a recuperator which allows the microturbine efficiency to
be improved. Figure 10 and 11 show respectively, the exhaust temperature and the efficien‐
cy behavior at partial loads. 27 % efficiency is possible at full load.

Figure 10. Microturbines exhaust temperature at partial loads.
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Figure 11. Microturbine efficiency at partial loads.

Figure 12 shows CO and NOX emissions behavior of a Capstone natural gas microturbine.
Combustion occurs in three different steps. The first step is from start-up to about 5 kW. At
this step CO formation decreases and emissions of NOX increase quickly.

Figure 12. CO and NOX emissions of a natural gas microturbine at partial loads.

The second step is between 5 and 20 kW, as shown in Figure 12. In the second step the
CO formation  decreases  continuously  while  emissions  of  NOX  decrease  at  first,  though
increasing but it  returns to increase softly slightly up to 113 ppmv. The last step begins
at this point. At this step the lean-premix combustion occurs and the NOX  formation di‐
minishes to 5 ppmv.

Emissions of CO2 depend on the fuel type and the system efficiency. Figure 13 shows CO2

emissions of a Capstone natural gas microturbine.
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Figure 13. CO2 emissions of a natural gas microturbine at partial loads.

6.2. Liquid fuel

The microturbine tested on diesel was a Capstone 330 Liquid Fuel. Table 6 gives the techni‐
cal information of this machine and the features of the diesel used in the tests.

CAPSTONE Microturbine Features

Model 330 (Liquid Fuel)

Full-Load Power* 29 kW

Fuel Diesel #2 (ASTM D975)

Fuel Pressure 35 – 70 kPa

Fuel Flow* 12.5 l/h

Efficiency (LHV)* 26%

Proprieties of Liquid Fuel (20 ºC and 1 atm)

Specific Mass 0.848

Low Heat Value 42,923 kJ/kg

High Heat Value 45,810 kJ/kg

Ambient Conditions

Elevation 800 meters

Average Temperature 30 ºC

* ISO Conditions

Table 6. General conditions of the analysis
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The liquid fuel microturbine was tested on the grid connect mode. These data can be accessed
with a computer or modem connected to an RS-232 port on the microturbine. To supplement
these data, additional instrumentation was installed for the tests. Figure 14 shows the turbine
exit temperature and the exhaust temperature at partial loads. These temperatures are before
and after the recuperator were used and their difference ranges from 300 to 450 ºC.

Figure 14. Microturbine exit and exhaust temperature at partial loads.

Figure 15 shows the liquid fuel microturbine efficiency at partial loads. Up to 24.5 % effi‐
ciency is possible at full load while the microturbine efficiency is at its highest when Cap‐
stone microturbines operate over an output range between 12 kW and full load.

Figure 15. Microturbine efficiency at partial loads
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Figure 16 shows the CO and NOX emissions behavior of a Capstone liquid fuel microtur‐
bine. The CO formation decreases, whereas emissions of NOX increase as the power output
increases due to a rise in the flame temperature.

Figure 16. CO and NOX emissions from liquid fuel microturbine at partial loads.

Figure 17 shows the CO2 and SO2 emissions of a Capstone liquid fuel microturbine. The
emissions depend considerably on the liquid fuel features. While SO2 emissions are an im‐
portant emission category for traditional electric utility companies, they are expected to be
negligible for distributed generation technologies.

Figure 17. CO2 and SO2 emissions from liquid fuel microturbine at partial loads.
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7. Microturbines and Internal combustion engine´s emissions

Table 7 and 8 compare emissions data from internal combustion engines and microturbines.
In the absence of a post combustion device, such as a catalytic converter, reciprocating en‐
gines can have very high emission levels. Emission levels of microturbines are lower than
levels of internal combustion engines as microturbines combustion is a continuous process
which allows for a complete burning.

ICE

Natural Gas

Without Control

ICE

Natural Gas

SCR

ICE

Diesel

Without Control

ICE

Diesel

SCR

Efficiency % (HHV) 36% 29% 38% 38%

Nominal Power kW 1,000 1,000 1,000 1,000

NOX (@15%O2) g/MWh 998 227 9,888 2,132

SCR: Selective Catalytic Reduction.

Table 7. NOX emissions of internal combustion engines (ICE) (Weston, et. al., 2001)

FUEL Natural Gas Diesel

Efficiency* % (LHV) 27 26

Nominal Power* kW 30 29

CO (@15%O2)** g/MWh 210 80

NOX (@15%O2)** g/MWh 520 280

* ISO Conditions; ** On Site Conditions (See Table 1)

Table 8. CO and NOX emissions of Capstone microturbines

8. Case studies under Brazilian conditions

Due to the Brazilian governmental incentive to develop the gas industry, the feasibility of
many natural gas applications has been doubted. Consequently, the demand for efficiently
and environmentally friendly power generation technologies has increased. Many electricity
consumers are considering producing their own electricity (Gomes, 2002).

This study analyses the possibility of natural gas application with Capstone microturbines
in three cases of power generation: peak shaving in a small industry, base load in a gas sta‐
tion and a cogeneration system supplying buildings in a residential segment

Nowadays it is a trend on microturbines market to reduce investments. This paper analyses
the influence of the investment cost of microturbines on the feasibility and cost of the gener‐
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ated electricity, being the cost of fuel a significant part of the electricity final price. The feasi‐
bility and the cost of the electricity generated with fuel were also assessed. This study used
electric energy and natural gas prices charged by several electric power utility companies
and gas distributors in Brazil at the time this study was being carried out (November, 2002).
Table 9 shows the general conditions used in the cases studies.

Currency rate 2.6 R$/US$

Interest rate 10 % per year

CAPSTONE Microturbine Features

Model 330 (High Pressure)

Fuel Natural Gas

Proprieties of Natural Gas (20 ºC and 1 atm)

Specific Mass 0.602

High Heat Value 39,304 kJ/m3

Table 9. General conditions of the analysis

8.1. Peak shaving case

Many consumers try to reduce their electricity consumption at peak hours due to its high
price. If they can produce their electricity, they will reduce the amount of electricity pur‐
chased from utility companies at peak hours, without having to reduce their electricity con‐
sumption. Besides, power generation systems can improve the quality and reliability of the
energy supplied by utility companies.

A study was carried out in four Brazilian regions, classified according to the price of natural
gas charged by gas distributors of these regions, as shown in Table 10. Table 11 and Figure
18 show the conditions studied and the electricity demand supplied by utility companies
with and without peak shaving.

Brazilian States

1st Region São Paulo (SP) and Rio de Janeiro (RJ)

2nd Region Ceará (CE), Pernambuco (PE) and Paraíba (PB)

3rd Region Rio Grande do Norte (RN)

4th Region Others

Table 10. Brazilian regions analyzed in the peak shaving case

Commercial microturbines available in the Brazilian market are imported from the USA and
investments feasibility depends on the currency rate, as can be seen in Table 9.
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Model of microturbine Capstone 330

Number of microturbines 1

Life time of microturbines 20 years

Net power (peak load) 28 kW

Microturbine installed cost 1.538 US$/kW

Natural gas consumption (HHV) 650 m3/month

Average price of natural gas

(taxes included)
0.33-1.32 R$/m3

Table 11. Conditions of the peak shaving case

Figure 18. Electricity demand supplied by utility companies.
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Table 12 displays the economical analysis of the peak shaving case. The investment is not
feasible yet, as the payback period is very long. Rio Grande do Norte is the state where this
business would be most interesting as payback is 8 years.

SP - RJ CE-PE-PB RN Other States

Total Investment * US$ 46,827 46,827 46,827 46,827

Annual cost** US$/year 53,827 44,906 55,718 51,102

Annual cost* US$/year 55,323 45,231 53,950 51,479

Annual savings US$/year -1,497 -325 1,769 -378

Electricity generated US$/MWh 435 321 301 366

Payback Period years 32 15 8 15

* With peak shaving; ** Without peak shaving

Table 12. Economical analysis of the peak shaving case

Figure 19 shows payback period in relation to microturbine cost. There is a strong fall on the
payback period of the states of SP and RJ, due to a decrease in the microturbine cost.

A few manufactures intend to decrease microturbine costs to about 400 US$/kW until 2005
(Dunn & Flavin, 2000). If the microturbine cost is 400 US$/kW, the payback period will be
between 2.5 and 5 years, as shown in Figure 19.

Figure 19. The influence of the microturbine cost on the return on investments.
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8.2. Base load case

In this case, a microturbine produces electricity to a gas station according to the base load
demand, as shows Figure 20. The conditions of this case are in table 13, whereas Table 14
shows the Brazilian regions analyzed in the base load case.

Model of microturbine Capstone 330

Number of microturbines 1

Life time of microturbines 10 years

Net power 27,5 kW

Microturbine installed cost 1,538 US$/kW

Natural gas consumption (HHV) 6,918 m3/month

Average price of natural gas

(taxes included)
0.24 - 1.02 R$/m3

Table 13. Conditions of the base load case.

Figure 20. Electricity demand supplied by utility companies.
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Brazilian States

1st Region São Paulo (SP) and Rio de Janeiro (RJ)

2nd Region Rio Grande do Sul (RS) and Paraná (PR)

3rd Region Rio Grande do Norte (RN)

4th Region Others

Table 14. Brazilian regions analyzed in the base load case.

Table 15 displays the economical analysis of the base load case for gas stations. Up to the
present moment this kind of business is not feasible, except in the state of Rio Grande do
Norte (RN) where payback period can be 3.1 years, once local gas distribution companies
have encouraged thermoelectric small scale power generation, according to natural gas price
lower than others kind of fuels.

SP e RJ RS e PR RN Other States

Total Investment US$ 46827 46827 46827 46827

Annual cost** US$/year 28748 28117 27956 24389

Annual cost* US$/year 45699 33898 20707 26002

Annual savings US$/year - 16951 - 5780 7249 - 1614

Electricity generated US$/MWh 181 131 75 99

Payback Period years Not Feasible Not Feasible 3,1 8,2

* With power generation; ** Without power generation

Table 15. Economical analysis of the base load case.

Figure 21 shows the behavior of the cost of the electricity generated for different micro‐
turbine costs and natural  gas average price.  Some natural gas distribution companies in
Brazil have encouraged the creation of small thermal power generation units, as the cost
of  natural  gas coming from these companies would be about 0.24 R$/m3.  Based on this
fact  and on  the  perspective  of  microturbine  manufactures,  Figure  21  shows  the  cost  of
the electricity generated could be 58 US$/MWh. For each 1 US$/kW decreased from the
microturbine cost,  the  cost  of  the  electricity  generated decreases  about  0,021 US$/MWh,
for every natural gas average price range, and for each 1 R$/m3 decreased from the natu‐
ral gas average price, the cost of the electricity generated decreases about 135 US$/MWh,
for every microturbine cost range.
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Figure 21. Cost of the electricity generated for different microturbine costs and natural gas average prices.

In the base load case, the natural gas average price is the most influential component in the return
on investments. Figure 22 shows this conclusion for the microturbine cost at this moment, since
natural gas average price of 0.24 R$/m3 can result in a payback period between 3 and 4 years.

Figure 22. The natural gas average price influence on the payback period.
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Brazilian States
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8.3. Cogeneration case

In this case, two microturbines and a heat recovery system produced electricity and hot wa‐
ter to buildings in a residential segment, according to the base load demand, as can be seen
in Figure 23.

Figure 23. Electric demand supplied by utility companies to consumers with and without cogeneration.

A cogeneration plant can result in substantial savings of energy. However, these systems
usually result in greater capital expenditures than non-cogeneration plants. This incremental
capital investment for cogeneration must be justified by reduced annual energy costs and re‐
duced payback periods.

A course of action involving minimum capital expenditures can be determined as the con‐
ventional case. In this study a low pressure boiler supplying process heat and the purchase
of all electric power from utility system is the conventional case. Although the conventional
case has the lowest investment cost, it usually has annual operating costs significantly high‐
er than those available with cogeneration alternatives. Table 16 shows the conditions of this
case, while Table 17 shows the Brazilian regions analyzed in the base load case.

Progress in Gas Turbine Performance134

System cogeneration model MG2-C1

Number of Capstone microturbines 2

Number of heat recovery systems 1

Life time of microturbines 10 years

Power output 54 kW

Heat recovery systems (hot water generation)

Water pressure 10 bar

Water flow 2.22 t/h

Inlet water temperature 25 ºC

Outlet water temperature 67 ºC

Outlet exit gas temperature 93 ºC

Net power 53 kW

System cogeneration installed cost 1,872 US$/kW

Natural gas consumption (HHV) 13,653 m3/day

Average price of natural gas (taxes included) 0.24 - 0.90 R$/m3

Table 16. Conditions of the cogeneration case.

Brazilian States

1st Region Rio de Janeiro (RJ)

2nd Region Paraná (PR)

3rd Region Rio Grande do Norte (RN)

4th Region Others

Table 17. Brazilian regions analyzed in the cogeneration case.

Table 18 displays the economical analysis of the cogeneration case. Investments costs are
lower in the conventional case than in the cogeneration system, and, although the annual
cost is higher, savings can be up to US$ 24,907 per year. The payback period is between 2.8
and 3.8 years and the minimal cost of the electricity generated is 84 US$/MWh.
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RJ PR RN Other States

Total Investment* US$ 23077 23077 23077 23077

Total Investment** US$ 136797 136797 136797 136797

Annual cost* US$/year 128566 110022 90323 98328

Annual cost** US$/year 110337 96655 65416 77534

Annual savings US$/year 18228 13367 24907 20795

Electricity generated US$/MWh 174 146 84 112

Payback Period years 3,3 3,8 2,8 3,1

* Conventional; ** Cogeneration

Table 18. Economical analysis of the cogeneration case.

In the cogeneration case, the fuel cost is the most influential component on the return on in‐
vestment, similar to the base load case. Figure 24 shows fuel costs can represent up to 71% of
the cost of the electricity generated.

Figure 24. Components of the cost of the electricity generated.

Figure 25, Figure 26 and Figure 27 show the combined influence of microturbine cost and
the average price of natural gas on the return on investment in the states of Rio de Janeiro
and Paraná (Figure 25), Rio Grande do Norte (Figure 26) and the other states (Figure 27).
Based on the perspective of microturbine manufactures and with natural gas average price
of 0.25 R$/m3, the payback period can be between 1.5 and 3 years.
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Figure 25. Combined influence of microturbine cost and average price of natural gas on the payback period in the
states of Rio de Janeiro and Paraná.

Figure 26. Combined influence of microturbine cost and average price of natural gas on the payback period in the
state of Rio Grande do Norte.

Micro Gas Turbine Engine: A Review
http://dx.doi.org/10.5772/54444

137



RJ PR RN Other States

Total Investment* US$ 23077 23077 23077 23077

Total Investment** US$ 136797 136797 136797 136797

Annual cost* US$/year 128566 110022 90323 98328

Annual cost** US$/year 110337 96655 65416 77534

Annual savings US$/year 18228 13367 24907 20795

Electricity generated US$/MWh 174 146 84 112

Payback Period years 3,3 3,8 2,8 3,1

* Conventional; ** Cogeneration

Table 18. Economical analysis of the cogeneration case.

In the cogeneration case, the fuel cost is the most influential component on the return on in‐
vestment, similar to the base load case. Figure 24 shows fuel costs can represent up to 71% of
the cost of the electricity generated.

Figure 24. Components of the cost of the electricity generated.

Figure 25, Figure 26 and Figure 27 show the combined influence of microturbine cost and
the average price of natural gas on the return on investment in the states of Rio de Janeiro
and Paraná (Figure 25), Rio Grande do Norte (Figure 26) and the other states (Figure 27).
Based on the perspective of microturbine manufactures and with natural gas average price
of 0.25 R$/m3, the payback period can be between 1.5 and 3 years.

Progress in Gas Turbine Performance136

Figure 25. Combined influence of microturbine cost and average price of natural gas on the payback period in the
states of Rio de Janeiro and Paraná.

Figure 26. Combined influence of microturbine cost and average price of natural gas on the payback period in the
state of Rio Grande do Norte.

Micro Gas Turbine Engine: A Review
http://dx.doi.org/10.5772/54444

137



Figure 27. Combined influence of microturbine cost and average price of natural gas on the payback period in the
other states.

9. Conclusions

The variable speed operation and the electric power conditioner increase part-load efficien‐
cy of microturbines as they allow for the improvement of part-load fuel savings, especially
increased recuperator effectiveness at lower part-load airflows. The variable speed control
improves part-load performance but requires a system able to sense load and optimize
speed. According to the results shown in this study, the microturbines efficiency is at its
highest when Capstone microturbines are operating over an output range between 12 kW
and full load.

Capstone microturbines use clean combustion technology to achieve low emissions. Nitro‐
gen oxides (NOX) and carbon monoxide (CO) emission levels of these machines are lower
than 7 ppmv@15%O2 at full load when these microturbines are fueled with natural gas.

Microturbines exhibit low emissions of all classes of pollutants and have environmental ben‐
efits as they release fewer emissions compared to other distributed generation technologies,
like internal combustion engines. Besides, these units are clean enough to be placed in a
community with residential and commercial buildings.

Microturbine generators have shown good perspectives for electricity distributed generation
in small scales, once they have high reliability and simple design (high potential for large
scale cheap manufacturing).
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Although results show microturbines are not feasible to provide energy at peak demand,
in this case the microturbines can supply peak demand and improve the level of reliabil‐
ity of the electricity supplying, because they can provide stand-by capabilities should the
electric grid fail.

In the base load case this sort of business is feasible just in states of Brazil where natural
gas distributing companies have encouraged small  thermal power generation by natural
gas with lower prices, since the price is the most influential cost component of the elec‐
tricity generated.

The  most  feasible  investment  in  microturbines  is  in  the  cogeneration  case.  In  this  case,
economical  feasibility  is  certain  in  all  states  of  Brazil  as  cogeneration  systems  can  pro‐
vide  considerable  annual  savings.  Besides,  under  the  perspective  of  manufacturers,  and
with the incentive of natural gas distribution companies together with the rise in electric‐
ity prices of Brazilian utility companies,  investments in microturbines for the next years
will be higher than currently.
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Chapter 6

Review of the New Combustion Technologies in
Modern Gas Turbines

M. Khosravy el_Hossaini

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54403

1. Introduction

The combustion chamber is the most critical part of a gas turbine. The chamber had to be
designed so that the combustion process to sustain itself in a continuous manner and the
temperature of the products is sufficiently below the maximum working temperature in the
turbine. In the conventional industrial gas turbine combustion systems, the combustion
chamber can be divided into two areas: the primary zone and the secondary zone. The pri‐
mary zone is where the majority of the fuel combustion takes place. The fuel must be mixed
with the correct amount of air so that a stoichiometric mixture is present. In the secondary
zone, unburned air is mixed with the combustion products to cool the mixture before it en‐
ters the turbine. In some design, there is an intermediate zone where help secondary zone to
eliminate the dissociation products and burn-out soot.

The majority of the combustors are developed base on diffusion flames as they are very stable
and fuel flexibility option. In a diffusion flame, there will be always stoichiometric regions re‐
gardless of overall stoichiometry. The main disadvantage of diffusion-type combustor is the
emission as high temperature of the primary zone produced larger than 70 ppm NOx in burn‐
ing natural gas and more than 100 ppm for liquid fuel [1]. Several techniques have been tried
in order to reduce the amount of NOx produced in conventional combustors. In general, it is
difficult to reduce NOx emissions while maintaining a high combustion efficiency as there is a
tradeoff between NOx production and CO/UHC production.

In some recent installations, the premixed type of combustion has been selected to reduce
NOx emissions bellow 10 ppm. Apart from the flame type change, there are some method
such as “wet diffusion combustion”, FGR1 and SCR2. In an example of wet combustion, a nuz‐
zle through which steam is injected is provided in the vicinity of the fuel injector. The level of
NOx emission is controlled by the amount of steam. However, there is a limit on the increas‐

© 2013 el_Hossaini; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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ing the steam flow rate as cause corresponding considerable CO emission. Furthermore, pre‐
paring pure steam in the required injection condition increases operational costs. Nowadays,
wet combustion rarely applies due to water consumption and the penalty of reduced efficien‐
cy. Post Combustion treatments such as SCR are those which convert NOx compounds to ni‐
trogen or absorb them from flue gas. These methods are relatively inexpensive to install but
does not achieve NOx removal levels better than modern gas turbine combustor.

In this chapter, a short introduction of combustion process and then a description of some
new pioneer combustor have been presented. As gas turbine manufacturers are looking for
continuous operation or stable combustion, satisfactory emission level, minimum pressure
loss and durability or life. Hence, the advanced combustor might include all of these criteria,
so some of them are selected to discuss in details.

2. The combustion process

2.1. Type of combustion chamber

The diffusion and premixed flame are two main type of combustion, which are using in gas
turbines. Apart from type of flame, there are two kind of combustor design, annular and
tubular. The annular type mostly recommended in the propulsion of aircraft when small
cross section and low weight are important parameters. Can or tubular combustors are
cheaper and several of them can be adjusted for an industrial engine identically. Although
there are different types of combustors, but generally, all combustion chambers have a dif‐
fuser, a casing, a liner, a fuel injector and a cooling arrangement. An entire common layout
is visualized in figure 1.

Figure 1. The layout of the combustion chamber.

1 Flue Gas Recirculation
2 Selective Catalytic Reduction
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2.2. Flame stabilization

After the fuel has been injected into the air flow, the flow will enter the flame region. It does
this with quite a high velocity, so to make sure the flame isn’t blown away; suitable flame
stabilization techniques must be applied. First, the high velocity of flow will be responsible
for a pressure drop3. Secondly, the flame in the combustion chamber cannot survive if the
air has a high velocity. So combustion chambers benefit from diffusers to slow down the air
flow. There are two normal kinds of flame stabilizers: bluff-body flame holders and swirlers.

The shape of the bluff–body flame holder affects the flow stability characteristics through
the influence on the size and shape of the wake region. Since the flame stabilization depends
on size of the zone of recirculation behind the bluff–body, different geometries such as trian‐
gular, rectangular, circular and more complex shapes are being use. One of the basic prob‐
lem of bluff-body flame holders is a considerable effect on pressure loss. Figure 2 shows a
high speed image of three flame holders in atmospheric condition.

Figure 2. High speed images of the circular cylinder (top), square cylinder (middle) and V gutter (bottom) at Re =
30,000 and stoichiometric mixture [2].

Flow reversal can be applied in the primary zone. The best way to reverse the flow is to
swirl it through using swirlers. The two most important types of swirlers are axial and radi‐
al. The advantage of flow reversal is that the flow speed varies a lot. So there will be a point
at which the airflow velocity matches the flame speed where a flame could be stabilized.
The degree of swirl in the flow is quantified by the dimensionless parameter, Sn known as
the swirl number which is defined as:

3 This pressure drop is named the cold loss.
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As this equation requires velocity and pressure profile of fluid, researchers proposed vari‐
ous expressions for calculating the swirl number. Indeed, the swirl number is a non-dimen‐
sional number representing the ratio of axial flux of angular momentum to the axial flux of
axial momentum times the equivalent nozzle radius [3]. Tangential entry, guided vanes and
direct rotation are three principal methods for generating swirl flow.

Figure 3. Photo of 60° flat guided vane swirler [4].

2.3. Type of flame

Most of the literatures divide combustible mixture into three categories as premixed, non-
premixed and partially premixed combustion. If fuel and oxidizer are mixed prior ignition,
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then premixed flame will propagate into the unburned reactants. If fuel and air mix at the
same time and same place as they react, the diffusion or non-premixed combustion will ap‐
pear. Partially premixed combustion systems are premixed flames with non-uniform fuel-
oxidizer mixtures.

Gas turbines' manufacturers traditionally tend to use diffusion flame where fuel mixes with
air by turbulent diffusion and the flame front stabilized in the locus of the stoichiometric
mixture. The temperature of reactant is as high as 2000 ○C, so the acceptable temperature at
the combustor walls and turbine blades would be provide by diluted air. Although the non-
premixed mixture in gas turbine combustors shows more stability in operation than pre‐
mixed mixtures, but their shortcoming is high level of nitrogen oxide emission. Two most
common ways of emission reduction are water injection and catalytic converter. However,
the former technique is not capable of reducing NOx to the expected level at many sites,
while SCR adds complexity and expense to any project.

Figure 4. Operating range of premixed flames [5].

The idea of Dry Low NOx (DLN) systems proposed base on lean premixed combustion to
reduce flame temperature by a non-stoichiometric mixture. Premixed systems can be operat‐
ed at a much lower equivalence ratio such that the flame temperature and thermal NOx pro‐
duction throughout the system are decreased comparing with a diffusion system. The
disadvantage of premixed systems is flame stability, especially at low equivalence ratios. Al‐
so, there is a tendency for the flame to flashback. Indeed, the current challenge of GT’s de‐
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velopers is proposing a fuel flexible combustor for a stable combustion in all engine loads.
The narrow range of fuel/air mixtures between the production of excessive NOx and exces‐
sive CO is illustrated in figure 4. NOx reduces by lowering flame temperature in a leaner
mixture but CO, and unburned hydrocarbons (UHC) would increase contradictorily.

By increasing combustion residence time (volume) and preventing local quenching, CO and
UHC will dissociate to CO2 and the other products. CO burns away more slowly than the
other radicals, so to obtain very low level emission such as 10 ppm; it requires over 4 ms. As
shown in figure 5, below 1100 ○C the CO reaction becomes too slow to effectively remove
the CO in an improved combustion chamber. The residence time usually does not change
much on part-load because the normalized flow approximately remains constant with a var‐
iable loading.

m TNF
P

=
& (2)

Where ṁ is the mass flow, T is combustion bulk temperature and P is combustor pressure.
This will set a lower limit for the length of the primary zone in a DLN combustion system.

Figure 5. Calculated reaction time to achieve a CO concentration of 10 ppm in a commercial gas turbine exhaust [6].

2.4. Fuel

One of the features of heavy-duty gas turbines is a wide fuel capability. They can operate
with vast series of commercial and process by-product fuels such as natural gas, petroleum
distillates, gasified coal or biomass, gas condensates, alcohols, ash-forming fuels. In a review
article, Molière offered essential aspects of fuel/machine interactions in thermodynamic per‐
formance, combustion and gaseous emission [7]. To sequester and store the CO2 of fossil
fuel, some new research projects aim to assess the combustion performances of alternative
fuels for clean and efficient energy production by gas turbines. Another objective is to ex‐
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tend the capability of dry low emission gas turbine technologies to low heat value fuels pro‐
duced by gasification of biomass and H2 enriched fuels [8-10]. Significant quantity of
hydrogen in fuel has the benefit of high calorific value, but the disadvantage of high flame
speed and very fast chemical times. To classify gas turbine’s fuels, a common way is to split
them between gas and liquid fuels, and within the gaseous fuels, to split by their calorific
value as shown in table 1.

Typical composition Lower Heating Value kJ/Nm3 Typical specific fuels

Ultra/Low LHV

gaseous fuels

H2 < 10%

< 11,200 (< 300)

Blast furnace gas (BFG), Air

blown IGCC, Biomass

gasification

CH4 < 10%

N2+CO > 40%

High hydrogen

gaseous fuels

H2 > 50%
5,500-11,200 (150-300)

Refinery gas, Petrochemical gas,

Hydrogen powerCxHy = 0-40%

Medium LHV gaseous

fuels

CH4 < 60%

11,200-30,000
Weak natural gas, Landfill gas,

Coke oven gas, Corex gas
N2+CO2 = 30-50%

H2 = 10-50%

Natural gas

CH4 = 90%

30,000-45,000
Natural gas Liquefied natural

gas
CxHy = 5%

Inert = 5%

High LHV gaseous

fuels

CH4 and higher hydrocarbons
45,000-190,000

Liquid petroleum gas (butane,

propane) Refinery off-gasCxHy > 10%

Liquid fuels CxHy, with x > 6 32,000-45,000
Diesel oil, Naphtha Crude oils,

Residual oils, Bio-liquids

Table 1. Classification of fuels [11].

3. New combustion systems for gas turbines

Next-generation gas turbines will operate at higher pressure ratios and hotter turbine inlet
temperatures conditions that will tend to increase nitrogen oxide emissions. To conform to
future air quality requirements, lower-emitting combustion technology will be required. In
this section, a number of new combustion systems have been introduced where some of
them could be found in the market, and the others are under development.

3.1. Trapped vortex combustion (TVC)

The trapped vortex combustor (TVC) may be considered as a promising technology for both
pollutant emissions and pressure drop reduction. TVC is based on mixing hot combustion
products and reactants at a high rate by a cavity stabilization concept. The trapped vortex
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combustion concept has been under investigation since the early 1990’s. The earlier studies
of TVC have been concentrated on liquid fuel applications for aircraft combustors [12].

The trapped vortex technology offers several advantages as gas turbines burner:

• It is possible to burn a variety of fuels with medium and low calorific value.

• It is possible to operate at high excess air premixed regime, given the ability to support
high-speed injections, which avoids flashback.

• NOx emissions reach extremely low levels without dilution or post-combustion treat‐
ments.

• Produces the extension of the flammability limits and improves flame stability.

Flame stability is achieved through the use of recirculation zones to provide a continuous
ignition source which facilitates the mixing of hot combustion products with the incoming
fuel and air mixture [13]. Turbulence occurring in a TVC combustion chamber is “trapped”
within a cavity where reactants are injected and efficiently mixed. Since part of the combus‐
tion occurs within the recirculation zone, a “typically” flameless regime can be achieved,
while a trapped turbulent vortex may provide significant pressure drop reduction [14]. Be‐
sides this, TVC is having the capability of operating as a staged combustor if the fuel is in‐
jected into both the cavities and the main airflow. Generally, staged combustion systems are
having the potential of achieving about 10 to 40% reduction in NOx emissions [15]. It can
also be operated as a rich-burn, quick-quench lean-burn (RQL) combustor when all of the
fuel is injected into the cavities [16].

Figure 6. Trapped vortex combustor schematic.

An experiment in NASA with water injected TVC demonstrated a reduction in NOx by a
factor three in a natural gas fueled and up to two in a liquid JP-8 fueled over a range in wa‐
ter/fuel and fuel/air ratios [17]. Replacement of natural gas fuel with syngas and hydrogen
fuels has been studied numerically by Ghenai et al. [18]. The effects of secondary air jet mo‐
mentum on cavity flow structure of TVC have been studied recently by Kumar and Mishra
[19]. Although the actual stabilization mechanism facilitated by the TVC is relatively simple,
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a number of experiments and numerical simulations have been performed to enhance the
stability of reacting flow inside trapped vortex. Xing et al. experimentally investigated lean
blow-out of several combustors and the performance of slight temperature-raise in a single
trapped vortex [20, 21]. In an experimental laboratory research, Bucher et al. proposed a new
design for lean-premixed trapped vortex combustor [22].

3.2. Rich burn, quick- mix, lean burn (RQL)

Lean direct injection (LDI) and rich-burn/quick-quench/lean-burn (RQL) are two of the
prominent low-emissions concepts for gas turbines. LDI operates the primary combustion
region lean, hence, adequate flame stabilization has to be ensured; RQL is rich in the pri‐
mary zone with a transition to lean combustion by rapid mixing with secondary air down‐
stream. Hence, both concepts avoid stoichiometric combustion as much as possible, but
flame stabilization and combustion in the main heat release region are entirely different.
Relative to aviation engines, the need for reliability and safety has led to a focus on LDI of
liquid fuels [23]. However, RQL combustor technology is of growing interest for stationary
gas turbines due to the attributes of more effectively processing of fuels with complex com‐
position. The concept of RQL was proposed in 1980 as a significant effort for reducing NOx
emission [24].

It is known that the primary zone of a gas turbine combustor operates most effectively with
rich mixture ratios so, a “rich-burn” condition in the primary zone enhances the stability of
the combustion reaction by producing and sustaining a high concentration of energetic hy‐
drogen and hydrocarbon radical species. Secondly, rich burn conditions minimize the pro‐
duction of nitrogen oxides due to the relative low temperatures and low population of
oxygen containing intermediate species. Critical factors of a RQL that need to be considered
are careful tailoring of rich and lean equivalence ratios and very fast cooling rates. So the
combustion regime shifts rapidly from rich to lean without going through the high NOx
route as shown in figure 7. The drawback of this technology is increased hardware and com‐
plexity of the system.

The mixing of the injected air takes the reaction to the lean-burn zone and rapidly reduces
their temperature as well. On the other hand, the temperature must be high enough to burn
CO and UHC. Thus, the equivalence ratio for the lean-burn zone must be carefully selected
to satisfy all emissions requirements. Typically the equivalence ratio of fuel-rich primary
zone is 1.2 to 1.6 and lean-burn combustion occurs between 0.5 and 0.7 [25].

Turbulent  jet  in  a  cross-flow is  an  important  characteristic  of  RQL;  so  many researches
have been conducted to improve it. The mixing limitation in a design of RQL/TVC com‐
bustion system addressed by Straub et al. [26]. Coaxial swirling air discussed experimen‐
tally  by  Cozzi  and  Coghe  [27].  Furthermore,  an  experimental  study  of  the  effects  of
elevated pressure and temperature on jet  mixing and emissions in an RQL reported by
Jermakian et al.  [28].  Fuel flexible combustion with RQL system is an interest of turbine
manufacturer.  GE  reported  results  of  a  RQL  test  stand  in  their  integrated  gasification
combined cycle (IGCC) power plants program [29, 30]. The test of Siemens-Westinghouse
Multi-Annular  Swirl  Burner  (MASB)  was  successfully  performed  at  the  University  of
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have been conducted to improve it. The mixing limitation in a design of RQL/TVC com‐
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tally  by  Cozzi  and  Coghe  [27].  Furthermore,  an  experimental  study  of  the  effects  of
elevated pressure and temperature on jet  mixing and emissions in an RQL reported by
Jermakian et al.  [28].  Fuel flexible combustion with RQL system is an interest of turbine
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Tennessee  Space  Institute  in  Tullahoma  [31].  Others,  such  as  references  [32-35]  utilize
CFD to investigate the performance of RQL combustor.

Figure 7. Rich-Burn, Quick-Mix, Lean-Burn combustor.

3.3. Staged air combustion

The COSTAIR4 combustion concept uses continuously staged air and internal recirculation
within the combustion chamber to obtain a stable combustion with low NOX and CO emis‐
sions. Research work on staged combustors started in the early 1970s under of the Energy
Efficient Engine (E3) Program in the USA [36] and now widely used in industrial engines
burning gaseous fuels, in both axial and radial configurations. The aero-derived GE LM6000
and CFM56-5B as well as RR211 DLE industrial engine employ staged combustion of pre‐
mixed gaseous fuel/air mixtures. Recently, a research project proposed a COSTAIR burner
system optimized for low calorific gases within a micro gas turbine [37].

The principle of staged air combustion is illustrated in Figure 8. It consists of a coaxial tube;
the combustion air flows through the inner tube and the fuel through the outer cylinder
ring. The combustion air is continually distributed throughout the combustion chamber by
an air distributor with numerous openings on its contour, and fuel enters by several jets ar‐
ranged around the air distributor.

The COSTAIR burner has the advantages of operating in full diffusion mode or in partially
premixed mode. The heat is released more uniformly throughout the combustion chamber
also the recirculated gas absorb some of the heat of combustion. It capable to work stable at
cold combustor walls as well as high air ratio. Experimental measurements show that this
combustion system allows clean exhaust. For instance, in an experimental research project of
European Commission [39], NOx emission values was in the range of 2-4 ppm at an air ratio
of 2.5 over different loading. Furthermore, the corresponding CO emission was less than 7
ppm.

4 COntinuous STaged Air
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Figure 8. COSTAIR combustion concept [38].

Staged combustion can occur in either a radial or axial pattern, but in either case the goal is
to design each stage to optimize particular performance aspects. The main advantages or
major drawbacks of each type have been discussed by Lefebvre [25].

3.4. Mild combustion

Heat recirculating combustion was clearly described by Weinberg as a concept for improv‐
ing the thermal efficiency [40]. In 1989, a surprising phenomenon was observed during ex‐
periments with a self-recuperative burner. At furnace temperatures of 1000°C and about
650°C air preheated temperature; no flame could be seen, but the fuel was completely burnt.
Furthermore, the CO and NOx emissions from the furnace were considerably low [41]. Dif‐
ferent combustion zones against rate of dilution and oxygen content is shown in figure 9. In
flameless combustion, the oxidation of fuel occurs with a very limited oxygen supply at a
very high temperature. Spontaneous ignition occurs and progresses with no visible or audi‐
ble signs of the flames usually associated with burning. The chemical reaction zone is quite
diffuse, and this leads to almost uniform heat release and a smooth temperature profile. All
these factors could result in a much more efficient process as well as reducing emissions.

Flameless combustion is defined where the reactants exceed self-ignition temperature as
well as entrain enough inert combustion products to reduce the final reaction temperature
[42]. In the other word, the essence of this technology is that fuel is oxidized in an environ‐
ment that contains a substantial amount of inert (flue) gases and some, typically not more
than 3–5%, oxygen. Several different expressions are used to identify similar though such as
HiTAC5, HiCOT6, MILD7 combustion, FLOX8 and CDC9. HiTAC refers to increase the air
temperature by preheating systems such as regenerators. HiCOT commonly belongs to the

5 High Temperature Air Combustion
6 High-temperature Combustion Technology
7 Moderate or Intense Low-oxygen Dilution
8 FLameless OXidation
9 Colorless Distributed Combustion
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wider sense, which exploits high-temperature reactants; therefore, it is not limited to air. A
combustion process is named FLOX or MILD when the inlet temperature of the main reac‐
tant flow is higher than mixture autoignition temperature and the maximum allowable tem‐
perature increase during combustion is lower than mixture autoignition temperature, due to
dilution [42]. The common key feature to achieve reactions in CDC mode (non-premixed
conditions) is the separation and controlled mixing of higher momentum air jet and the low‐
er momentum fuel jet, large amount of gas recirculation and higher turbulent mixing rates
to achieve spontaneous ignition of the fuel to provide distributed combustion reactions [43].
Figure 10 schematically shows a comparison between conventional burner and flameless
combustion.

Figure 9. Different combustion regimes [64].

To recap, the main characteristics of flameless oxidation combustion are:

• Recirculation of combustion products at high temperature (normally > 1000 ○C),

• Reduced oxygen concentration at the reactance,

• Low Damköhler number (Da10),

• Low stable adiabatic flame temperature,

• Reduce temperature peaks,

10 A dimensionless number, equal to the ratio of the turbulence time scale to the time it takes chemical reaction.
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• Highly transparent flame,

• Low acoustic oscillation and

• Low NOx and CO emissions.

Figure 10. Flame (left) and flameless (right) firing.

In spite of a number of activities for industrial furnaces, the application of flameless com‐
bustion in the gas-turbine combustion system is in the preliminary phase [44]. The results
from techno-economic analysis of Wang et al. showed that the COSTAIR and FLOX cases
had technical and economic advantages over SCR [45]. Luckerath, R., et al., investigated
flameless combustion in forward flow configuration in elevated pressure up to 20atm for ap‐
plication to gas turbine combustors [44, 46]. In a novel design of Levy et al. that named
FLOXCOM, flameless concept has been proposed for gas turbines by establishing large re‐
circulation zone in the combustion chamber [47, 48]. Lammel et al. developed a FLOX com‐
bustion at high power density and achieved low NOx and CO levels [49]. The concept of
colorless distributed combustion has been demonstrated by Gupta et al. for gas turbine ap‐
plication in a number of publications [43, 50-55].

3.5. Surface stabilized combustion

One specification of gas turbine combustor is higher thermal intensity range (at least 5
MW/m3-atm) than industrial furnaces which operate at thermal intensity of less than 1
MW/m3-atm. Therefore, designs of gas turbine’s combustors are based on turbulent flow
concept, except a technology named NanoSTAR from Alzeta Corporation. Alzeta reported
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the proof-of-concept of high thermal intensity laminar surface stabilized flame by using a
porous metal-fiber mat since 2001 [56-58]. Lean premixed combustion technology is limited
by the apparition of combustion instabilities, which induce high pressure fluctuations,
which can produce turbine damage, flame extinction, and CO emissions [59]. However, full
scale test of NanoSTAR demonstrated low emissions performance, robust ignition and ex‐
tended turndown ratio [60]. In particular, the following characteristics form the key specifi‐
cations of NanoSTAR for distributed power generation gas turbine combustors [61]:

• The combustor fuel is limited to natural gas.

• Total combustor pressure drop limited to 2-4% of the system pressure.

• Operation at combustion air preheat temperatures up to 1150°F.

• Volumetric firing rates approaching 2 MMBtu/hr/atm/ft³.

• Turbine Rotor Inlet Temperatures (TRIT) over 2200°F (valid for the Mercury 50, although
Allison has operated combustors at 2600°F).

• Operation with axial combustors or external can combustors.

• Expected component lifetimes of 30,000 hours for industrial turbines.

A single prototype burner Porous burner which sized to fit inside an annular combustion
liner (about 2.5 inches in diameter by 7 inches in length) is shown in figure 11 with its ar‐
rangement in a typical combustor.

Figure 11. NanoSTAR burner and its arrangement in a canted combustion system [62].
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The operation of this type of surface stabilized combustion is characterized by the schematic
in Figure 12(left), which shows premixed fuel and air passing through the metal fiber mat in
two distinct zones. Premixed fuel comes through the low conductivity porous and burns in
narrow zones, A, as it leaves the surface. Under lean conditions this will manifest as very
short laminar flamelets, but under rich conditions the surface combustion will become a dif‐
fusion dominated reaction stabilized just over a millimeter above the metal matrix, which
proceeds without visible flame and heats the outer surface of the mat to incandescence. Sec‐
ondly, adjacent to these radiant zones, the porous plate is perforated to allow a high flow of
the premixed fuel and air. This flow forms a high intensity flame, B, stabilized by the radiant
zones so, it is possible to achieve very high fluxes of energy, up to 2MMBtu/hr/ft² [63]. A
picture of an atmospheric burner in operation clearly shows the technology in action (right
of figure 12).

Figure 12. Surface stabilized burner pad firing at atmospheric conditions.

The specific perforation arrangement and pattern control the size and shape of the laminar
flamelets. The perforated zones operate at flow velocities of up to 10 times the laminar flame
speed producing a factor of ten stretch of the flame surface and resulting in a large laminar
flamelets. The alternating arrangement of laminar blue flames and surface combustion, al‐
lows high firing rates to be achieved before flame liftoff occurs, with the surface combustion
stabilizing the long laminar flames by providing a pool of hot combustion radicals at the
flame edges.

4. Conclusion

A review of technologies for reducing NOx emissions as well as increasing thermal efficien‐
cy and improving combustion stability has been reported here. Trade-offs when installing
low NOx burners in gas turbines include the potential for decreased flame stability, reduced
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operating range and more strict fuel quality specifications. In the other word, although, the
turbine inlet temperature is the major factor determining the overall efficiency of the gas tur‐
bine but higher inlet temperatures will result in larger NOx emissions. So the essential re‐
quirement of new combustor design is a trade-off between low NOx and improved
efficiency.
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1. Introduction

Decentralised combined heat and power generation (CHP) offers a higly efficient and
sustainable way for domestic and industrial energy supply. In contrast to electrical power
generation by large scale power plants in the MW-range the waste heat of the electical
power generation of Micro-CHP-Units can be used by the customer without extensive grid
losses. Using the combined heat and power concept overall power plant efficiencies of up to
90 % for sub MW-range CHP-units are possible [1]. In recent CHP plants conventional
piston gas engines are mostly used since these systems show a good electric efficiency
paired with moderate investment costs. On the other hand cycles based on micro gas
turbine (MGT) systems have the potential to play an important role in decentralised power
generation. In small plants for distributed power generation the flexible application of
different gaseous fuels (natural gas qualities, bio fuels and low calorific gases) is an important
factor. Furthermore, the national standards for exhaust gas emission levels need to be met
not only at the time of installation but also after years of operation. Here, compared to
piston engines MGT systems have advantages regarding fuel flexibility, maintenance costs
and exhaust gas emissions [2]. This gives the possibility to avoid the installation of a
cost-intensive exhaust gas treatment. Due to higher exhaust gas temperatures MGTs are
more suitable for the generation of process heat and cooling. Furthermore, MGTs can be
operated in a wider range of fuel gas calorific value and they are less sensitive to the fuel gas
composition. Beside the advantages MGT systems need to be optimised in terms of electric
efficiency which is recently at ≈ 30% in natural gas operation.

In order to increase fuel flexibility, electrical efficiency, product life time and reliability of
micro gas turbine systems while meeting today’s and future exhaust gas emission levels,
further development of the combustion systems needs to be done. To meet these tasks
innovative combustion concepts are needed.

Modern combustion systems for MGTs are mainly based on swirl-stabilised lean premixed
concepts which promise low levels of exhaust gas pollutants. Here, the central recirculation
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1. Introduction

Decentralised combined heat and power generation (CHP) offers a higly efficient and
sustainable way for domestic and industrial energy supply. In contrast to electrical power
generation by large scale power plants in the MW-range the waste heat of the electical
power generation of Micro-CHP-Units can be used by the customer without extensive grid
losses. Using the combined heat and power concept overall power plant efficiencies of up to
90 % for sub MW-range CHP-units are possible [1]. In recent CHP plants conventional
piston gas engines are mostly used since these systems show a good electric efficiency
paired with moderate investment costs. On the other hand cycles based on micro gas
turbine (MGT) systems have the potential to play an important role in decentralised power
generation. In small plants for distributed power generation the flexible application of
different gaseous fuels (natural gas qualities, bio fuels and low calorific gases) is an important
factor. Furthermore, the national standards for exhaust gas emission levels need to be met
not only at the time of installation but also after years of operation. Here, compared to
piston engines MGT systems have advantages regarding fuel flexibility, maintenance costs
and exhaust gas emissions [2]. This gives the possibility to avoid the installation of a
cost-intensive exhaust gas treatment. Due to higher exhaust gas temperatures MGTs are
more suitable for the generation of process heat and cooling. Furthermore, MGTs can be
operated in a wider range of fuel gas calorific value and they are less sensitive to the fuel gas
composition. Beside the advantages MGT systems need to be optimised in terms of electric
efficiency which is recently at ≈ 30% in natural gas operation.

In order to increase fuel flexibility, electrical efficiency, product life time and reliability of
micro gas turbine systems while meeting today’s and future exhaust gas emission levels,
further development of the combustion systems needs to be done. To meet these tasks
innovative combustion concepts are needed.

Modern combustion systems for MGTs are mainly based on swirl-stabilised lean premixed
concepts which promise low levels of exhaust gas pollutants. Here, the central recirculation
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2 Gas Turbine

zone induced by the swirl of the income air flow serves to stabilise the flame of the main
stage generating compact flames. However, these combustion systems tend to a liability
to thermo-acoustic instabilities and coherent flow structures like PVC, especially at lean
premixed conditions [3, 4] which can cause high amplitude pressure oscillations. This
can lead to serious damage of components in the combustion system as well as the turbo
engine itself. In addition, oscillating pressure and heat release zones as well as local flame
extinction, caused by coherent flow structures can have a huge impact on the production of
combustion emissions. Moreover, swirl-stabilised combustion is limited in using different
fuel gas compositions regarding flame flashback incidences [5] and reliable operation range.
In particular, fuel gas compositions with high hydrogen fractions limit the application of
swirl-stabilised combustion concepts. Studies have shown the potential of the Flameless
Oxidation (FLOX©)[6] based jet-stabilised combustion concept to achieve both low exhaust
gas emission levels and reduced risk towards thermo-acoustic instabilities in combination
with high fuel flexibility. As discussed by Hambdi et al. [7] the general idea of this
concept is also known as MILD combustion [8], colourless distributed combustion [9] or
high temperature air combustion (HiTAC) [10] to name a few. The main characteristic
which all those similar concepts share is the use of high temperature process air and
a high dilution of the fresh gas mixture by recirculated flue gases. In particular the
FLOX©-concept is characterised by non-swirled technically premixed high impulse jets
penetrating a combustion chamber in a circular arrangement. These jets drive a strong
inner recirculation resulting in an effective mixing process of hot exhaust gases and the
fresh incoming fuel/air mixture. This enhances the flame stabilisation but also reduces
the chemical reaction rates by a strong dilution. Hence, the reaction zone is stretched
over a larger volume compared to swirl-stabilised combustion concepts. This volumetric
reaction region exhibits an almost homogeneously distributed temperature profile inside the
combustion chamber close to the adiabatic flame temperature of the global equivalence ratio
Φ promising low NOx emission levels [11]. Due to the high momentum jets and therefore,
the absence of low velocity zones of the income air mixture, the combustion concept has
a high resistance to flashback incidents even at highly premixed conditions [12] and high
hydrogen fractions [13].

Typical temperature and velocity fields of a FLOX©-based combustor are exemplarily
reported by Schütz et al. [14]. Combustion stability, limits of the flameless regime as
well as a comparison between experimental and numerical results obtained by Large-Eddy
Simulation is reported by Duwig et al. [15]. Lückerath et al. [12] compared OH-PLIF and
OH*-chemiluminescence images of a jet-stabilised burner for thermal powers up to 475kW
at elevated pressure. Major species concentrations, velocity and temperature fields as well as
reaction regions were reported by Lammel et al. [16] for a generic single nozzle setup using
particle image velocimetry, laser raman spectroscopy as well as OH-PLIF measurements.

Beside the discussed advantages the implementation of a FLOX©-based combustion concept
to a MGT system poses some challenges and tasks. First of all, the quality of the air/fuel
premixture has a significant influence on the flame characteristics and emission levels.
Therefore, the combustor has to be carefully designed to generate an optimised air/fuel exit
profile. Moreover, since MGT systems need to have competitive prices compared to piston
engines, the turbo components usually exhibit a most simple design. Therefore, the turbine
blades are not cooled internally resulting in much lower turbine inlet temperature limits
compared to industrial gas turbines. In order to adjust the turbine inlet temperature profile a
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considerable amount of cool compressor air bypasses the combustion chamber and remixes
with the hot exhaust gases at the combustion chamber exit. Since the FLOX© combustion at
high air numbers exhibits volumetric reaction regions, the combustion requires more room
compared to swirl-stabilised combustion concepts. The low production of harmful emissions
as well as the high flame stability of the FLOX©-regime would be negatively influenced by the
injection of cold dilution air into extensively expanded volumetric reaction zones. Therefore,
combustion system design parameters like length of the combustion chamber and position,
shape and pattern of dilution holes have to be considered for a final combustor development.

In order to improve flame stability, lifetime, operating range and exhaust gas emissions of
the combustion system in a commercial Turbec T100 MGT, a FLOX©-based jet-stabilised
combustor was designed for natural gas utilising the advantages of this concept. The
recent work covers an experimental study of two combustor configurations differing in the
combustor front plate cooling. The paper presents the influence of the combustor cooling
air on flame characteristics, lean blow off (LBO) limits and exhaust gas emissions. Flame
characteristics are analysed, using measurements of the OH∗-chemiluminescence (OH∗-CL)
signal at selected power loads and air numbers. From these images the height above burner,
the dispersion of OH∗-CL signal and its homogeneity are derived. These quantaties are
discussed with respect to the effects of cooling air, thermal power load and air number on
the combustor performance.

2. Experimental setup

2.1. Combustor design

In Figure 1 and 2 both FLOX-based combustor configurations are shown which were used in
this study. The reference combustor without any combustor front plate cooling is displayed
in Figure 1. In order to increase the combustor lifetime an additional impingement front
plate cooling is implemented into the second configuration to decrease the temperature
at the location of the highest thermal loads. Both combustor designs consist of 20 fuel
and air nozzles in a circular arrangement. Natural gas is injected concentrically into the
air nozzles, which are oriented co-axially with respect to the combustion chamber. Both
air and fuel gas flow are injected without any swirl. Partial premixing of fuel and air is
achieved by the special design of the injecting system. Vortical structures generated by the
air injection system provide a macroscopic mixing of fuel and air. Turbulence produced
by the fuel injection system provides mixing on a microscopic scale. For the impingement
cooling system a small part of the overall air mass flow is fed into a cooling air plenum and
passes a perforated plate. This perforated plate produces small cooling air jets impinging the
combustor front plate from the back side. After the cooling air has hit the combustor front
plate it is led radially through channels and injected into the combustion chamber through
20 holes. The cooling air holes are positioned in between the FLOX© combustor air nozzles
on a slightly larger diameter. In addition to the impingement cooling the front plate of the
cooled design is coated with a zirconium oxide thermal protection layer.

2.2. Test rig description

In order to run parametric studies of the combustion performance independent from the
MGT load point limitations, the combustor was implemented into an atmospheric test rig.
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Figure 1. Uncooled Combustor.

The experimental setup shown in Figure 3 comprises the air and fuel supply, the combustor
and an optically accessible, hexagonal combustion chamber comprising six quartz glass
windows. The hexagonal cross-section was chosen as a trade-off between good optical
accessibility and the analogy to the circular cross-section of the original MGT liner. A circular
fuel plenum which is situated under the air plenum but not shown in Figure 3 ensures an
equal supply of all 20 fuel gas nozzles. In order to emulate the combustor inlet conditions
of the MGT the air can be preheated electrically up to 925K by five 15kW "Leister" air heater
units. The complete air supply system is decoupled acoustically from the test bench by a
perforated plate located at the air inlet. When entering the air plenum the air flow is directed
via a baffle in a way that a 180°deflection at the combustor inlet of the original MGT is
reproduced. This was found to be essential to generate a specific premixing profile in the
combustor nozzle and hence is important for flame characteristics and flame stabilisation.
After passing the baffle a small part of the air flow enters the cooling plenum and the major
part is fed into the air nozzles of the combustor, where the premixing with the fuel takes

place. In this study the combustor is operated with natural gas (LHV = 47.01 MJ
kg , AFRstoech

= 16.2). On the top of the combustion chamber an exhaust gas duct is flanged.
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Figure 2. Impingement Cooled Combustor.

Figure 3. Atmospheric Combustor Test Rig
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2.3. Instrumentation

To analyse all relevant process parameters inside the system the test rig is equipped with a
detailed instrumentation. The data acquisition at a frequency of 2 Hz is realised by "Delphin"
modules. For temperature measurements a total number of 27 thermocouples (type N,
precision class 2) are installed. The arithmetic average of the temperature T1 and T2 which
are situated in the air flow at the combustor inlet defines the combustor preheat temperature
TV with an uncertainty of ±0.85% of the actual value. The rig furthermore comprises 2
total and 13 static pressure transducers read out by pressure scanners "Netscanner Model
9116" and "Model 9032" by Esterline Pressure Systems. All pressures can be optained with
a manufacturer’s accuracy of ±4 mbar. Combustor pressure loss is determined by the
static pressure p1 measured short before the combustor inlet (see figure 3) and the ambient
pressure. Applying a suitable calibration, the mass flow through the cooling system is
calculated as a function of the pressure loss between the static pressures pcool,01 and pcool,02

situated in front of and behind the perforated plate. The fuel mass flow is controlled by
a "Bronkhorst Cori-Flow" coriolis mass flow controller with a manufacturer’s accuracy of
±0.5% of the actual value and the air mass flow is regulated by a "Bronkhorst EL-Flow"
thermal mass flow controller with a manufacturer’s accuracy of ±0.8%. As indicated in
figure 3 a radially traversable suck-up exhaust gas probe is mounted inside the exhaust
gas duct. The probe is equipped with a coaxial air cooling keeping the probe tip at a
constant temperature of 120°C to achieve a sufficient quenching of the measured exhaust
gas. This ensures defined measuring conditions. The sucked-up exhaust gases are directed
via heated hoses to an "ABB" exhaust gas analysing system. The flue gas species O2, CO,
CO2, NO, NO2 and unburned hydrocarbons (UHC) are measured by a magnetomechanical
analyser "Magnos106", a infrared analyser "Uras14", a UV photometer "Limas11 HW" and a
flame ionisation detector "MultiFID14". The species O2, CO and CO2 are measured in a dry
environment, whereas all other species are detected in wet conditions. The measurements of
the species shown in this study have manufacturer’s accuracies as indicated in Table 1.

CO NOx UHC O2

[ppm] [ppm] [ppm] [Vol-%]

Range 1 0-8 0-24 0-9 0-25
Accuracy 1 0.1 0.5 0.1 0.25
Range 2 8-80 24-238 9-90
Accuracy 2 1 5 1

Table 1. Ranges and Corresponding Accuracies of the Measured Exhaust Gas Species.

OH* chemiluminescence measurements were used to study the shape, location and
homogeneity of the heat release zone. The electronically excited OH* radical is formed
by chemical reactions in the reaction zone, predominately via CH + O2 → CO + OH∗ [17].
Since its lifetime is very short, the emitted OH*-CL signal originates only from within the
reaction region. Therefore, the OH*-CL signal is a very good marker for the location and
dimension of the reaction zone. However, this technique is a line-of-sight method giving only
spatially integrated information in the combustion chamber depth. The OH*-CL emissions
were imaged using a "LaVision FlameStar 2" intensified CCD camera in combination with a
"Halle" 64mm, f/2 UV lens and a UV interference filter (λ = 312 ± 20nm). All OH*-CL data
was time-averaged over a time series of 200 instantaneous images acquired with a repetition
rate of 3.6Hz. Due to the substantial difference of the OH*-CL signal over the complete
load point range the gate width was varied between 18 and 600 µs at maximum gain factor.
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As indicated in Figure 4 the detection volume covers four air nozzles on each side of the
combustor. Due to assembly restrictions the nozzles on opposing sides are arranged with a
small misalignment with respect to the line of sight.

Figure 4. Line of Sight of the OH*-CL measurements

3. Experimental results

The measurements shown in this section were carried out at steady-state combustion
conditions, whereupon every single load point is time-averaged over 5 min at an acquisition
rate of 2Hz. In order to analyse the operating range of the combustor configurations the
overall air number λoverall and the thermal power were varied at a constant combustor inlet
air preheat temperature Tv. In this study the normalised thermal power Qth,n with respect
to MGT full load conditions is presented. The overall air number is defined as the reciprocal
of the fuel equivalence ratio Φ calculated with the overall air and fuel mass flows. All mass
flows of the MGT load points were scaled to atmospheric conditions keeping the velocity
fields constant. Table 2 shows the matrix of the parametric study.

Parameter Range Unit

Qth,n 35 - 100 %
λoverall 1.8 - LBO -
Tv 580 °C

Table 2. Ranges of the Measuring Matrix.

3.1. Operating range

Figure 5 visualises the operating range of the uncooled combustor configuration displaying
the normalised axial jet velocity unozzle at the exit of a single air nozzle as a function of Qth,n.
Unozzle is defined as

unozzle =
ṁnozzle · Rmix · Tc,in

pc,in · Anozzle
/unozzle,max (1)

with the combustor inlet temperature Tc,in, the static combustor inlet pressure pc,in, the
planar-averaged specific gas constant of the air/fuel mixture Rmix, the nozzle cross-section
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area A
nozzle

and the averaged mass flow of a single nozzle ṁ
nozzle

. The whole measuring field
of the operating range was scanned by adjusting a constant Q

th,n and increasing the λ
overall

up to lean blow-off (LBO) conditions. In this study the lean blow-off is defined as the point
where the flame actually extinguishes. The filled points symbolise the feasible operating
points whereas the blank points emblematise the points at which LBO occured. All illustrated
load points represent an individual measurement which means that no information about the
reproducibility of the LBO limit can be given. Regarding the points around LBO it is visible
that the feasible λ

overall
slopes with increasing thermal power. The LBO at Q

th,n = 35% is with
λ

overall
= 3.26 substantially higher compared to Q

th,n = 100% with λ
overall

= 3.01. Moreover,
figure 5 indicates that higher jet velocities can be realised with increasing Q

th,n before LBO
occurs. The axial jet velocity u

nozzle
at LBO significantly varries from 58% at Q

th,n = 35% to
approximately 140% at Q

th,n = 100%. This effect was also observed and discussed by Vaz et
al. [18] for a similar system.

Figure 5. Operating Range of Uncooled Combustor Configuration.

Figure 6. Air Number at LBO of the Cooled and Uncooled Combustor Configurations.
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In Figure 6 the comparison between the LBO conditions of the uncooled combustor and
the cooled configuration is presented as a function of Q

th,n. Due to mass flow limitations
the LBO of the cooled design could only be measured for Q

th
/Q

th,max
≤ 85%, therefore,

only this range is visualised. For the cooled design the overall air number λ
overall

of the
combustor is shown as well as the local air number λ

nozzle
of a single nozzle which is reduced

by the cooling air mass flow. However, for the uncooled design the local and the overall
air numbers are equal due to the lack of cooling air. The λ

overall
at LBO of the cooled

configuration follows the general sloping trend of the uncooled design for increasing Q
th,n

but exhibits a steeper gradient and with λ
overall

= 3.44 at Q
th,n = 35% higher values at low

thermal loads. This means using a cooled combustor configuration that for Q
th

/Q
th,max

≤

52% more overall air can be fed into the combustion chamber before LBO occurs. This
behaviour is advantageous if the amount of combustion air is to be maximised. However,
for Q

th
/Q

th,max
≥ 70% the difference between both designs is negligible. Furthermore, the

graph of the cooled design exhibits a kink at Q
th,n = 70%. This behaviour is reproducible

but in order to give a conclusive explanation further investigation need to be carried out.
Regarding λ

nozzle
the cooled configuration exhibits a much lower LBO limit for the whole

operating range, whereas the difference between the designs increases with rising thermal
power. This indicates that the fraction of cooling air, which interacts with the combustion
process, changes with Q

th,n.

3.2. Exhaust gas emissions

The carbon monoxide (CO) exhaust gas emission profiles of the uncooled combustor
configuration are shown in figure 7 as a function of λ

overall
for all thermal powers, whereas

CO is normalised to 15% oxygen concentration. All curves exhibit a similar U-shape with a
distinct minimum. Regarding the graph at Q

th,n = 100% the CO concentrations decrease from
50 ppm at λ

overall
= 1.8 to 24 ppm at λ

overall
= 2.42 followed by a rise up to 58 ppm at λ

overall

= 2.8. In the left hand branch of the CO curves the trend of the measured concentrations
follow the trend of the equilibrium conditions which decrease for higher air numbers [19].
The right hand branch, however, is dominated by non-equilibrium effects [20]. Here, the
residence time of the flue gases inside the combustion chamber before reaching the exhaust
gas probe is insufficiently long to achieve equilibrium state resulting in higher measured CO
concentrations. Moreover, due to the expansion of the reaction zones at LBO-near overall air
numbers, decribed in section 3.3, the exhaust gas probe is for these conditions located inside
the reaction zone resulting in incomplete combustion process at the position of measurement.
Regarding the CO profiles at different thermal powers a destinct layered arrangement is
observable showing higher CO concentrations for increasing Q

th,n. Here again, the influence
of the residence time is visible since at constant λ

overall
higher thermal powers exhibit higher

fuel and air mass flows reducing the overall residence time.

In figure 8 the comparison between the CO profiles of the uncooled combustor and the cooled
configuration is shown as a function of λ

nozzle
. For clarity reasons only the profiles for Q

th,n

= 53% and 100% are visualised exemplarily but it should be mentioned that the trend of
the displayed curves applies to the other thermal powers as well. The CO profiles of both
combustor designs show similar U-shaped trends. But it is clearly visible that the profiles
of the cooled configuration are shifted horizontally to lower air numbers. The magnitude
of the shift is thereby dependent on thermal power. For Q

th,n = 100% the shift seems to be
approximately constant for all λ

nozzle
, however, for Q

th,n = 53% the CO profiles fit well at
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In Figure 6 the comparison between the LBO conditions of the uncooled combustor and
the cooled configuration is presented as a function of Q

th,n. Due to mass flow limitations
the LBO of the cooled design could only be measured for Q

th
/Q

th,max
≤ 85%, therefore,

only this range is visualised. For the cooled design the overall air number λ
overall

of the
combustor is shown as well as the local air number λ

nozzle
of a single nozzle which is reduced

by the cooling air mass flow. However, for the uncooled design the local and the overall
air numbers are equal due to the lack of cooling air. The λ

overall
at LBO of the cooled

configuration follows the general sloping trend of the uncooled design for increasing Q
th,n

but exhibits a steeper gradient and with λ
overall

= 3.44 at Q
th,n = 35% higher values at low

thermal loads. This means using a cooled combustor configuration that for Q
th

/Q
th,max

≤

52% more overall air can be fed into the combustion chamber before LBO occurs. This
behaviour is advantageous if the amount of combustion air is to be maximised. However,
for Q

th
/Q

th,max
≥ 70% the difference between both designs is negligible. Furthermore, the

graph of the cooled design exhibits a kink at Q
th,n = 70%. This behaviour is reproducible

but in order to give a conclusive explanation further investigation need to be carried out.
Regarding λ

nozzle
the cooled configuration exhibits a much lower LBO limit for the whole

operating range, whereas the difference between the designs increases with rising thermal
power. This indicates that the fraction of cooling air, which interacts with the combustion
process, changes with Q

th,n.

3.2. Exhaust gas emissions

The carbon monoxide (CO) exhaust gas emission profiles of the uncooled combustor
configuration are shown in figure 7 as a function of λ

overall
for all thermal powers, whereas

CO is normalised to 15% oxygen concentration. All curves exhibit a similar U-shape with a
distinct minimum. Regarding the graph at Q

th,n = 100% the CO concentrations decrease from
50 ppm at λ

overall
= 1.8 to 24 ppm at λ

overall
= 2.42 followed by a rise up to 58 ppm at λ

overall

= 2.8. In the left hand branch of the CO curves the trend of the measured concentrations
follow the trend of the equilibrium conditions which decrease for higher air numbers [19].
The right hand branch, however, is dominated by non-equilibrium effects [20]. Here, the
residence time of the flue gases inside the combustion chamber before reaching the exhaust
gas probe is insufficiently long to achieve equilibrium state resulting in higher measured CO
concentrations. Moreover, due to the expansion of the reaction zones at LBO-near overall air
numbers, decribed in section 3.3, the exhaust gas probe is for these conditions located inside
the reaction zone resulting in incomplete combustion process at the position of measurement.
Regarding the CO profiles at different thermal powers a destinct layered arrangement is
observable showing higher CO concentrations for increasing Q

th,n. Here again, the influence
of the residence time is visible since at constant λ

overall
higher thermal powers exhibit higher

fuel and air mass flows reducing the overall residence time.

In figure 8 the comparison between the CO profiles of the uncooled combustor and the cooled
configuration is shown as a function of λ

nozzle
. For clarity reasons only the profiles for Q

th,n

= 53% and 100% are visualised exemplarily but it should be mentioned that the trend of
the displayed curves applies to the other thermal powers as well. The CO profiles of both
combustor designs show similar U-shaped trends. But it is clearly visible that the profiles
of the cooled configuration are shifted horizontally to lower air numbers. The magnitude
of the shift is thereby dependent on thermal power. For Q

th,n = 100% the shift seems to be
approximately constant for all λ

nozzle
, however, for Q

th,n = 53% the CO profiles fit well at
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Figure 7. CO Emissions of the Uncooled Combustor Configuration.

low air numbers but differ at high λ
nozzle

. Due to a high sensitivity to the cooling air mass
flow’s error the maximum uncertainty of λ

nozzle
after propagation of error is approximately

±5% for the cooled configuration. However, the uncooled design exhibits an uncertainty
better than 1% due to the lack of cooling air. Nevertheless, since the observed shift of the CO
profiles shows a distinct systematic trend, it is believed to represent a physical effect.
When comparing the CO emissions of both combustor designs with respect to λ

overall
, see

figure 9, the difference between both configurations is even more pronounced but shifted to
the opposite direction compared to the display as a function of λ

nozzle
. In the case that the CO

profiles of the cooled configuration were equal to the uncooled design for λ
overall

this would
suggest that all cooling air participates in the reaction process. On the other hand equal CO
profiles for λ

nozzle
would mean that no cooling air enters the reaction region. Therefore, the

observed behaviour indicates that only a part of the cooling air participates in the primary
reaction zone.

Figure 8. CO Emissions of the Cooled and Uncooled Combustor Designs as a Function of λnozzle.
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Figure 9. CO Emissions of the Cooled and Uncooled Combustor Designs as a Function of λ
overall

.

In order to approximate the amount of cooling air which interacts with the reaction region,
the λ

nozzle
of the cooled configuration is modified in a way that the CO profiles of both

combustor designs fit well as shown in figure 10. This new air number is called λ
nozzle

(mod).
For the cooled design it is approximately λ

nozzle
(mod) ≈ λ

nozzle
+ 0.1 �= const. and for the

uncooled configuration it equals λ
nozzle

. This modified air number, which is based on the CO
emissions, is an auxiliary quantity for comparing both combustor configurations. Since the
visualisation as a function of λ

nozzle
(mod) neutralises the shift of air number between both

designs, the comparison of the magnitudes of certain quantities are facilitated. Therefore, the
modified air number is used in the following sections to characterise the difference of both
combustor designs.

Figure 10. CO Emissions of the Cooled and Uncooled Combustor Configurations as a Function of the Modified Air Number

λ
nozzle

(mod).

The nitrogen oxide (NOx) emissions at 15% O2 of both combustor designs are visualised in
figure 11 as a function of λ

nozzle
(mod) for Q

th,n = 53% and 100%. All NOx profiles show
a similar exponential decreasing characteristics and similar magnitudes for rising modified
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The nitrogen oxide (NOx) emissions at 15% O2 of both combustor designs are visualised in
figure 11 as a function of λ
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nozzle air numbers. For Q
th,n = 100% the NOx emissions reduce from 18ppm at λ

nozzle
(mod)

= 1.75 down to 2 ppm at λ
nozzle

(mod) = 2.8 for both combustors. Since the measurements
were conducted at lean atmospheric conditions using natural gas, the major NOx formation
mechanism is the thermal dominated Zeldovich mechanism. Therefore, the trend of the NOx
profiles reflects the exponential decrease of the thermal NOx formation with falling flame
temperature and rising air number, respectively. With respect to the profiles at different
thermal powers, a very low dependence on Q

th,n can be observed. For the uncooled design
the curves of all thermal powers match very well, however, for the cooled configuration the
NOx profiles at Q

th,n< 100% exhibit slightly higher magnitudes at low λ
nozzle

(mod) compared
to full load conditions. Regarding the fact that the NOx emissions of both combustor designs
fit very well as a function of λ

nozzle
(mod), the significance of this modified nozzle air number

for comparing the configurations is backed up. This affirms the assumption that only a part
of the cooling air interacts with the reaction region.
The emission levels of unburned hydrocarbons (UHC), not shown in this section, are under
the detection threshold for both combustors and all thermal powers apart from air numbers
close to the LBO. Here, a rapid increase of UHCs is detectable due to incomplete combustion
close to the blow-off limit.

Figure 11. NOx Emissions of the Cooled and Uncooled Combustor Configurations as a Function of the Modified Air Number

λ
nozzle

(mod).

3.3. Flame shape and location

The flame characteristics regarding shape, location and homogeneity are discussed for both
combustor designs in this section using time-averaged OH*-CL images. Figure 12 shows
a series of OH*-CL images for the uncooled combustor configuration at Q

th,n = 69% as a
function of λ

overall
. All images are scaled between zero and their maximum signal intensity.

The corresponding scaling factors are indicated in the upper left corner. The points of origin
of abscissa and ordinate mark the centre axis of the combustor and the combustor front
plate, respectively. The dimensions are normalised with respect to the combustor diameter.
Moreover, the azimuthal positions of the air nozzles located at the window in front of the
camera are indicated at the bottom. Regarding the images at low overall air numbers discrete
reaction zones around the entering fresh gas jets can be observed. Here, the reaction zones
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are characterised by compact shape and distinctly separated flames. For air numbers between
2.2 and 2.4 the flame length stays approximately constant, whereas the height above burner
(HAB) increases with rising λ

overall
. Furthermore, for 2.2 ≤ λ

overall
≤ 2.8 the reaction zones

continuously merge into each other in horizontal direction evolving from separated flames
to a single reaction region. For air numbers above 2.6 the reaction zone spreads in all spatial
directions. Simultaneously, the HAB declines whereas the length of the reaction zone grows
substantially. At λ

overall
= 3.1, which is the last operating point before LBO occured, the

reaction zone is distributed over almost the whole combustion chamber volume. Moreover,
regarding the scaling factors of the images the signal intensity decreases significantly with
rising air numbers leading to a blueish visible flame of very low luminosity for λ

overall
≥ 2.8.

Figure 12. Time-averaged OH*-CL Images of the Uncooled Combustor at Qth,n = 69% as a Function of λoverall .

In order to quantify and compare the phenomena observed in the time-averaged OH*-CL
images, characteristic parameters are derived from the data. For the subsequent analysis only
signals above 50% of the image maximum intensity are taken into account. This definition
has been found as the most appropriate method to cover the image pixels corresponding
visually to the flame. In the following these pixels are called reaction or flame region.
With this definition the HAB equals the axial distance between the combustor front plate
and the horizontally averaged lower flame boundary. The Dispersion of the OH*-signal is
defined as the area of the flame region divided by the overall area of OH*-measurement.
Therefore, the dispersion is a marker for the relative reaction volume, but not for its
homogeneity. The horizontal distribution of the reaction regions is evaluated by the Relative
Horizontal Inhomogeneity dI

Flame
/dx. This parameter is calculated by vertically averaging

the horizontal spatial intensity gradients inside the reaction regions and normalising it to the
flame average intensity of each image. This definition ensures that dI

Flame
/dx is comparable

for different signal intensity levels and flame shapes. The Relative Horizontal Inhomogeneity
is a marker for the discreetness of the flames in horizontal direction declining for merging
reaction regions.

Figure 13 visualises the Dispersion of OH*-signal of the uncooled combustor design for
all thermal powers as a function of λ

overall
. Regarding Q

th,n = 100% the dispersion stays
approximately constant at 25% between λ

overall
= 1.8 and 2.15. For λ

overall
≥ 2.4 the

magnitude increases significantly up to 73%. This means that with rising Dispersion of
OH*-signal the occupied volume of the reaction region inside the combustion chamber
increases substantially until the flame is distributed over almost the whole volume. This
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(mod) = 2.8 for both combustors. Since the measurements
were conducted at lean atmospheric conditions using natural gas, the major NOx formation
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th,n can be observed. For the uncooled design
the curves of all thermal powers match very well, however, for the cooled configuration the
NOx profiles at Q

th,n< 100% exhibit slightly higher magnitudes at low λ
nozzle

(mod) compared
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of the cooling air interacts with the reaction region.
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close to the LBO. Here, a rapid increase of UHCs is detectable due to incomplete combustion
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combustor designs in this section using time-averaged OH*-CL images. Figure 12 shows
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th,n = 69% as a
function of λ

overall
. All images are scaled between zero and their maximum signal intensity.

The corresponding scaling factors are indicated in the upper left corner. The points of origin
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plate, respectively. The dimensions are normalised with respect to the combustor diameter.
Moreover, the azimuthal positions of the air nozzles located at the window in front of the
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In order to quantify and compare the phenomena observed in the time-averaged OH*-CL
images, characteristic parameters are derived from the data. For the subsequent analysis only
signals above 50% of the image maximum intensity are taken into account. This definition
has been found as the most appropriate method to cover the image pixels corresponding
visually to the flame. In the following these pixels are called reaction or flame region.
With this definition the HAB equals the axial distance between the combustor front plate
and the horizontally averaged lower flame boundary. The Dispersion of the OH*-signal is
defined as the area of the flame region divided by the overall area of OH*-measurement.
Therefore, the dispersion is a marker for the relative reaction volume, but not for its
homogeneity. The horizontal distribution of the reaction regions is evaluated by the Relative
Horizontal Inhomogeneity dI
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/dx. This parameter is calculated by vertically averaging

the horizontal spatial intensity gradients inside the reaction regions and normalising it to the
flame average intensity of each image. This definition ensures that dI
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is a marker for the discreetness of the flames in horizontal direction declining for merging
reaction regions.

Figure 13 visualises the Dispersion of OH*-signal of the uncooled combustor design for
all thermal powers as a function of λ

overall
. Regarding Q

th,n = 100% the dispersion stays
approximately constant at 25% between λ

overall
= 1.8 and 2.15. For λ
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≥ 2.4 the

magnitude increases significantly up to 73%. This means that with rising Dispersion of
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indicates a decrease of the Damköhler number which means that the chemical time scale
increases in relation to the fluid dynamic time scale [21, 22]. An important influence factor for
this behaviour is the exhaust gas recirculation rate which is enhanced by higher jet velocities
and higher air numbers [11], respectively. Increasing recirculation serves to enhance the
dilution of the fresh gas jets by hot flue gases [23] reducing the chemical reaction rates [24].
Simultaneously, rising jet velocity decreases the fluid dynamic time scale. Thus, both effects
lead to a declining Damköhler number. On the other hand by increasing the air number
the premixing quality of the air/fuel jets is altered as well. Since these quantities cannot be
separated in the recent study, the major influence factor cannot be determined.
The general trend of the Dispersion of OH*-signal of the uncooled combustor design is
similar for all thermal powers. However, the magnitude of the region of constant dispersion
at low air numbers decreases for declining power from 25% at Q

th,n = 100% down to 14%
at Q

th,n = 35%. The point of ascending dispersion is located between λ
overall

= 2.4 and 2.6
for all thermal powers but no distinct shift of this point can be observed for the uncooled
configuration. In terms of reducing temperature peaks and simultaneously reducing NOx
emissions, the rapid rise of the Dispersion of OH*-signal is desireable. However, for the
application inside a MGT combustion system the available combustion chamber length
limits the feasible volumetric expansion of the reaction region as discussed in section 1. At
LBO-near conditions the flame region is expanded substantially so that the reaction process
even continue after leaving the exhaust gas duct of the atmospheric test rig. Since operating
pressure as well as wall heat loss also have a distinct effect on the flame characteristics, a
final selection of the maximum feasible operating point can only be made on the base of a
measurement campaign in the MGT test rig.

Figure 13. Dispersion of OH*-signal for the Uncooled Combustor Configuration.

Figure 14 presents the Dispersion of OH*-signal of the cooled combustor configuration for all
thermal powers as a function of λ

overall
. In contrast to the uncooled design, shown in figure

13, the cooled configuration exhibits with a range between 15% and 20% a similar magnitude
of the region of constant dispersion at low air numbers for all thermal powers. Moreover, the
point of ascending dispersion shifts with decreasing thermal power towards higher overall
air numbers. This means that for a constant λ

overall
≥ 2.6 higher thermal powers show a

higher dispersion of the OH*-signal occupying a significantly larger combustion chamber
volume.
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Figure 14. Dispersion of OH*-signal for the Cooled Combustor Configuration.

The height above burner of the cooled combustor design is visualised in figure 15 for all
thermal powers as a function of λ

overall
. This quantity describes the axial distance between

the lower flame boundary and the combustor front plate. In the following graphs the HAB
is presented normalised with respect to the combustor radius. Regarding the profile at Q

th,n

= 69% the HAB rises from 42% at λ
overall

= 1.8 up to 68% at λ
overall

= 2.6. At this air number
the flame reaches its maximum lift-off height for Q

th,n = 69%. With increasing air numbers
beyond this point the HAB declines significantly exhibiting at LBO-near conditions with 23%
its lowest magnitude. All HAB profiles at different thermal powers show a similar trend as
well as a similar maximum lift-off height. However, for decreasing thermal power the profiles
are shifted to higher overall air numbers exhibiting lower magnitudes at low air numbers. As
described above, the recirculation rate intensifies at rising thermal power. Owing to higher
jet velocities and enhanced fresh gas dilution by recirculated flue gases, the lift-off height
increases with rising thermal power at low overall air numbers. Furthermore, the maxima
of the HAB profiles are directly related to the points of ascending Dispersion of OH*-signal
in figure 14. Due to the shift from discrete reaction zones into a volumetric combustion the
reaction region expands to all spatial directions explaining the descent of the HAB. For high
λ

overall
this effect of expanding reaction regions outbalances the increase of lift-off height

caused by higher jet velocities at rising thermal powers which dominates at low air numbers.

The HAB profiles of both combustor designs are visualised in figure 16 as a function of
λ

nozzle
(mod) for Q

th,n = 53% and 100%. The graph shows that the profiles of the presented
thermal powers fit very well for both combustor configurations. It should be mentioned that
this behaviour is consistent with all measured thermal powers. This behaviour demonstrates
that the HAB is not affected by the cooling air when both combustors are compared as a
function of λ

nozzle
(mod). However, λ

nozzle
(mod) is based on a shift of λ

nozzle
to higher air

numbers for the cooled combustor configuration. Therefore, identical profiles of the cooled
and uncooled designs illustrate that the cooling air shifts the flame properties to lower nozzle
air numbers compared to the uncooled design. In addition, this indicates that the chosen
definition of the modified nozzle air number λ

nozzle
(mod), which is based on the shift of the

CO profiles, is in good agreement with the flame characteristics as well. This affirms the
assumption that only a part of the cooling air participates in the reaction process.
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Figure 14. Dispersion of OH*-signal for the Cooled Combustor Configuration.
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numbers for the cooled combustor configuration. Therefore, identical profiles of the cooled
and uncooled designs illustrate that the cooling air shifts the flame properties to lower nozzle
air numbers compared to the uncooled design. In addition, this indicates that the chosen
definition of the modified nozzle air number λ
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(mod), which is based on the shift of the

CO profiles, is in good agreement with the flame characteristics as well. This affirms the
assumption that only a part of the cooling air participates in the reaction process.
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Figure 15. HAB for the Cooled Combustor Configuration as a Function of λ
overall

.

Figure 16. HAB for the Cooled and Uncooled Combustor Designs as a Function of λnozzle(mod).

Figure 17 visualises the Relative Horizontal Inhomogeneity dI
Flame

/dx for the uncooled
combustor configuration for all thermal powers as a function of λ

overall
. This quantity

describes the discreetness of the reaction zones in horizontal direction. The profile at Q
th,n

= 100% exhibits an inhomogeneity of 1.4 %/dPixel at λ
overall

= 1.8 converging exponentially
with increasing air numbers towards a lower threshold of approximately 0.5 %/dPixel which
is reached at λ

overall
≥ 2.6. This means that for lower air numbers separated flames around

the penetrating fresh gas jets exist, which merge together for rising air numbers resulting in
a horizontally distributed reaction region for high λ

overall
. The profiles of all thermal powers

exhibit a lower threshold of the same magnitude which is reached at LBO-near conditions.
The general trend of the profiles is similar for 53% ≤ Q

th,n ≤ 100%. Only the profile at Q
th,n

= 35% differs from the exponential declining trend. However, at low overall air numbers the
profiles’ magnitudes are staggered in thermal power reaching higher values for low Q

th,n.
This signifies that higher thermal powers exhibit better horizontally distributed flames which
is due to an enhanced recirculation rate, better premixing quality at high flow rates as well
as an enhanced interjet mixing rate.
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Figure 17. Relative Horizontal Inhomogeneity for the Uncooled Combustor Design as a Function of λ
overall

.

Figure 18. Relative Horizontal Inhomogeneity for the Cooled and Uncooled Combustor Designs as a Function of λnozzle(mod).

The comparison of dI
Flame

/dx between the uncooled and the cooled combustor configuration
is presented in figure 18 as a function of λ

nozzle
(mod) for Q

th,n = 53% and 84%. These
thermal powers are chosen exemplarily since the occuring effects are well pronounced for
these profiles but it should be mentioned that the discussed behaviour applies to all thermal
powers. For rising λ

nozzle
(mod) the curves of both designs show a similar declining trend

of dI
Flame

/dx at all Q
th,n. For higher air numbers the profiles of the cooled and uncooled

configurations fit very well in magnitude at a constant thermal power converging to a similar
lower threshold of approximately 0.5 %/dPixel. However, at low air numbers the uncooled
design distinctly exhibits higher magnitudes of the Relative Horizontal Inhomogeneity. The
difference of both designs decreases with rising thermal power as well as rising air number.
This means that the difference in dI

Flame
/dx decreases with increasing axial jet velocity

u
nozzle

. As shown in figure 2 the cooling air penetrates the combustion chamber through
small exit holes located between the air nozzles. Since the split between cooling air and
process air is almost constant over the whole operating range, the cooling jet velocity scales
with the axial jet velocity u

nozzle
and air number, respectively. Figure 18 indicates that for
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lower jet velocities the penetrating cooling air serves to broaden the discreet reaction regions
horizontally and therefore to homogenise their distribution. However, the homogenising of
the flame regions for the cooled combustor configuration seems to have no effect on exhaust
gas emissions at low air numbers as shown in figure 10 and 11.

4. Conclusion

A FLOX©-based micro gas turbine combustor was introduced. The presented experimental
study compared an impingement cooled combustor configuration to an uncooled design
for natural gas. The influence of selected operating conditions on shape, location and
homogeneity of the reaction zones was analysed under atmospheric conditions using
time-averaged OH*-chemiluminescence images. Furthermore, the dependencies of jet
velocity and combustor front plate cooling on LBO limits were discussed. Exhaust gas
emissions were presented and a definition of a modified nozzle air number was derived
from comparing the CO profiles of the cooled and uncooled design. With the help of this
parameter the differences of both designs were analysed.
Regarding the parameters derived from OH*-chemiluminescence images a distinct increase
of Dispersion of OH*-signal was observed for rising air numbers leading to a volumetric
reaction region at LBO-near conditions. Simultaneously, the detachedness and the horizontal
inhomogeneity of the reaction regions reduced substantially. The influence of the cooling
air was observed to generate a shift of all emission and flame profiles to lower nozzle air
numbers. However, it was discussed that only a part of the cooling air interacts with the
reaction region whereas the rest of the cooling air passes the combustion chamber without
participating in the combustion process. Moreover, it was shown that with the cooled
combustor design higher overall air numbers can be realised at low thermal powers which is
advantageous if the amount of combustion air is to be maximised.
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Chapter 8

Engine Condition Monitoring and Diagnostics

Anastassios G. Stamatis

Additional information is available at the end of the chapter
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1. Introduction

Any engine exhibits the effects of wear and tear over time. Several mechanisms cause the deg‐
radation and potential failures of gas turbines such as dirt build-up, fouling, erosion, oxida‐
tion,  corrosion,  foreign  object  damage,  worn  bearings,  worn  seals,  excessive  blade  tip
clearances, burned or warped turbine vanes or blades, partially or wholly missing blades or
vanes, plugged fuel nozzles, cracked and warped combustors, or a cracked rotor disc or blade.

Fouling is caused by liquid or solid particles accumulated to airfoils and annulus surfaces.
Deposits consist of varying amounts of moisture, oil, soot, water-soluble constituents, in‐
soluble dirt, and corrosion products of the compressor blades material whish are held to‐
gether by moisture and oil. The result is a build-up of material that causes increased surface
roughness and to some degree changes the shape of the airfoil. Hot corrosion is the loss or
deterioration of material from flow path components caused by chemical reactions between
the component and certain contaminants, such as salts (for example sodium and potassium),
mineral acids or reactive gases (such as hydrogen sulfide or sulfur oxides). Corrosion is
caused by noxious fumes or ash-forming substances present in the fuel such as aluminum,
calcium, iron, nickel, potassium, sodium, silicon, magnesium. Corrosion increases surface
roughness and causes pitting. Erosion is the abrasive removal of material from the flow path
by hard or incompressible particles impinging on flow surfaces. Damage may also be caused
by foreign objects striking the flow path components (Figure. 1a). Foreign Object Damage
(FOD) is defined as material (nuts, bolts, ice, birds, etc.) ingested into the engine from out‐
side the engine envelope. Domestic Object Damage (DOD) is defined as objects from any
other part of the engine itself.

Different causes and mechanisms of performance deterioration of jet engines are reviewed
in [1]. Degradation in both land and aero gas turbines is also reviewed by Kurz and Brun

© 2013 Stamatis; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Stamatis; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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[2], who pointed out differences in mechanisms for the two types. Industrial gas turbine de‐
terioration has been discussed by Diakunchak [3].

(a) (b) 

Figure 1. (a) FOD effects, (b) Turbine nozzles with deposits.

Three major effects determine the performance deterioration of the gas turbine compressor
due to fouling: Increased tip clearances, changes in airfoil geometry, and changes in airfoil
surface quality. In compressors, erosion increases tip clearance, shortens blade chords, in‐
creases pressure surface roughness, blunts the leading edge, and sharpens the trailing edge.
Turbine blade oxidation, corrosion and erosion are normally longtime processes with mate‐
rial losses occurring slowly over a period of time. However, damage resulting from impact
by a foreign object is usually sudden. Impact damage to the turbine blades and vanes will
result in parameter changes similar to severe erosion or corrosion. Corrosion, erosion, oxida‐
tion or impact damage increases the area size of the turbine nozzle. When crude oil is
burned in the GT the hot end is subjected to additional harmful deposits, including salt de‐
posits originating in the inlet or from fuel additives. As hot combustion products pass
through the first stage nozzle, they experience a drop in static temperature and some ashes
may be deposited on the nozzle blades decreasing the nozzle area (Figure 1b). The combus‐
tion system is not likely to be the direct cause for performance deterioration. The combus‐
tion efficiency will usually not decrease, except for severe cases of combustor distress.
However, plugged nozzles and/or combustor and transition piece failures will always result
in distorted exhaust gas temperature patterns. This is a result of the swirl effect through the
turbine from the combustor to the exhaust gas temperature-measuring plane. Distortion in
the temperature pattern or temperature profile not only affects combustor performance but
can have a far reaching impact as local temperature peaks can damage the turbine section.

All the above causes and effects may be considered as faults. Generally speaking, fault is a
condition of a machine linked to a change of the form of its parts and of its way of operation,
from what the machine was originally designed for and was achieved during its initial oper‐
ation. In this respect a fault manifests itself by a change of geometrical characteristics or/and
integrity of the material of parts of an engine. Change in geometry is inevitably linked to
common experience faults, as for example when a part is broken, or deformed. Typical in‐
tegrity fault is the occurrence of cracks inside the material, which are not associated to any
geometrical change but can nevertheless result into catastrophic consequences. Some of the
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faults will become evident as vibration increases or by a change in lubrication oil tempera‐
ture. However, some serious faults can be detected only through gas path analysis. The gas
path, in its simplest form, consists of the compressors, combustor, and turbines.

Diagnosis of a mechanical condition is the ability to infer about the condition of parts of the
engine, without dismantling the engine or getting direct access to these parts, but only from
observations of information coming to the engine exterior. The field of engineering science
covering the techniques for achieving a diagnosis is called diagnostics. The aim of diagnos‐
tics is to detect the presence and identify the kind of faults appearing in a engine. Diagnos‐
tics does not require that the engine is either stopped or disassembled. Information is
gathered while the engine is in operation. This is vital for engines in the process industry or
energy production, as they must run without interruption for long time intervals. Detection
of an incipient failure in a jet engine leads to taking action necessary to prevent a catastroph‐
ic failure which might follow.

In order to establish the possibility of diagnosing engine condition a correspondence of this
condition to the values of the measured quantities should be known. In general terms, this
correspondence is intrinsically established through the physical laws governing the opera‐
tion of the machine. The behavior of any relevant physical quantity is linked through these
laws to the detailed geometry of the machine and the kind of phenomena taking place in it.
If we consider a machine using a fluid as a working medium, the variation of the flow quan‐
tities at one particular location in the machine is determined, via the laws of fluid mechan‐
ics, from the geometry of the solid boundaries and the physical properties of the fluid. A
change in geometry will then reflect on the values of the flow quantities and could be calcu‐
lated by application of the relevant physical laws. If suitable quantities are measured, they
reflect changes in geometry or material and can therefore be used to indicate the presence of
a fault. It is obvious that according to the change occurring in an operating machine, differ‐
ent quantities will be influenced. For example, the operation of rotating components is al‐
ways linked to the exertion of periodic forces, with a frequency which is usually a multiple
of the frequency of rotation. In this respect, the quantities characterizing a vibration are suit‐
able for diagnostic purposes. On the other hand, severe corrosion, as it changes turbine air‐
foil geometry, is detectable through gas path analysis.

Many techniques for inferring engine status or change in engine condition have been proposed
and/or applied to various engine configurations with varying success. Some of them (e.g. Vi‐
bration monitoring, Trending Analysis) are parts of computer-controlled data-acquisition sys‐
tems that permit the on-line acquisition and reduction of a very large amount of performance
information. While fault detection or general deterioration could be based on immediate obser‐
vation of reduced measurable quantities,  such observation is  not,  generally,  adequate.  It
should also be noted that a change in any measured parameter does not necessarily indicate a
particular independent parameter fault. For example, a change in compressor discharge pres‐
sure (CDP) does not necessarily indicate a dirty compressor. The change could also be due to a
combined compressor and turbine fault or to a turbine fault alone. In order to have access to the
variables, which possess diagnostic information (such as component efficiencies) modeling of
an engine is essential. Thermodynamic (Gas Path) analysis methods employ engine models to
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[2], who pointed out differences in mechanisms for the two types. Industrial gas turbine de‐
terioration has been discussed by Diakunchak [3].

(a) (b) 

Figure 1. (a) FOD effects, (b) Turbine nozzles with deposits.
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process measurement data, in order to diagnose changes in component performance which
may be linked to degradation, aging, or incipient failure.

2. Gas path analysis

An engine may be viewed as a system, whose operating point is defined by means of a set of
variables, denoted as u. The operation of each component follows predictable thermody‐
namic laws. Therefore, each component will behave in a predictable manner when operating
under a given set of conditions. The health condition of its components is assumed to be
represented through the values of a set of appropriate ‘‘health’’ parameters such as efficien‐
cies and flow capacities, contained in a vector f. The system is observed through measured
variables, such as speeds, pressures, temperatures, contained in a vector y. When the engine
operates at a certain operating point measured quantities are produced for given values of
health parameters. The operating engine establishes a relationship between these parame‐
ters, which can be expressed though a functional relation:

=y F(u,f) (1)

A computer model materializing this relation can reproduce the values of any thermody‐
namic quantity measured along the engine gas path. It is interesting to note that by assign‐
ing appropriate values to the components of vector f, the effect of engine component faults
or deterioration on measured quantities can be reproduced.

The problem of diagnostics (Figure 2) is to seek a solution to the inverse problem, namely to
determine the values of the estimated health parameters f̂  from a given set of measure‐
ments using a diagnostic method (DM). Particular faults can then be detected if deviations
of health parameters from the reference state are observed.

Figure 2. Gas Path Analysis diagnostics formulation.
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Many variants of Gas Path Analysis based diagnosis with different features and complexity
have been developed and reported in the open literature. Extensive reviews of existing
methods provided by Li [4], and Marinai et al. [5].

Generally speaking any GPA method at least consists of the following elements:

• Measured data

• A data processing model relating measured data with health parameters

• A diagnostic decision making procedure.

The data used can be taken in steady state or transient operation. The model could be a
physical one representing the aerothermodynamic processes taking place in the engine com‐
ponents and the mechanical coupling between them or a black box mathematical model re‐
lating data with health parameters. The diagnostic decision making procedure may be a
conventional pattern recognition technique applied to health parameter space or an artificial
intelligence based expert system.

Accordingly the proposed methods are classified on the basis of the kind of the comprising
elements as: Steady state or Transient, Physical or Mathematical, Conventional or Artificial
intelligence method.

3. Physical models based GPA

3.1. Linear methods

In linear gas path analysis, the health parameters are represented as the unknown ‘‘deltas’’
of component performance parameters (typically efficiency and mass flow capacity). They
are related to known measurement ‘‘deltas’’ through relations produced by linearization of
the general nonlinear thermodynamic relations, assuming small deviations. [6].The classical
linear approach is formulated as follows: For a given operating point u the measurement
values depend only on the health condition of engine components. After linearization and
taking into account measurement uncertainty (by adding a noise vector v with zero mean
and known covariance R), the typical GPA equations take the form:

× +Δy = C Δf v (2)

where Δ is called delta and represents percentage deviation from a reference value(when the
engine is in intact condition) and C the well-known influence coefficient matrix. Estimation
of health parameters is obtained from the relations

1ˆ T -× × ×-1Δf = S C R Δy (3)
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1 1T- -= × ×S M + C R C (4)

where M represents known statistics for the deviation of health parameters.

Although the formulation for classical GPA has proven to be successful for practical purpos‐
es and existing commercial systems ([7, 8]) are based on it, identifiability problems exist due
to limited instrumentation. Sufficient engine health assessment requires at least the estima‐
tion of the parameters associated with the main engine components. Considering an existing
engine, a typical situation is characterized by the fact that the number of available sensors is
smaller than the number of parameters to be calculated. Accordingly, all the initially imple‐
mented methods were compelled to adopt various assumptions. Most of the methods use a
priori information about the statistics of the calculated parameters introducing thus bias in
the estimation. In that case, inversion of matrix S is only possible when it is dominated by
M. The main drawback is the effect discussed by Doel [9]. The algorithm tends to ‘‘smear’’
the fault over many components.

3.1.1. Multi operating point GPA

GPA Multi Operating Point Analysis (MOPA) methods have been developed trying to ex‐
ploit information provided by the existing sensors when different operating points are con‐
sidered. The origin for the multi operating point analysis (MOPA) methods was the Discrete
Operating point GPA, introduced in [10].The method, based on information given by exist‐
ing sensors when different operating points are considered, improved significantly the diag‐
nostic effectiveness. The implementation of the method was an extension of the classical
linear gas path analysis. MOPA methods though do not use a priori statistics for the param‐
eters rely on the questionable assumption of non-varying health parameters. Other research
groups applied the same principle for the nonlinear case, [11-13].

The linear implementation for the MOPA approach using NOP operating points is given by
Eqs. (5)-(9).

1,NOPk k k= × D =Δy C f (5)
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The so called information matrix P is crucial in the sense that its condition determines the
diagnostic effectiveness. The condition of the matrix is represented by its condition number.
Investigations concerning effects of both the number of operating points used and the ‘dis‐
tance’ of the operating points on information matrices have been reported ([14]-[15]). Addi‐
tional details on assessing identifiability in multipoint gas turbine estimation problems are
given in [15]. Although all the works implementing the multipoint approach agree that the
idea more or less improves the diagnostic effectiveness, there are also results (see [16]), indi‐
cating that the theoretically attainable multi-point improvements are difficult to realize in
practical engine applications.

In order to understand the reasons for potential problems concerning diagnosis using a mul‐
tipoint approach it is necessary to examine the underlying assumptions of the method. The
main assumption of the method is that the ‘deltas’ concerning the health parameters remain
constant with regard to change in operating conditions. This assumption is obviously true
for some parameters (for example the parameter expressing the effective turbine area or the
area of non-variable nozzle jet engine), but there are indications that for other parameters
this is a week assumption. Several works ([3], [17]), have provided evidence that when dete‐
rioration is present, the deviations of parameters such as flow compressor capacity and effi‐
ciency change with the operating point. In fact different working-point means different
aerodynamic conditions and, in this sense, efficiencies and flow capacities deltas can signifi‐
cantly vary with the operating condition. The resulting diagnosis risk is not only to impre‐
cisely calculate the engine new state after some deterioration but even more to indicate as
responsible for the fault the wrong component(s).

Recently a new variant of GPA method named Artificial Multi Operating Point Analysis
(AMOPA) has been proposed [18]. The new method uses existing sensor information pro‐
duced when artificial operating points are used close to an initial operating point by using
different parameters for each operating point definition. Therefore the assumption that the
‘deltas’ of the health parameters remain constant is reasonable. The method proved to be ca‐
pable of both isolating and identifying the fault in individual components.

3.2. Nonlinear methods

In nonlinear methods, the full thermodynamic equations are treated directly without simpli‐
fication. An example of such a method, the method of adaptive modeling introduced by Sta‐
matis et al. [19], uses component maps ‘‘modification factors’’ as health parameters and
solves for them through an optimization procedure applied to a function based on differen‐
ces of the predicted and measured values. Variants of the nonlinear GPA have been pro‐
posed (see [20-22]), the main differences being the objective function formulation as well as
the method used for the optimization. The more general objective function (OF) to be mini‐
mized was proposed in ref. [23]:
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where n and m the dimensionalities of f and y correspondingly. The first term express the
fact that the health parameters under estimation f must be such that the values of measured
quantities y are reproduced as accurately as possible. The second and third terms ensure
that the values of health parameters cannot be significant different from their reference, a
fact resulting from experience. It is the addition of these terms that allows the derivation of a
solution for f, even when a smaller number of measurements is available. All deltas are
weighted by the inverse of the standard deviation of the corresponding quantity. Weight
factors CA, CS are also included, for the possibility to change the relative importance of the
two groups of terms. The reference values fr of the health parameters can be chosen to repre‐
sent a 'best' guess of the values to be determined. From studies in estimation theory, it has
been found that it is useful to include in the objective function a term of sum of absolute
values, since this term may improve the numerical behavior of the estimation procedure by
increasing its robustness (see [24]).

The way of determining the vector f for minimization of this function can take advantage of
the physical characteristics of the problem to be solved. For example the fact that deviation
of component efficiencies should not be positive could be formulated as a constraint in the
optimization. In the case of slow deterioration tracking, the reference values can be chosen
to vary slowly with time while a filtering procedure can be applied, taking advantage of the
regular variation of component deviations, as described in [25]. For the case of individual
component faults the fault usually affects one or two neighboring components.

All these features should be taken into account when formulating the diagnostic algorithm.
The solution is obtained with the interaction of a non-linear engine performance model and
an optimisation algorithm, as shown in figure 3.

Figure 3. Schematic representation of nonlinear diagnostic procedure
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The methodology for diagnosing single component faults using the above procedure is
based on the following reasoning. Since measurement data are noisy, the estimations based
on a single data set differ from the actual values due to noise propagation. They can be im‐
proved when more than one measurement data sets are available. In such a case a solution is
obtained for each individual data set. A series of values for each health parameter fj becomes
thus available. The mean value and standard deviation of the percentage change from refer‐
ence Δfj are then calculated. A criterion then is proposed for isolating the parameters of the
components that are faulty, with the aid of a parameter, which we call diagnostic index. We
define as diagnostic index the ratio of the absolute mean value to the standard deviation for
each estimated health parameter.

j

j
j
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f
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s

D
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Health parameters exhibiting small deviations from reference state or parameters with large
standard deviations (large uncertainty on derived estimations) will have small values for di‐
agnostic index. On the other hand, health parameters with large mean value or small stand‐
ard deviation (small uncertainty on derived estimations) will present large values for
diagnostic index. It is thus expected that the health parameters, which deviate due to fault
occurrence will be those with the largest value of the diagnostic index. Thus we identify as
faulty the component containing the parameter with the largest diagnostic index. This stage
is called fault localization.

After the detection of a faulty component, a more accurate estimation of fault magnitude can
be performed. The optimization problem is solved again by keeping as unknowns only the
health parameters of the component found faulty. CA, CS are zeroed, to avoid biases im‐
posed by the corresponding terms. (Note that with much fewer unknowns a unique solution
can be derived by minimizing differences only from measurements namely the first term of
the objective function eq (10).) After performing a series of estimations with this formulation
from the available data sets, the average values of the obtained parameters are kept as the
estimations for the fault magnitude.

Nonlinear GPA methods have proved accurate and robust provided that appropriate meas‐
ured variables and estimated health parameters have been selected. This is not a trivial
problem as explained in the following.

3.3. Sensors and health parameters selection

When application of a GPA technique is envisaged on an engine, the existence of certain re‐
strictions is recognized. Considering an existing engine, there is always a given set of availa‐
ble measurements. Addition of instrumentation can be difficult or even impossible. It is
therefore important to have the possibility to adopt a convenient formulation of a method,
so that an optimal use of the existing measurements is achieved. On the other hand, when a
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Figure 3. Schematic representation of nonlinear diagnostic procedure
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The methodology for diagnosing single component faults using the above procedure is
based on the following reasoning. Since measurement data are noisy, the estimations based
on a single data set differ from the actual values due to noise propagation. They can be im‐
proved when more than one measurement data sets are available. In such a case a solution is
obtained for each individual data set. A series of values for each health parameter fj becomes
thus available. The mean value and standard deviation of the percentage change from refer‐
ence Δfj are then calculated. A criterion then is proposed for isolating the parameters of the
components that are faulty, with the aid of a parameter, which we call diagnostic index. We
define as diagnostic index the ratio of the absolute mean value to the standard deviation for
each estimated health parameter.
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Health parameters exhibiting small deviations from reference state or parameters with large
standard deviations (large uncertainty on derived estimations) will have small values for di‐
agnostic index. On the other hand, health parameters with large mean value or small stand‐
ard deviation (small uncertainty on derived estimations) will present large values for
diagnostic index. It is thus expected that the health parameters, which deviate due to fault
occurrence will be those with the largest value of the diagnostic index. Thus we identify as
faulty the component containing the parameter with the largest diagnostic index. This stage
is called fault localization.

After the detection of a faulty component, a more accurate estimation of fault magnitude can
be performed. The optimization problem is solved again by keeping as unknowns only the
health parameters of the component found faulty. CA, CS are zeroed, to avoid biases im‐
posed by the corresponding terms. (Note that with much fewer unknowns a unique solution
can be derived by minimizing differences only from measurements namely the first term of
the objective function eq (10).) After performing a series of estimations with this formulation
from the available data sets, the average values of the obtained parameters are kept as the
estimations for the fault magnitude.

Nonlinear GPA methods have proved accurate and robust provided that appropriate meas‐
ured variables and estimated health parameters have been selected. This is not a trivial
problem as explained in the following.

3.3. Sensors and health parameters selection

When application of a GPA technique is envisaged on an engine, the existence of certain re‐
strictions is recognized. Considering an existing engine, there is always a given set of availa‐
ble measurements. Addition of instrumentation can be difficult or even impossible. It is
therefore important to have the possibility to adopt a convenient formulation of a method,
so that an optimal use of the existing measurements is achieved. On the other hand, when a
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new engine is designed, or when an intervention to instrument an engine is performed, it is
desirable to define an optimum combination of sensors to be installed.

The problems that may be faced in such a situation can be summarized as follows: When a
given set of measured quantities is provided, what is the optimum set of health parameters?
The particular problem is to define the best possible parameters for a given measurement
possibility. This is a problem faced usually by the engine user, who has very few or no pos‐
sibilities of intervening and adding measurements on the engine. When the decision for in‐
strumenting an engine has to be taken, both the manufacturer and the user are faced with
the inverse problem: (a) The user wants to know the optimum set of measuring instruments
to be added in order to provide enough information for a required level of resolution. (b)
The manufacturer wants to decide which instruments will accompany the engine, in order
to ensure a good capability of in-service monitoring.

A systematic study for methods of choice of measurements and parameters in a way opti‐
mal as to diagnostic effectiveness was first presented by Stamatis et al. [26]. They introduced
criteria for optimal measurement or health parameter selection. We present here the pro‐
posed method for measurement selection. Let f(r) be the baseline diagnostic vector corre‐
sponding to a healthy engine (typically f(r)= I ), and f(j) the diagnostic vector resulting when
the jth element of / deviates from the baseline value (f(r)) by a percentage amount hj.

( ) ( ) ( )     1,...,j r j
jh j m× + × =f = f e (12)

hj is a small constant (0.001 <hj<0.01). Then, from Eq. (3) we have

( ) ( )( )r rY = F f (13)

( ) ( )( ) ( ) ( )( )j j r j
jh= + ×Y = F f F f e (14)

The sensitivity of each dependent parameter on each individual health index is evaluated as
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( )( )
1/2

2

1

1           1,...,
m j

k k
j

SY Y k n
m =

é ù
× D =ê ú

ê úë û
å= (16)

Progress in Gas Turbine Performance196

So, the problem of selecting the appropriate measurements is expressed mathematically as
follows: For a given set of health condition parameters, we must select as measured parame‐
ters these parameters giving on the norm of Eq. (16) the m greater values.

In later years more works have appeared, approaching the problem from different points of
view, [14, 27].

4. Artificial intelligence GPA methods

4.1. Neural networks

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired
by the way biological nervous systems, such as the brain, process information. The key ele‐
ment of this paradigm is the novel structure of the information processing system. It is com‐
posed of a large number of highly interconnected processing elements (neurons) working
together to solve specific problems. ANNs, like people, learn by example. Learning in bio‐
logical systems involves adjustments to the synaptic connections that exist between the neu‐
rons. This is true of ANNs as well. Two tasks which can be performed by neural nets, which
are relevant to the procedure of monitoring and diagnostics of a gas turbine, are: modeling
the performance of a gas turbine and detection and classification of faults.

A typical use of a model is to produce reference values for quantities which are monitored.
It can be also used for other purposes such as generation of influence coefficient matrices,
and sensitivity analyses. ANNs are known to be able to model non-linear systems and there‐
fore can be used for gas turbine performance modeling. A first advantage offered by model‐
ing engine performance through ANN is the much shorter computational time required,
once the net is trained and verified, in comparison to any full scale aerothermodynamic
model. The latter involves the solution of a set of non-linear equations, which is achieved
through iterative schemes, resulting in a number of arithmetic operations significantly larger
than those performed by an ANN. A further advantage is related to the possibility of adapt‐
ing to a particular engine, if data is available. A well-known fact is that for a model to be
accurately representing the operation of an engine, it has to be adapted to the particular en‐
gine (as discussed, for example, in [19]). A model using ANN provides inherently this possi‐
bility, through the way it is being set up. The existence of a learning phase, (called "training"
in the ANN terminology) allows the adaptation to a particular engine, if enough data is
available.

The second area of possible application, detection and identification of faults, comes from
one of the most powerful capabilities of ANN, namely the capability of identifying and clas‐
sifying patterns. Any method of fault detection and identification uses a set of changes in
the values of some parameters, to detect and identify a component malfunction. The task of
assigning such sets of changes to machine status is one very much suited to ANN. Neural
networks, with their remarkable ability to derive meaning from complicated or imprecise
data can be used to extract patterns and detect trends that are too complex to be noticed by
either humans or other computer techniques.
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ment of this paradigm is the novel structure of the information processing system. It is com‐
posed of a large number of highly interconnected processing elements (neurons) working
together to solve specific problems. ANNs, like people, learn by example. Learning in bio‐
logical systems involves adjustments to the synaptic connections that exist between the neu‐
rons. This is true of ANNs as well. Two tasks which can be performed by neural nets, which
are relevant to the procedure of monitoring and diagnostics of a gas turbine, are: modeling
the performance of a gas turbine and detection and classification of faults.

A typical use of a model is to produce reference values for quantities which are monitored.
It can be also used for other purposes such as generation of influence coefficient matrices,
and sensitivity analyses. ANNs are known to be able to model non-linear systems and there‐
fore can be used for gas turbine performance modeling. A first advantage offered by model‐
ing engine performance through ANN is the much shorter computational time required,
once the net is trained and verified, in comparison to any full scale aerothermodynamic
model. The latter involves the solution of a set of non-linear equations, which is achieved
through iterative schemes, resulting in a number of arithmetic operations significantly larger
than those performed by an ANN. A further advantage is related to the possibility of adapt‐
ing to a particular engine, if data is available. A well-known fact is that for a model to be
accurately representing the operation of an engine, it has to be adapted to the particular en‐
gine (as discussed, for example, in [19]). A model using ANN provides inherently this possi‐
bility, through the way it is being set up. The existence of a learning phase, (called "training"
in the ANN terminology) allows the adaptation to a particular engine, if enough data is
available.

The second area of possible application, detection and identification of faults, comes from
one of the most powerful capabilities of ANN, namely the capability of identifying and clas‐
sifying patterns. Any method of fault detection and identification uses a set of changes in
the values of some parameters, to detect and identify a component malfunction. The task of
assigning such sets of changes to machine status is one very much suited to ANN. Neural
networks, with their remarkable ability to derive meaning from complicated or imprecise
data can be used to extract patterns and detect trends that are too complex to be noticed by
either humans or other computer techniques.
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There are various neural network models. Among all different neural networks, the back-
propagation and the probabilistic neural nets are the architectures, which have mostly been
investigated for gas turbine diagnostics. The majority of the researchers refer to performance
diagnostics [28, 29], while fewer refer to sensor fault detection and isolation. Kanelopoulos
et al. [30] studied the performance of back-propagation (BP) neural nets for both sensor and
actual engine component faults for a single shaft industrial gas turbine. The BP neural net‐
works, however, have two main limitations: (1) difficulty of determining the network struc‐
ture and the number of nodes; (2) slow convergence of the training process.

Probabilistic Neural Networks (PNN), exhibit certain advantages that make them attractive,
a significant one being that their particular structure does not require a training procedure,
needed for other types of neural networks. The training information is produced during the
network set-up and is then embedded in its structure. PNN `training’ can thus be consid‐
ered to be much faster than for other types of network, such as back-propagation. Addition‐
ally, PNNs perform a probabilistic rather than a deterministic diagnosis, something closer to
physical reality.

4.1.1. Probabilistic Neural Networks (PNN)

The Probabilistic Neural Network (PNN) is a multi-layer feed forward network. The learn‐
ing procedure of this network is a supervised learning procedure. During the learning pro‐
cedure the PNN classifies the training patterns to classes (represented by the output nodes).
When an unknown pattern is presented to the PNN, the network estimates the probability
that this pattern belongs to each class. The procedure followed and the network itself is
briefly described in the following:

Let us suppose that, for training the PNN, we use the group of the m, n-dimensional, train‐
ing patterns:

{ }1 2, , .... ,  j 1, mj j j nja a a= = ¼x (17)

The graph of the resulting network is shown in figure 4. The PPN consists of three layers.
The n nodes of the first layer represent the n-dimensional input. The m nodes of the second
layer (hidden layer) represent the training patterns, while each one of the k nodes of the
third (output) layer represents a class to which a pattern can be classified into.

Every node of the input layer of the PPN is linked to every node of the hidden layer. Each
node of the hidden layer (representing a training pattern) is linked only to the node of the
output layer that represents the class where the training pattern ‘belongs’.

When a pattern x∈m is given as an input to the network, the output is the probability density
functions: P(Si | x), i=1,…,k.

If we assume that the probability density functions, P(x|Si), are Gaussian, we have:
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where, xj
(i)is the j-th pattern of the training set of patterns that ‘belong’ to class i, |Si|=ni is

the number of the training patterns that ‘belong’ to class i, σi is a smoothing parameter, P(Si)
is the ‘a priori’ probability of class Si, and P(x) a normalization factor representing the ‘a pri‐
ori’ probability of pattern x, which is constant assuming mutually exclusive classes, covering
all possible situations.
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Figure 4. The general structure of the Probabilistic Neural Network.
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For example if it is considered that the ‘a priori’ probability is equal for all classes,

1( ) ,  i 1, ,k iP S
k

= = ¼ (19)

During the training of the PNN, we provide the training patterns and the classes they be‐
long to. From this information the number of nodes of each layer, as well as the links of the
network with the related weights, are specified.

The weight of the link from node j1 of the input layer to node j2 of the hidden layer is:

(1)
1, 2 1 2j j j jw a= (20)

while, the weight of the link from node Xi of the hidden layer to node Sj of the hidden layer, is:
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where, σjis the smoothing parameter of class j, represented by node Sj of the output layer of
the network. During the testing of the network, the probability density functions for each
class are calculated, using equation (18).

Comparative and parametric investigations of the diagnostic ability of PNN on turbofan en‐
gines have been carried out in [31]. The work has also provided some general information
about PNN diagnostic ability. The use of probabilistic neural networks for sensor fault de‐
tection and estimation of the sensor bias has been demonstrated in [32]. The technique pro‐
posed was shown to provide a powerful sensor validation tool, for cases where a rather
limited number of measuring sensors is available, such as when data from an engine on-
board an aircraft are available.

4.2. Expert systems

In contrast to neural networks, which learn knowledge by training on observed data with
known inputs and outputs, Expert systems(ES) utilize domain expert knowledge in a com‐
puter program with an automated inference engine to perform reasoning for problem solv‐
ing. Three main reasoning methods for ES used in the area of engine diagnostics are rule-
based reasoning, case-based reasoning and model-based reasoning. In condition monitoring
practice, knowledge from domain specific experts is usually inexact and reasoning on
knowledge is often imprecise. Therefore, measures of the uncertainties in knowledge and
reasoning are required for ES to provide more robust problem solving. Commonly used un‐
certainty measures are probability, fuzzy member functions in fuzzy logic theory and belief
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functions in belief networks theory. An expert system dealing with uncertainty and proved
to be very efficient in fault diagnosis is described below.

4.2.1. Bayesian Belief Network (BBN)

BBN is a probabilistic expert system, graphically represented by a set of ‘nodes’ and a set of
‘links’ connecting them. The topological features of a BBN that must be fully specified in or‐
der the network to be complete are the following: Nodes express the parameters of the rep‐
resented domain. In figure 5 an example of a belief network referred to a gas turbine is
presented. This network has four nodes expressing the parameters of the engine taken into
account. These are: the ‘efficiency factor of the high pressure compressor’ (n(HPC)), the ‘effi‐
ciency factor of the high pressure turbine’ (n(HPT)), the ‘pressure ratio’ (πc) and the ‘turbine
inlet temperature’ (TIT).

Node: n(HPC) Node: n(HPT)
States: Normal States: Normal

Not Normal Not Normal

Node: πc Node: TIT
States: Normal States: Normal

Not Normal Not Normal

Figure 5. An example of a belief network of a gas turbine.

Each node has two or more discrete states, expressing all the different states of the parame‐
ter they refer to. For instance, in the network of figure 5, node TIT has two states: ‘normal
temperature’ and ‘not normal temperature’. In each case, the set of states of a node must be
exhaustive and mutually exclusive. In other words, any possible condition of a parameter
expressed by a node in a BBN is represented by one and only one state of this node. Links
among the nodes express the ‘rules’ of interdependence that hold among them. For example,
the link from node n(HPC), on the network of figure 5, to node πc expresses the fact that the
condition (state) of node n(HPC) affects directly the condition of node πc. The absence of a
link between two nodes doesn’t mean that these two nodes are independent, but expresses
the fact that the condition (state) of the one doesn’t directly affect the condition of the other.

Each node has a Conditional Probability Table (CPT), expressing the probability each state
of the node to occur, when the state of each other node, ending up directly to it (called ‘pa‐
rent node’), is known. In case that, a node has no other nodes ending up directly to it (called
a ‘root node’), the CPT of this node express the ‘a priori’ probability each state of this node
to occur. In Table 1 an example of how the CPTs, of the nodes of the network of figure 5,
could be, is shown.
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Table 1. An example of the CPTs of the nodes of the network of figure 5.

Once a BBN is constructed, inference can be realized any time evidence is available. Infer‐
ence is the procedure where the probabilities of each state of each node of the network are
updated each time that evidence is available. ‘Evidence’ is the knowledge of the state of one
or more nodes of the network.

Bayesian Belief Networks have some features that make them very attractive in the field of
diagnosis of faults in gas turbines. The most important of these features are: BBN allow
probabilistic diagnosis; it is more realistic to make diagnosis expressing the belief (probabili‐
ty) of whether an event occurred or not, than expressing a deterministic answer. Mathemati‐
cal relationships among the variables of a network are not required in order to form a BBN.
Only the way that these variables affect each other is required. This is very helpful since
such mathematical relationships may be unknown. Modern approximate algorithms for in‐
ference with BBN are able, nowadays, to answer queries, once ‘evidence’ is provided, within
few seconds, even for complicated networks, performing with adequate accuracy. Each
node of a BBN can be an ’evidence’ as well as a ’query’. There is no restriction to the number
of ’query’ or ’evidence’ nodes. Therefore, there is no limitation on how many or which are
the ’evidence’ nodes in order to estimate the probabilities of all the other nodes of a net‐
work. It allows also the inclusion of information of different nature and from different sour‐
ces for diagnostics.

Such networks have been employed in the field of gas turbine diagnostics by few research‐
ers. Breese et al. [33], presented a method for detecting specific faults on large gas turbines
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that combines a thermodynamic model of the engine under examination and a BBN, con‐
structed by use of statistical data of the engine. Palmer [34], presented a statistically also
constructed BBN for fault detection of the CF6 family of engines.

The first attempt to propose a general procedure of building a BBN for diagnostic purposes,
has been presented by Romessis et al. [35]. The objective of the investigation was to reveal a
possible way of setting up such a network with aid of an engine performance model. The
way of building diagnostic BBNs, allowing implementation into any type of engine, and the
disengagement of the BBN from hard to find statistical data, were two elements that made
the work interesting and promising. The effectiveness of the proposed diagnostic method
was examined on benchmark fault case scenarios, in a typical modern turbofan engine of
civil aviation. The diagnosis was based on the observation of fewer measurements (7) than
the considered fault parameters (11). Inference with BBN showed that such a network is
very reliable, since in the 96% of the cases where a fault was detected, it was detected cor‐
rectly. Only a 4% of the cases were attributed to a wrong fault.

A more efficient method even in fault cases with smaller health parameters’ deviations was
proposed in [36]. The improvement was due to the way the BBN is constructed: probabilistic
relationships among variables are more accurately represented. The effectiveness of the pro‐
posed method has been demonstrated by its strong diagnostic ability with various fault sce‐
narios and cases at several operating conditions, including coverage of an operational
envelope of a typical flight.

5. Hybrid and fusion information techniques

Despite research in various methods for engine fault diagnostics, there is still no method
which can effectively address all issues. One way to approach the problem is to try and off‐
set the limitations of one technique with the strength of the other. Hybrid models have at‐
tempted to bridge this gap.

An integrated fault diagnostics model for identifying shifts in component performance and
sensor faults using Genetic Algorithm and Artificial Neural Network was presented in [37].
The diagnostics model operates in two distinct stages. The first stage uses response surfaces for
computing objective functions to increase the exploration potential of the search space while
easing the computational burden. The second stage uses concept of a hybrid diagnostics model
in which a nested neural network is used with genetic algorithm to form a hybrid diagnostics
model. The nested neural network functions as a pre-processor or filter to reduce the number of
fault classes to be explored by the genetic algorithm based diagnostics model. The hybrid mod‐
el improves the accuracy, reliability and consistency of the results obtained. In addition signifi‐
cant improvements in the total run time have also been observed. Ecstase [38], presents an
example of the use of fuzzy logic combined with influence coefficients applied to engine test-
cell data to diagnose gas-path related performance faults. The diagnostic process to identify
module level engine performance faults has been validated using eight examples from real-
world test-cell data. Many combinations of faults were examined in an attempt to explain the
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performance degradation observed in the engine under- going repair. This aspect of the proc‐
ess enabled the status of 17 faults to be determined, despite only five engine parameters being
used. The method correctly identified the faults for all except for one fault which had a very
small degradation effect on the engine performance.

A diagnostic method consisting of a combination of Kalman filters and Bayesian Belief Net‐
work (BBN) is presented in [39]. A soft-constrained Kalman filter uses a priori information
derived by a BBN at each time step, to derive estimations of the unknown health parame‐
ters. The resulting algorithm has improved identification capability in comparison to the
stand-alone Kalman filter. Besides the improvements in accuracy and stability, this kind of
method allows information or sensor fusion, which is a very important field of research for
future works. The key advantage of combining methods is that it replaces the problem of
comparing classification techniques to regression techniques by the problem of choosing
which information they can share. Romessis et al. [40] proposed a statistical processing of
the diagnostic conclusions provided by a least-square based gas path diagnostic method, in
order to improve diagnosis. In a similar attempt (see [41]) a combinatorial approach (statisti‐
cal evaluation of least squares estimations) combined with fuzzy logic rules to calculate fault
probabilities. The possibility of creating a mixed fault classification that incorporates both
model-based and data driven fault classes was investigated in [42]. Such a classification
combines a common diagnosis with a higher diagnostic accuracy for the data-driven classes.
The performed analysis has revealed no limitations for realizing a principle of the mixed
classification in real monitoring systems.

Information Fusion is the integration of data or information from multiple sources, to achieve
improved accuracy and more specific inferences than can be obtained from the use of a single
sensor alone. It is generally believed that an ensemble of methods improves diagnostic accura‐
cy when compared to individual methods. In [43] several fusion architectures and classifiers
were evaluated. Fusing classifiers that are performing very well had little positive effect. How‐
ever, it was shown that fusing marginal classifiers can increase the diagnostic performance
substantially, while reducing their variability. Enhanced fault localization using probabilistic
fusion with gas path analysis algorithms is referred in [44],while a fusion technique allowing
the merge of conclusions provided by diagnostic methods that act independently for the detec‐
tion of gas turbine faults is described in [45]. The proposed technique adopts the principles of
Dempster-Schafer theory for the fusion of two diagnostic methods namely a Bayesian Belief
Networks (BBN) and a Probabilistic Neural Networks (PNN). The technique has been applied
for the detection of thermodynamic as well as mechanical faults on gas turbines. In all cases, the
effectiveness of the proposed fusion technique demonstrated that the merge of diagnostic in‐
formation from different sources leads to better and safer diagnosis.

A fusion method that utilizes performance data and vibration measurements for gas turbine
component fault identification is presented in [46]. The proposed method operates during
the diagnostic processing of available data (process level) and adopts the principles of cer‐
tainty factors theory. Both performance and vibration measurements are analyzed separate‐
ly, in a first step, and their results are transformed into a common form of probabilities.
These forms are interwoven, in order to derive a set of possible faulty components prior to
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deriving a final diagnostic decision. Then, in the second step, a new diagnostic problem is
formulated and a final set of faulty health parameters are defined with higher confidence. In
the proposed method the non-linear gas path analysis is the core diagnostic method, while
information provided by vibration measurements trends is used to narrow the domain of
unknown health parameters and lead to a well-defined solution. Finally a comprehensive
presentation of different fusion possibilities offered is given in [47].

6. ECMD integrated systems

Although many diagnostic methods have been proposed and some of them have been tested
in real engines only few are known to be incorporated in ECMD integrated systems. An in‐
dustrial monitoring and diagnostic system must comply with several requirements. For
such a system to be effective it should:

• Be as automated as possible and integrated namely performing all actions from data col‐
lection to derivation of diagnostic decisions.

• Be "robust", namely not very susceptible to noise or faulty input information.

• Have an as wide as possible coverage of detectable faults. Additionally, it should allow
additions of other newly discovered faults, which have not been included in the initial
repertory of the system.

• Have prognostic capabilities concerning future maintenance and repair actions. This
helps in ensuring that long lead-time spares are available and that outages be minimized.

• Derive information with high confidence. In this respect, derivation of the same conclu‐
sion by different methods is a very useful feature.

• Employ as few instruments as possible. The instrumentation should be kept as simple as
possible and include the minimum number of instruments.

• Be modular and flexible with open circuit architecture in order to be adapted to operator's
needs.

• Be very user friendly, so that it can be used by non-specialized personnel, while its output
is clear enough to need very little or no interpretation.

In order to materialize a monitoring system, which possesses these features, the procedures,
which should be implemented, are as follows:

i. Measurement data acquisition.

ii. Data evaluation in order to discard unreliable readings and possibly detect sensor
faults.

iii. Data  processing  using  appropriate  techniques  in  order  to  derive  diagnostic  in‐
formation.
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iv. Diagnostic inference in order to decide what is the nature, the location and the se‐
verity of a malfunction present, if any.

v. Data management in order to keep historical data records for long term monitor‐
ing, without storing too much unnecessary information.

Such an integrated system and experience gained from its implementation on an operating
industrial gas turbine has been presented in [48]. The main functions of this system material‐
izing the procedures mentioned above are as follows:

Data Acquisition and Management: Data are acquired from a number of different measur‐
ing instruments, for slowly or fast varying quantities. The obtained measurements are being
on-line validated and then organized in a database. The system also gives the possibility to
play back measurements database in order to recreate real time operation. Additional fea‐
tures of the developed data acquisition feature are its flexibility and its capability to easily
meet the requirements of any particular implementation.

Performance Analysis: The acquired thermodynamic measurements are being on-line proc‐
essed using the adaptive modeling method [19]). Thus, at any given operating conditions,
the overall engine performances and individual components health indices are being evalu‐
ated. The method can also be used off-line for the analysis of previously recorded data.

EGT Monitoring: The hot section, being the most critical area of the engine, is receiving par‐
ticular attention, through exhaust gas temperature profile monitoring ([49]. This monitoring
provides indication of possible burner malfunctions or thermocouple faults. Off- line analy‐
sis of historic data stored in measurements database can also be performed.

Vibration Monitoring: The means of identifying mechanical faults are provided by this
function of the system. For data from vibration sensors, the following diagnostic features are
extracted and assessed: a) overall vibration level, b) power spectra (on-line frequency analy‐
sis), and c) spectral signatures [50]). Finally, as the other monitoring modules, it offers the
possibility of off-line line analysis of historic data stored in measurements database.

These functions are performed by the system continuously, while the engine is in operation.
Their implementation provides adequate diagnostic information about engine condition.
This information is being further assessed using a rule based inference engine that provides
an engine condition assessment. Thus, the user is being informed in real time about the en‐
gine's condition and performance. The main interface of the system implemented on a PC is
shown in figure 6a. It comprises an axial cut-out of the monitored engine and gives the most
critical information about the engine condition. The system offers the possibility to perform
a more detailed analysis by activating the previously described functions through the but‐
tons on the menu at the upper right hand corner.

An example of system effectiveness in diagnosing is the following. A twin-shaft industrial
gas turbine with 21 MW nominal output, used for electricity production in a power station,
is considered. The turbine suffered from the formation of deposits on gas generator and
power turbine blades, very soon after it was put on operation (see figure 1a). A remedy ac‐
tion taken by the manufacturer was a small re-staggering (opening) of power turbine sta‐
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tionary blades. An easy and reliable way of identification of the malfunction of the turbine is
provided by the method of adaptive modeling. The technique has been applied to test data
from this turbine and it gave a clear picture of the problem. Comparison of health parame‐
ters deviation obtained from data from the initial condition of the engine and after the pres‐
ence of the problem was detected is shown in figure 6b. It is clearly shown that the
swallowing capacity of both turbines has been significantly reduced, as factor f3 shows a re‐
duction of more than 1.5% and f5 more than 3%. The reduction in f1 (of ~ 0.8%) indicates
that the compressor has also suffered some deterioration.
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Figure 6. (a) Display of a user friendly monitoring software for an industrial gas turbine. (b) Health Indices Percentage
deviation, for a gas turbine, which has suffered severe turbine fouling, caused by fuel additives.

7. Conclusions

In this chapter, we have attempted to present basic principles of the engine condition moni‐
toring and diagnostics (ECMD) subject. It would be impossible to cover in few pages all the
aspects of ECMD. Thousands of papers have been published and a vast amount of knowl‐
edge has been accumulated. Even extensive reviews cannot mention all the proposed meth‐
ods. In this respect we presented selective methods representative of three main steps of an
ECMD approach, namely data acquisition, data processing and diagnostic decision-making,
with emphasis on the last two steps. Few recently developed hybrid, data and method fu‐
sion techniques have also been briefly discussed. The structure of an integrated ECMD sys‐
tem incorporating different diagnostic technics and already in operation is also presented.

The following conclusions are the outcome of over twenty five years of experience in the
area of ECMD.

• The main problems with respect to the industry adoption of advanced technics are the fol‐
lowing: a) lack of data due to no data collection and/or data storage at all; b) lack of effi‐
cient communication between method developers and maintenance practitioners; c) lack
of efficient validation approaches.
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• Both physics based and data-driven models show benefits and drawbacks. From the deci‐
sion making point of view both traditional and artificial intelligence techniques are used,
although it seems that hybrid approaches are more promising.

• The value of vibration monitoring and other sources data in refining gas-path monitoring
results has been recognized. The approach of combining different monitoring results, i.e.,
data fusion, is becoming an active area of research.

• Usage and life monitoring for fatigue critical or life-limited parts are increasingly impor‐
tant

• Collaboration of ECMD research groups is necessary in order to produce integrated plat‐
forms for enhancing an ECMD system since each research group has its own specialty
and focus in the area.

The following research directions are required for the next generation of ECMD systems:
Enhancement of ECMD systems to collect accurate information, especially fault event infor‐
mation. This information would be very useful for model building and model validation as
well. Advanced models and methods for utilization of the transient data diagnostic informa‐
tion as well as detailed higher order models for deterioration mechanisms and faults reliable
simulation should be developed. Accurate prognostic models development is also necessa‐
ry. Finally, there is a need for establishment of efficient validation approaches through
benchmark test cases to compare the merits and the drawbacks of different modeling and
algorithmic approaches.
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• Both physics based and data-driven models show benefits and drawbacks. From the deci‐
sion making point of view both traditional and artificial intelligence techniques are used,
although it seems that hybrid approaches are more promising.

• The value of vibration monitoring and other sources data in refining gas-path monitoring
results has been recognized. The approach of combining different monitoring results, i.e.,
data fusion, is becoming an active area of research.

• Usage and life monitoring for fatigue critical or life-limited parts are increasingly impor‐
tant

• Collaboration of ECMD research groups is necessary in order to produce integrated plat‐
forms for enhancing an ECMD system since each research group has its own specialty
and focus in the area.

The following research directions are required for the next generation of ECMD systems:
Enhancement of ECMD systems to collect accurate information, especially fault event infor‐
mation. This information would be very useful for model building and model validation as
well. Advanced models and methods for utilization of the transient data diagnostic informa‐
tion as well as detailed higher order models for deterioration mechanisms and faults reliable
simulation should be developed. Accurate prognostic models development is also necessa‐
ry. Finally, there is a need for establishment of efficient validation approaches through
benchmark test cases to compare the merits and the drawbacks of different modeling and
algorithmic approaches.
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1. Introduction

Reliability, safety and durability represent important properties of modern aircraft, which is
necessary for its effective in-service use.

The reason of the main hazard for aircraft are both random and determined negative influ‐
ences rendering the controlled object during its use. Faults, failures, disturbances, noises, in‐
fluences of environment and control errors represent the objectively existing stream of
random negative influences on the object.

Statistically, in the recent years the majority of aircraft incidents are connected with the hu‐
man factor and late fault detection in plane systems. In this regard, requirements to flight
safety which demand development of new methods and algorithms of control-and-condi‐
tion monitoring/ diagnostic for complex objects raise every year. The analysis of modern gas
turbine engines has shown that most faults appears in the engine itself and its FADEC
(40-75% for FADEC, Figure 1).

The percentage of faults for FADEC depends on the achieved values for no-failure operation
indicators of the engine and FADEC.

During the development of FADEC, it is necessary to adhere to the principles and methods
guaranteeing safety and reliability of aircraft in use to guarantee proper responses in all
range of negative influences.

Full information on its work is necessary for complete control of a condition of the engine:

1. Reliable detection of a fault cause providing decision-making on a technical condition
of gas turbines;
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2. Reliable diagnosis and localization of faults and negative influences are necessary for
definition of technical condition of gas turbines for the purpose of providing a reconfi‐
guration and functioning of its subsystems [1, 2].
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Figure 1. Faults percentage for engines and FADEC

The hardware for condition monitoring of measurement channels in many cases allows to de‐
tect only catastrophic (breakage or short circuit) faults, i.e. their stochastic properties on time of
the process observed in one object and on a set of objects are not distinguishable [3]. The crite‐
ria of warning messages on faults appearance are based mainly on determined logic opera‐
tions and distinguish between only two conditions: "operational" (fully operational) or "fault".
In this chapter, hierarchical fuzzy Markov models for quantitative estimation of system safety
of gas turbines taking into account the monitoring of cause-effect relations are considered.
Transition from two-valued to fuzzy logic for estimation of degradation indexes and the analy‐
sis of fault developments for the gas turbine and its FADEC is considered for this purpose.

2. Hierarchical model of faults development processes in gas turbines

Complex diagnostics of the power plant is proposed to be carried out on elements and units,
using the hierarchy analysis method [4, 5]. First, decomposition into independent subsys‐
tems of various hierarchy levels is carried out on structural features. Similarly, the power
plant and its systems are represented in the form of hierarchy of elements and blocks.

This approach enables cause-effect relationships to be identified on the hierarchy structure
of a system.

In Figure 2, the hierarchical structure of states of the power-plant is shown. The power plant
is represented in the form of a hierarchical structure as the complex system consisting of
subsystems and elements (units) with built-in test/monitoring functions, according to the
distributed architecture. For this purpose, the power plant decomposition might be per‐
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formed into independent subsystems with various levels of hierarchy on structural and
functional features in the following way:

• Control and monitoring system (FADEC);

• Hydro mechanical system (actuators);

• Fuel system;

• Start-up system;

• Lubricant oil system;

• Drainage system, etc.

The hierarchy analysis allows to utilize the state model on the basis of faults development
which enables the system state to be estimated at each level of the hierarchy.

The mathematical model of states is represented as

S =  <G, F , L , R > ,

where S is state vector,

G is hierarchy of system faults,

F is quantitative estimate of faults,

L is set of fault influence indexes,

R is mutual influence system of faults.

The depth of hierarchy G is referred to as h, and h = 0 for the root element of G.

For G the following conditions are satisfied:

1. There is splitting of G into subsets of hk, k = 1 … n.

2. From x∈ L k  follows that x −⊂h k +1, k =1, …, n −1.

3. From x∈ L k  follows that x +⊂h k−1, k =2, …, n.

For every x∈G there is a weight function such as:

ωx : x −→ 0, 1 ; where ∑
y∈x −

ωx(y)=1.

The sets of hi are the hierarchy levels, and function ωx is a function of fault priority of one level
concerning the state of the power-plant x. Notice that if x −⊄h k +1 (for some level of hw), then ωx

can be defined for all hk, if it equals to zero for all faults in hk+1 which do not belong to x −.

The hierarchical FADEC model integrates:

• functional structure (block diagram);

• physical structure;
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The hardware for condition monitoring of measurement channels in many cases allows to de‐
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tems of various hierarchy levels is carried out on structural features. Similarly, the power
plant and its systems are represented in the form of hierarchy of elements and blocks.

This approach enables cause-effect relationships to be identified on the hierarchy structure
of a system.

In Figure 2, the hierarchical structure of states of the power-plant is shown. The power plant
is represented in the form of a hierarchical structure as the complex system consisting of
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Table 1. Fragment of hierarchical classification of faults for FADEC

• tree states (state structure) of elements and units;

• tree of failures influence indexes.

On the hierarchical model, the system of faults interference R with logical operations of a
disjunction and a conjunction is applied. Such a system of faults interference allows to ana‐
lyze the state of all power-plant, both from the bottom up to the top, and from the top down
to the bottom and to carry out deeper analysis on various levels of decomposition of the
control system using an intermediate state: degradation.

The degradation is understood as "package/complex of degradationary changes of the sys‐
tem" and the degradationary change is "a separately considered irreversible change of a struc‐
ture of the system, worsening its properties, changing the parameters and characteristics".

Define the main faults of FADEC, the priorities of their elimination and the state they belong
to. In Table 1, an exemplary of a fragment of the hierarchical classification of faults for sen‐
sors and actuators of FADEC is presented.
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lyze the state of all power-plant, both from the bottom up to the top, and from the top down
to the bottom and to carry out deeper analysis on various levels of decomposition of the
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The degradation is understood as "package/complex of degradationary changes of the sys‐
tem" and the degradationary change is "a separately considered irreversible change of a struc‐
ture of the system, worsening its properties, changing the parameters and characteristics".
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Fault levels 1 through 6 demand immediate handlings and correspond to the "catastrophic"
and "critical" states by FAA classification (Federal Aviation Administration, U.S. Depart‐
ment of Transportation), given in [6]. The emerging of such states requires immediate land‐
ing of the aircraft. Fault levels 7 through 9 are classified as a "marginal" state and demand
operative handling after landing. In this case, it is possible to continue the flight, but post‐
flight repair on the ground is required. Faults at the 10th level demand their handling in
long-term prospect.

The degradation process for FADEC starts at the 10th level of hierarchy. From the 4th level
of hierarchy, the system starts to approach the system crash that can be regarded as «a criti‐
cal situation».

Note that development of such faults in certain cases can be detected in advance by estimat‐
ing the states of elements not only at the level of "0-1" (fully operational, operational/work‐
ing, fault), but also by considering their gradual degradation.

The state of an element or a system is proposed to be represented in the form of three pa‐
rameters { operational, degradation, fault }, see Tab. 2.

In the operational state S = 0, while during fault S = 1. The degradation degree range from
"0" to "1". Thus, the extreme values "0" and "1" are defined according to the determined log‐
ic, which is realized in the conventional FADEC (according to the design specifications for
the system). The introduction of this intermediate state of "degradation" expands the infor‐
mativity of the conventional condition monitoring algorithms.

Operational Degradation Fault

S = 0 0 < S < 1 S = 1

Table 2. Fuzzy representation of state

Based on the faults analysis and the hierarchy of states of the system at each level, the degree
of degradation of each item or sub-unit is determined (Figure 3). Fault states are classified via
degradation degree as "Negligible", "Marginal", "Critical" and "Catastrophic" [6]. The estima‐
tion of the degradation degree is defined on the membership function S which takes values in
the range ofS ∈ 0, 1 .If the degradation degree is closer to "1", the distance to a critical situa‐
tion will be closer. If the analysis of a system showed that the state vector is { 0,1 0,6 0,3 }, it is
possible to ensure that there is a "distance" before complete fault (a critical situation). As soon
as the system state will worsen with the appearance of new faults and will give the following
state vector { 0 0,3 0,7 }, then there will be a distance of 0,3 to a system crash. Thus the most in‐
formative indicator will be a tendency of faults appearance (trend), not the existence of degra‐
dation itself. Visual trend analysis provides an estimate of time before the critical situations
develop and, thus, for early planning of the crew actions [7, 8].
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Figure 3. Estimation of "degradation" state

Consider an example of correspondence of degradation degree and the operational state. At
the degradation degree of 0,25, the system is capable to carry out 75% of demanded func‐
tions (50% at 0,5 degradation, 25% at 0,75 and 0% at 1, which is the unavailable state). Such
scale allows to define a “threshold” state, below which further operation is not allowed for
safety reasons. Using the degradation degree, it is also possible to estimate the distance to a
critical situation and the speed of approximation to it (Figure 4).
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formative indicator will be a tendency of faults appearance (trend), not the existence of degra‐
dation itself. Visual trend analysis provides an estimate of time before the critical situations
develop and, thus, for early planning of the crew actions [7, 8].

Progress in Gas Turbine Performance218

Catastrophic

Critical

Marginal

Negligible

1
…

0,5
…

0

D
eg

ra
da

ti
on

 d
eg

re
e

Fault states classification

Figure 3. Estimation of "degradation" state

Consider an example of correspondence of degradation degree and the operational state. At
the degradation degree of 0,25, the system is capable to carry out 75% of demanded func‐
tions (50% at 0,5 degradation, 25% at 0,75 and 0% at 1, which is the unavailable state). Such
scale allows to define a “threshold” state, below which further operation is not allowed for
safety reasons. Using the degradation degree, it is also possible to estimate the distance to a
critical situation and the speed of approximation to it (Figure 4).

t

Sh(x)

Catastrophic

St
at

es

, time

Critical

Marginal

Negligible

Figure 4. Trend of state dynamics during flight

System Safety of Gas Turbines: Hierarchical Fuzzy Markov Modelling
http://dx.doi.org/10.5772/54443

219



Thus, the hierarchical model of fault developments allows to decompose the power-plant on
hierarchy levels for obtaining quantitative estimates of the degradation state and gradual
faults. The hierarchy analysis allows to utilize the state model and to estimate the system
state at each level of hierarchy. The state is represented in the form of a vector with parame‐
ters { operational, degradation, fault }. Depending on the degradation degree it is possible to
make an estimation of operability of object and system safety.

3. Fuzzy technique of determination of state parameters of gas turbine
and its systems

The built-in monitoring system (BMS) is a subsystem of monitoring, diagnosis and classifi‐
cation of faults of the gas turbine and its systems. The fault existence corresponds to a logic
state of "1", the absence does to a logic state of "0". Such state classification doesn't allow to
establish a "prefault" state, to trace faults’ development, and to define degradation of the
system and its elements. For more detailed analysis, the estimation of the intermediate state
of degradation is proposed. For this purpose, the use of fuzzy logic is considered. Signals
from sensors, and also logic state parameters from BMS will transform to linguistic variables
during fuzzification to a determined value arrives to the input of the fuzzifier. Let x is the
state parameter of an element (for example, the sensor). It is necessary to define fuzzy spaces
of input and output variables, and also terms for FADEC sensors. All signals from sensors
and actuators will transform into linguistic variables by fuzzification.

Consider an example of fuzzy representation of a state of the two-channel sensor of rotation‐
al speed of a high pressure turbocompressor rotor. For monitoring of operational condition
of communication lines of the FADEC sensor, a linguistic variable is introduced in the fol‐
lowing way:

Ω =  < xn, B =(xn), U , G, M > ,

where Ωn is the sensor state,

xn is the number of events when n is beyond the allowed limit band;

B is { operational, fault };

U is [0,4]

G is the syntactic rule generating terms of set B,

M is the semantic rule, which to each linguistic value x associate with its sense of
M(xn), and M(xn) designates a fuzzy subset of the carrier U.

Say that the sensor is considered failed after the fourth appearance of the shaft speed meas‐
urement beyond the allowed boundary, therefore the membership function is formed as
shown in Figure 5.

At a single appearance out of limit (xn = 1), membership function B1 takes the value 0,7, and
B2 = 0,3. The degradation degree takes the value of membership function B2. If the repeated
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breaking the limit doesn't prove to be true during the set period of time, the monitoring al‐
gorithm cancels the measurement: B1 = 1, B2 = 0.
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Figure 5. Membership functions of "sensor state"

In Figure 5 two membership functions are shown: state B1 corresponds to the function μB1

(xn), B2 is described by the function μB2 (xn).

The way of creating fuzzy rules is presented in Figure 6. This rule base is represented by the
table, which is filled in with fuzzy rules as follows [9]:

R (1) : IF (xn = A1 AND xn = B1) THEN y = T1
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The values μT1, μT2, μT3 are set in the cell at the row “Operational" (A1) and the column
"Fault" (B2).

Consider a fragment of the rule base for estimates of the sensor state of the low pressure
shaft speed. Formulate the first rule: if the 1st coil (n11) of the sensor is operational (A1) and
the 2nd coil (n12) of the sensor is operational (A1), then the sensor is in the operational condi‐
tion with the following membership functions:

μoperational(n1)=1; μdegradation(n1)=0; μfault(n1)=0 .

Write down this rule as follows:

R (1) : IF (n11 = A1 AND n12 = A1) THEN y =T1 ⇒

μT 1
(n1)=1; μT 2

(n1)=0; μT 3
(n1)=0 .

Other rules are created in the similar way.

Given a greater number of possible conditions (for example, greater number of the duplicat‐
ed coils of the sensor), one can develop a discrete-ordered scale of state parameters (Figure 7).

For further analysis of the system, enter the faults influence indexes at each level of hierar‐
chy, using a method of pairwise comparison as it is carried out in the hierarchy analysis
method.

Quantitative judgements on the importance of faults are performed for each pair of faults
(Fi, Fj) and these are represented by matrix A of the n×n size.

A=(aij),  (i, j =  1, 2, 3).

where aij is the relative importance of fault Fi in regard to Fj. The value Aij defines the impor‐
tance (respective values) Fi of faults in comparison with Fj.

Elements aij are defined by the following rules:

1. If aij =α, aji = 1/α, α≠ 0.

2. If fault Fi has identical relative importance with Fj, then aij =1, aji=1, in particular aii=1 for
all i.

Thus, a back-symmetric matrix A is obtained:
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1 2

1
1 / 1
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n n

a a
a a
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After the representation of quantitative judgements about the fault pairs (Fi, Fj) in a numeri‐
cal expression with the numbers aij, the problem is reduced to that n possible faults F1, F2, …,
Fn will receive a corresponding set of numerical weights ω1, ω2, …, ωn, which would reflect
the fixed judgements about the condition of the gas turbine subsystem.
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small changes in aij the greatest eigenvalue λmax is close to n, and the other eigenvalue are
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Based on the matrix of pair comparison values of faults A, the vector of priorities for fault
classification is obtained, along with vector ω satisfying the criterion:

Aω =λmaxω,

where ω is the eigenvector of matrix A and λmax is the maximum eigenvalue, which is close
to the matrix order n.

As it is desirable to have the normalized solution, let’s slightly change ω, considering

α =∑
i=1

n
ωi and replacing ω with (1/α) ω. This provides uniqueness, and also that∑

i=1

n
ωi =1.
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After the representation of quantitative judgements about the fault pairs (Fi, Fj) in a numeri‐
cal expression with the numbers aij, the problem is reduced to that n possible faults F1, F2, …,
Fn will receive a corresponding set of numerical weights ω1, ω2, …, ωn, which would reflect
the fixed judgements about the condition of the gas turbine subsystem.
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⋮
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.

Note that small changes in aij cause small change in λmax, then the deviation of the latter from
n is a coordination measure. It allows estimating proximity of the obtained scale to the basic
scale of relations. Hence, the coordination index

(λmax −n) / (n −1)

is considered to be an indicator of "proximity to coordination". Generally, if this number is
not greater than 0.1 then it is possible to be satisfied with the judgements about the faults
importance.

At each level hi of the hierarchy for n elements of the gas turbine and its subsystems, the
state vector {operational, degradation, fault} is determined, taking into account the influence
coefficients of failures:

Sh i
(xn)=μh i

(xn)⋅ωi,

whereμh i
(xn) is the membership function value of the element xn (degradation degree). To

determine the element/unit state of the hierarchy at a higher level Sh i
(xn) for the input states

of low-level Sh i−1
(xn) one stage of defuzzification is performed.

The output value Sh i
(xn) is presented in the form of the determined vector of state with pa‐

rameters { operational, degradation, fault }.

The state estimation begins with the bottom level of hierarchy. The description of a state set
obtained by means of fuzzification and deffuzification with the use of the logic operations of
disjunction ∨  (summing), and conjunction ∧  (multiplication), which are designated as fol‐
lows:

logic operation "AND"

logic operation "OR"

In performing operation "AND" in the inference system of fuzzy logic, the terminal tops are
summed in order to determine the general state at one level of hierarchy that is presented as
follows:

XΣ = x1 ∨ x2 ∨ … ∨ xn

In performing operation "OR", the "worst" state vector is chosen, with the maximum param‐
eters of degradation μdegradation(x) or faults μfault(x). The selector of maximum chooses from the
fault influence indexes the one that has the maximum value.
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The use of the hierarchical representation allows a small amount of "short" fuzzy rules to
adequately describe multidimensional dependencies between inputs and outputs.

4. Fuzzy hierarchical Markov state models

A promising approach to constructing intelligent systems of control, diagnosis and monitor‐
ing could be the stochastic modelling on the basis of Markov chains combined with the for‐
malized hierarchy theory.

Within a fuzzy hierarchical model, consider fault development processes with the use of
Markov chains. Such dynamic models allow to investigate the change of elements’ states in
time. Fault development can include not only single faults and their combinations, but also
sequences (chains) of so-called "consecutive" faults [10, 11].

During FADEC analysis, classification, formalization and representation of processes of con‐
dition monitoring and fault diagnosis for the main subsystems of gas turbines (control, mon‐
itoring, fuel supply etc.) is carried out. These processes are represented in the form of
Markov chains which allow to analyze the state dynamics of the power-plant.

The transition probability matrix of a Markov chain for modeling faults and their conse‐
quences, has a universal structure for all levels of system decomposition (Figure 8):

• system as a whole (power plant);

• constructon units;

• elements.

Single faults Faults hierarchy

Elements

Units

Power-plant

Figure 8. Hierarchical structure of Markov model of fault

The hierarchical Markov model is built in the generalized state space where physical param‐
eters and binary fault flags are used for the estimation of a state vector of the element, unit

System Safety of Gas Turbines: Hierarchical Fuzzy Markov Modelling
http://dx.doi.org/10.5772/54443

225



A=

F1

F2

⋮
Fn

ω1 /ω1 ω1 /ω2 ⋯ ω1 /ωn

ω2 /ω1 ω2 /ω2 ⋯ ω2 /ωn

⋮ ⋮ ⋮ ⋮
ωn /ω1 ωn /ω2 ⋯ ωn /ωn

F1 F2 ⋯ Fn

ω1

ω2

⋮
ωn

=λmax

ω1

ω2

⋮
ωn

.

Note that small changes in aij cause small change in λmax, then the deviation of the latter from
n is a coordination measure. It allows estimating proximity of the obtained scale to the basic
scale of relations. Hence, the coordination index

(λmax −n) / (n −1)

is considered to be an indicator of "proximity to coordination". Generally, if this number is
not greater than 0.1 then it is possible to be satisfied with the judgements about the faults
importance.

At each level hi of the hierarchy for n elements of the gas turbine and its subsystems, the
state vector {operational, degradation, fault} is determined, taking into account the influence
coefficients of failures:

Sh i
(xn)=μh i

(xn)⋅ωi,

whereμh i
(xn) is the membership function value of the element xn (degradation degree). To

determine the element/unit state of the hierarchy at a higher level Sh i
(xn) for the input states

of low-level Sh i−1
(xn) one stage of defuzzification is performed.

The output value Sh i
(xn) is presented in the form of the determined vector of state with pa‐

rameters { operational, degradation, fault }.

The state estimation begins with the bottom level of hierarchy. The description of a state set
obtained by means of fuzzification and deffuzification with the use of the logic operations of
disjunction ∨  (summing), and conjunction ∧  (multiplication), which are designated as fol‐
lows:

logic operation "AND"

logic operation "OR"
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sequences (chains) of so-called "consecutive" faults [10, 11].
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itoring, fuel supply etc.) is carried out. These processes are represented in the form of
Markov chains which allow to analyze the state dynamics of the power-plant.
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and power-plant. The state vector includes three parameters { operational, degradation,
fault } which allow to track the fault development and degradation process of the system.
During FADEC diagnosis, the area of single faults is mostly considered. The proposed Mar‐
kov model enables to present the system with multiple faults and their sequences. The top
state level of a system reflects in the aggregated form the information on faults at the lower
state levels.

The elements’ state at the levels of the hierarchy depends on the previous values of state pa‐
rameters of the elements, values of membership functions and fault influence indexes.

For the estimation of transition probabilities between the states of a Markov chain, it is re‐
quired to calculate relative frequencies of events such as Si →Sj for a given interval of time. In
particular, at the top level, the number of events during one flight (Figure 9) can be of interest.

1 2 3

1. Operational 
state

2. Degradation

3. Fault leading to  
engine stop

P11

P21

P31

P12

P22

P32

P13

P23

P33

Engine restart in 
flight

Prob{ }ij i jP S S= 

Figure 9. Transition probability matrix of power-plant during one flight

The most important events during flight are the emergency turning off of the engine stop
(shutdown) and the possibility of its restart. For the probability estimation of such events, it
is required to use statistics on all park of the same type engines. For realization of such esti‐
mation methods, it is required that flights information was available on each plane and
power-plant. Such information should be gathered and stored in a uniform format and
should be available for processing. Modern information technologies open possibilities for
such research. To analyze fault development processes of one FADEC, it is possible to use
results of the automated tests at the hardware-in-the-loop test bed with modeling of various
faults and their combinations. In any case, to receive reliable statistical estimates one needs a
representative sample of rather large amount of data.

In the analysis of the Markov model, the relation of the transition probability matrix with
state of elements and subsystems at each level of hierarchy is considered. Therefore it is nec‐

Progress in Gas Turbine Performance226

essary to have the model of the system behavior in various states with various flight condi‐
tion to guarantee system safety, reliable localization and accommodation of faults.

As the basic mathematical model of the controlled plant, the description in the state space is
considered in the form of stochastic difference equations:

( 1) ( ) ( ) ( ),X t X t U t tx+ = + +A B F (1)

where X ∈ R s is the s-dimensioned state vector; U ∈ R s is the s-dimensioned control vector;
A, B and F are (n×n), (n×s) and (n×r) matrices accordingly; ξ∈ R s is the vector of independ‐
ent random variables. Thus, the dynamic object described by this finite-difference equation,
with input coordinate (control variable) U and output coordinate (state variable) X, in the
closed scheme of the automatic control system is the controlled Markov process [12, 13].

The level of quantisation allows the Markov process to be converted into the Markov chain.
Provided ξ(t) is a stationary process, the Markov chain will be homogeneous. Such chain is
described by the means of the stochastic transition probability matrix P with the dimensions
(m×m), where m is the number of the chain states. Each element of the matrix Pij represents
the probability of the system transition from the condition Хi into the condition Xj during
the time interval ΔT:

Pij =Prob{X (t)= Xi, X (t + 1)= Xj}, ∀n ∈ N ,

_____

1
; ; 1, 1, .

2 2

m

i i i ij
j

x xX x x P i m
=

é ùD D
Î - + = =ê ú
ë û

å (2)

Condition (2) means that the matrix P should be stochastic and define the full system of
events. The sum of elements in each row of the stochastic matrix should equal 1.

The size of the matrix P is defined by the prior information on the order of the object model
(1) and the number of the sampling intervals Δx and Δu. The transition probabilities are then
estimated as relative frequencies of the corresponding discrete events.

The statistical estimation of the transition probabilities for the controlled Markov chain is
performed as the calculation of the frequencies for the corresponding events during obser‐
vation and the subsequent calculation of the elements of matrix P using the formula:

1

ijk
ijk m

ijk
j

N
P

N
=

=

å (3)

where the numerator Nijk is the number of the following events:
{X (tn)= Xi, X (tn+1)= Xj, U (tn)=Uk }, and the denominator corresponds to the number of
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events such as{X (tn)= Xi, U (tn)=Uk }. Thus, for any combination of state Xi and control Uk, a
full system of events will consist of the set of the state transitions Xj.

The normalisation of Equation (3) makes matrix P stochastic. As a result, the set of probabili‐
ties in each row Pij describes the full system of events for which the sum of probabilities is
equal to unit:

∑
j=1

m
Pijk =1.

The estimation of a transition probability matrix of the Markov model consists of creation of
multidimensional histograms which represent an estimate of joint distribution [14, 15].

The use of the hierarchical Markov model allows to "compress" information which has been
recorded during one flight, and to present it in a more compact form. In this case, the possi‐
bility of analysis and forecast of dynamics of degradation degree (Figure 10) opens. It is pos‐
sible to analyze the state dynamics of elements and functions at each level of hierarchy in
time for decision-making support.

The use of the hierarchical Markov model allows to "compress" information which has been recorded during one flight, and to 
present it in a more compact form. In this case, the possibility of analysis and forecast of dynamics of degradation degree (Figure 
10) opens. It is possible to analyze the state dynamics of elements and functions at each level of hierarchy in time for decision-
making support. 
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Figure 10. Dynamics of state parameters during flight

The analysis of fault information and state change can be carried out over flight data for the
whole duration of maintenance and the whole "fleet" of engines and their systems (Figure
11). Such analysis will assist to increase efficiency for processes of experimental maintenance
development and monitoring system support.

Given statistics on all park of engines within several years, it is possible to build empirical
estimates of probabilities of the first and second type errors.

Thus, possibilities of application of hierarchical Markov models for the gas turbine and its
FADEC for compact representation of information on flight and for the assessment of "sensi‐
tivity" of the monitoring system according to actual data are considered. The levels of hier‐
archy differ with the ways of introducing redundancy and realization of system safety with
use of intellectual algorithms of control and diagnosis. Each higher level of hierarchy has
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greater "intelligence" and is designed independently in the assumption of ideal system sta‐
bility of the lower level.
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events such as{X (tn)= Xi, U (tn)=Uk }. Thus, for any combination of state Xi and control Uk, a
full system of events will consist of the set of the state transitions Xj.

The normalisation of Equation (3) makes matrix P stochastic. As a result, the set of probabili‐
ties in each row Pij describes the full system of events for which the sum of probabilities is
equal to unit:

∑
j=1

m
Pijk =1.

The estimation of a transition probability matrix of the Markov model consists of creation of
multidimensional histograms which represent an estimate of joint distribution [14, 15].

The use of the hierarchical Markov model allows to "compress" information which has been
recorded during one flight, and to present it in a more compact form. In this case, the possi‐
bility of analysis and forecast of dynamics of degradation degree (Figure 10) opens. It is pos‐
sible to analyze the state dynamics of elements and functions at each level of hierarchy in
time for decision-making support.
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The analysis of fault information and state change can be carried out over flight data for the
whole duration of maintenance and the whole "fleet" of engines and their systems (Figure
11). Such analysis will assist to increase efficiency for processes of experimental maintenance
development and monitoring system support.

Given statistics on all park of engines within several years, it is possible to build empirical
estimates of probabilities of the first and second type errors.

Thus, possibilities of application of hierarchical Markov models for the gas turbine and its
FADEC for compact representation of information on flight and for the assessment of "sensi‐
tivity" of the monitoring system according to actual data are considered. The levels of hier‐
archy differ with the ways of introducing redundancy and realization of system safety with
use of intellectual algorithms of control and diagnosis. Each higher level of hierarchy has
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greater "intelligence" and is designed independently in the assumption of ideal system sta‐
bility of the lower level.
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Consider an example. In Figure 12, the FADEC state estimation with faults is presented on
the basis of the degradation degree of the elements.
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Figure 12. Example of hierarchical estimation of state parameters

At the 10th level the BMS detected a fault of measurement in the form of break of the first
coil of parameter n11 (shaft speed sensor). On the basis of the fuzzy rule R(2), the parameters
of measurement state of n1 in the channel A are characterized by the following three values
μT 1

(n11)=0, 2

μT 2
(n11)=0, 7

μT 3
(n11)=0, 1

.

R (2) : IF (n11 = A2 AND n12 = A1) THEN y =T2 ⇒

μT 1
(n1)=0, 2; μT 2

(n1)=0, 7; μT 3
(n1)=0, 1 .

The measurement state in the channel B is defined as

μT 1
(n12)=1

μT 2
(n12)=0

μT 3
(n12)=0

, because no faults were de‐

tected. At the 9th level, the sensor state of the n is obtained using the multiplication of the
vector of state parameters and faults influence indexes:
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The state of an element of a higher level is calculated by multiplication of the current state to
fault influence indexes of the fault elements. The state of both measurement channels of

temperature T is "operational", therefore, the sensor T state equals

S (T )o =1
S (T )d =0
S (T )f =0

 The sensor of

fuel feed α is also good working.

At the 8th level the state of two sensors n and T after similar calculations becomes equal
{ 0,78; 0,19; 0,03 } that indicated the system degradation in the part of control of fuel con‐
sumption.

For the estimation of a state of the fuel consumption control function, the "OR" operation is
also used. The state of the actuator of fuel consumption control circuit is characterized by
the parameters { 0,66; 0,34; 0 }. The state of FADEC is characterized by the fault of fuel con‐
sumption control function or the state of the guide vanes control function. Using the opera‐
tion "OR", the state of FADEC is detected as { 0,66; 0,34; 0 }. In this example, the whole
system is considered to be operational, whereas partial degradation is observed, which is
not influencing the system operability.

Thus, the technique of state parameters determination for FADEC and its systems on the ba‐
sis of fuzzy logic and Markov chains is proposed. This technique can be used during flight
or in maintenance on the ground.

At the present time a necessary condition for realization of intellectual algorithms is the
complete development of the distributed intellectual control models focused on control opti‐
mization, forecasting and system safety [16, 17]. In Figure 13, the scheme of the distributed
FADEC is shown.

Thus, in each sensor or actuator, it is necessary to have physically built-in control system (or
function) to form and monitor the fault signals in the unit, communication lines, cooperating
sensors, indication devices and systems [18]. The use of the built-in monitoring control sys‐
tems working in real time allows to obtain a number of additional possibilities for improv‐
ing control quality and system operational characteristics as followings:

• emergency states detection of the control object and system;

• fault detection of elements of the control object;
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At the 10th level the BMS detected a fault of measurement in the form of break of the first
coil of parameter n11 (shaft speed sensor). On the basis of the fuzzy rule R(2), the parameters
of measurement state of n1 in the channel A are characterized by the following three values
μT 1

(n11)=0, 2

μT 2
(n11)=0, 7

μT 3
(n11)=0, 1

.

R (2) : IF (n11 = A2 AND n12 = A1) THEN y =T2 ⇒

μT 1
(n1)=0, 2; μT 2

(n1)=0, 7; μT 3
(n1)=0, 1 .

The measurement state in the channel B is defined as

μT 1
(n12)=1

μT 2
(n12)=0

μT 3
(n12)=0

, because no faults were de‐

tected. At the 9th level, the sensor state of the n is obtained using the multiplication of the
vector of state parameters and faults influence indexes:
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The state of an element of a higher level is calculated by multiplication of the current state to
fault influence indexes of the fault elements. The state of both measurement channels of

temperature T is "operational", therefore, the sensor T state equals

S (T )o =1
S (T )d =0
S (T )f =0

 The sensor of

fuel feed α is also good working.

At the 8th level the state of two sensors n and T after similar calculations becomes equal
{ 0,78; 0,19; 0,03 } that indicated the system degradation in the part of control of fuel con‐
sumption.

For the estimation of a state of the fuel consumption control function, the "OR" operation is
also used. The state of the actuator of fuel consumption control circuit is characterized by
the parameters { 0,66; 0,34; 0 }. The state of FADEC is characterized by the fault of fuel con‐
sumption control function or the state of the guide vanes control function. Using the opera‐
tion "OR", the state of FADEC is detected as { 0,66; 0,34; 0 }. In this example, the whole
system is considered to be operational, whereas partial degradation is observed, which is
not influencing the system operability.

Thus, the technique of state parameters determination for FADEC and its systems on the ba‐
sis of fuzzy logic and Markov chains is proposed. This technique can be used during flight
or in maintenance on the ground.

At the present time a necessary condition for realization of intellectual algorithms is the
complete development of the distributed intellectual control models focused on control opti‐
mization, forecasting and system safety [16, 17]. In Figure 13, the scheme of the distributed
FADEC is shown.

Thus, in each sensor or actuator, it is necessary to have physically built-in control system (or
function) to form and monitor the fault signals in the unit, communication lines, cooperating
sensors, indication devices and systems [18]. The use of the built-in monitoring control sys‐
tems working in real time allows to obtain a number of additional possibilities for improv‐
ing control quality and system operational characteristics as followings:

• emergency states detection of the control object and system;

• fault detection of elements of the control object;
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• state diagnosis and parametrical degradation of the object.

FADEC
Sensor

Actuator

Sensor

Sensor

Actuator
ControllerActuator

Sensor
Sensor

Functional unit

Tracking system 

Digital bus

Figure 13. Distributed architecture of FADEC

5. Conclusion

In this chapter, the hierarchical fuzzy Markov modeling of fault developments processes has
been proposed for the analysis of an airplane system safety. The hierarchical model integra‐
tes functional, physical structure of gas turbine and its FADEC elements and units, the tree
of states, a tree of fault influence indexes. This model allows to decompose the power-plant
for a quantitative estimates of degradation state and gradual faults. The analysis of hierar‐
chies allows to utilize the state model on the basis of fault development processes which es‐
timates the power-plant state at each level of hierarchy. Furthermore, the technique of
determination of state parameters of the gas turbine and its systems on the basis of fuzzy
logic is presented. The state of each element, unit and system is represented in the form of a
vector with parameters { operational, degradation, faults }. The use of the proposed indica‐
tor ”degradation degree” allows to obtain an objective quantitative estimate of the current
state which can be used as, the "distance" to a critical situation and the reserve of time for
decision-making in-flight. This indicator is defined on the basis of the discrete-ordered scale
and fault influence indexes that allows to determine about 30 % of gradual faults in gas tur‐
bine and its systems at the stage of fault development. The examples of fuzzy rules on the
basis of expert knowledge are given, whereas fuzzy logic is used for interpolation.
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The application of hierarchical Markov models for the analysis of experimental data is also
considered for control system development: as the compact representation of information of
a system state change during flight, the estimation of transition probabilities.

Nomenclature

FADEC – Full Authority Digital Engine Control.

BMS – built-in monitoring system.

ω – weighting coefficient of fault.

S – state (condition) of gas turbines.

μ – membership function.

P – probability.

X – state variable.

U – control variable.
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1. Introduction

Gas turbine engines work as a power generating facility and are used in aviation industry to
provide thrust by converting combustion products into kinetic energy [1-3]. Basic concerns
regarding the improvements in modern gas turbine engines are higher efficiency and per‐
formance. Increase in power and efficiency of gas turbine engines can be achieved through
increase in turbine inlet temperatures [1,4]. For this purpose, the materials used should have
perfect mechanical strength and corrosion resistance and thus be able to work under aggressive
environments and high temperatures [2]. The temperatures that turbine blades are exposed to
can be close to the melting point of the superalloys. For this reason, internal cooling by cooling
channels and insulation by thermal barrier coatings (TBCs) is used in order to lower the
temperature of turbine blades and prevent the failure of superalloy substrates [1-4]. By
utilizing TBCs in gas turbines, higher turbine inlet temperatures are allowed and as a result
an increase in turbine efficiency is obtained [5]. TBCs are employed in a variety of areas such
as power plants, advanced turbo engine combustion chambers, turbine blades, vanes and are
often used under high thermal loads [6-11]. Various thermal shock tests are conducted by
aerospace and land gas turbine manufacturers in order to develop TBCs and investigate the
quality control characteristics. Despite that fact, a standardized method is still lacking. The
reason lies behind the difficulty of finding a testing method that can simulate all the service
and loading conditions. Present testing systems developed by the engine manufacturers for
simulation of real thermal conditions in engines consist of; burner rig thermal shock testing
units, jet engine thermal shock testing units and furnace cycle tests [16-20]. In this study,
thermal cycle and thermal shock behavior of TBC systems under service conditions are
examined, and a collection of testing methods used in evaluation of performance and endur‐
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ance properties and recent studies regarding aforementioned concerns are presented as a
review Study consists of the following chapters; 1. Introduction, 2. Thermal Barrier Coatings
(TBCs), 2.1 An Overview of TBCs, 2.2 Structure and function of TBC systems, 2.2.1 Substrate
material, 2.2.2 Bond Coat, 2.2.3 Top Coat, 3. Thermal Shock and Cycling Behavior of Thermal
Barrier Coatings, 3.1 Thermal Shock Concept, 3.2 Thermal Cycle/Shock Tests for TBCs, 4.
Summary, 5. Acknowledgment, 6. References.

Including the introductory chapter, the study consists of four parts;

1.Chapter: The aim of the study is explained. An introduction is given as; general character‐
istics and application of thermal barrier coatings in gas turbine engines, and thermal cycle/
shock characteristics under service conditions.

2.Chapter: Thermal Barrier Coating (TBC) systems are presented and also production,
structure and characteristics are explained.

3.Chapter: Thermal shock and cycle behavior of TBC system applications in gas turbines is
given. Testing methods and criteria is presented. Evaluation of TBC systems after thermal
shock/cycle tests is given and microstructural evaluation is mentioned.

4.Chapter: The findings of given studies are summarized and results are presented.

2. Thermal barrier coating (TBC)

2.1. An overview of TBCs

A typical TBC system, which is used in gas turbine engines to thermally protect metallic
components from aggressive environmental effects, consists of a superalloy substrate material,
a metallic bond coat for oxidation resistance, a ceramic top coat (such as ZrO2 stabilised with
% 6-8 Y2O3 ) for thermal insulation and a thermally grown oxide layer (TGO) that forms at the
bond coat-top coat interface as a result of bond coat oxidation in service conditions [2,15,21].

2.2. Structure and function of TBC systems

The main function of TBCs is to provide thermal insulation against hot gasses in engines and
turbines and thus reduce the surface temperature of the underlying alloy components [21-22].
To do this, while the coated parts are cooled inside, the heat transfer through TBC to the
component should be kept low. With approximately 300 µm thick YSZ top coat, it is possible
to achieve a temperature drop up to 170 °C between the top coat surface and substrate [22-24].
Figure 1 shows a TBC system applied on the turbine vane and its temperature gradient.

Heat insulation property of TBCs can be utilised in gas turbines in two different ways. In
turbines where a TBC system is applied, either the service life of the component is increased
by keeping the working temperature of the engine unchanged and thus decreasing tempera‐
ture of the underlying substrate, or the efficiency is increased by increasing the working
temperature of the engine to a level at which the temperature of the coated substrate is same
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as the uncoated substrate temperature.[23]. TBC systems that are produced in two different
ways with conventional methods are shown in Figure 2 [25].

Figure 1. Representation of a TBC structure which is applied to turbine vane to serve as a thermal insulator and the
heat gradient in the system [24].

Figure 2. TBC structures produced with different methods:  a)  produced by APS method, b) produced by EB-PVD
method [25].
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Top layer is employed to achieve the desired temperature reduction. The lower the heat that
crosses the ceramic top layer is, the more effective the cooling and hence the lower the
component’s surface temperature will be. To achieve this goal, the top layer should be chosen
from a material with a low thermal conductivity. Another way to decrease the thermal
conductivity is to increase the thickness of top layer. However it should be considered that by
an increase in thickness, the weight of the component and the residual stresses in the coating
will also increase. In addition, since the heat conduction distance is higher in a thicker top
layer, heat transfer rate will decrease which may result in a surface temperature that exceeds
the ceramic materials limits [22].

The temperature decrease with the use of TBCs provides many advantages. First of all, with
the decrease in the rate of the heat transferred to the component, service temperature and
indirectly productivity can be increased. Or by decreasing the temperature on the component,
the substrate material that forms the component is enabled to show properties close to the
room temperature properties. Besides, creep can be reduced with the component’s tempera‐
ture decrease as well. In addition, by means of TBCs, the protection against chemical damages,
such as oxidation, is achieved by reducing the oxidation rate through the reduction in
temperature and appropriate bond coat material selection [26-28]. How TBCs perform the
mentioned tasks can be better understood by examination of the materials and structures of
the layers that form TBC. General structure of TBCs is explained below by examining every
layer (i.e. substrate, bond and top coat layers and TGO that forms by bond coat oxidation) in
detail and according to their functions.

2.2.1. Substrate material

Substrate is in fact the basic material already available in coating system and the coating is
placed on it. So, substrate is the main element to be intended to protect. Ni based superalloys
are generally used in gas turbines as substrate material. The main reason for this selection is
that superalloys can protect their strength under high temperatures such as 2000 °F (~1100 °C).
In order to increase the creep resistance at high temperatures, substrate is produced with
directional grains or single crystal structure [22, 29-30]. A general composition of a conven‐
tionally used Inconel 718 super alloy is given in Table 1 [31].

% Chemical Composition

Cr Ni Nb Mo Ti Al Cu C Fe

19.0 52.5 5.1 3.0 0.9 0.5 0.15 max. 0.08 max. Balance

Table 1. Chemical composition of Inconel 718 superalloy [31].

While the working temperatures of superalloys are quite high, coatings are used in today’s gas
turbines to increase working temperature in the turbine even higher and to extend the service life
of the parts/components. As can be seen in Figure 3, working temperatures of gas turbines are
already so close to the melting temperature of elements comprising superalloy components [32].
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Figure 3. Tensile strength of some superalloys as a function of temperature [32].

Because of the various environmental conditions that turbine blades are exposed to, turbine
inlet temperatures have greatly increased since 1940s. Today’s commercial and military
aircrafts have turbine inlet temperature respectively over 1500˚C and 1600˚C and are expected
to reach 1760 ˚C or more at the end of 2015, and this obviously shows the need for thermal
barrier coatings. Turbine blades work under much harder conditions than any other compo‐
nent in the engine due to high temperature and stresses they are exposed to and the rapid
temperature changes they undergo during (thermal) cycles. Moreover, they are also faced with
oxidation and corrosion due to hot gasses and chemicals in the working environment. Because
of all of these reasons, turbine blade components should have properties such as high corrosion
resistance, creep resistance, and fatigue strength in the service. In order to meet these proper‐
ties, a large proportion of the materials used in making of today’s modern airplane gas turbine
engines consist of superalloy materials [31].

2.2.2. Bond coat

Bond coat has two main functions in TBC systems. First of these functions is to increase the
adherence between ceramic top coat and substrate. Second function, which cannot be per‐
formed by top coat due to its porous structure, is to protect the underlying material from
chemical attacks such as oxidation [26,33]. In order for the bond coat to continue its first
function, a material with suitable thermal expansion ratio should be selected [24]. This way,
stresses which occur between top coat and substrate because of the thermal expansion and
shrinkage during heating and cooling, can be kept at a minimum. Considering that bond coats
are conventionally produced from metal alloys with high thermal expansion coefficients and
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that top coats are produced from ceramics with low thermal expansion coefficient, the tension
between these surfaces should be expected to decrease by a decrease in expansion coefficient
of the bond coat material [34].

Porous structure of the top coat and high diffusivity of oxygen ion in this layer enables the
surface oxygen to reach lower layers [35]. Thus, it is the duty of the bond coat to protect the
substrate against chemical attacks like oxidation. In order to fulfil this duty, bond coat contacts
with oxygen and creates an oxide layer on top coat and interface surface. This layer, which is
thinner than 10 µm and forms on the bond coat surface during service, is called TGO [23].

Considering the mechanisms mentioned in this part, TGO layer is desired to consist of a
homogeneously distributed, continuous and dense α-Al2O3 [36]. However, there will be
various spinel and metallic oxides apart from alumina in such a structure. In fact, oxides other
than α-Al2O3 are seen to form in time at TGO layer [37]. The reason why TGO is desired to
consist of α-Al2O3 is that oxygen permeability of this alumina phase is low [36,38]. Because if
an oxide layer has low oxygen permeability, growth rate will also be low and failure stemming
from TGO will be postponed. Material selection in bond coat should be designed suitably in
order to achieve the above-mentioned properties.

2.2.3. Top coat

Top coat is the outermost layer, which contacts with the hot working gasses in gas turbine and so
is exposed to the engine’s working temperature. The basic function of top coat is to provide thermal
isolation to the underlying layers [31,39]. A top coat should have some basic properties to achieve
this objective. These properties are; high melting temperature (to keep coating structure when in
contact with hot gasses), low thermal conductivity (to fulfil its thermal insulation function),
thermal expansion coefficient in accordance with the underlying superalloy (to prevent the
mismatch between layers during thermal cycles), resistance to oxidation and corrosion (be‐
cause service environment include oxygen and some other gasses at high temperature), strain
tolerance (in order to resist thermal shocks during thermal cycles) [22,40-41].

Most of the properties above are general characteristic properties of ceramics. A ceramic
material that includes third and fifth properties as well will be a suitable material for top coat.
Conventionally, top coat consists of a tetragonal structured zirconia. Pure zirconia undergoes
phase transformation at 1170 °C and forms a monoclinic phase by diffusionless transformation.
This situation causes a volum expansion of about %4 [42]. Volume change is undesirable
because it may cause tensile stresses in the material. Therefore, to avoid transformation from
tetragonal phase to monoclinic phase, yttria is added to zirconia. By doing so, metastable
tetragonal phase of zirconia is formed and tetragonal phase is stabilised in low temperatures.
This metastable tetragonal phase will not transform to monoclinic phase in low temperatures.
But if sufficient time and temperature is provided, it transforms to stable tetragonal phase and
cubic phase. Stable tetragonal phase that forms under this condition can than transform to
monoclinic phase under low temperatures [43-44]. The basic property that makes YSZ a
suitable material for top coat is that, along with its high thermal stability, it has low thermal
conductivity and high thermal expansion coefficient. Unlike ceramics like Al2O3 that are
unstable at high temperatures due to their polymorph properties, YSZ material has a highly
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stable structure. [45-46]. As shown in the Figure 4, while YSZ’s thermal conductivity is low
with respect to ceramics such as Al2O3 and MgO, its thermal expansion ratio is higher than
ceramics such as SiO2 or mullite that has low thermal conductivity[24,45].

Figure 4. Representation of thermal expansion coefficient and thermal conductivity properties of various materials [24].

According to Figure 4, while thermal expansion ratio of Ni based substrate alloys is
14-16*10-6 K-1, thermal expansion ratio of YSZ is about 9*10-6 K-1. Considering that working
temperatures in gas turbines can be as high as 1400°C and it undergoes thermal cycle during
service period, it can easily be understood how thermal expansion mismatch can cause failure
and how important it is for the top coat expansion coefficient to be close to bond coat [27,32].
With these properties, top coat can provide only the first of the two basic functions of TBC
systems, which is heat insulation. Besides, the protection of top coat against corrosion and
oxidation remain as an issue due to high oxygen permeability of this layer. The main reason
of high oxygen permeability in zirconia top coat is high gas permeability due to microcracks
and porosities. However, ionic diffusion can also contribute to oxygen permeability [35,47].
When the high working temperatures of the engine are taken into account, the chemical
damages that are caused by the penetrating gases may reach significant levels. Differences in
strain tolerances may occur according to deposition method. While tolerance in plasma spray
coatings is related to porosities between splats and voids like cracks, tolerance in coatings
produced by EB-PVD is related to columnar growth and unattached columns [12,48]. When
all these are taken into account, YSZ materials can be seen to be suitable for production of the
top coat of TBCs for gas turbine components and superalloy parts with both APS and EB-PVD
methods [49].
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damages that are caused by the penetrating gases may reach significant levels. Differences in
strain tolerances may occur according to deposition method. While tolerance in plasma spray
coatings is related to porosities between splats and voids like cracks, tolerance in coatings
produced by EB-PVD is related to columnar growth and unattached columns [12,48]. When
all these are taken into account, YSZ materials can be seen to be suitable for production of the
top coat of TBCs for gas turbine components and superalloy parts with both APS and EB-PVD
methods [49].
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3. Thermal cycle/shock behaviour of thermal barrier coatings

Performance of TBC systems are closely related to the methods used in production. Plasma
spray and EB-PVD methods are widely used in top coat production in TBCs and applied to
gas turbine blade and vanes in aviation industry. The service life and mechanic properties of
TBCs are closely related to the ceramic top coat microstructure. Characteristic properties in
microstructure that stem from coating method in plasma spray coatings have direct effect on
thermal cycle/shock behaviour and performance of TBC systems. It is known that microstruc‐
ture of coatings produced by plasma spray method consist of splats and there are pores, cracks
and spaces between lamellas [12-15].

Porosity percentage of ceramic coatings produced with plasma spray method range from %3
to %20. High porosity is an advantage since it reduces the thermal conductivity of the coating.
Residual stresses, which occur in YSZ coatings, stem from the thermal expansion mismatch
between metal and ceramic. As the porosity in coating increases, the residual stress will
decrease [50-52]. Another factor that is effective in coating performance is micro crack density.
Micro cracks form as a result of rapid cooling of melted splats in plasma spray ceramic coatings.
As the density of horizontal cracks on coating increases, thermal cycle/shock life of coating
decreases. As a result, properties such as; porosity, horizontal and vertical cracks and elastic
modulus in TBC systems are key parameters that affect thermal cycling life. It is important to
keep these parameters in optimum levels in service and to identify their relationship with each
other carefully, for the coating system to resist thermal cycling [53-55].

Macro cracks that form perpendicular to the substrate surface of TBC are called segmentation
cracks. Coating structures with segmentation cracks have superior properties to other coating
structures. Segmentation cracks are known to increase tolerance to stresses that arise from
thermal expansion mismatch between substrate and coating. Segmentation cracks increase the
stress tolerance of the coating and as a result, significantly decreases thermo-mechanical
property differences that cause thermal stresses at substrate and coating interface. Therefore,
TBC systems with segmentation cracks show a promising potential for increasing thermal
cycling performance and life [56-58].

Ceramic top coats that are applied to aviation components such as turbine blade and vanes
and jet engine parts by APS technique need to have high thermal cycle/shock resistance in
order to stand high loading conditions. APS coatings mostly fail by spallation due to stress
energy that occurs during thermal cycle process. One way to decrease the accumulation of
stress is to use coatings with high porosity, because micro-cracks and porosity on coatings can
absorb some of the stress. Understanding the failure mechanisms that are activated during
thermal cycle/shock tests in APS coatings is only possible by investigation of stress levels. At
high temperatures, tensile stresses occur as a result of thermal expansion coefficient differences
and temporary temperature gradients during rapid thermal cycling between substrate and
ceramic layer in APS coatings. Stress relaxation will take place during isothermal hot period
and this creates compressive stress at the end of cooling from service temperature to room
temperature. The increase in compressive stress will be the main reason of the increase in cracks
by causing short cycle life in coatings. Besides, low shrinking stress levels before cooling will
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cause low compressive stress and thus driving force necessary for the cracks to propagate will
be decreased [58-61].

EB-PVD process is a coating method, which is used to apply TBCs to gas turbine engine parts
by melting the material that will be coated, evaporating under vacuum and collecting on the
substrate material [15,50-52,62]. Coatings that are produced with EB-PVD method have high
strain tolerance and their outer surface and TBC-BC interface are quite smooth. Since EB-PVD
coatings have high strain tolerance and ability to work under high temperature oxidation
conditions, their endurance under flight working conditions is quite high [14,24,63]. EB-PVD
coating’s columnar microstructure provides remarkable resistance against thermal shocks and
mechanical. This enables turbine blades to be used at high pressure and temperatures. Plasma
spray coatings show laminar microstructure. This situation causes cracks to form parallel to
surface, which affect working life of TBCs. Coatings produced with plasma spray have 0.8-1.0
W/mK thermal conductivity in room temperature. These values are much lower compared to
EB-PVD coatings, thermal conductivity of which is 1.5-1.9 W/mK. That means APS coatings
provide much better thermal insulation during service [22,64-66]. In recent years, researchers
have shown great interest on above-mentioned properties of TBCs in thermal cycling in
relation to prolonging service life and endurance [37,51,67-70].

3.1. Thermal shock concept

One of the weakest points of brittle materials like ceramics is that their thermal shock resistance
is low. Thermal shock resistance changes with fracture toughness, elastic modulus, poisson’s
ratio, thermal expansion coefficient and thermal conductivity. Regarding these parameters,
stresses that occur due to the temperature difference between centre and surface of a specimen
cooled with water or heated rapidly can be found. This situation, where stresses occur under
thermal shock conditions and changes that take place during thermal shock are given in Figure
5. Here, ΔT states temperature difference, Tp states temperature at specimen surface and Tz
states the temperature at the centre of the specimen[17].

Figure 5. The representation of stress development under different thermal conditions [17].

Ceramic materials, due to their high melting temperature find use in many high temperature
applications. In order for the ceramic materials used in TBC systems to resist thermal shock
failure, they need to have some basic properties such as; toughness, low thermal conductivity,
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3. Thermal cycle/shock behaviour of thermal barrier coatings

Performance of TBC systems are closely related to the methods used in production. Plasma
spray and EB-PVD methods are widely used in top coat production in TBCs and applied to
gas turbine blade and vanes in aviation industry. The service life and mechanic properties of
TBCs are closely related to the ceramic top coat microstructure. Characteristic properties in
microstructure that stem from coating method in plasma spray coatings have direct effect on
thermal cycle/shock behaviour and performance of TBC systems. It is known that microstruc‐
ture of coatings produced by plasma spray method consist of splats and there are pores, cracks
and spaces between lamellas [12-15].

Porosity percentage of ceramic coatings produced with plasma spray method range from %3
to %20. High porosity is an advantage since it reduces the thermal conductivity of the coating.
Residual stresses, which occur in YSZ coatings, stem from the thermal expansion mismatch
between metal and ceramic. As the porosity in coating increases, the residual stress will
decrease [50-52]. Another factor that is effective in coating performance is micro crack density.
Micro cracks form as a result of rapid cooling of melted splats in plasma spray ceramic coatings.
As the density of horizontal cracks on coating increases, thermal cycle/shock life of coating
decreases. As a result, properties such as; porosity, horizontal and vertical cracks and elastic
modulus in TBC systems are key parameters that affect thermal cycling life. It is important to
keep these parameters in optimum levels in service and to identify their relationship with each
other carefully, for the coating system to resist thermal cycling [53-55].

Macro cracks that form perpendicular to the substrate surface of TBC are called segmentation
cracks. Coating structures with segmentation cracks have superior properties to other coating
structures. Segmentation cracks are known to increase tolerance to stresses that arise from
thermal expansion mismatch between substrate and coating. Segmentation cracks increase the
stress tolerance of the coating and as a result, significantly decreases thermo-mechanical
property differences that cause thermal stresses at substrate and coating interface. Therefore,
TBC systems with segmentation cracks show a promising potential for increasing thermal
cycling performance and life [56-58].

Ceramic top coats that are applied to aviation components such as turbine blade and vanes
and jet engine parts by APS technique need to have high thermal cycle/shock resistance in
order to stand high loading conditions. APS coatings mostly fail by spallation due to stress
energy that occurs during thermal cycle process. One way to decrease the accumulation of
stress is to use coatings with high porosity, because micro-cracks and porosity on coatings can
absorb some of the stress. Understanding the failure mechanisms that are activated during
thermal cycle/shock tests in APS coatings is only possible by investigation of stress levels. At
high temperatures, tensile stresses occur as a result of thermal expansion coefficient differences
and temporary temperature gradients during rapid thermal cycling between substrate and
ceramic layer in APS coatings. Stress relaxation will take place during isothermal hot period
and this creates compressive stress at the end of cooling from service temperature to room
temperature. The increase in compressive stress will be the main reason of the increase in cracks
by causing short cycle life in coatings. Besides, low shrinking stress levels before cooling will
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cause low compressive stress and thus driving force necessary for the cracks to propagate will
be decreased [58-61].

EB-PVD process is a coating method, which is used to apply TBCs to gas turbine engine parts
by melting the material that will be coated, evaporating under vacuum and collecting on the
substrate material [15,50-52,62]. Coatings that are produced with EB-PVD method have high
strain tolerance and their outer surface and TBC-BC interface are quite smooth. Since EB-PVD
coatings have high strain tolerance and ability to work under high temperature oxidation
conditions, their endurance under flight working conditions is quite high [14,24,63]. EB-PVD
coating’s columnar microstructure provides remarkable resistance against thermal shocks and
mechanical. This enables turbine blades to be used at high pressure and temperatures. Plasma
spray coatings show laminar microstructure. This situation causes cracks to form parallel to
surface, which affect working life of TBCs. Coatings produced with plasma spray have 0.8-1.0
W/mK thermal conductivity in room temperature. These values are much lower compared to
EB-PVD coatings, thermal conductivity of which is 1.5-1.9 W/mK. That means APS coatings
provide much better thermal insulation during service [22,64-66]. In recent years, researchers
have shown great interest on above-mentioned properties of TBCs in thermal cycling in
relation to prolonging service life and endurance [37,51,67-70].

3.1. Thermal shock concept

One of the weakest points of brittle materials like ceramics is that their thermal shock resistance
is low. Thermal shock resistance changes with fracture toughness, elastic modulus, poisson’s
ratio, thermal expansion coefficient and thermal conductivity. Regarding these parameters,
stresses that occur due to the temperature difference between centre and surface of a specimen
cooled with water or heated rapidly can be found. This situation, where stresses occur under
thermal shock conditions and changes that take place during thermal shock are given in Figure
5. Here, ΔT states temperature difference, Tp states temperature at specimen surface and Tz
states the temperature at the centre of the specimen[17].

Figure 5. The representation of stress development under different thermal conditions [17].

Ceramic materials, due to their high melting temperature find use in many high temperature
applications. In order for the ceramic materials used in TBC systems to resist thermal shock
failure, they need to have some basic properties such as; toughness, low thermal conductivity,

Thermal Shock and Cycling Behavior of Thermal Barrier Coatings (TBCs) Used in Gas Turbines
http://dx.doi.org/10.5772/54412

245



phase stability at high temperatures, high thermal expansion coefficient and low elastic
modulus value [71-72].

Reliability is quite important for TBCs under service conditions. However, since they work
under significant temperature fluctuations, some changes in material properties are seen. For
example, under normal conditions, gas turbines run and stop repeatedly. This situation brings
along degradation mechanisms such as; the thermal expansion, sintering effect and high
temperature friction, and thus causes continuous change of the interior stresses in turbine
blades. Accordingly, with closing or the growth of cracks, the elastic modulus value changes
and this has a major impact on life of TBC under service conditions [55,73-74]. TBC systems
can be used as thermal insulators due to their low thermal conductivity. Thermal stresses occur
because hot section components that have TBC coating in gas turbines work under rapid
thermal cycling conditions in service conditions and this makes the studies rather difficult.
Because of this, thermal shock resistance plays an important role in protecting endurance
under service conditions in TBCs [75-76].

TBCs fail as a result of removal or separation of coatings under high cycle conditions they are
exposed to.

It is believed that the removal of ceramic components under service conditions in TBCs are
affected by stresses during service as well as corrosive and erosive degradation damages and
residual stress caused by coating process. The increase in thermal shock resistance of coatings
that are exposed to thermal cycling can be achieved by controlling residual stresses that occur
in service and increasing strain tolerance of ceramic structure. A good resistance can be
achieved during thermal cycling by controlling the structural and segmentation micro cracks,
and the porosity content [23,61,77].

TBC systems are damaged because of various reasons but failures generally occur as a result
of a combination of mechanisms. The failures can take place either in the production of TBC
or can take place during service conditions. The basic failure mechanisms that limits the life
of TBCs are affected by thermo-mechanic failures, chemical failures, erosion failures, oxidation
of bond coating, sintering of top coat, hot erosion effect, CMAS (CaO-MgO-Al2O3-SiO2) attack
and many other failure types. The most dominant failures mechanism seen in TBCs stems from
the formation of TGO structure. A combination of these mechanism with inconsistency in
thermal expansion, changes in thermal conductivity ratio and chemical interactions in the
engine speed up the failure of TBCs [67,78-82]. Crack formation takes place evantually
depending on the time of exposure to high temperature in thermal cycle/shock test. The most
important elements that cause the formation of these cracks on TBC and TGO layer are stresses
that occur as a result of TGO growth, phase transformations in bond coat, changes in bond
coat during thermal cycle and sintering of TBC. Once the cracks form, they propagate and
coalesce and result in failure of the coating [83-85].

The formation mechanism of thermo-mechanical stresses change depending on the thermal
conditions that TBC is exposed to. If the thermal conditions are isothermal, the mechanism is
generally about TGO’s growth. But if the TBC is exposed to thermal cycle, the mechanism will be
rather related to shrinkage of TGO during cooling. These two situations can be effective in the
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formation of thermo-mechanic stresses but it should not be ignored that one can dominate the
other in some cases. For example; TBCs that work at high temperatures and for long service times
are used in gas turbines for energy production on the ground. In this case, isothermal mecha‐
nisms become effective and expansion and shrinkage occur when the turbine stops. Consequent‐
ly, low number of thermal cycle and longer isothermal heating take place in this type of turbines
and as a result of this, failure occurs when TGO reaches approximately 5-15 µm thickness. In
turbine parts, failures due to thermal expansion mismatch induced by TGO layer and failures due
to TGO layer growth are dominant. However, in the turbines that are used in aviation sector where
the thermal cycling number is important, isothermal heating is not dominant and failure occur
due to thermal cycles when TGO is almost 1-5 µm during service [12,86].

Thermal expansion coefficient mismatch between substrate material and TBC has an important
role on the thermal cycle/shock life of TBCs. The rate of mismatch between superalloy substrate
material and top coat affects elastic strain energy that is stored during cooling from working
temperature. High amount of strain energy causes early removal/breaking of coating as a result
of cycling [84,87-88].

Superalloy substrate materials used in TBCs have an effect on thermal cycle life of TBC system.
The elements can diffuse from superalloy to bond coat and this diffusion between substrate
and bond coat increase or decrease the life depending on the element. For example, as a result
of hafnium element diffusion from substrate to bond coat, the adherence of TGO is increased
and thus TBC life increases. As a contrary case, the diffusion of tantalum element to bond coat
affects the TGO composition and oxides other than alumina may form in TGO structure which
results in a reduction of TBC life [84,89-90].

The rapid heating and cooling of coating during thermal cycle inevitably increase the damage
on oxide layer. Coating endurance against thermal cycle/shock and degradation can change
depending on adherence of coating layers and oxide layer that occurs on coating surface
[91-92]. There are three basic reasons of oxide-based removal of coating after thermal shock
[92-93]. The first of these reasons reported in the literature is the stress that occurs based on
the growth of oxide layer depending on the exposure of the specimen to high temperatures
for a long time and removal/breaking and spallation that happen as a result of this. Another
factor is the thermal expansion that occur because of the temperature gradient on oxide layer
which is a result of rapid heating and cooling. The last factor is the thermal expansion
coefficient difference between oxide and coating that take place with the growth of oxide layer.
At the end of rapid cooling, compressive stress occur on oxide layer, which has a lower thermal
expansion coefficient than substrate material. Stress case changes in rapid heating and tensile
stress arise on oxide layer.

Deformations may take place because of the rapid cooling from high temperatures and tensile
stress that is generated at the coating/oxide interface [12,92-93].

3.2. Thermal cycle/shock tests for TBCs

For development of TBCs and evaluating the quality of the coatings, the aviation and industrial
gas turbine manufacturers apply various thermal cycle/shock tests. TBCs are used usually under
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phase stability at high temperatures, high thermal expansion coefficient and low elastic
modulus value [71-72].

Reliability is quite important for TBCs under service conditions. However, since they work
under significant temperature fluctuations, some changes in material properties are seen. For
example, under normal conditions, gas turbines run and stop repeatedly. This situation brings
along degradation mechanisms such as; the thermal expansion, sintering effect and high
temperature friction, and thus causes continuous change of the interior stresses in turbine
blades. Accordingly, with closing or the growth of cracks, the elastic modulus value changes
and this has a major impact on life of TBC under service conditions [55,73-74]. TBC systems
can be used as thermal insulators due to their low thermal conductivity. Thermal stresses occur
because hot section components that have TBC coating in gas turbines work under rapid
thermal cycling conditions in service conditions and this makes the studies rather difficult.
Because of this, thermal shock resistance plays an important role in protecting endurance
under service conditions in TBCs [75-76].

TBCs fail as a result of removal or separation of coatings under high cycle conditions they are
exposed to.

It is believed that the removal of ceramic components under service conditions in TBCs are
affected by stresses during service as well as corrosive and erosive degradation damages and
residual stress caused by coating process. The increase in thermal shock resistance of coatings
that are exposed to thermal cycling can be achieved by controlling residual stresses that occur
in service and increasing strain tolerance of ceramic structure. A good resistance can be
achieved during thermal cycling by controlling the structural and segmentation micro cracks,
and the porosity content [23,61,77].

TBC systems are damaged because of various reasons but failures generally occur as a result
of a combination of mechanisms. The failures can take place either in the production of TBC
or can take place during service conditions. The basic failure mechanisms that limits the life
of TBCs are affected by thermo-mechanic failures, chemical failures, erosion failures, oxidation
of bond coating, sintering of top coat, hot erosion effect, CMAS (CaO-MgO-Al2O3-SiO2) attack
and many other failure types. The most dominant failures mechanism seen in TBCs stems from
the formation of TGO structure. A combination of these mechanism with inconsistency in
thermal expansion, changes in thermal conductivity ratio and chemical interactions in the
engine speed up the failure of TBCs [67,78-82]. Crack formation takes place evantually
depending on the time of exposure to high temperature in thermal cycle/shock test. The most
important elements that cause the formation of these cracks on TBC and TGO layer are stresses
that occur as a result of TGO growth, phase transformations in bond coat, changes in bond
coat during thermal cycle and sintering of TBC. Once the cracks form, they propagate and
coalesce and result in failure of the coating [83-85].

The formation mechanism of thermo-mechanical stresses change depending on the thermal
conditions that TBC is exposed to. If the thermal conditions are isothermal, the mechanism is
generally about TGO’s growth. But if the TBC is exposed to thermal cycle, the mechanism will be
rather related to shrinkage of TGO during cooling. These two situations can be effective in the
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formation of thermo-mechanic stresses but it should not be ignored that one can dominate the
other in some cases. For example; TBCs that work at high temperatures and for long service times
are used in gas turbines for energy production on the ground. In this case, isothermal mecha‐
nisms become effective and expansion and shrinkage occur when the turbine stops. Consequent‐
ly, low number of thermal cycle and longer isothermal heating take place in this type of turbines
and as a result of this, failure occurs when TGO reaches approximately 5-15 µm thickness. In
turbine parts, failures due to thermal expansion mismatch induced by TGO layer and failures due
to TGO layer growth are dominant. However, in the turbines that are used in aviation sector where
the thermal cycling number is important, isothermal heating is not dominant and failure occur
due to thermal cycles when TGO is almost 1-5 µm during service [12,86].

Thermal expansion coefficient mismatch between substrate material and TBC has an important
role on the thermal cycle/shock life of TBCs. The rate of mismatch between superalloy substrate
material and top coat affects elastic strain energy that is stored during cooling from working
temperature. High amount of strain energy causes early removal/breaking of coating as a result
of cycling [84,87-88].

Superalloy substrate materials used in TBCs have an effect on thermal cycle life of TBC system.
The elements can diffuse from superalloy to bond coat and this diffusion between substrate
and bond coat increase or decrease the life depending on the element. For example, as a result
of hafnium element diffusion from substrate to bond coat, the adherence of TGO is increased
and thus TBC life increases. As a contrary case, the diffusion of tantalum element to bond coat
affects the TGO composition and oxides other than alumina may form in TGO structure which
results in a reduction of TBC life [84,89-90].

The rapid heating and cooling of coating during thermal cycle inevitably increase the damage
on oxide layer. Coating endurance against thermal cycle/shock and degradation can change
depending on adherence of coating layers and oxide layer that occurs on coating surface
[91-92]. There are three basic reasons of oxide-based removal of coating after thermal shock
[92-93]. The first of these reasons reported in the literature is the stress that occurs based on
the growth of oxide layer depending on the exposure of the specimen to high temperatures
for a long time and removal/breaking and spallation that happen as a result of this. Another
factor is the thermal expansion that occur because of the temperature gradient on oxide layer
which is a result of rapid heating and cooling. The last factor is the thermal expansion
coefficient difference between oxide and coating that take place with the growth of oxide layer.
At the end of rapid cooling, compressive stress occur on oxide layer, which has a lower thermal
expansion coefficient than substrate material. Stress case changes in rapid heating and tensile
stress arise on oxide layer.

Deformations may take place because of the rapid cooling from high temperatures and tensile
stress that is generated at the coating/oxide interface [12,92-93].

3.2. Thermal cycle/shock tests for TBCs

For development of TBCs and evaluating the quality of the coatings, the aviation and industrial
gas turbine manufacturers apply various thermal cycle/shock tests. TBCs are used usually under
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high thermal loads in gas turbine parts such as; turbine blades and vanes. There has been no
identified method that would provide advantage in comparing the results in this subject. The
reason of this is the difficulty of finding a test method that can completely reflect the working
conditions. Today, systems that are developed by the engine producers to simulate the real thermal
conditions in the engines are burner heating thermal shock test unit (burner rig system), jet engine
thermal shock test unit (JETS) and furnace cycle tests. By creating high temperature gradients in
ceramics with burner thermal shock test, stresses that affect the integrity of ceramic coating are
introduced. Generally disk shaped specimens are used in this test system. The test system is based
on cooling of the specimen after heating by a flame where propane and oxygen gases are used
together. Since burner heating thermal shock test unit is an expensive system, JETS test has been
developed as an economic alternative method for the gradient tests. In JETS test burner equip‐
ment is used to create a wide thermal gradient along the TBC and thermo-mechanic stresses on
the surface. In furnace cycle oxidation test (FCT) method that is used widely in aviation applica‐
tions, stresses occur mostly as a result of TGO growth and on ceramic/bond coat.[16-20,68]. A
depiction of heating and cooling cycles in burner heating thermal shock unit and a photograph of
heating during thermal shock test system are shown in Figure 6 [94-95].

In the experiments carried out in burner- thermal shock test unit, coated surfaces of the
samples, are heated while the bare surfaces are cooled with pressured air. Oxygen\natural gas
and propane are used as combustive gases. Forming a heat gradient in the sample is aimed
and generally for gas turbine practices these types of systems are optimised. The samples that
are used in the experiments are generally disc shaped and have a thickness between 2.5-3.0
mm. In burner-thermal shock test system, surface temperature of the specimens are measured
by pyrometer, while temperature variation of the substrate material is measured via a
thermocouple that passes through centre. Surface temperatures of the coated side of the sample
change between 1200 and 1500 oC in accordance with a typical coated turbine component. In
literature, thermal cycle durations generally consist of 5 minutes heating and 2 minutes cooling
periods. Thermal cycle life of coatings change according to testing temperature and waiting
time. Failure criteria in the tests, are based on visual inspection of the coating surface for
damages or loss of the coating. In general, a total surface area of coating loss ranging from 10
to 20% is considered as the criterion for failure. The failure mechanisms effective in this system
is mainly related to TGO growth at low temperatures and occur at TBC surface at temperatures
above 1300oC [16-19,94-99].

The other test method used in evaluation of thermal cycle/shock properties of TBCs is the
furnace cycle test. Furnace cycle test better reflect the actual engine conditions. Because this
process not only causes cyclic stresses in TBC, but also give rise to a degradation of the bond
coating as a result of severe oxidation. In test conditions, as a result of prolonged exposure of
TBC to high temperature, oxidation of bond coating takes place. In addition, design limit and
performances such as complete failure and depletion of bond coating can be observed with
the furnace cycle tests. In this test system, TBC samples generally are subjected to the oxidation
between the temperature range 1000-1200 oC, then subjected to cyclic cooling at room tem‐
perature. Thermal changes that occur in TBC, take place during the heating and cooling
processes. Heating of the system is carried out in the furnace while air-cooling is implemented
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with the aid of a compressor or fan. A cycle for aircraft engine component consists of 1 hour
period, 45-50 minutes of which is in elevated temperatures and 10-15 minutes is spent for
cooling. However for industrial gas turbine applications, in order to extend the duration of
exposure to high temperature, cycles of 24 hours is typically used and a period of 23 hours of
the cycle takes place in elevated temperatures (1080 oC - 1135 oC) while a period of 1 hour is
spared for cooling at room temperature. The samples used in these tests are usually disc shaped
and of 25.4 mm diameter and criterion for failure is again 10-20% spallation of coated surface.
[18,100-102]. FCT test setup for TBC system characterisation can be seen in Figure 7. [18].

Figure 6. An illustration of thermal shock test device; a) schematic diagram that shows the system heating cycle; b)
schematic diagram that shows the system cooling cycle; c) heating cycle photograph of a standard test specimen in
thermal cycle/shock equipment [94-95].
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high thermal loads in gas turbine parts such as; turbine blades and vanes. There has been no
identified method that would provide advantage in comparing the results in this subject. The
reason of this is the difficulty of finding a test method that can completely reflect the working
conditions. Today, systems that are developed by the engine producers to simulate the real thermal
conditions in the engines are burner heating thermal shock test unit (burner rig system), jet engine
thermal shock test unit (JETS) and furnace cycle tests. By creating high temperature gradients in
ceramics with burner thermal shock test, stresses that affect the integrity of ceramic coating are
introduced. Generally disk shaped specimens are used in this test system. The test system is based
on cooling of the specimen after heating by a flame where propane and oxygen gases are used
together. Since burner heating thermal shock test unit is an expensive system, JETS test has been
developed as an economic alternative method for the gradient tests. In JETS test burner equip‐
ment is used to create a wide thermal gradient along the TBC and thermo-mechanic stresses on
the surface. In furnace cycle oxidation test (FCT) method that is used widely in aviation applica‐
tions, stresses occur mostly as a result of TGO growth and on ceramic/bond coat.[16-20,68]. A
depiction of heating and cooling cycles in burner heating thermal shock unit and a photograph of
heating during thermal shock test system are shown in Figure 6 [94-95].

In the experiments carried out in burner- thermal shock test unit, coated surfaces of the
samples, are heated while the bare surfaces are cooled with pressured air. Oxygen\natural gas
and propane are used as combustive gases. Forming a heat gradient in the sample is aimed
and generally for gas turbine practices these types of systems are optimised. The samples that
are used in the experiments are generally disc shaped and have a thickness between 2.5-3.0
mm. In burner-thermal shock test system, surface temperature of the specimens are measured
by pyrometer, while temperature variation of the substrate material is measured via a
thermocouple that passes through centre. Surface temperatures of the coated side of the sample
change between 1200 and 1500 oC in accordance with a typical coated turbine component. In
literature, thermal cycle durations generally consist of 5 minutes heating and 2 minutes cooling
periods. Thermal cycle life of coatings change according to testing temperature and waiting
time. Failure criteria in the tests, are based on visual inspection of the coating surface for
damages or loss of the coating. In general, a total surface area of coating loss ranging from 10
to 20% is considered as the criterion for failure. The failure mechanisms effective in this system
is mainly related to TGO growth at low temperatures and occur at TBC surface at temperatures
above 1300oC [16-19,94-99].

The other test method used in evaluation of thermal cycle/shock properties of TBCs is the
furnace cycle test. Furnace cycle test better reflect the actual engine conditions. Because this
process not only causes cyclic stresses in TBC, but also give rise to a degradation of the bond
coating as a result of severe oxidation. In test conditions, as a result of prolonged exposure of
TBC to high temperature, oxidation of bond coating takes place. In addition, design limit and
performances such as complete failure and depletion of bond coating can be observed with
the furnace cycle tests. In this test system, TBC samples generally are subjected to the oxidation
between the temperature range 1000-1200 oC, then subjected to cyclic cooling at room tem‐
perature. Thermal changes that occur in TBC, take place during the heating and cooling
processes. Heating of the system is carried out in the furnace while air-cooling is implemented
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with the aid of a compressor or fan. A cycle for aircraft engine component consists of 1 hour
period, 45-50 minutes of which is in elevated temperatures and 10-15 minutes is spent for
cooling. However for industrial gas turbine applications, in order to extend the duration of
exposure to high temperature, cycles of 24 hours is typically used and a period of 23 hours of
the cycle takes place in elevated temperatures (1080 oC - 1135 oC) while a period of 1 hour is
spared for cooling at room temperature. The samples used in these tests are usually disc shaped
and of 25.4 mm diameter and criterion for failure is again 10-20% spallation of coated surface.
[18,100-102]. FCT test setup for TBC system characterisation can be seen in Figure 7. [18].

Figure 6. An illustration of thermal shock test device; a) schematic diagram that shows the system heating cycle; b)
schematic diagram that shows the system cooling cycle; c) heating cycle photograph of a standard test specimen in
thermal cycle/shock equipment [94-95].
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Figure 7. Furnace cycle test system; (a) FCT setup for TBC/bond coat system (b) Samples and sample holder represent‐
ing the system [18].

In a study by Vaßen et al., NiCOCrAIY bond coats produced by VPS method and TBC systems
with YSZ top coat produced by APS method are exposed to thermal cycle and furnace tests.
Failure on the coating of the samples as a result of these tests are shown in Figure 8 [103].

Figure 8. Macro images of TBCs produced with different porosity and micro cracks contents after thermal cycle/shock
and furnace test; (a)-(d) After burner thermal shock test, (g)-(h) After furnace cycle test [103].

In this study, different TBC systems which are standard, with a high density of micro-cracks,
with a content of thick and low porosity and high porosity and with segmentation cracks were
investigated by being subjected to burner heating thermal shock and furnace cycle test. In
burner thermal shock testing, 5 minutes heating and 2 minutes cooling regimen was used and
the sample’s surface temperature was kept at 1250oC. The furnace cycle test was conducted at
1100oC with 24 hours heating period at furnace and 1 hour cooling period outside the furnace
at room temperature. As a result of studies, it was observed that TBC systems’ thermal cycle
lives have decreased depending on these parameters in the cycle life of coatings as a result of
adverse influence such as TGO thickness which happens and increases on the coating interface,
rising temperature of coating surface, sintering effects, stresses resulting from the mixed oxide

Progress in Gas Turbine Performance250

coatings [103]. In TBC systems, after the oxidation and thermal cycle/shock test, distortion
occurs depending on the type of the formation of damage on the sample’s surface.

In aerospace applications, the other test method used to determine the thermal shock features
of TBCs is JETS method. JETS test is very suitable to provide data on the performance rating
on the ceramic itself, but as it does not damage bond coat it does not distinguish errors related
to bond coat very well. As a result of high temperature gradients in the ceramic layer with
JETS test, weak spots in the ceramic interfaces can be revealed [18]. In Figure 9, a JETS test set
up which is used for characterisation of TBC systems can be observed[68].

By creating a large temperature gradient over the TBCs with JETS test, surface temperature
rise up to 1400oC and as a result of high temperature, sintering effect act on ceramic top coat.
In this test, the main stresses occur thermo-mechanically at the interface of the ceramic and
bond coat.

Due to the high temperature gradient within the ceramic layer, TBC/BC interface is oxidised
at a small rate. This test is quite fast and the results can be achieved avaregely in 2 days. Similar
to the other thermal cycle/shock test, the sample geometry is also disc shaped and has a
diameter of 25.4 mm. Right after the heating starts; the samples are cooled by a jet of nitrogen.
Nitrogen jet provides the maximum accessible temperature gradient during cooling. In this
test, a typical cycle consists of 20 seconds of heating period, 20 seconds of cooling period with
nitrogen gas and 40 seconds of waiting period in open atmosphere. [18,68].

Figure 9. Wide JETS setup with four heating and cooling station [68].
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4. Summary

In the literature, there are many studies, which are carried out in different cycle tests (with
different heating, cooling-holding periods) in different environments (air, water) and systems
(heating with burners, furnace cycle tests, JETS test etc.) to determine the thermal cycle/shock
behaviour of TBCs. Scientific and industrial institutions continue research, development and
studies by simulating real thermal conditions in engines, for investigation of the failure
mechanisms and TGO growth behaviours. In this study, TBC systems are introduced and
thermal cycle/shock behaviour of TBCs under service conditions and the thermal cycle/shock
tests used for evaluation of TBC systems are explained.
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