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Preface 

Spectroscopy is the interpretation of spectra of absorption and emission of 
electromagnetic radiation due to the interaction between matter and energy that 
energy depends on the specific wavelength of electromagnetic radiation.  

Spectroscopy has proven invaluable research tool in a number of areas including 
chemistry, physics, biology, medicine, and ecology. Lasers have unlimited application 
potential and this book will help researchers and scientists to get potential new 
applications of spectroscopy. The research field is quite large, but the goal of this book to 
cover maximum advanced areas like atomic spectroscopy, laser spectroscopy, molecular 
spectroscopy, nanostructure spectroscopy, physical, and organic spectroscopy. 

The book would have keen attention of PhD students, medical researchers, industrial 
researchers, molecular scientists, biologists, ecologists, physicists and material 
scientists who will find innovative original research and reports on experimentation, 
new spectroscopic techniques & instrumentation, and application of spectroscopy. 

Common spectroscopic techniques like UV-Visible, Atomic Absorption, Flame Emission, 
Molecular Fluorescence, Phosphorescence, Infrared, Nuclear Magnetic Resonance, Mass, 
and Electron are being used to study the qualitative as well as quantitative analysis of 
samples. However, the spectroscopic field is growing day-by-day and scientists are 
exploring new areas in this field by introducing new techniques. The main purpose of 
this book is to highlight new spectroscopic techniques like Magnetic Induction 
Spectroscopy, Laser-Induced Breakdown Spectroscopy, X-ray Photoelectron 
Spectroscopy, Low Energy Electron Loss Spectroscopy, Micro- to Macro-Raman 
Spectroscopy, Liquid-Immersion Raman Spectroscopy, High-Resolution Magic Angle 
Spinning (HR-MAS) Nuclear Magnetic Resonance (NMR) Spectroscopy, Injection and 
Optical Spectroscopy, and Nano Spectroscopy etc. This book is divided into five sections 
including General Spectroscopy, Advanced Spectroscopy, Nano Spectroscopy, Organic 
Spectroscopy, and Physical Spectroscopy which cover topics from basic to advanced 
levels which will provide a good source of learning for teaching and research purposes. 

Muhammad Akhyar Farrukh 
Department of Chemistry 

GC University Lahore 
Pakistan 
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© 2012 Siva Reddy et al., licensee InTech. This is an open access chapter distributed under the terms of the 
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Electronic (Absorption) Spectra of  
3d Transition Metal Complexes 

S. Lakshmi Reddy, Tamio Endo and G. Siva Reddy 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/50128 

1. Introduction 

1.1. Types of spectra 

Spectra are broadly classified into two groups (i) emission spectra and (ii) absorption 
spectra 

i. Emission spectra Emission spectra are of three kinds (a) continuous spectra,(b) band 
spectra and (c) line spectra. 

Continuous spectra: Solids like iron or carbon emit continuous spectra when they are heated 
until they glow. Continuous spectrum is due to the thermal excitation of the molecules of 
the substance. 

Band spectra: The band spectrum consists of a number of bands of different colours separated 
by dark regions. The bands are sharply defined at one edge called the head of the band and 
shade off gradually at the other edge. Band spectrum is emitted by substances in the 
molecular state when the thermal excitement of the substance is not quite sufficient to break 
the molecules into continuous atoms.  

Line spectra: A line spectrum consists of bright lines in different regions of the visible 
spectrum against a dark background. All the lines do not have the same intensity. The 
number of lines, their nature and arrangement depends on the nature of the substance 
excited. Line spectra are emitted by vapours of elements. No two elements do ever produce 
similar line spectra.  

ii. Absorption spectra: When a substance is placed between a light source and a 
spectrometer, the substance absorbs certain part of the spectrum. This spectrum is 
called the absorption spectrum of the substance. 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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Electronic absorption spectrum is of two types. d-d spectrum and charge transfer spectrum. 
d-d spectrum deals with the electronic transitions within the d-orbitals. In the charge – 
transfer spectrum, electronic transitions occur from metal to ligand or vice-versa. 

2. Electronic spectra of transitions metal complexes 

Electronic absorption spectroscopy requires consideration of the following principles: 

a. Franck-Condon Principle: Electronic transitions occur in a very short time (about 10-15 
sec.) and hence the atoms in a molecule do not have time to change position appreciably 
during electronic transition .So the molecule will find itself with the same molecular 
configuration and hence the vibrational kinetic energy in the exited state remains the 
same as it had in the ground state at the moment of absorption. 

b. Electronic transitions between vibrational states: Frequently, transitions occur from the 
ground vibrational level of the ground electronic state to many different vibrational levels 
of particular excited electronic states. Such transitions may give rise to vibrational fine 
structure in the main peak of the electronic transition. Since all the molecules are present 
in the ground vibrational level, nearly all transitions that give rise to a peak in the 
absorption spectrum will arise from the ground electronic state. If the different excited 
vibrational levels are represented as υ1, υ2, etc., and the ground state as υ0, the fine structure 
in the main peak of the spectrum is assigned to υ0 →   υ0 , υ0 →   υ1, υ0 →    υ2 etc., vibrational 
states. The υ0 →   υ0 transition is the lowest energy (longest wave length) transition.  

c. Symmetry requirement: This requirement is to be satisfied for the transitions discussed 
above.  

Electronic transitions occur between split ‘d’ levels of the central atom giving rise to so 
called d-d or ligand field spectra. The spectral region where these occur spans the near 
infrared, visible and U.V. region. 

     
-1

Ultraviolet UV Visible Vis Near infrared NIR

50,000 - 26300 26300 -12800 12800 -5000 cm
200 -  380 380 -780 780 - 2000 nm

  

3. Russel-Saunders or L-S coupling scheme  

An orbiting electronic charge produces magnetic field perpendicular to the plane of the 
orbit. Hence the orbital angular momentum and spin angular momentum have 
corresponding magnetic vectors. As a result, both of these momenta couple magnetically to 
give rise to total orbital angular momentum. There are two schemes of coupling: Russel-
Saunders or L-S coupling and j-j coupling.  

a. The individual spin angular momenta of the electrons, si, each of which has a value of ± 
½, combine to give a resultant spin angular momentum (individual spin angular 
momentum is represented by a lower case symbol whereas the total resultant value is 
given by a upper case symbol).  
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is =S   

Two spins of each ± ½ could give a resultant value of S =1 or S= 0; similarly a resultant of 
three electrons is 1 ½ or ½ .The resultant is expressed in units of h/2 π . The spin multiplicity 
is given by (2S+1). Hence, If n is the number of unpaired electrons, spin multiplicity is given 
by n + 1.  

b. The individual orbital angular momenta of electrons, li, each of which may be 0, 1 ,2, 3 , 
4 ….. in units of h/2π for s, p, d, f, g, …..orbitals respectively, combine to give a 
resultant orbital angular momentum, L in units of h/2π . ∑ li = L 

The resultant L may be once again 0, 1, 2, 3, 4…. which are referred to as S, P, D, F G,… 
respectively in units of h/2π.The orbital multiplicity is given by (2L+1). 

0        1         2         3         4         5
S        P        D         F        G       H

  

c. Now the resultant S and L couple to give a total angular momentum, J. Hence, it is not 
surprising that J is also quantized in units of h/2π.The possible values of J quantum 
number are given as 

       J =  L + S  ,  L + S - 1 ,  L + S - 2  ,  L + S - 3 , …..  L - S ,   

The symbol | | indicates that the absolute value (L – S) is employed, i.e., no regard is paid to 
± sign. Thus for L = 2 and S = 1, the possible J states are 3, 2 and 1 in units of h/2π. 

The individual spin angular momentum, si and the individual orbital angular momentum, li, 
couple to give total individual angular momentum, ji. This scheme of coupling is known as 
spin-orbit coupling or j -j coupling. 

4. Term symbols 

4.1. Spectroscopic terms for free ion ground states 

The rules governing the term symbol for the ground state according to L-S coupling scheme 
are given below: 

a. The spin multiplicity is maximized i.e., the electrons occupy degenerate orbitals so as to 
retain parallel spins as long as possible (Hund’s rule).  

b. The orbital angular momentum is also maximized i.e., the orbitals are filled with 
highest positive m values first. 

c. If the sub-shell is less than half-filled, J = L– S and if the sub-shell is more than half –
filled, J = L +S. 

The term symbol is given by 2S+1 LJ. The left-hand superscript of the term is the spin 
multiplicity, given by 2S+1 and the right- hand subscript is given by J. It should be noted 
that S is used to represent two things- (a) total spin angular momentum and (b) and total 
angular momentum when L = 0. The above rules are illustrated with examples.  
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For d4 configuration:  

 

Hence, L = 3 -1 = 2 i.e., D; S = 2; 2S+1 = 5; and J = L- S = 0; Term symbol = 5D0 

For d9 configuration: 

 

Hence, L = +2+1+0-1 = 2 i.e., D ; S = 1 /2 ; 2S+1 = 2 ; and J = L+ S = 3/2 ; Term symbol = 2D5/2 

Spin multiplicity indicates the number of orientations in the external field. If the spin 
multiplicity is three, there will be three orientations in the magnetic field.- parallel, 
perpendicular and opposed. There are similar orientations in the angular momentum in an 
external field. 

The spectroscopic term symbols for dn configurations are given in the Table-1. The terms are 
read as follows: The left-hand superscript of the term symbol is read as singlet, doublet, 
triplet, quartet, quintet, sextet, septet, octet, etc., for spin multiplicity values of 1, 2, 3, 4, 5, 6, 
7, 8, etc., respectively.1S0 (singlet S nought); 2S1/2 (doublet S one–half); 3P2 (triplet P two ); 5I8 
(quintet I eight). It is seen from the Table-1 that dn and d10-n have same term symbols, if we 
ignore J values. Here n stands for the number of electrons in dn configuration. 
 

dn Term dn Term 
d0 
d1 
d2 

d4 

d5 

1S0 

2D3/2 

3F2 

5D0 
6S5/2 

d10 
d9 

d8 
d6 
 

1S0 

2D5/2 

3F4 

5D4 

Table 1. Term symbols 

It is also found that empty sub -shell configurations such as p0, d0, f0, etc., and full filled sub-
shell configurations such as p6, d10, f14, etc., have always the term symbol 1S0 since the 
resultant spin and angular momenta are equal to zero. All the inert gases have term symbols 
for their ground state 1S0 .Similarly all alkali metals reduce to one electron problems since 
closed shell core contributes nothing to L , S and J; their ground state term symbol is given 
by 2S1/2. Hence d electrons are only of importance in deciding term symbols of transition 
metals. 

5. Total degeneracy  

We have seen that the degeneracy with regard to spin is its multiplicity which is given by 
(2S+1). The total spin multiplicity is denoted by Ms running from S to -S. Similarly orbital 
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degeneracy, ML, is given by (2L+1) running from L to -L. For example, L= 2 for D state and 
so the orbital degeneracy is (2x2+1) =5 fold. Similarly, for F state, the orbital degeneracy is 
seven fold. Since there are (2L+1) values of ML, and (2S+1) values of Ms in each term, the total 
degeneracy of the term is given by: 2(L+1)(2S+1). 

Each value of ML occurs (2S+1) times and each value of Ms occurs (2L+1) times in the term. 
For 3F state, the total degeneracy is 3x7 =21 fold and for the terms 3P, 1G, 1D, 1S, the total 
degeneracy is 9,9,5,1 fold respectively. Each fold of degeneracy represents one microstate. 

6. Number of microstates  

The electrons may be filled in orbitals by different arrangements since the orbitals have 
different ml values and electrons may also occupy singly or get paired. Each different type 
of electronic arrangement gives rise to a microstate. Thus each electronic configuration will 
have a fixed number of microstates. The numbers of microstates for p2 configuration are 
given in Table-2 (for both excited and ground states).  
 

ml 

-1 
 ↑ ↑  ↓ ↓  ↓ ↓   ↑   ↑↓ 

0 ↑  ↑ ↓  ↓ ↓  ↑ ↑ ↑ ↓  ↑↓  

+1 ↑ ↑  ↓ ↓  ↑ ↑  ↓ ↓  ↑↓   

mL +1 0 -1 +1 0 -1 +1 0 -1 +1 +1 -1 +2 0  

Table 2. Number of microstates for p2 configuration 

Each vertical column is one micro state. Thus for p 2 configuration, there are 15 microstates. 
In the above diagram, the arrangement of singlet states of paired configurations given in A 
(see below) is not different from that given in B and hence only one arrangement for each ml 
value.  

      
 

The number of microstates possible for any electronic configuration may be calculated from 
the formula, 

Number of microstates = n! / r! (n - r)! 

Where n is the twice the number of orbitals, r is the number of electrons and ! is the factorial. 

For p2 configuration, n= 3x2 =6; r = 2; n – r = 4  

6! = 6 x 5 x 4 x 3 x 2 x 1 = 720; 2! = 2 x 1 =2; 4! = 4 x 3 x 2 x 1 = 24  

Substituting in the formula, the number of microstates is 15.  
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Similarly for a d2 configuration, the number of microstates is given by 10! / 2! (10 – 2)! 

 
10 9 8 7 6 5 4 3 2 1 45
2 1 8 7 6 5 4 3 2 1
        


       

 

Thus a d2 configuration will have 45 microstates. Microstates of different dn configuration 
are given in Table-3. 
 

dn configuration d1,d9 d2,d8 d3,d7 d4,d6 d5 d10 

No.of microstates 10 45 120 210 252 1 

Table 3. Microstates of different dn configuration 

7. Multiple term symbols of excited states 

The terms arising from dn configuration for 3d metal ions are given Table-4.  

 
 
 
 
 
 

Configuration Ion Term symbol 

d1  
 d9 

d2  
d8 
d3  
 d7 
d4  
d6 
d5 

d10 

Ti3+,V4+ 

Cu2+ 
Ti2+,V3+,Cr4+ 

Ni2+ 
Cr3+,V2+,Mn4+ 

Ni3+,Co2+ 
Cr2+,Mn3+ 

Fe2+,Co3+ 

Mn2+, Fe3+ 
Zn2+ 

 

2D 
 
3F, 3P, 1G, 1D, 1S 
 
4F, 4P, 2( H, G, F, D, D, P) 
 
5D , 3( H, G, F, F, , D, P, P ), 1(I, ,G, G, F, D, D, S,S) 
 
6S, 4(G, F, D, P), 2(I, H, G, G, F, F), 2(D, D, D, P, S)  
6S  

 
 
 
 
 
 
Table 4. Terms arising from dn configuration for 3d ions (n=1 to10) 
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8. Selection rules 

8.1. La Porte selection rule  

This rule says that transitions between the orbitals of the same sub shell are forbidden. In 
other words, the for total orbital angular momentum is Δ L = ± 1. This is La Porte allowed 
transitions. Thus transition such as 1S→  1P and 2D→  2P are allowed but transition such as  
3D→  3S is forbidden since Δ L = -2 .That is, transition should involve a change of one unit of 
angular momentum. Hence transitions from gerade to ungerade (g to u) or vice versa are 
allowed, i.e., u →  g or g →  u but not u →  u or g →  g. In the case of p sub shell, both ground 
and excited states are odd and in the case of d sub shell both ground and excited states are 
even. As a rule transition should be from even to odd or vice versa.  

The same rule is also stated in the form of a statement instead of an equation: 

Electronic transitions within the same p or d sub-shell are forbidden, if the molecule has centre of 
symmetry.  

8.2. Spin selection rule  

The selection Rule for Spin Angular Momentum is  

Δ S = 0   

Thus transitions such as 2S→  2P and 3D→  3P are allowed, but transition such as 1S→  3P is 
forbidden. The same rule is also stated in the form of a statement, 

Electronic Transitions between the different states of spin multiplicity are forbidden. 

The selection Rule for total angular momentum, J, is  

Δ J = 0 or ± 1   

The transitions such as 2P1/2 →  2D3/2 and 2P3/2 →  2D3/2 are allowed, but transition such as  
2P1/2 →   2D5/2 is forbidden since Δ J= 2. 

There is no selection rule governing the change in the value of n, the principal quantum 
number. Thus in hydrogen, transitions such as 1s →   2p, 1s →   3p, 1s →   4p are allowed. 

Usually, electronic absorption is indicated by reverse arrow, ←  , and emission is indicated by 
the forward arrow, →  , though this rule is not strictly obeyed.  

8.3. Mechanism of breakdown of selection rules  

8.3.1. Spin-orbit coupling  

For electronic transition to take place, Δ S = 0 and Δ L= ± 1 in the absence of spin-orbit coupling. 
However, spin and orbital motions are coupled. Even, if they are coupled very weakly, a little of 
each spin state mixes with the other in the ground and excited states by an amount dependent 
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upon the energy difference in the orbital states and magnitude of spin –orbit coupling constant. 
Therefore electronic transitions occur between different states of spin multiplicity and also 
between states in which Δ L is not equal to ± 1. For example, if the ground state were 99% 
singlet and 1% triplet (due to spin– orbit coupling) and the excited state were 1% singlet and 99 
% triplet, then the intensity would derive from the triplet –triplet and singlet-singlet 
interactions. Spin-orbit coupling provides small energy differences between degenerate state.  

This coupling is of two types. The single electron spin orbit coupling parameter ζ, gives the 
strength of the interaction between the spin and orbital angular momenta of a single 
electron for a particular configuration. The other parameter, λ, is the property of the term. 
For high spin complexes,  

2S
    

Here positive sign holds for shells less than half field and negative sign holds for more than 
half filled shells. S is the same as the one given for the free ion. The λ values in crystals are 
close to their free ion values. Λ decreases in crystal with decreasing Racah parameters B and 
C. For high spin d5 configuration, there is no spin orbit coupling because 6S state is 
unaffected by the ligand fields. The λ and ζ values for 3d series are given in Table-5.  
 

Ion Ti(II) V(II) Cr(II) Mn(II) Fe(II) Co(II) Ni(II) 
Ξ (cm-1) 121 167 230 347 410 533 649 
λ(cm-1) 60 56 57 0 -102 -177 -325 

Table 5. λ and ζ values for 3d series 

8.3.2. La Porte selection rule 

Physically 3d (even) and 4p (odd) wave functions may be mixed, if centre of inversion (i) is 
removed. There are two processes by which i is removed.  

a. The central metal ion is placed in a distorted field (tetrahedral field, Tetragonal 
distortions, etc.,) The most important case of distorted or asymmetric field is the case of 
a tetrahedral complex. Tetrahedron has no inversion centre and so d-p mixing takes 
place. So electronic transitions in tetrahedral complexes are much more intense, often 
by a factor 100, than in a analogous octahedral complexes. Trans isomer of [Co(en)2Cl2] + 
in aqueous solution is three to four times less intense than the cis isomer because the 
former is centro-symmetric. Other types of distortion include Jahn –Teller distortions. 

b. Odd vibrations of the surrounding ligands create the distorted field for a time that is long 
enough compared to the time necessary for the electronic transition to occur (Franck 
Condon Principle).Certain vibrations will remove the centre of symmetry. Mathematically 
this implies coupling of vibrational and electronic wave functions. Breaking down of La 
Porte rule by vibrionic coupling has been termed as “Intensity Stealing”. If the forbidden 
excited term lies energetically nearby a fully allowed transition, it would produce a very 
intense band. Intensity Stealing by this mechanism decreases in magnitude with 
increasing energy separation between the excited term and the allowed level. 
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9. Splitting of energy states 

The symbols A(or a) and B (or b) with any suffixes indicate wave functions which are singly 
degenerate. Similarly E (or e) indicates double degeneracy and T (or t) indicates triple 
degeneracy. Lower case symbols, a1g, a2g, eg, etc., are used to indicate electron wave 
functions(orbitals) and upper case symbols are used to describe electronic energy levels. 
Thus 2T2g means an energy level which is triply degenerate with respect to orbital state and 
also doubly degenerate with respect to its spin state. Upper case symbols are also used 
without any spin multiplicity term and they then refer to symmetry (ex., A1g symmetry). The 
subscripts g and u indicate gerade (even) and ungerade (odd). 

d orbitals split into two sets - t2g orbitals and eg orbitals under the influence crystal field. 
These have T2g and Eg symmetry respectively. Similarly f orbitals split into three sets - a2u 
(fxyz) , t2u (fx (y2- z2) , fy (z2-x2), fz (x2-y2) and t1u ( fx3 , fy3 , fz3). These have symmetries A2u, T2u and T1u 
respectively. 

Splitting of D state parallels the splitting of d orbitals and splitting of F state splits 
parallels splitting of f orbitals. For example, F state splits into either T1u, T2u and A2u or 
T1g, T2g and A2g sub-sets. Which of these is correct is determined by g or u nature of the 
configuration from which F state is derived. Since f orbitals are u in character 2F state 
corresponding to f1 configuration splits into 2T1u, 2T2u, and 2A2u components; similarly 3F 
state derived from d2 configuration splits into 3T2g, 3T1g and 3A2g components because d 
orbitals are g in character. 

9.1. Splitting of energy states corresponding to dn terms 

These are given in Table-6. 
 

Energy Sub- states 

S 
A1 

 

P 
T1 
 

D E + T2 

F 
A2+ T1+ T2 

 
G A1 + E + T1 + T2 
H E + T1 + T1 + T2 
I A1 + A2 + E + T1 + T2 + T2 

Table 6. Splitting of energy states corresponding to dn terms 

The d-d spectra is concerned with dn configuration and hence the crystal field sub-states are 
given for all the dn configuration in Table -7.  
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Configuration 
Free ion 

ground state
Crystal field 

substates 

Important 
excited 
states 

Crystal field 
state 

d1, d9 
d2, d8 

d3, d7 

d4, d6 

d5 

2D 
3F 
4F 
5D 
6S 

2T2g, 2Eg 

3T1g, 3T2g, 3A2g 

4T1g, 4T2g, 4A2g 

5T2g, 5Eg 

6A1g 

 
3P 
4p 

 
3T1g 

4T1g 

 
Table 7. Crystal field components of the ground and some excited states of dn (n=1 to 9) configuration 

10. Energy level diagram 

Energy Level Diagrams are described by two independent schemes - Orgel Diagrams which 
are applicable to weak field complexes and Tanabe –Sugano (or simply T-S) Diagrams 
which are applicable to both weak field and strong field complexes. 

11. Inter-electronic repulsion parameters  

The inter-electronic repulsions within a configuration are linear combinations of Coulombic 
and exchange integrals above the ground term. They are expressed by either of the two 
ways: Condon - Shortley parameters, F0, F2 and F4 and Racah parameters, A, B and C. The 
magnitude of these parameters varies with the nature of metal ion. 

11.1. Racah parameters  

The Racah parameters are A, B and C. The Racah parameter A corresponds to the partial 
shift of all terms of a given electronic configuration. Hence in the optical transition 
considerations, it is not taken into account. The parameter, B measures the inter electronic 
repulsion among the electrons in the d-orbitals. The decrease in the value of the 
interelectronic repulsion parameter, B leads to formation of partially covalent bonding. 
The ratio between the crystal B1 parameter and the free ion B parameter is known as 
nephelauxetic rato and it is denoted by β. The value of β is a measure of covalency. The 
smaller the value, the greater is the covalency between the metal ion and the ligands. The 
B and C values are a measure of spatial arrangement of the orbitals of the ligand and the 
metal ion.  

Racah redefined the empirical Condon –Shortley parameters so that the separation between 
states having the maximum multiplicity (for example, difference between is a function of 3F 
and 3P or 4F and 4P is a function of a single parameter, B. However, separations between 
terms of different multiplicity involve both B and C 
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12. Tanabe –Sugano diagrams  

Exact solutions for the excited sate energy levels in terms of Dq, B and C are obtained from 
Tanabe-Sugano matrices. However, these are very large (10 x 10) matrices and hand 
calculations are not feasible. For this reason Tanabe-Sugano have drawn energy level 
diagrams known as T-S diagrams or energy level diagrams. The T-S diagrams are valid only 
if the value of B, C and Dq ae lower for a complex than for the free ion value. 

Quantitative interpretation of electronic absorption spectra is possible by using Tanabe –
Sugano diagrams or simply T-S diagrams. These diagrams are widely employed to correlate 
and interpret spectra for ions of all types, from d2 to d8. Orgel diagrams are useful only 
qualitatively for high spin complexes whereas T-S diagrams are useful both for high spin 
and low spin complexes. The x-axis in T-S diagrams represent the ground state term. 
Further, in T-S diagrams, the axes are divided by B, the interelectronic repulsion parameter 
or Racah Parameter. The x-axis represents the crystal field strength in terms of Dq/ B or Δ / B 
and the Y-axis represents the energy in terms of E/B.  

The energies of the various electronic states are given in the T-S diagrams on the vertical 
axis and the ligand field strength increases from left to right on the horizontal axis. The 
symbols in the diagram omit the subscript, g, with the understanding that all states are 
gerade states. Also, in T.S. diagrams, the zero of energy for any particular dn ion is taken to 
be the energy of the ground state. Regardless of the ligand field strength, then, the 
horizontal axis represents the energy of the ground state because the vertical axis is in units 
of E/B and x-axis is also in units of Δ /B. Thus, the unit of energy in T-S diagram is B, Racah 
Parameter.  

The values of B are different for different ions of the same dn (or different dn configuration) 
which is shown on the top of each diagram. One T-S diagram is used for all members of an 
isoelectronic group. Also some assumption is made about the relative value of C/B. 

13. Electron spin resonance 

Electron Spin Resonance (ESR) is a branch of spectroscopy in which radiation of 
microwave frequency is absorbed by molecules possessing electrons with unpaired spins. 
It is known by different names such as Electron Paramagnetic Resonance (EPR), Electron 
Spin Resonance (ESR) and Electron Magnetic Resonance (EMR). This method is an 
essential tool for the analysis of the structure of molecular systems or ions containing 
unpaired electrons, which have spin-degenerate ground states in the absence of magnetic 
field. In the study of solid state materials, EPR method is employed to understand the 
symmetry of surroundings of the paramagnetic ion and the nature of its bonding to the 
nearest neighbouring ligands.  

When a paramagnetic substance is placed in a steady magnetic field (H), the unpaired 
electron in the outer shell tends to align with the field. So the two fold spin degeneracy is 



 
Advanced Aspects of Spectroscopy 

 

14 

removed. Thus the two energy levels, E1/2 and E-1/2 are separated by gH, where g is 
spectroscopic splitting factor and is called gyro magnetic ratio and  is the Bohr magneton. 
Since there is a finite probability for a transition between these two energy levels, a change 
in the energy state can be stimulated by an external radio frequency. When microwave 
frequency () is applied perpendicular to the direction of the field, resonance absorption will 
occur between the two split spin levels. The resonance condition is given by, h = gH, 
where h is Planck’s constant.  

The resonance condition can be satisfied by varying  or H. However, EPR studies are 
carried out at a constant frequency (), by varying magnetic field (H). For a free electron, the 
g value is 2.0023. Since h and  are constants, one can calculate the g factor. This factor 
determines the divergence of the Zeeman levels of the unpaired electron in a magnetic field 
and is characteristic of the spin system. 

In the crystal systems, the electron spins couple with the orbital motions and the g value is a 
measure of the spin and orbital contributions to the total magnetic moment of the unpaired 
electron and any deviation of magnetic moment from the free spin value is due to the spin-
orbit interaction. It is known that the crystal field removes only the orbital degeneracy of the 
ground terms of the central metal ion either partially or completely. The strong electrical 
fields of the surrounding ligands results in “Stark Splitting” of the energy levels of the 
paramagnetic ion. The nature and amount of splitting strongly depends on the symmetry of 
the crystalline electric field. The Stark splitting of the free ion levels in the crystal field 
determines the magnetic behaviour of the paramagnetic ion in a crystal. Whenever there is a 
contribution from the unquenched orbital angular momentum, the measured g values are 
isotropic as a result of the asymmetric crystal field since the contribution from the orbital 
motion is anisotropic. To decide the ultimate ground state of a paramagnetic ion in the 
crystal, the two important theorems, Kramers and Jahn-Teller, are useful. Using group 
theory, one can know the nature of the splitting of the free ion levels in the crystal fields of 
various symmetries.  

Jahn-Teller theorem states that any nonlinear molecule in an electronically degenerate 
ground state is unstable and tends to distort in order to remove this degeneracy. The 
direction of distortion which results in greatest stabilization can often be deduced from EPR 
and other spectroscopic data. 

Kramers’ theorem deals with restrictions to the amount of spin degeneracy which can be 
removed by a purely electrostatic field. If the system contains an odd number of electrons, 
such an electrostatic field cannot reduce the degeneracy of any level below two. Each pair 
forms what is known as a Kramers’ doublet, which can be separated only by a magnetic 
field. For example, Fe(III) and Mn(II) belonging to d5 configuration, exhibit three Kramers’ 
doublets labeled as 5/2, 3/2 and 1/2. 

If the central metal ion also possesses a non-zero nuclear spin, I, then hyperfine splitting 
occurs as a result of the interaction between the nuclear magnetic moment and the electronic 
magnetic moment. The measurement of g value and hyperfine splitting factor provides 
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information about the electronic states of the unpaired electrons and also about the nature of 
the bonding between the paramagnetic ion and its surrounded ligands. If the ligands also 
contain non-zero nuclear spin, then the electron spin interacts with the magnetic moment of 
the ligands. Then one could expect super hyperfine EPR spectrum. 

The g value also depends on the orientation of the molecules having the unpaired electron 
with respect to the applied magnetic field. In the case of perfect cubic symmetry, the g 
value does not depend on the orientation of the crystal. But in the case of low symmetry 
crystal fields, g varies with orientation. Therefore we get three values gxx, gyy, and gzz 

corresponding to a, b and c directions of the crystal. In the case of tetragonal site gxx = gyy 
which is referred to as g and corresponds to the external magnetic field perpendicular to 
the Z-axis. When it is parallel, the value is denoted as g. Hence one can deduce the 
symmetry of a complex by EPR spectrum i.e., cubic, tetragonal, trigonal or orthorhombic. 
Anyhow, it is not possible to distinguish between orthorhombic and other lower 
symmetries by EPR. 

13.1. EPR signals of first group transition metal ions 

Transition metal ions of 3d group exhibit different patterns of EPR signals depending on 
their electron spin and the crystalline environment. For example, 3d1 ions, VO2+ and Ti3+ 
have s = 1/2 and hence are expected to exhibit a single line whose g value is slightly below 
2.0. In the case of most abundant 51V, s = 1/2 and I = 7/2, an eight line pattern with hyperfine 
structure of almost equal intensity can be expected as shown in Fig-1. In the case of most 
abundant Ti, (s = 1/2 and I = 0), no hyperfine structure exists. However, the presence of less 
abundant isotopes (47Ti with I = 5/2 and 49Ti with I = 7/2) give rise to weak hyperfine 
structure with six and eight components respectively. This weak structure is also shown in 
Fig-1.  

Cr(III), a d3 ion, with s = 3/2 exhibits three fine line structure. The most abundant 52Cr has  
I = 0 and does not exhibit hyperfine structure. However, 53Cr with I = 3/2 gives rise to 
hyperfine structure with four components. This structure will be weak because of the low 
abundance of 53Cr. Thus each one of the three fine structure lines of 53Cr is split into four 
weak hyperfine lines. Of these, two are overlapped by the intense central line due to the 
most abundant 52Cr and the other two lines are seen in the form of weak satellites. 

Mn(II) and Fe(III) with d5 configuration have s = 5/2 and exhibit five lines which correspond 
to a 5/2  3/2, 3/2  1/2 and +1/2  -1/2 transitions. In the case of 55Mn, 
which has I = 5/2, each of the five transitions will give rise to a six line hyperfine structure. 
But in powders, usually one observes the six-hyperfine lines corresponding to +1/2  -
1/2 transition only. The remaining four transition sets will be broadened due to the high 
anisotropy. Fe3+ yields no hyperfine structure as seen in Fig -1. 

Co2+, a d7 configuration, with s value of 3/2 exhibits three fine structure lines. In the case of 
59Co (I = 7/2), eight line hyperfine pattern can be observed as shown in the Fig-1.    
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Figure 1. EPR signal of 3d ions  

14. Survey of experimental results 

14.1. Titanium  

Titanium is the ninth most abundant element in the Earth's crust (0.6%). There are 13 known 
isotopes of titanium. Among them five are natural isotopes with atomic masses 46 to 50 and 
the others are artificial isotopes. The synthetic isotopes are all radioactive. Titanium alloys are 
used in spacecraft, jewelry, clocks, armored vehicles, and in the construction of buildings. The 
compounds of titanium are used in the preparation of paints, rubber, plastics, paper, smoke 
screens (TiCl4 is used), sunscreens. The main sources of Ti are ilmenite and rutile. 

Titanium exhibits +1 to +4 ionic states. Among them Ti4+ has d0 configuration and hence has 
no unpaired electron in its outermost orbit. Thus Ti4+ exhibits diamagnetism. Hence no d-d 
transitions are possible. The ionic radius of Ti3+ is the same as that of Fe(II) (0.76 A.U). Ti(I) 
and Ti(III) have unpaired electrons in their outermost orbits and exhibit para magnetism  

14.2. Electronic spectra of titanium compounds 

The electronic configuration of Ti3 is [Ar] 3d1 4s2. It has five fold degeneracy and its ground 
state term symbol is 2D. In an octahedral crystal field, the five fold degeneracy is split into 
2T2g and 2Eg states. Thus only one single electron transition, 2T2g  2Eg, is expected in an 
octahedral crystal field. The separation between these energies is 10Dq, which is crystal field 
energy. Normally, the ground 2T2g state is split due to Jahn-Teller effect and hence lowering 
of symmetry is expected for Ti(III) ion. This state splits into 2B2g and 2Eg states in tetragonal 
symmetry and the excited term 2Eg also splits into 2B1g and 2A1g levels. Thus, three bands are 
expected for tetragonal (C4v) symmetry. Energy level diagram in tetragonal environment is 
shown in Fig -2. 
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Figure 2. Energy level diagram of Ti3+ in octahedral and tetragonal fields 

The transitions in the tetragonal field are described by the following equations. 

  2 2
2 : 4 4 4 2 3 5g gB E Dq Ds Dt Dq Ds Dt Ds Dt              (1) 

  2
2 1 : 6 2 4 2 10g gB B Dq Ds Dt Dq Ds Dt Dq           (2) 

  2 2
2 1 : 6 2 6 4 2 10 4 5g gB A Dq Ds Dt Dq Ds Dt Dq Ds Dt             (3) 

In the above formulae, Dq is octahedral crystal field and Ds and Dt are tetragonal field 
parameters. The same sign of Dq and Dt indicates an axial elongation and opposite sign 
indicates an axial compression 

14.2.1. EPR spectra of titanium compounds 

When any Ti(III) compound in the form of powder is placed in a magnetic field, it gives a 
resonance signal. The single d-electron of Ti3+ has spin, s = 1/2. The abundance of isotopes is 
reported as 46Ti ≈ 87%, 48Ti ≈7.7% and 50Ti ≈5.5% and have nuclear spin I = 0, 5/2 and 7/2 
respectively. Electron spin and nuclear spin interactions give rise to (2I+1) hyperfine lines 
(0,6 and 8) and appear as satellite. Since 46Ti abundance is more, the EPR signal contains 
only one resonance line which is similar to the one shown in Fig-3. The g value for this 
resonance is slightly less than 2.0.  

 
Figure 3. RT powered EPR spectrum of Ti(III). 

14.2.2. Relation between EPR and optical absorption spectra 

EPR studies for Ti3+ can be correlated with optical data to obtain the orbital reduction 
parameter.  
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where n is 8 for C4V , E  is the energy of appropriate transition, λ is the spin-orbit coupling 
constant for Ti3+, i.e., 154 cm-1 and k is the orbital reduction parameter. 

14.2.3. Typical examples 

EPR and optical absorption spectral data of selected samples are discussed as examples. The 
data chosen from the literature are typical for each sample and hence should be considered 
as representative only. For more complete information on specific example, the original 
references are to be consulted. X-band spectra and optical absorption spectra of the 
powdered samples are recorded at room temperature (RT).  

14.2.4. Optical absorption studies 

Ti(III) ion in solids is characterized by three broad bands around 7000, 12000 and 18000 cm-1. 
These are due to the transitions from 2B2g 2Eg, 2B2g 2B1g, and 2B2g 2A1g respectively. Three 
bands of titanite at 7140, 13700 and 16130 cm-1 and of anatase at 6945, 12050 and 18180 cm-1 are 
attributed to the above transitions. The optical absorption spectrum of lamprophyllite is also 
similar. The optical absorption spectrum of benitoite sample displays three bands at 8260, 
10525 and 15880 cm-1. From the observed band positions, the crystal field parameter in 
octahedral field, Dq and tetragonal field parameters, Ds and Dt, are given in Table-8. 
 

Sample Dq cm-1 Ds cm-1 Dt cm-1 
Titanite 1370 -1367 608 
Anatase 1205 -1867 268 
Lamprophyllite 877 -1426 1525 
Benitoite 1050 -1945 485 

Table 8. Crystal field parameters of Ti(III) 

The magnitude of Dt indicates the strength of the tetragonal distortion. This is more in 
lamprophyllite when compared to the other samples.  

i. X-band EPR spectra of the powdered sample of titanite shows a broad resonance line in 
the centre (335.9 mT). The measured g value is 1.957. Another resonance line is noticed 
at 341.4 mT with g =1.926. The central eight line transition is superimposed on the 
spectrum and the components are attributed to VO(II) impurity. The g value of Ti3+ is 
1.957 and other g value is due to VO(II). The g value of 1.95 indicates that Ti3+ is in 
tetragonally distorted octahedral site. 

ii. The EPR spectrum of anatase shows a large number of resonances centered around g 
value of 2 which is attributed to Ti3+. The additional structures between g values of 2 
and 4 are attributed to Fe(III) impurity in the compound. Both the ions are in 
tetragonally distorted environment. 
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The magnitude of Dt indicates the strength of the tetragonal distortion. This is more in 
lamprophyllite when compared to the other samples.  

i. X-band EPR spectra of the powdered sample of titanite shows a broad resonance line in 
the centre (335.9 mT). The measured g value is 1.957. Another resonance line is noticed 
at 341.4 mT with g =1.926. The central eight line transition is superimposed on the 
spectrum and the components are attributed to VO(II) impurity. The g value of Ti3+ is 
1.957 and other g value is due to VO(II). The g value of 1.95 indicates that Ti3+ is in 
tetragonally distorted octahedral site. 

ii. The EPR spectrum of anatase shows a large number of resonances centered around g 
value of 2 which is attributed to Ti3+. The additional structures between g values of 2 
and 4 are attributed to Fe(III) impurity in the compound. Both the ions are in 
tetragonally distorted environment. 
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iii. X band EPR of polycrystalline lamprophyllite sample indicates a broad resonance line 
with line width 56.6 mT and a g value of 2.0. This is due to the presence of Ti(III) in the 
compound. The broad line is due to the dipolar-dipolar interaction of Ti(III) ions. Even 
at liquid nitrogen temperature, only the line intensity increases indicating that Curie 
law is obeyed. 

Using EPR and optical absorption spectral results of titanite, the covalency parameter is 

calculated using equation (4), 
 

 

11e

ionic

g g E
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 . The α value obtained is 0.51, which indicates 

higher covalent character between ligand and metal ion. 

15. Vanadium  

Vanadium abundance in earth's crust is 120 parts per million by weight. Vanadium's ground 
state electron configuration is [Ar] 3d34s2. Vanadium exhibits four common oxidation states 
+5, +4, +3, and +2 each of which can be distinguished by its color. Vanadium(V) compounds 
are yellow in color whereas +4 compounds are blue, +3 compounds are green and +2 
compounds are violet in colour. Vanadium is used in making specialty steels like rust 
resistant and high speed tools. The element occurs naturally in about 65 different minerals 
and in fossil fuel deposits. Vanadium is used by some life forms as an active center of 
enzymes. Vanadium oxides exhibit intriguing electrochemical, photochemical, catalytical, 
spectroscopic and optical properties. Vanadium has 18 isotopes with mass numbers varying 
from 43 to 60. Of these, 51V, natural isotope is stable: 

15.1. Electronic spectra of vanadium compounds 

Vanadium in its tetravalent state invariably exists as oxo-cation, VO2+ (vanadyl). The VO2+ ion 
has a single d electron which gives rise to the free ion term 2D. In a crystal field of octahedral 
symmetry, this electron occupies the t2g orbital and gives rise to ground state term 2T2g. When 
the electron absorbs energy, it is excited to the eg orbital and accordingly in octahedral 
geometry only one band corresponding to the transition, 2T2g →   2Eg, is expected. Because of the 
non-symmetrical alignment of the V=O bond along the axis, the site symmetry, in general, is 
lowered to tetragonal (C4V) or rhombic (C2V) symmetry. In C4V site symmetry, 2T2g splits into 
2B2g and 2Eg, whereas 2Eg splits into 2B1g, 2A1g. Hence three bands are expected in C4V symmetry 
in the range of 11000 –14000, 14500 – 19000 and 20000 – 31250 cm-1. The degeneracy of 2Eg is 
also removed in C2V symmetry resulting four bands. Energy level diagram of VO2+ in 
octahedral C4V and C2V symmetries are shown in Fig- 4. In the tetragonal C4V symmetry 
transitions are described by the following equations. 

  2 2
2 : 4 4 4 2 3 5g gB E Dq Ds Dt Dq Ds Dt Ds Dt              (5) 

  2
2 1 : 6 2 4 2 10g gB B Dq Ds Dt Dq Ds Dt Dq           (6) 
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  2 2
2 1 : 6 2 6 4 2 10 4 5g gB A Dq Ds Dt Dq Ds Dt Dq Ds Dt             (7)  

In the above formulae, Dq is octahedral crystal field parameter and Ds, Dt are tetragonal 
field parameters. The same sign of Dq and Dt indicates an axial elongation and opposite 
sign indicates an axial compression.  

 
Figure 4. Energy level diagram indicating the assignment of the transitions in octahedral C4V symmetry. 

15.2. EPR spectra of vanadium compounds 

The EPR signal is of three types. (i) is due to high concentration of vanadium. If the 
vanadium content in the compound is high, it gives a broad resonance line. Therefore the 
hyperfine line from 51V cannot be resolved. The g value for this resonance is less than 2. (ii) 
VO2+ ion has s= ½ and I = 7/2. The EPR spectrum shows hyperfine pattern of eight 
equidistant lines. In C4v symmetry two sets of eight lines are expected (sixteen-line pattern) 
whereas in C2v symmetry three sets of eight lines are expected. Further in tetragonal 
distortion, 11g < g < ge which shows the presence of an unpaired electron in the xyd  orbital. 

This is characteristic feature of a tetragonally compressed complex.  

Further lowering of symmetry gives rise to EPR spectrum which is similar to the one shown in 
gyy and gzz respectively. The hyperfine constants are designated as A1, A2 and A3 respectively. 

Using the EPR data, the value of dipolar term P and k term are calculated, 
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Using the EPR data, the admixture coefficients are calculated from the following formulae, 

  2 2 2
11 1 2 32 3 2g C C C    (11) 

   2 2 2
1 2 3 1 2 3and4 1g C C C C C C        (12) 

    2
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15.3. Relation between EPR and optical absorption spectra 

The optical absorption results and EPR results are related as follows. EPR studies can be 
correlated with optical data to obtain the orbital coefficients *2 and *2
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Here g11 and g are the spectroscopic splitting factors parallel and perpendicular to the 
magnetic field direction of ge (i.e., 2.0023 for a free electron). 

 E1 is the energy of 2B2g  2B1g and  E2 is the energy of 2B2g  2Eg. 

λ is the spin-orbit coupling constant(160 cm-1) for the free vanadium(VO2+). 

15.4. Typical examples 

EPR and optical absorption spectral data of certain selected samples are discussed. The data 
chosen from the literature are typical for each sample. The data should be considered as 
representative only. For more complete information on specific example, original references 
are to be consulted. X-band spectra of the powdered samples and optical absorption spectra 
are recorded at room temperature (RT).  

X-band EPR spectra of the vanadium(IV) complex with DMF recorded in solutions reveal a 
well-resolved axial anisotropy with 16-line hyperfine structure. This is characteristic of an 
interaction of vanadium nuclear spin (51V, I = 7/2) with S. The observed EPR parameters are 
g11 =1.947, A11 = 161.3 x 10-4 cm-1 and g=1.978, A= 49.0 x 10-4 cm-1. EPR parameters of 
several samples are available in literature and some of them are given in Table -9. 
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Mineral name 11g  g  11A  mT A mT 

Kainite 
 

Apophyllite 
 

Pascoite site I 
siteII 

 
CAPH 

1.932 
 

1.933 
 

1.933 
1.946 

 
1.933 

1.983 
 

1.982 
 

1.988 
1.976 

 
1.993 

17.7 
 

18.02 
 

18.50 
20.00 

6.9 
 

6.02 
 

7.6 
8.2 

 

Table 9. Various EPR parameters of VO(II) in minerals 

Using the EPR data, the admixture coefficients are calculated for apophyllite and pascoite 
minerals and are given in the Table -10. 
 

Sample C1 C2 C3 K P (x 10-4 cm-1) 
Apophyllite 0.7083 0.7124 0.0028 0.86 122.7 
Pascoite 0.7010 0.7116 0.0035 0.36 118.4 
 0.7090 0.7285 0.03174 0.34 143 

Table 10. Admixture coefficients of VO2+ ion  

EPR spectrum of polycrystalline sample of wavellite with sixteen line pattern indicates the 
presence of VO2+ ion as an impurity. The EPR parameters calculated are gzz= 1.933 and 
gyy=gxx = 1.970 and the corresponding A values are 19.0 and 6.2 mT.  

15.5. Typical examples 

a. (i) Divalent vanadium (V2+) of d3 configuration, containing halide and other ions  
in aqueous solutions, gives three transitions, i.e., 4A2g→  4T2g, 4A2g →  4T1g(F) and  
4A2g →  4T1g(P) in an octahedral geometry. In  2

2 6
V H O

 
  

, the three bands are observed 

at 11400, 17100 and 24000 cm-1 along with some weak shoulders at about 20000 and 
22000 cm-1. The bands observed at 11400, 17100 and 24000 cm-1 are assigned to the 
transitions 4A2g →  4T2g, 4T1g(F) and 4T1g(P) respectively. 10Dq is 11400 cm-1. For divalent 
vanadium ion, Racah parameters are B = 860 and C = 4165 cm-1. Calculated Racah 
parameters are expected to be less than the one in the free ion value. Accordingly, the 
weak shoulders observed at 20000 and 22000 cm-1 are assigned to 4A2g→  2T2g, and  
4A2g →   2T1g, 2E transitions. 

(ii) The optical absorption spectrum of vanadium carboxylate tetrahydrate sample 
displays three bands at 11400, 17360 and 23920 cm-1. These are assigned to the 
transitions, 4A2g →   4T2g, 4T1g(F) and 4T1g(P) in an octahedral geometry. 
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, the three bands are observed 

at 11400, 17100 and 24000 cm-1 along with some weak shoulders at about 20000 and 
22000 cm-1. The bands observed at 11400, 17100 and 24000 cm-1 are assigned to the 
transitions 4A2g →  4T2g, 4T1g(F) and 4T1g(P) respectively. 10Dq is 11400 cm-1. For divalent 
vanadium ion, Racah parameters are B = 860 and C = 4165 cm-1. Calculated Racah 
parameters are expected to be less than the one in the free ion value. Accordingly, the 
weak shoulders observed at 20000 and 22000 cm-1 are assigned to 4A2g→  2T2g, and  
4A2g →   2T1g, 2E transitions. 

(ii) The optical absorption spectrum of vanadium carboxylate tetrahydrate sample 
displays three bands at 11400, 17360 and 23920 cm-1. These are assigned to the 
transitions, 4A2g →   4T2g, 4T1g(F) and 4T1g(P) in an octahedral geometry. 
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b. Trivalent Vanadium (V3+) (d2) in aqueous solutions shows two stronger bands at about 
15000 and 23000 cm-1 and some weaker bands at 11500, 18000 cm-1. The stronger bands 
are assigned to the transitions, 3T1g(F) →  3T2g(F) and 3T1g(F) →  3T1g(P) in an octahedral 
environment. Since this ion contains two d electrons, it is not so easy to attribute to the 
other bands. Therefore T-S diagrams are used to identify the other bands. 10Dq is 16400 
cm-1 and B = 623 (free ion B= 886 cm-1and C =765 cm-1). Third band could be expected at 
32000 cm-1 due to 3T1g(F) →  2A1g. This band corresponds to double electron transition 
and hence the intensity is expected to be lower than that of the first two bands. The 
weaker bands observed at 11500, 18000 cm-1 are attributed to the spin forbidden 
transitions, 3T1g(F) →  1Eg, 1T2g and 1A1g.  

c. (i) Tetravalent vanadium (V4+) (d1). The absorption spectrum of tetravalent vanadium 
compounds shows three transitions, 2B2g→  2Eg, 2B2g→   2B1g and 2B2g→   2A1g. The 2B2g→   2Eg 
is the most intense and 2B2g →  2B1g is the weakest. Accordingly, the bands observed in 
vanadium doped zinc hydrogen maleate tetrahydrate (ZHMT) at 13982, 16125 and 
21047 cm-1 are assigned to the above three transitions respectively. The octahedral 
crystal field parameter, Dq (1613 cm-1), and tetragonal field parameters, Ds (-2700 cm-1) 
and Dt (1178 cm-1), are evaluated. 

(ii) The electronic absorption spectrum of the VO2+ in CdSO4.8H2O recorded at room 
temperature shows bands at 12800, 13245, 14815, 18345 cm-1. These bands are 
assigned to 2B2g→  2Eg, 2B2g→  2B1g and 2B2g→  2A1g transitions. The band observed at 12500 
cm-1 is the split component of the band at 13245 cm-1. The crystal field octahedral 
parameter, Dq (1465 cm-1) and tetragonal field parameters, Ds (-2290 cm-1) and Dt 
(1126 cm-1) are evaluated. 

Several examples are found in the literature. Some of them are given in the Table-11. 
 

Sample 
Transition from 2B2 cm-1

Dq cm-1 Ds cm-1 Dt cm-1 
2E, 2B1 2A1

Cadmium 
ammonium 
phosphate 
hexahydradate(C
APH) 

12270 16000 26625 1600 -3275 488 

Aphophyllite 12500 15335 24385 1538 -2080 653 
Pascoite site I 
Site II 

12255
12255 

14450
16000 

21415
21415 

1445
1600 

-2765
-2524 

803 
937 

Table 11.  

d. Pentavalent vanadium has no d electron and hence d-d transitions are not possible. 
Therefore, the observed bands in electronic absorption spectrum are ascribed to charge 
transfer bands. These appear around 37000, 45000 cm-1. These are assigned to transitions 
from ligand orbitals to metal d-orbitals: A1 →  T2 (t1 →  2e) and A1→  T2 (3t2 →  2e) in 
tetrahedral configuration for the ion 3

4VO  . 
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Vanadium doped silica gel also shows sharp band at 41520 cm-1 and shoulders at 45450 and 
34480 cm-1. These are also assigned to charge transfer transitions in tetrahedral environment 
of 3

4VO  . The minimum value of 10Dq for 3
4VO   is expected at about 16000 cm-1 in octahedral 

geometry. This is expected because the two bands at 34480 and 45450 cm-1 are from the 
ligand orbitals to two vacant d orbitals which are 10Dq apart. This would be about twice the 
energy separation (8000 cm-1) observed for tetrahedral 3

4VO  .Hence the evidence does not 
satisfy the assignment of bands to d-d transitions. Therefore the bands are due to charge 
transfer transitions.  

16. Chromium  

Chromium is the 6th most abundant transition metal. Chromium is used in the 
manufacture of stainless steel and alloys. The ground state electronic configuration is 
[Ar] 3d44s2. It exhibits +2 to +6 oxidation states. Most stable oxidation state are +2 (CrO), 
+3 (Cr 2 O 3) and +6 (K 2 Cr 2 O 7). 

16.1. Optical spectra 

a. Divalent chromium(d2) 

Cr2+ has a d4 configuration and forms high spin complexes only for crystal fields less than 
2000 cm-1. The ground state term in an octahedral crystal field is 5Eg belonging to the 3 1

2g gt e

configuration. The excited state 5T2g corresponds to promotion of one single electron to give 
2 2
2g gt e  configuration. The d4 electron is susceptible to Jahn-Teller distortion and hence Cr2+ 

compounds usually are of low symmetry. In lower symmetry, the excited quintet state of 
Cr2+ splits into three levels and the ground level quintet state splits into two levels. In the 
case of Cr2+(H2O)6, the value of Dq is 1400 cm-1. In spinels, Cr2+is in the tetrahedral 
environment and Dq is about 667 cm-1only.  

b. Trivalent chromium(d3): 

In octahedral symmetry, the three unpaired electrons are in 3
2gt  orbitals which give rise to 

4A2g, 2Eg, 2T1g and 2T2g states. Of these 4A2g is the ground state. If one electron is excited, the 
configuration is 2 1

2g gt e which gives two quartet states 4T1g and 4T2g and a number of doublet 

states. When the next electron is also excited, the configuration is 1 2
2 ggt e which gives rise to 

one quartet state 4T1g and some doublet states.  

     4 4 4 4
2 1 2, ,g g gF A F T F T F  

 4 4
1gP T P  



 
Advanced Aspects of Spectroscopy 

 

24 

Vanadium doped silica gel also shows sharp band at 41520 cm-1 and shoulders at 45450 and 
34480 cm-1. These are also assigned to charge transfer transitions in tetrahedral environment 
of 3

4VO  . The minimum value of 10Dq for 3
4VO   is expected at about 16000 cm-1 in octahedral 

geometry. This is expected because the two bands at 34480 and 45450 cm-1 are from the 
ligand orbitals to two vacant d orbitals which are 10Dq apart. This would be about twice the 
energy separation (8000 cm-1) observed for tetrahedral 3

4VO  .Hence the evidence does not 
satisfy the assignment of bands to d-d transitions. Therefore the bands are due to charge 
transfer transitions.  

16. Chromium  

Chromium is the 6th most abundant transition metal. Chromium is used in the 
manufacture of stainless steel and alloys. The ground state electronic configuration is 
[Ar] 3d44s2. It exhibits +2 to +6 oxidation states. Most stable oxidation state are +2 (CrO), 
+3 (Cr 2 O 3) and +6 (K 2 Cr 2 O 7). 

16.1. Optical spectra 

a. Divalent chromium(d2) 

Cr2+ has a d4 configuration and forms high spin complexes only for crystal fields less than 
2000 cm-1. The ground state term in an octahedral crystal field is 5Eg belonging to the 3 1

2g gt e

configuration. The excited state 5T2g corresponds to promotion of one single electron to give 
2 2
2g gt e  configuration. The d4 electron is susceptible to Jahn-Teller distortion and hence Cr2+ 

compounds usually are of low symmetry. In lower symmetry, the excited quintet state of 
Cr2+ splits into three levels and the ground level quintet state splits into two levels. In the 
case of Cr2+(H2O)6, the value of Dq is 1400 cm-1. In spinels, Cr2+is in the tetrahedral 
environment and Dq is about 667 cm-1only.  

b. Trivalent chromium(d3): 

In octahedral symmetry, the three unpaired electrons are in 3
2gt  orbitals which give rise to 

4A2g, 2Eg, 2T1g and 2T2g states. Of these 4A2g is the ground state. If one electron is excited, the 
configuration is 2 1

2g gt e which gives two quartet states 4T1g and 4T2g and a number of doublet 

states. When the next electron is also excited, the configuration is 1 2
2 ggt e which gives rise to 

one quartet state 4T1g and some doublet states.  

     4 4 4 4
2 1 2, ,g g gF A F T F T F  

 4 4
1gP T P  

 
Electronic (Absorption) Spectra of 3d Transition Metal Complexes 

 

25 

       2 2 2 2 2
1 1 2, , ,g g g gG A G T G T G E G  

     2 2 2 2
1 2,2 ,g g gH E H T H T H  

In both fields, 4A2g,(F) represents the ground state. Hence, three spin allowed transitions are 
observed in high spin state 4A2g(F)  4T2g(F) (1), 4A2g(F) 4T1g(F) (2) and 4A2g(F)  4T1g(P) (3). 
These spin allowed bands split into two components when the symmetry of Cr3+ ion is lowered 
from octahedral to C4V or C3V. Generally, 4A2g(F)  4T1g(P) occurs in the UV-Vis region.  

The strong field electronic configurations for the ground state and their terms are given as 
follows: 

           
3 0 4 2 2 2

2 2 1 2: , , ,g g g g g gt e A F E G T G T G  

         
2 1 4 4 2

2 1 2 2: , ,g g g g gt e T F T F T H  

     
1 2 4

2 1:g g gt e T P  

Racah parameter, B, is calculated with spin allowed transitions using equation (17) 

    
2 2
1 2 1 2

2 1

2 3
15 27B

   
 

 
   (17) 

The octahedral crystal field parameter Dq is characteristic of the metal ion and the ligands. 
The Racah parameter, B depends on the size of the 3d orbital; B is inversely proportional to 
covalency in the crystal.  

16.2. EPR spectra of chromium compounds 

Cr3+ ion, splits into |1/2 and |3/2 Kramers’ doublets in the absence of magnetic field, 
separated by 2D, D being the zero-field splitting parameter. This degeneracy can be lifted only 
by an external magnetic field. In such a case, three resonances are observed corresponding to 
the transitions, |-3/2  |-1/2, |-1/2  |1/2 and |1/2  |3/2 at gB – 2D, gB and gB + 
2D respectively. In a powder spectrum, mainly the perpendicular component is visible. If all 
the three transitions are observed, the separation between the extreme sets of lines is 4D [gB + 
2D –(gB - 2D) = 4D]. If D is equal to zero, a single resonance line appears with g ~ 1.98. If D is 
very large compared to microwave frequency, a single line is seen around g = 4.0. 

16.3. Relation between EPR and optical absorption spectra 

A comparison is made between the observed geff from EPR results and the calculated one 
from the optical spectrum. For Cr3+, EPR and optical results are related by,  
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Here g11 and g are the spectroscopic splitting factors parallel and perpendicular to the 
magnetic field direction, g , the free electron value ge, is 2.0023. These values give,  

  11 1
1
3effg g g  .   (20) 

The value of D can also be estimated from the optical absorption spectrum. The  
4A2g(F) → 4T2g(F) component in the optical spectrum is due to the lowering of symmetry 
which also includes the D term. 
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.   (21) 

 The spin-orbit splitting parameter,  [for free ion, Cr3+ is 92 cm-1] is related to Racah 
parameter (B) by the equation,  

   20.11 1.08 0.0062B     (22) 

16.4. Typical examples 

The data chosen from the literature are typical for each sample. The data should be 
considered as representative only. For more complete information on specific examples, the 
original references are to be consulted. X-band spectra and optical absorption spectra of the 
powdered sample are recorded at room temperature (RT).  

1. Trivalent chromium [d3]: The optical absorption spectrum of fuchsite recorded in the 
mull form at room temperature shows bands at 14925, 15070, 15715, 16400, 17730 and 
21740 cm-1. The two broad bands at 16400 and 21740 cm-1 are due to spin-allowed 
transitions, 4A2g(F)  4T2g(F) and 4T1g(F) respectively. The band at 17730 cm-1 is the split 
component of the 4T2g(F) band. This indicates that the site symmetry of Cr3+ is C4v or C3v. 
The bands at 16400 and 21700 cm-1 are responsible for the green color of the mineral. 
The additional weak features observed for the 1 band at 15715 and 15070 cm-1 are 
attributed to the spin-forbidden transitions, 4A2g  2T1g(G) and 4A2g  2Eg(G). Using 
equation (17), Racah parameter, B, is calculated (507 cm-1). Substituting Dq and B values 
and using T-S diagrams for d3 configuration and solving the cubic field energy matrices 
,another Racah parameter, C is evaluated (2155 cm-1) which is less than the free ion 
value [C =3850 cm-1].  

Several examples are available in the literature. Some of them are given in the Table-12. 
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Several examples are available in the literature. Some of them are given in the Table-12. 

 
Electronic (Absorption) Spectra of 3d Transition Metal Complexes 

 

27 

Compound 
2Eg(G)
cm-1 

2T1g(G)
cm-1 

4T2g(F)
(ν1) 
cm-1 

2T2g(G)
cm-1 

4T1g(F)
(ν2) 
cm-1 

2T1g(H)
cm-1 

4T1g(P)
(ν3) 
cm-1 

Dq 
cm-1 

B 
cm-1 

C 
cm-1 β CFSE 

Fuchsite 
quartz 15500 15995 19995 22720 27020 35700 43465 2000 677 3400 0.66 24000 

Dickite 14690 15500 16260  23800  37000 1626 803  0.78 19512 

Fuchite 15070 15715 16400 
17730 

14925 21740   1640 507 2155 0.49 19680 

Chromate   17390  23810   1739     

Natural 
Ruby 

14262 
14296 

16725 
16919 
17042 

18170 
17245 

21012 
21058 
21389 

24993   1830 732 2155 0.71 21960 

Variscite   
16660 
18180 15380 21735 30295  1666 475 2200 0.46 19992 

Synthetic 
Uvarovite 

  16670 18000 22730  28000      

Sr3Ga2Ge4O14 

Garnet   16299  433.6   1629.9 712.3  0.69 19559 

Ureyite   15600  22000    664  0.65  
Alexandrite 14000 - 16600 21000 25000        
Uvarovite   16600  23100        
Clinoclore        1834 668  0.728 63x350 
Amesite        1782 737  0.899 58.0x 

Muscovite        1610 737  0.89 55.6 
Phlogopite        1690    58.0 

1. The EPR spectrum of fuchsite recorded at room temperature (RT) clearly indicates a strong resonance line with a few 
weak resonances on either side of it. The g value for this centrally located strong line is 1.98. This is due to the main 
transition |-1/2  |1/2 of Cr3+. The calculated value of D is around 270 G. For weak lines, D is around 160 G. Since 
the lines are equally spaced on either side of the strong resonance, E is zero. The strong line at g (1.98) value is 
observed indicating a high concentration of chromium.  
2. The EPR spectrum of chromate shows a broad EPR signal with g value of 1.903 which may be due to Cr3+ which is in 
high concentration in the mineral. The chromium ion is in octahedral coordination. 
3. EPR spectrum of zoisite at LNT givesa g and D values of 1.99 and 42.5 mT respectively which are due to Cr3+ in 
octahedral environment. 
4. EPR spectrum of chromium containing fuchsite quartz shows a g value of 1.996 which may due to Cr3+ which is in 
octahedral environment.  
5. EPR spectrum of blue sapphire shows four Cr3+ sites with the same g value of 1.98 having different D values 
(130,105,65 and 34 mT) . Green sapphire also has the same g value but different D values (132,114, 94 and 35 mT). The 
results suggest that chromium content is slightly different in different sapphires. 

Table 12. Assignment of bands for Cr(III) with 4A2g(F) ground state. All values are given in cm-1 

Several examples are given in the literature. Some of them are presented in the Table-13. 
 

Compound 
Observed 4T1g(F) 

(ν2) cm-1 

4T2g(F) 
(ν1) cm-1 

Calculated 
g  g11 geff geff  (cm-1 

Varscite 1.958 1.9684 1.994 16660 21735 1.9615 75 
Chromate   1.903     

Table 13. EPR parameters of Cr3+ compounds. 
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2. Tetravalent chromium (d2): 

Absorption spectra of Cr4+ in forsterite and garnet show the absorption band at 9460 cm-1 

which is the typical of Cr4+ ions. It is attributed to the 3A2g  3T2g transition. The absorption 
band at 19590 cm-1 is also attributed to 3A2g  3T1g transition. The absorption band at 19590 
cm-1overlaps with the bands at 16130 and 23065 cm-1. 

17. Manganese 

The atomic number of manganese is 25 and its outermost electronic configuration is [Ar] 
3d54s2 . It exhibits several oxidation states, +2, +3, +4, +6 and +7, of which the most stable are 
+2 +4 and +7. The ionic radii of Mn2+ and Mn4+ are 0.80 and 0.54 A.U. respectively. Twenty 
three isotopes and isomers are known. A number of minerals of manganese exists in nature 
(~ 300 minerals) giving rise to an overall abundance of 0.106%. Twelve of the important 
among them are economically exploited and the most important of these are pyrolusite 
(MnO2), manganite (Mn2O3.H2O), hausmannite (Mn3O4) rhodochrosite (MnCO3) and 
manganese(ocean) nodules. Much of the (85-90%) manganese is consumed in the 
manufacture of ferromanganese alloys. The other uses are: manganese coins, dry cell and 
alkaline batteries and glass. It is an essential trace element for all forms of life. 

Octahedral complexes of Mn(III) are prone to Jahn-Teller distortion. It is of interest, 
therefore, to compare the structures of Cr(acac)3 with Mn(acac)3 since the former is a regular 
octahedron while the latter is prone to dynamic Jahn-Teller distortion. 

17.1. EPR spectra of manganese compounds 

1. Manganese(II): Manganese(II), being a d5 ion, is very sensitive to distortions in the 
presence of magnetic field. Mn(II) has a total spin, S = 5/2. The six spin states labeled as 
±5/2>,  ±3/2> and  ±1/2> are known as the three Kramers’ doublets; in the absence of 
external magnetic field ,they are separated by 4D and 2D respectively, where D is the 
zero-field splitting parameter. These three doublets split into six energy levels by the 
application of an external magnetic field. Transitions between these six energy levels 
give rise to five resonance lines. Each of these resonance lines, in turn, splits into a 
sextet due to the interaction of the electron spin with the nuclear spin of 55Mn, which is 
5/2. Thus one expects a 30- line pattern. However, depending on the relative 
magnitudes of D and A (hyperfine coupling constant of manganese), these 30 lines 
appear as a separate bunch of 30 lines or 6 lines (if D = 0). The separation between the 
extreme set of resonance lines is approximately equal to 8D (first order). If D is very 
small compared to hyperfine coupling constant (A), the 30 lines are so closely packed 
that one could see only six lines corresponding -1/2 to +1/2 transition. If D = 0, the 
system is perfectly octahedral. Deviation from axial symmetry leads to a term known as 
E in the spin- Hamiltonian. The value of E can be easily calculated from single crystal 
measurements. A non-zero value of E results in making the spectrum unsymmetrical 
about the central sextet.  



 
Advanced Aspects of Spectroscopy 

 

28 

2. Tetravalent chromium (d2): 

Absorption spectra of Cr4+ in forsterite and garnet show the absorption band at 9460 cm-1 

which is the typical of Cr4+ ions. It is attributed to the 3A2g  3T2g transition. The absorption 
band at 19590 cm-1 is also attributed to 3A2g  3T1g transition. The absorption band at 19590 
cm-1overlaps with the bands at 16130 and 23065 cm-1. 

17. Manganese 

The atomic number of manganese is 25 and its outermost electronic configuration is [Ar] 
3d54s2 . It exhibits several oxidation states, +2, +3, +4, +6 and +7, of which the most stable are 
+2 +4 and +7. The ionic radii of Mn2+ and Mn4+ are 0.80 and 0.54 A.U. respectively. Twenty 
three isotopes and isomers are known. A number of minerals of manganese exists in nature 
(~ 300 minerals) giving rise to an overall abundance of 0.106%. Twelve of the important 
among them are economically exploited and the most important of these are pyrolusite 
(MnO2), manganite (Mn2O3.H2O), hausmannite (Mn3O4) rhodochrosite (MnCO3) and 
manganese(ocean) nodules. Much of the (85-90%) manganese is consumed in the 
manufacture of ferromanganese alloys. The other uses are: manganese coins, dry cell and 
alkaline batteries and glass. It is an essential trace element for all forms of life. 

Octahedral complexes of Mn(III) are prone to Jahn-Teller distortion. It is of interest, 
therefore, to compare the structures of Cr(acac)3 with Mn(acac)3 since the former is a regular 
octahedron while the latter is prone to dynamic Jahn-Teller distortion. 

17.1. EPR spectra of manganese compounds 

1. Manganese(II): Manganese(II), being a d5 ion, is very sensitive to distortions in the 
presence of magnetic field. Mn(II) has a total spin, S = 5/2. The six spin states labeled as 
±5/2>,  ±3/2> and  ±1/2> are known as the three Kramers’ doublets; in the absence of 
external magnetic field ,they are separated by 4D and 2D respectively, where D is the 
zero-field splitting parameter. These three doublets split into six energy levels by the 
application of an external magnetic field. Transitions between these six energy levels 
give rise to five resonance lines. Each of these resonance lines, in turn, splits into a 
sextet due to the interaction of the electron spin with the nuclear spin of 55Mn, which is 
5/2. Thus one expects a 30- line pattern. However, depending on the relative 
magnitudes of D and A (hyperfine coupling constant of manganese), these 30 lines 
appear as a separate bunch of 30 lines or 6 lines (if D = 0). The separation between the 
extreme set of resonance lines is approximately equal to 8D (first order). If D is very 
small compared to hyperfine coupling constant (A), the 30 lines are so closely packed 
that one could see only six lines corresponding -1/2 to +1/2 transition. If D = 0, the 
system is perfectly octahedral. Deviation from axial symmetry leads to a term known as 
E in the spin- Hamiltonian. The value of E can be easily calculated from single crystal 
measurements. A non-zero value of E results in making the spectrum unsymmetrical 
about the central sextet.  

 
Electronic (Absorption) Spectra of 3d Transition Metal Complexes 

 

29 

Further, the following parameters have been calculated from the powder spectrum using the 
Spin- Hamiltonian of the form:  

  2
3

11 1 1
3g zH B S D S S S SA  

     
 

  (23) 

Here the first term represents the electron-Zeeman interaction, the second term represents 
the zero field contribution and the third term represents the nuclear-Zeeman interaction. 
The extra set of resonances within the main sextet is due to the forbidden transitions. From 
the forbidden doublet lines, the Zero field splitting parameter, D is calculated using the 
formula,  

 
 2

2 1 16 82
9 64

 m

m i m

H AmD
H H H A

H
m

          






   (24) 

  
   2

0

2 2 2

0

  or 
8

35
1

 4
2 o

m o mH H Am H
I I m A A

H H
H Am m    

      


  


  (25) 

where Hm is the magnetic field corresponding to m  m in HF line; H0 is the resonance 
magnetic field and m is the nuclear spin magnetic quantum number. 

Percentage of covalency of Mn-ligand bond can be calculated in two ways using (i) 
Matumura’s plot and (ii) electro negativities, Xp and Xq using the equation,  

    21 1 0.16 0.035p q p qC X X X X
n
       

   (26) 

Here n is the number of ligands around Mn(II) ion; Xp = XMn = 1.6 for Mn(II) and Xq = Xligand .  

Also hyperfine constant is related to the covalency by,  

   4 12.04 104.5 10isoA C cm      (27) 

Further, the g value for the hyperfine splitting is indicative of the nature of bonding. If the g 
value shows a negative shift with respect to the free electron g value (2.0023), the bonding is 
ionic and conversely, if the shift is positive, then the bonding is said to be more covalent in 
nature. 

17.2. Typical examples 

1. Manganese(II): The EPR spectrum of clinohumite contains a strong sextet at the centre 
corresponding to the electron spin transition +1/2> to -1/2>. In general, the powder 
spectrum is characterized by a sextet, corresponding to this transition. The other four 
transitions corresponding to ±5/2> ↔ ±3/2> and ±3/2>↔ ±1/2> are not seen due to their 
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high anisotropy in D. However, in a few cases only, all the transitions are seen. Moreover, 
the low field transitions are more intense than the high field transitions. In addition, if E ≠ 
0, the EPR spectrum will not be symmetrical about the central sextet. In clinohumite, the 
spectrum indicates the presence of at least three types of Mn(II) impurities in the mineral.  

The extra set of resonances within the main sextet is due to the forbidden transitions. From 
the powder spectrum of the mineral, the following parameters are calculated: 

Site I:  g = 2.000(1), A = 9.15(2) mT; and D = 43.8(1) mT. 

Site II:  g = 2.003(2), A = 9.23(2) mT; and D = 44.1(1) mT.  

Site III: g = 2.007(1), A = 9.40(2) mT; and D = 44.1(1) mT.  

This large value of D indicates a considerable amount of distortion around the central 
metal ion. Since EPR is highly sensitive to Mn(II) impurity, three such sites are noticed. 
These two sites have close spin- Hamiltonian parameters. A close look at the EPR 
spectrum indicates a non-zero value of E, which is very difficult to estimate from the 
powder spectrum.  

2. Pelecypod shell EPR spectrum of powdered sample obtained at room temperature 
indicates the presence of Mn(II) and Fe(III) impurities. The spectrum contains a strong 
sextet at the centre of the spectrum corresponding to the electron spin transition +1/2> 
to -1/2>. Also, the powder spectrum indicates the presence of, at least, three types of 
Mn(II) impurities in the pelecypod shell which is noticed at the sixth hyperfine resonance 
line. The third Mn(II) site is of very low intensity. The extra set of resonances within the 
main sextet is due to the forbidden transitions. The variations of intensity are also due 
to the zero field splitting parameter. From the powder spectrum of the compound, the 
following parameters are calculated using the spin- Hamiltonian of the form:  
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where the symbols have their usual meaning. 

Site I:  g = 2.002(1), A = 9.33(2) mT; and D = 43.8(1) mT 

Site II:  g = 1.990(2), A = 9.41(2) mT; and D = 44.1(1) mT  

Site III:    g = 1.987(1), A = 9.49(2) mT; and D = 44.1(1) mT 

This large value of D indicates a considerable amount of distortion around the central metal 
ion. A close look at the EPR spectrum indicates a non-zero value for E.  

The hyperfine constant ’A’ value provides a qualitative measure of the ionic nature of 
bonding of Mn(II) ion. The percentage of covalency of Mn-ligand bond is calculated using 
‘A’ (9.33 mT) value obtained from the EPR spectrum and with Matumura’s plot. It 
corresponds to an ionicity of 94%. Also, the approximate value of hyperfine constant (A) is 
calculated by using the equation (27). 
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high anisotropy in D. However, in a few cases only, all the transitions are seen. Moreover, 
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sextet at the centre of the spectrum corresponding to the electron spin transition +1/2> 
to -1/2>. Also, the powder spectrum indicates the presence of, at least, three types of 
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main sextet is due to the forbidden transitions. The variations of intensity are also due 
to the zero field splitting parameter. From the powder spectrum of the compound, the 
following parameters are calculated using the spin- Hamiltonian of the form:  

  2 1
3Z

SH BgS D S S SAI
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The hyperfine constant ’A’ value provides a qualitative measure of the ionic nature of 
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‘A’ (9.33 mT) value obtained from the EPR spectrum and with Matumura’s plot. It 
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The value obtained is 92x 10-4 cm-1. This calculated value agrees well with the observed 
hyperfine constant (93.3 x 10-4 cm-1) indicating ionic character of Mn-O bond in the shell 
under study.  

Using the covalency, the number of ligands around Mn(II) ion is estimated using the 
equation (26) 

   21 1 0.16 0.035p q p qC X X X X
n
       

 

Where XP and Xq are the electronagativities of metal and ligand. Assuming Xp = XMn = 1.4 and 
Xq = XO = 3.5, the number of ligands (n) obtained are 18. This suggests that Mn(II) may be 
surrounded by eighteen oxygens of six 2

3CO   ions. 

i. Manganese (IV): This ion in biological samples gives rise to EPR signal around 3.30. 
ii. (Mn7+ ion also gives EPR resonance signal at about 2.45 in ceramic materials and in 

biological samples. 

17.3. Optical absorption studies 

1. Manganese(II): The free ion levels of Mn2+ are 6S, 4G, 4P. 4D and 4F in the order of 
increasing energy. The energy levels for Mn2+ ion in an octahedral environment are 
6A1g(S), 4T1g(G), 4T2g(G), 4Eg(G), 4T1g(G) 4A1g, 4T2g(G), 4Eg(D), 4T1g(P) respectively with 
increasing order of energy. The 4Eg(G), 4A1g and 4Eg(D) levels are less affected when 
compared to other levels by crystal field. Hence, sharp levels are expected relatively in 
the absorption spectrum which is the criterion for assignment of levels of Mn(II) ion. 
Since all the excited states of Mn(II) ion will be either be quartets or doublets, the optical 
absorption spectra of Mn(II) ions will have only spin forbidden transitions. Therefore, 
the intensity of transitions is weak. 

Energy level diagram of Mn(II) is extremely complex. Exact solutions for the excited state 
energy levels in terms of Dq, B and C may be obtained from T-S matrices. These matrices are 
very large (up to 10 x10) and ordinary calculations are not feasible. For this reason, the T-S 
diagrams given in many places in the literature are not sufficiently complete to allow the 
assignment of all the observed bands. Therefore a set of computer programmes is written to 
solve the T-S secular equations for any selected values of B, C and Dq. With the computer 
program, it is only necessary to obtain values of B and C and the complete scheme for any 
Dq can be quickly calculated. Fortunately B and C can be obtained analytically, if a 
sufficiently complete spectrum is obtained using the transitions given below: 

 4 4 6
1 1 1, 10 5g g gA E G A B C      

 4 6
1 217 5g gE D A B C      
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If ν1 and ν2 are correctly observed and identified in the spectrum, B and C can be calculated. 
Identification is particularly easy in these cases because of the sharpness of the bands of 
these levels and are independent of Dq. 

2. Manganese(III): This ion has four 3d electrons. The ground state electronic 
configuration is 3 1

2g gt e . It gives a single spin-allowed transition 5Eg→  5T2g corresponding 

to one electron transition. This should appear around 20000 cm-1. Mn3+ cation is subject 
to Jahn-Teller distortion. The distortion decreases the symmetry of the coordination site 
from octahedral to tetragonal (D4h) or by further lowering the symmetry to rhombic 
(C2v). Under the tetragonal distortion, the t2g orbital splits into eg and b2g orbitals 
whereas the eg orbital splits into a1g and b1g orbitals. Hence in a tetragonal site, three 
absorption bands are observed instead of one. Further distortion splits the eg orbital into 
singly degenerate a1g and b1g orbitals. Thus four bands are observed for rhombic 
symmetry (C2v). 

The transitions in the tetragonal field are described by the following equations: 

  2 2
1 1 : 6 2 6 6 2 4 5g gB A Dq Ds Dt Dq Ds Dt Ds Dt           (29) 

  2 2
1 2 : 4 2 6 2 10g gB B Dq Ds Dt Dq Ds Dt Dq           (30) 

  2 2
1 : 4 4 6 2 10 3g gB E Dq Ds Dt Dq Ds Dt Dq Ds            (31) 

In the above equations, Dq is octahedral crystal field and Ds and Dt are tetragonal field 
parameters. The same sign of Dq and Dt indicates an axial elongation and opposite sign 
indicates an axial compression.  

The optical absorption bands observed for Mn(III) in octahedral coordination with rhombic 
distortion (C2h) in montmorillonite are given in Table -14. 
 

Assignment Localities 
D4h C2V (Mexico) (Gumwood Mine) (California) 

5B1g→5A1g 

5B1g→5B2g 

 

5B1g→5Eg 

5B1g→5A1g 

5B1g→5A2g 

5B2g 
5B1g→5A3g 

10480 
19041 
20660 
21837 

10276 
18751 
20496 
22127 

10542 
18560 
20605 
22143 

Table 14. Assignment of bands for Mn(III) in montmorillonite 

18. Iron 

The atomic number of iron is 26 and its electronic configuration is [Ar]4s2 3d6.. Iron has 14 
isotopes. Among them, the mass of iron varies from 52 to 60 Pure iron is chemically reactive 
and corrodes rapidly, especially in moist air or at elevated temperatures. Iron is vital to 
plant and animal life. The ionic radius of Fe2+is 0.76 A.U. and that of Fe3+ is 0.64 A.U. The 
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The atomic number of iron is 26 and its electronic configuration is [Ar]4s2 3d6.. Iron has 14 
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most common oxidation states of iron are +2 and +3. Iron(III) complexes are generally in 
octahedral in shape, and a very few are in tetrahedral also.  

18.1. EPR spectra of iron compounds 

The EPR spectra of powdered Fe3+ compounds may be described by the spin- Hamiltonian, 

    2 2 21 1
3z X yH gBS D S S S E S S 

      
 

 (32) 

The second and third terms in the equation (33) represent the effects of axial and rhombic 
components of the crystal field respectively. When D=E=0, it corresponds to a free ion in the 
magnetic field, H and if E= 0, it implies a field of axial symmetry. If λ (E/D) increases, it 
results in the variation of rhombic character. Maximum rhombic character is seen at a value 
of λ=1/3 and further increase in λ from 1/3 to 1 results in the decrease of rhombic character. 
When λ =1, the axial field situation is reached. When λ=1/3, the g value is around 4.27 and 
when λ is less than 1/3, g value is 4. Hence, the resonance is no longer isotropic and the 
powder spectrum in that region is a triplet corresponding to H along each of the three 
principle axes. For Fe3+, in fields of high anisotropy, the maximum g value is 9. If g values 
are limited to 0.80 to 4.30, the Fe3+ ion is under the influence of a strong tetragonal distortion.  

1. Iron (III): The iron (III) samples exhibit a series of g values ranging from 0 to 9. This is due 
to the fact that the three Kramers’ doublets of S=5/2 are split into S5/2, S3/2 and 
S1/2 separated by 4D and 2D respectively where D is the zero field splitting parameter. 
Depending on the relative populations of these doublets, one observes g value ranging 
from 0 to 9.0. The line widths are larger in low magnetic field when compared to high 
magnetic field. If the lowest doublet, S1/2 is populated, it gives a g value of 2 to 6 
whereas if the middle Kramers’ doublet S3/2 is populated, a g value 4.30 is expected. If 
the third doublet S5/2 is populated, it gives a g value of 2/7 to 30/7. A few systems are 
known which exhibit resonances from all the three Kramers’ doublets. 

The iron(III) in the natural sample enters the lattice in various locations which may not 
correspond to the lowest energy configuration. After heating the sample, the impurity 
settles in the lowest energy configuration and the EPR spectrum is simplified. Thus, it is 
observed that heating the sample results in a simplification of the EPR spectrum and gives a 
g value of around 2. 

18.2. Typical examples 

1. The EPR spectrum of powdered red sandal wood obtained at room temperature 
contains a series of lines of various intensity and width. The g values obtained for these 
are 6.52, 2.63 and 1.92. These three peaks are attributed to Fe(III) impurity in the 
compound. 

2. The EPR spectrum of prehnite at room temperature consists of two parts. The first part 
consists of the two strong lines (absorption and dispersion) and the second part 
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comprises a weak doublet within the strong doublet. The weak doublet also consists of 
two lines, absorption and dispersion line shapes. The g values of the strong doublet are 
4.48 and 3.78 whereas the g values of the weak doublet are 4.22 and 3.96. The data 
reveal that there are two different centres of Fe(III) which are magnetically distinct.  

3. The EPR spectrum of nano iron oxalate recorded at room temperature reveals three sets 
of four lines in low, medium and high fields corresponding to g1, g2 and g3 respectively. 
From the positions of the peaks in the EPR spectrum, the following spectroscopic 
splitting factors are evaluated: g1 = 2.130, g2 = 2.026 and g3 = 1.947. The hyperfine 
structure constants are A1 = 78 mT, A2 = 46 mT and A3 =26 mT. The EPR spectrum is 
characteristic of Fe(III) ion or 2HCO  or in rhombic symmetry. For the rhombic 
symmetry, g values follow in the sequence as g1 > g2 > g3. Using the relation, spin-orbit 
coupling constant, λ is calculated. Resonant value of the magnetic field is given by the 
relation, 

 21419.49 0.07144775( ) ( )
( )RH mT MHz

g cm g



    (33) 

 λ calculated for each g tensor is 32.18. 

For axial symmetry, λ is zero. If rhombic character in the crystal field is increased, it results 

in the increase of λ upto a maximum of 1
3

. In the present case, the observed λ is 1
3

(32.18%). 

Thus the EPR studies indicate that the iron oxalate nano-crystal is in orthorhombic structure.  

18.3. Optical absorption spectra of iron compounds 

18.3.1. Trivalent iron 

Trivalent iron has the electronic configuration of 3d5 which corresponds to a half-filled d -
sub-shell and is particularly most stable. In crystalline fields, the usual high spin 
configuration is 3 2

2g gt e  with one unpaired electron in each of the orbitals and the low spin 

state has the 5
2gt  configuration with two pairs of paired electrons and one unpaired 

electron. The energy level in the crystal field is characterized by the following features. i) 
The ground state of d5 ion, 6S transforms into 6A1g - a singlet state. It is not split by the 
effect of crystal field and hence all the transitions are spin forbidden and are of less 
intensity. ii) In excited state, d5 ion gives rise to quartets (4G, 4F, 4D, 4P) and doublets (2I, 2H, 

2G, 2F, 2D, 2P, 2S) . The transitions from the ground to doublet state are forbidden because 
the spin multiplicity changes by two and hence they are too weak. Thus sextet-quartet 
forbidden transitions observed are: 6A1g→  4T1g and 6A1g→  4T2g. The transitions which are 
independent of Dq and which result in sharp bands are 6A1g→  4E(4D) 6A1g→  4Eg+4E1g etc., 
iii) The unsplit ground state term behaves alike in both octahedral and tetrahedral 
symmetries and gives rise to same energy level for octahedral, tetrahedral and cubic 
coordination with usual difference, 
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18.3.2. Divalent iron 

In divalent iron (d6), the free ion ground term is 5D and the excited terms are triplet states 
(3H, 3P, 3F, 3G, 3D) and singlet states (1I, 1D). In an octahedral field, the 5D term splits into an 
upper 5Eg level and a lower 5T2g level of which the latter forms the ground state. The only 
allowed transition is 5T2g →  5Eg which gives an intense broad absorption band. This band 
splits into two bands due to Jahn-Teller effect. The average of these two bands is to be taken 
as 10Dq band. The transitions arising from the excited triplet states are spin forbidden and 
hence are weaker than the 10Dq band. 

18.3.3. Typical examples 

1. For Fe3+, there are three transitions: 6A1g(S)  4T1g(G) (ν1), 6A1g(S)  4T2g(G)(ν2). ν1 occurs 
between 10525 cm-1 and ν2 occurs between 15380 to 18180 cm-1 usually as a shoulder. 
The bands corresponding to 6A1g(S)  4A1g(G), 4Eg(G) (ν3) appear around 22000 cm-1 . 
The last transition is field independent. The ligand field spectrum of ferric iron appears 
as if the first (ν1) and the third (ν3) bands of octahedral symmetry are only present. The 
analysis of general features of the spectrum of Fe3+ containing plumbojarosite is 
discussed here. The first feature observed in the range 12000 to 15500 cm-1 is attributed 
to 6A1g(S)  4T1g(G), the third band at 22730 cm-1 is sharp and is assigned to 6A1g(S)  
4A1g(G), 4Eg(G) transitions respectively. A broad and diffused band at 19045 cm-1 is 
assigned to the 6A1g(S)  4T2g(G) band. The other bands are also assigned to the 
transitions with the help of Tanabe-Sugano diagram. The assignments are given in the 
Table -15. 

2. Optical absorption spectrum of prehnite recorded in the mull form at room 
temperature (RT) shows bands at 9660, 10715, 12100, 12610, 15270, 16445,17095, 23380 
and 24390 cm-1 in the UV –Vis region. For easy analysis of the spectrum, the bands are 
divided into two sets as 12100, 15270, 23380 cm-1 and 12610, 16445, 17095, 24390 cm-1. 
Accordingly the two bands observed at 12100 cm-1 in the first set and 12610 cm-1 in the 
second set are assigned to the same transition 6A1g(S)  4T1g(G) whereas 15270 cm-1 in 
the first set and 16445,17095 cm-1 in the second set are assigned to 4T2g(G) transition. 
The third at 23380 cm-1 and 24390cm-1 is assigned to 4A1g(G) , 4E(G) (3) transitions 
respectively. These two sets of bands are characteristic of Fe(III) ion occupying two 
different sites in octahedral symmetry. The broad and intense band observed at 10715 
cm-1 with a split component at 9660 cm-1 is assigned to the transition 5T2g  5Eg for 
divalent iron in the sample. Using the Tree’s polarization term,  = 90 cm-1, the energy 
matrices of the d5 configuration are solved for various B, C and Dq values. The 
evaluated parameters which give good fit are given in Table 15. A comparison is also 
made between the calculated and observed energies of the bands and these are 
presented in Table -15. 
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Prehnite Plumbojarosite Transition 
from 6A1g Site I Site II 

Dq= 930, B= 600 and 
C =2475 cm-1 ,α= 90 cm-1 

Dq= 900, B= 600 and 
C =2500 cm-1 α= 90 cm-1 

Dq= 900, B= 700 and C =2800 
cm-1 α= 90 cm-1 

Wave 
length 
(nm) 

Wave number (cm-1) Wave 
length
(nm) 

Wave number (cm-1) Wave 
length
(nm) 

Wave number (cm-1) 

Observed Calculated Observed Calculated Observed Calculated 
827 

 
655 
430 

 
 
 
 

12100 
 

15270 
 

23380 
 
 
 
 

793 
 

608 
585 
427 

 
 
 
 

793 
 

608 
585 
427 

 
 
 
 

12610 
 

16445 
17095 
24390 

 
 
 
 

12528 
 

16331 
 

23276 
 
 
 
 

800 650 
525 
440 
410 
385 
330 
265 
240 

12500 
15385 
19045 
22730 

 
24390 
25975 
30300 
37735 
41665 

-- 15194 
19379 
22766 

 
24815 
26474 
30656 
37710 
41125 

4T1g(G) 
 

4T2g(G) 
 

4A1g(G), 
4E(G) 

 

4T2g(D) 

 

4Eg(D) 

Table 15. Band headed data with assignments for Fe(III) in various compounds 

19. Nickel 

Nickel is the 7th most abundant transition metal in the earth’s crust. The electronic 
configuration of nickel is [Ar]4S23d8. Nickel occurs in nature as oxide, silicate and sulphide. 
The typical examples are garnierite and pentlandite. Nickel exhibits +1 to +4 oxidation 
states. Among them divalent state is most stable. Nickel compounds are generally blue and 
green in color and are often hydrated. Further, most nickel halides are yellow in color. The 
primary use of nickel is in the preparation of stainless steel. Nickel is also used in the 
coloring of glass to which it gives a green hue.  

19.1. Electronic spectra of nickel compounds 

The electronic distribution of Ni(II) ion (d8) is 6 2
2g gt e  which gives rise to 3F, 3P, 1D and 1S terms 

of which 3F is the ground state. In a cubic crystal, these terms transform as follows: 

     3 3 3 3
1 2 2g g gF T F T F A F    

 3 3
1gF T P  

   1 3 1
2g gD T D E D   

       1 1 1 1 1
1 2 1g g g gG T G T G E G A G     

 1 1
1gS A S  
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19. Nickel 

Nickel is the 7th most abundant transition metal in the earth’s crust. The electronic 
configuration of nickel is [Ar]4S23d8. Nickel occurs in nature as oxide, silicate and sulphide. 
The typical examples are garnierite and pentlandite. Nickel exhibits +1 to +4 oxidation 
states. Among them divalent state is most stable. Nickel compounds are generally blue and 
green in color and are often hydrated. Further, most nickel halides are yellow in color. The 
primary use of nickel is in the preparation of stainless steel. Nickel is also used in the 
coloring of glass to which it gives a green hue.  

19.1. Electronic spectra of nickel compounds 

The electronic distribution of Ni(II) ion (d8) is 6 2
2g gt e  which gives rise to 3F, 3P, 1D and 1S terms 

of which 3F is the ground state. In a cubic crystal, these terms transform as follows: 

     3 3 3 3
1 2 2g g gF T F T F A F    

 3 3
1gF T P  

   1 3 1
2g gD T D E D   

       1 1 1 1 1
1 2 1g g g gG T G T G E G A G     

 1 1
1gS A S  
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Of these crystal field terms, 3A2g(F) is the ground state. Hence three spin allowed transitions 
are possible and the others are spin forbidden The three spin allowed transitions are: 3A2g(F) 
→  3T1g(P), 3A2g(F) →  3T1g(F) and 3A2g(F) →  3T2g(F). These transitions are governed by linear 
equations as given below:  

       13 3 2
2 1 115 7.5 6 1g gA F T P Dq B B         (34) 

       13 3 2
2 1 215 7.5 6 1g gA F T F Dq B B         (35) 

    3 3
2 2 310g gA F T F Dq     (36) 

Here μ is of the order of 0.01. Dq and B are of similar magnitude. The spin allowed bands 
are calculated using the above equations whereas the spin forbidden bands are assigned 
using Tanabe-Sugano diagrams. 

19.2. Typical examples  

The data chosen from the literature are typical and representative for each sample. For more 
complete information on any specific case, original references are to be consulted. X-band 
spectra and optical absorption spectra of the powdered sample are recorded at room 
temperature (RT) only.  

Divalent Nickel [d8]: The optical absorption spectrum of falcondoite mineral recorded in the 
mull form at room temperature shows three intense bands at 9255, 15380 and 27390 cm-1 and 
a weak band at 24385 cm-1. Using the equations 34 to 36, the calculated values of Dq and B 
are 925 and 1000 cm-1 respectively. Using these Dq and B values and T-S diagrams for d8 
configuration, the cubic field energy matrices and Racah parameter, C are evaluated (4.1B) .  

Ni2+ also gives absorption bands in the NIR region. These bands suggest that Ni2+ is in 
tetrahedral site. In some of the samples, Ni2+exbits both octahedral and tetrahedral coordination. 
Several examples are available in the literature. Some of them are given in the Table-16. 
 

Compound 
3T1g(P)

(ν1) 
3T1g(F)

(ν2) 
3T2g(F)

(ν3) 
1T1g(G) 1T1g(D) 1Eg(D) 1T2g(D) 1T2g(G) Dq B C 

Falcondoite 27390 15380 9255 24385 925 1000 4100 
Ullmannite 24993 14966 8618 25967 21546 12252 21546 860 840 3350 

Takovite 26665 15380 8200
10000   14930 24095  910 940 4.25B 

(Zn,Ni)KPO
46H2O 25967 15500 8770   14080 22216  900 890 3800 

Ni(II) HZDT    
Garnierite 26300 15200 9100 13000   

Gaspeite 22730 13160
14705

7714
8685    20410 30300 810 800 3200 

Annabergite  13885 8330   
Zartite 23805 14285 8195 21735 820 899 4.1B 

Table 16. Assignment of bands for Ni(II) with 3A2g(F) as the ground state. All values are given in cm-1. 
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19.3. EPR spectra 

Ni2+(d8) has no unpaired electron (square planer) in its orbit. Therefore it does not exhibit 
EPR signal at room temperature. 

But in certain conditions, it shows EPR signal. The EPR data could be related with the 

optical data by the following equation 82.0023g 
 


 where ∆ is the energy of the 

transition of the perfect octahedral site. λ is 324 cm-1 for free Ni2+ ion.  

20. Copper 

Copper is one of the earliest known elements to man. The average percentage of copper in the 
earth’s crust is 0.005%. Pure copper is soft and malleable. An important physical property of 
copper is its color. Most people refer copper colour as reddish-brown tint. Copper-63 and 
copper-65 are two naturally occurring isotopes of copper. Nine radioactive isotopes of copper 
are also known. Among them two radioactive isotopes, copper-64 and copper-67 are used in 
medicine. Copper easily reacts with oxygen and in moist air, it combines with water and 
carbon dioxide forming hydroxy copper carbonate (Cu2(OH)2CO3 ).  

Animals like crustaceans (shellfish like lobsters, shrimps, and crabs) do not have 
hemoglobin to carry oxygen through the blood but possess a compound called hemocyanin. 
This is similar to hemoglobin but contains copper instead of iron. Copper is an essential 
micronutrient for both plants and animals. A healthy human requires not more than about 2 
mg of copper for every kg weight of the body. The main body parts where copper is found 
in animals are the tissues, liver, muscle and bone.  

20.1. Copper compounds 

Copper exists in two ionic states, Cu(I) and Cu(II). The ionic radius of Cu(II) is 0.73 A.U. The 
electronic configuration of Cu(I) is [Ar] 3d10 and hence has no unpaired electron in its 
outermost orbit. Hence it exhibits diamagnetism. The electronic configuration of Cu(II) is 
[Ar]3d9 and has one unpaired electron which is responsible for its para magnetism. The main 
resources of copper are its minerals. Structural properties could be explored using electronic 
and EPR spectra which provides information on bonding between ligands and metal ion.  

20.2. Electronic spectra of copper compounds 

In optical spectroscopy, transitions proceed between the split orbital levels whereas in EPR 
spectroscopy they occur between spin sub- levels that arise due to the external magnetic 
field. Thus EPR spectroscopy is a natural sequel to optical spectroscopy.  

20.3. Optical spectra 

In octahedral crystal field, the ground state electronic distribution of Cu2+ is t2g6eg3 which 
yields 2Eg term. The excited electronic state is t2g5eg4 which corresponds to 2T2g term. Thus 
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only one single electron transition, i.e., 2Eg  2T2g, is expected in an octahedral crystal field. 
The difference is 10Dq. Octahedral coordination is distorted either by elongation or 
compression of octahedron leading to tetragonal symmetry. 

Normally, the ground 2Eg state is split due to Jahn-Teller effect and hence lowering of 
symmetry is expected for Cu(II) ion. This state splits into 2B1g(dx2-y2) and 2A1g(dz2) states in 
tetragonal symmetry and the excited term 2T2g also splits into 2B2g(dxy) and 2Eg(dxz,dyz) levels. 
In rhombic field, 2Eg ground state is split into 2A1g(dx2-y2) and 2A2g(dz2) whereas 2T2g splits into 
2B1g(dxy), 2B2g(dxz) and 2B3g(dyz) states. Thus, three bands are expected for tetragonal (C4v) 
symmetry and four bands are expected for rhombic (D2h) symmetry. Energy level diagram 
of d-orbitals in tetragonal elongated environment is shown in Fig. 5.  

The transitions in the tetragonal field are described by the following equations:  

  2 2
1 1 : 6 2 6 6 2 4 5g gB A Dq Ds Dt Dq Ds Dt Ds Dt           (37) 

  2 2
1 2 : 4 2 6 2 10g gB B Dq Ds Dt Dq Ds Dt Dq           (38) 

  2 2
1 : 4 4 6 2 10 3 5g gB E Dq Ds Dt Dq Ds Dt Dq Ds Dt             (39) 

In the above equations, Dq is octahedral, Ds and Dt are tetragonal crystalfield parameters. 
The same sign of Dq and Dt indicates an axial elongation [Fig. 5] and opposite sign indicates 
an axial compression .  

 
Figure 5. (a) Energy level diagram of Jahn-Teller distortion in d-orbital in octahedral and tetragonal 
elongation   

The Jahn-Teller distortion is either tetragonal elongation along the Z axis or contraction in 
the equatorial xy plane which may ultimately result in a square planar environment in 
extreme cases as in D4h. 

The optical absorption bands observed for Cu(II) in octahedral coordination with rhombic 
(D2h) symmetry are: 2A1g(dx2-y2) →  2A2g(dz2), 2A1g(dx2-y2) →  2B1g(dxy), 2A1g(dx2-y2) →  2B2g(dxz), 
2A1g(dx2-y2)→  2B3g(dyz) states respectively. This is shown in Fig.6. In rhombic (D2h) field, i.e., 
C2V symmetry, the strong band 2A1g(dx2-y2) →  2B1g(dxy) gives 10Dq value which depends on 
the nature of the compound. 
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Figure 6. Energy level diagram of d-orbitals in rhombic distortion. 

20.4. EPR spectra of copper compounds 

When any Cu(II) compound in the form of powder is placed in a magnetic field, it gives a 
resonance signal. The signal is of three types. They are shown in Fig.-7: 

 
Figure 7. Different forms EPR spectra of Cu(II) 

Fig.7(i) is due to high concentration of copper; if the copper content in the compound is high, it 
gives a broad resonance line. Therefore the hyperfine line from either 63Cu or 65Cu cannot be 
resolved. The g value for this resonance is around 2.2. (ii) Compression in the equatorial plane 
results in the elongation of Z axis .Elongation in the equatorial plane results in the compression 
of Z-axis. Thus there are two types of possibilities in the EPR spectrum. Hence an EPR 
spectrum similar to Fig. 7(ii) & (iii) is obtained. If g11 > g , the ground state is 2B1g, [Fig. 7(a)] 

whereas if g  >g11 or g11 = 2.00, the ground state is 2A1g [fig.7(ii).]. The highest-energy of the 
half occupied orbital is dx _2 y2 as it has the largest repulsive interaction with the ligands in the 
equatorial plane. Here g11(corresponding to the magnetic field oriented along the z axis of the 
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complex) > g  > 2.00. This is a characteristic feature of dx2-y2 ground state. Additionally, copper 
has a nuclear spin of (I)) 3/2 which couples with the electron spin to produce a four line 
hyperfine splitting of the EPR spectrum. This is shown in Fig-7(ii) and 7(v). Tetragonal cupric 
complexes generally have large A11 value than those of complexes with D4h symmetry. If g11 >
g , the ground state is 2B1g whereas if g >g11 or g11 = 2.00, the ground state is 2A1g. EPR results 
give rise to a new parameter, G which is defined as  

 
 
 

11 e

e

g g
G

g g





 (40) 

If G value falls in between 3 and 5, the unit cell contains magnetically equivalent ions. If G 
value is less than 3, the exchange coupling among the magnetically non- equivalent Cu(II) 
ions in the unit cell is not very strong. If G is greater than 5, a strong exchange coupling 
takes place among the magnetically non -equivalent Cu(II) ions in the unit cell. Truly 
compressed structures are relatively rare when compared to elongated structures. In other 
words, g > g11, is an unusual observation and this implies two possibilities: 

i. The concentration of copper in the complex is very high which results in the interaction 
between Cu(II) ↔ Cu(II) ions. 

ii. The Cu(II) ion is a compressed octahedron. If the complex contains low copper content, it is 
assumed that Cu(II) ion is a compressed octahedron. Hence the ground state is 2A1g 2( )

z
d .  

iii. Further lowering of symmetry gives rise to EPR spectrum which is similar to the one 
shown in Fig. 9(iv). This spectrum consists of three sets of resolved four lines in low, 
medium and high fields corresponding to g1, g2 and g3 respectively. The hyperfine 
structure constants (A values) are designated as A1, A2 and A3 respectively. Line width 
is estimated for simple cubic lattice using dipole-dipole equation;  

   2.3 1p OH g s s   (41)  

where β is the Bohr magneton, s = spin, gO = average value of g factor, ρ = density (2.22 x 1021 

spins/cc). 

The calculated g values provide valuable information on the electronic ground state of the ion. 
If g1> g2 > g3, the quantity R value is given by (g2 –g3) / (g1-g2) which is greater than unity and 
the ground state is 2A2g(dz2); if it is less than unity, the ground state is 2A1g(dx2-y2). A large value 
of g1 is indicative of more ionic bonding between metal and ligand. Further the structure of the 
compound is an elongated rhombus. From the spin –Hamiltonian parameters, the dipolar 
term (P) and the Fermi contact term (k) are calculated using the following expressions: 

  32 Cu O NP r     (42) 

 O
e

Ak gP
    
 

 (43) 
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Here γCu is the magnetic moment of copper, βo is the Bohr magneton, βN is the nuclear 
magneton and r is the distance from the central nucleus to the electron, Ao is the average A 
value and ∆go = go – ge where go is the average g value and ge is the free electron g-value 
(2.0023). The Fermi contact term, k, is a measure of the polarization produced by the uneven 
distribution of d-electron density on the inner core s-electron and P is the dipolar term. By 
assuming either the value of P or k, the other is calculated. Using these values, the hyperfine 
constant is calculated. This is the average value of g1, g2 and g3. 

Using the data of EPR and dipolar term P, the covalency parameter (α2) is calculated . 

      2 3 1
1 3 2

7 11 6
6 14 14e e e

A A
g g g g g g

P


  
        

   
  (44) 

Thus the important bonding information is obtained. The bonding parameter, α2, would be 
closer to unity for ionic bonding and it decreases with increasing covalency. Further the 
term, k, is calculated using the EPR data,  

  2 2
11 11

4 3
7 7

A k P g g  

 
       

 
  (45) 

 2 22 11
7 14

A k P g  

 
    

 
 (46) 

20.5. Relation between EPR and optical absorption spectra 

The optical absorption and EPR data are related as follows. In tetragonal symmetry, EPR 
studies are correlated with optical data to obtain the orbital reduction parameter in rhombic 
compression.  
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Similarly for rhombic elongation,  
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20.5. Relation between EPR and optical absorption spectra 

The optical absorption and EPR data are related as follows. In tetragonal symmetry, EPR 
studies are correlated with optical data to obtain the orbital reduction parameter in rhombic 
compression.  
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Similarly for rhombic elongation,  
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where cosa  and sinb   which are coefficients for the mixing of the z2 and x2-y2 
orbitals. a2 +b2 = 1 and k1, k2, k3 are the orbital reduction parameters. λ is the spin- orbit 
coupling constant for free Cu(II) ion = -830 cm-1. 

In equations (48) to (50), when a = 0, tetragonal compression is obtained [ground state is 
2A1g(dz2)]. 

 11 2.0023  eg g    (53) 
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Also in equations (51) to (53), when b is equal to zero, tetragonal elongation is obtained 
[ground state is 2B1g(dx2-y2)]. 
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Further, if A11, g11 and g⊥  values are known, α2 can be estimated using the equation [53] 

    2 11
11 1

3 0.04
0.036 7e e

A
g g g g 

  
        

   
  (57) 

20.6. Typical examples 

EPR and optical absorption spectral data of selected samples are discussed. The data are 
chosen from the literature for each typical sample. However, it is to be noticed that the 
crystal field parameters, EPR parameters often depend on chemical composition, nature of 
ligands and temperature of the compound. The data should be considered as representative 
only. For more complete information on specific example, the original references are to be 
consulted. The X-band spectra and optical absorption spectra of powdered samples are 
mostly recorded at room temperature (RT).  
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1. The EPR spectrum of covellite is shown in Fig-9. It is similar to the Fig 8(i). It consists of 
a broad line with a small sextet. The g value for the broad line is 2.24 which is due to the 
presence of Cu(II) in the sample. The hyperfine line from either 63Cu or 65Cu could not 
be resolved since the copper content (Cu = 66 wt%) in the mineral is very high. Several 
copper compounds exhibit this type of EPR spectra. 

 
 

 
 
Figure 8. EPR spectrum of covellite at RT 

 

 
 

Figure 9. EPR spectrum of beaverite at RT 
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2. Beaverite [Pb(Fe3+,Cu,Al)3(SO4)2(OH)6]: X-band EPR spectrum of powdered sample 
recorded at RT is shown in Fig-9. This is similar to Fig-7(ii). The g values are: g11 = 
2.42 and g⊥ = 2.097. In addition to the above, a g value of 2.017 is observed which is 
due to Fe(III) impurity. Fig.9 indicates expanded form of EPR spectrum of Cu(II) and 
is not resolved because of high copper percentage. Tetragonal cupric complexes with 
D4h symmetry, possessing axial elongation have ground state 2B1g (dx2−y2).The EPR 
results are in the order of g11 > g⊥ > ge and hence the ground state is 2B1g. Though the 
optical absorption spectrum shows two sites for Cu(II) with same ground state, the 
same is not noticed in the EPR spectrum because the percentage of copper is high in 
the sample. 

A typical EPR spectrum of enargite is shown in Fig.10. The spectrum is symmetric 
with g11 = 2.289 and g⊥  = 2.048 which are due to Cu(II). Since g11 > g⊥  > ge, the ground 
state for Cu(II) is 2B1g (dx2−y2). Using EPR and optical absorption results, the orbital 
reduction parameters are evaluated, i.e., K11 = 1.03 cm-1 and K = 1.93 cm-1. Also G 
seems to be 5.0 which indicates that the unit cell of the compound contains 
magnetically equivalent ions. 

 
 
 
 
 
 

 
 
 
 
 
 
 
Figure 10. EPR spectrum of enargite at RT  



 
Advanced Aspects of Spectroscopy 

 

46 

 
Figure 11. EPR spectrum of CuO-ZnO nano composite. 

CuO-ZnO nano composite: EPR spectrum of CuO-ZnO nano composite recorded at room 
temperature is shown in Fig-11. The calculated g values are 1.76, 2.31 and 2.05. The g 
value of 1.76 is assigned to free radical of O2-. Further gII value of 2.31, g┴ value of 2.05 

are due to Cu(II) in tetragonal distortion. Also it has A11 =13.3 mT. These results show 
that the ground state of Cu(II) as dx2- y2. Further, the covalency parameter, α2 (0.74) 
suggests that the composite has some covalent character. 

3. Atacamite [Cu2(OH)3Cl]: The EPR spectrum is shown in Fig.12. The g values 
corresponding to three sets of the resolved four lines in low, mid and high fields are  
g1 = 2.191, g2 =2.010 and g3 = 1.92. The corresponding hyperfine structure constants are 
A1 = 11.0 mT, A2 = 3,0 mT and A3 = 5.0 mT respectively. Since g1 > g2 > g3, the quantity  
R = (g2 –g3)/(g1-g2) = 0.50 which is less than unity. This indicates 2A1g(dx2-y2) is the ground 
state for Cu(II) which is in an elongated rhombic field. The optical absorption spectrum 
of the compound at RT shown in Fig-13 shows bands at 15380, 11083, 10296 and 8049 
cm-1. Using the EPR results, the energy states are ordered as 2A1g(dx2-y2) < 2A2g(dz2) < 
2B1g(dxy) < 2B2g(dxz) < 2B2g(dyz). Thus we have four bands with 2A1g(dx2-y2) as the ground 
state. Using the EPR results, the dipolar term (P) and the Fermi contact term (k) are 
calculated as 0.38 cm-1 and k = 0.3 respectively. The bonding parameter, α2 is found to be 
0.28 indicating reasonably high degree of covalent bonding between metal and ligands. 

Synthetic copper doped zinc potassium phosphate hexahydrate (ZPPH), ZnKPO4 6H2O: It is 
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The hyperfine structure constants are A1 = 78 x 10-4 cm-1, A2 = 48 x 10-4 cm-1 and A3 = 63 x 
10-4 cm-1respectively. It is seen that g1 > g2 > g3 and the quantity R = (g2 –g3)/(g1-g2) = 0.85. 
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ge value in equation (57), the bonding parameter, α2 = 0.55, is obtained. It indicates a 
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Figure 11. EPR spectrum of CuO-ZnO nano composite. 
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Figure 12. EPR spectrum of atacamite at RT  

 
Figure 13. Optical absorption spectrum of atacamite  
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1. Introduction 
FTIR Spectroscopy is a technique based on the determination of the interaction between an 
IR radiation and a sample that can be solid, liquid or gaseous. It measures the frequencies at 
which the sample absorbs, and also the intensities of these absorptions. The frequencies are 
helpful for the identification of the sample’s chemical make-up due to the fact that chemical 
functional groups are responsible for the absorption of radiation at different frequencies. 
The concentration of component can be determined based on the intensity of the absorption. 
The spectrum is a two-dimensional plot in which the axes are represented by intensity and 
frequency of sample absorption. 

The infrared region of the electromagnetic spectrum extends from the visible to the 
microwave (Figure 1).  

 
Figure 1. Schematic representation of the electromagnetic spectrum (adapted from 
http://www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-Vis/spectrum)? 
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Infrared radiation is divided into: 

- near (NIR, ν = 10,000 – 4,000 cm-1); 
- middle (MIR, ν = 4,000 – 200 cm-1) and 
- far (FIR, ν = 200 – 10 cm-1). 

Because all compounds show characteristic absorption/emission in the IR spectral region 
and based on this property they can be analyzed both quantitatively and qualitatively using 
FT-IR spectroscopy.   

Today FT-IR instruments are digitalized and are faster and more sensitive than the older 
ones. FT-IR spectrometers can detect over a hundred volatile organic compounds (VOC) 
emitted from industrial and biogenic sources. Gas concentrations in stratosphere and 
troposphere were determined using FT-IR spectrometers (Puckrin et al., 1996).  

In case of environmental studies FTIR Spectroscopy is used to analyze relevant amount of 
compositional and structural information concerning environmental samples (Grube et al., 
2008). The analysis can be performed also to determine the nature of pollutants, but also to 
determine the bonding mechanism in case of pollutants removal by sorption processes. 
Techniques for measuring gas pollutants such as continuous air pollutants analyzer (SO2, 
NO2, O3, NH3), on-line gas chromatography (GC) used simple real-time instruments to 
quantify gas pollutants. They need to use several sensors in order to analyze multiple gas 
pollutants simultaneously.  

FT-IR spectroscopy coupled with other spectroscopic techniques such as AAS (atomic 
absorption spectroscopy) have been used to assess the impact of industrial and natural 
activities on air quality (Kumar et al., 2005; Childers et al., 2001).  

In addition to the traditional transmission FTIR (T-FTIR) methods (e.g. KBr-pellet or mull 
techniques), modern reflectance techniques are widely used today in environmental, 
agricultural, pharmaceuticals, and food studies. These modern techniques are attenuated 
total reflection FTIR (ATR-FTIR), and diffuse reflectance infrared Fourier transform 
spectroscopy (DRIFTS). The choice of the method to be used depends on many factors such 
as: the information needed (bulk versus surface analysis), the physical form of the sample, 
the time required for sample preparation (Majedová et al., 2003).  

In the following there will be presented some of the most important research studies related 
to the involvement of FTIR spectroscopy in environmental studies.  

2. Traditional transmission FT-IR (T-FTIR) spectroscopy in 
environmental studies 

Transmission spectroscopy is the oldest and most commonly used method for identifying 
either organic or inorganic chemicals providing specific information on molecular structure, 
chemical bonding and molecular environment. It can be applied to study solids, liquids or 
gaseous samples being a powerful tool for qualitative and quantitative studies.  
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FTIR instrument’s principle of function is the following: IR radiation from the source that 
hits the beam splitter is partly directed towards the two mirrors arranged as shown in 
Figure 2. One of the two mirrors is stationary, and the other is moved at a constant velocity 
during data acquisition. As it can be seen in Figure 2 at first the IR beams are reflected by 
mirrors, after that are recombined at the beam splitter, and then passed through the sample 
and reach the detector. This records all wavelengths in the IR range. After the two beams 
reflected by the mirrors recombine, they will travel different distances, and the 
recombination will lead to constructive and destructive interference. The result will be an 
interferogram. After the recombined beam has passed through the sample the detector will 
record the Fourier transform of the IR spectrum of the sample. The data obtained are then 
processed by a computer that performs an additional Fourier transform to back-transform 
the interferogram into an IR spectrum (Smith et al., 2011; Blum and John, 2012).  

 
Figure 2. A schematic representation of an interferometer used in FTIR spectrometers (adapted from Blum 
and John, 2012 with permission (originally published in Drug Test. Analysis, DOI: 10.1002/dta.374 )) 

The potential value of FTIR spectroscopy to a wide range of environmental applications has 
been demonstrated by numerous research studies. Some of them are presented below. 

A review by McKelvy and coworkers containing 132 references at the chapter related to 
environmental applications of infrared spectroscopy (McKelvy et al., 1998) covers the 
published literature about relevant applications of infrared spectroscopy for chemical 
analysis. The literature research was made for the period November 1995 to October 1997. 
The review contains aspects about infrared accessories and sampling techniques, infrared 
techniques, applications of infrared spectroscopy in environmental analysis, synthesis 
chemistry, food and agriculture, biochemistry and also the books and reviews appeared in 
that period for this subject (McKelvy et al., 1998). An other review concerning the near-
infrared and infrared spectroscopy was made by Workman Jr. This review covers the period 
1993-1999 and presents the application of the near infrared spectral region to all types of 
analyses (Workman Jr, 1999).  
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The basic principle and methods of FTIR spectroscopy of the atmosphere are presented by 
Bacsik and coworkers in 2004 (Bacsik et al., 2004). The same group of researchers published a 
review article related to the most significant and frequent applications of FTIR spectroscopy 
to the study of the atmosphere (Basick et al., 2005). The authors summarized the basic 
literature in the field of special environmental applications of FTIR spectroscopy, such as 
power plants, petrochemical and natural gas plants, waste disposals, agricultural, and 
industrial sites, and the detection of gases produced in flames, in biomass burning, and in 
flares (Basick et al., 2005).  

Applications of FTIR spectroscopy to agricultural soils analysis were presented and 
discussed by Raphael in the book entitled ”Fourier Transforms - New Analytical 
Approaches and FTIR Strategies” (Raphael, 2011). Chapter 19 of the same book presents the 
application of FTIR spectroscopy in waste management, and chapter 21 presents the study 
of trace atmospheric gases using Ground-Based Solar Fourier Transform Infrared 
Spectroscopy (Smidt et al., 2011; Paton-Wals, 2011). 

In case of air pollution the Fourier transform infrared (FTIR) instrument is used succesfully 
for measuring gas pollutants due to its many advantages such as: multiple gas pollutants 
will be monitored in real time, the IR spectra of sample can be analyzed and preserved for a 
long time, can be use to detect and measure directly both criteria and toxic pollutants in 
ambient air, measures also organic and inorganic compounds, can be also used to 
characterize and analyze microorganisms and monitor biotechnological processes, is 
generally installed at one location, but can be also portable and operated using battery for 
short-term survey, presents sensitivity from very low parts per million to high percent 
levels, can be applied to the analysis of solids, liquids and gases, no reagent is needed, and 
data acquisition is faster than with other physico-chemical techniques (Santos et al., 2010).  

The basic principle of FT-IR spectroscopy used in air pollutants detection and measuring is 
that every gas has its own „fingerprint” or absorption spectrum. The entire infrared 
spectrum will be monitored and FTIR sensor will read the different fingerprints of the gases 
present in the air sample. In case of determination of gas concentrations from stratosphere, 
the FT-IR spetrometers have to be designed with a fine resolution (0.01 cm-1) due to the 
lower atmospheric pressure, and with a lower resolution between 0.05 cm-1 and 2 cm-1 for 
tropospheric gases determination. This is due to pressure broadening effects that result in 
broadened absorption lines. In troposphere water vapor concentrations are higher than 
those from stratosphere and they have a negative effect on the FT-IR spectrum 
measurements. The strong interference of water vapor in troposphere is overcome by 
detecting chemical substances in narrow bands of the IR spectrum where water absorption 
is very weak.  

The total precipitable water vapour (PWV) from air which is responsible for the greenhouse 
effect being the most important trace gas can be measure using FT-IR spectroscopy. When it 
was compared with other instruments such as a Multifilter Rotating Shadow-band 
Radiometer (MFRSR), a Cimel sunphotometer, a Global Positioning System (GPS) receiver, 
and daily radiosondes (Vaisala RS92) it was estimated that FTIR spectrometer provides very 
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precise trophospheric water vapour data, but when area-wide coverage and real-time data 
availability is very important, the GPS and the RS92 data are more appropriate. FTIR 
spectroscopy can be use also as a reference when assessing the accuracy of the other 
techniques, but those who use this technique have to be aware of the FTIR’s significant clear 
sky bias (Schneider, 2010). 

Animal farms are major sources of air pollution with ammonia and greenhouse gases. Air 
concentration of these pollutants may be higher or lower depending on the systems used. In 
addition, these systems have to correspond both in terms of animal welfare, and in terms of 
environmental protection. If it is considered animal welfare, the straw based systems are 
considered animal friendly systems, and when it is considered the environmental 
protection, the slurry based systems are preferred, due to lower ammonia (NH3) and 
greenhouse gas (GHG) emissions. For slurry based systems air pollutants emissions were 
intensively researched, and the specific emission factors for several slurry-based housing 
systems for pigs are mentioned in the “Guidance document on control techniques for 
preventing and abating emissions of ammonia” developed by the UN/ECE “Expert Group 
on Ammonia Abatement” of the “Executive Body for the Convention on Long-Range 
Transboundary Air Pollution” (EB.AIR/1999/2). The straw based systems have not been 
extensively studied in terms of emissions of air pollutants. There are few research studies 
regarding these systems. Thus, high resolution FTIR spectrometry was used in order to 
determine the emissions of ammonia (NH3), nitrous oxide (N2O), methane (CH4), and 
volatile organic compounds (VOC) at a commercial pig farm in Upper Austria using a straw 
flow system by Amon and coworkers (Amon et al., 2007). The straw flow system is an 
animal friendly housing system for fattening pigs, being often equated with deep litter 
where there is no separation between the lying and the excretion areas. In deep litter 
systems most of the pigs welfare requirements are fulfilled. The main disadvatages of these 
systems are that there is a high straw consumption, the pigs are dirtier and the deep litter 
are characterized by high levels of NH3 and greenhouse gases (GHG). Thus the level of NH3 
and greenhouse gases (GHG) has to be monitored in order to control and to avoid air 
pollution and to take appropriate measures for environment protection. For the pig farm 
monitored by Amon and coworkers it can be concluded that the straw flow system may 
combine recommendations of animal welfare and environmental protection (Amon et al., 
2007). 

Environmental problems are also due to the incorect application of manure. The main air 
pollutants associated with manure application are ammonia, and nitrous oxides. In order to 
develop new environmentaly friendly methods for manure applications all aspects have to 
be investigated. For this purpose Galle and coworkers made some area-integrated 
measurements of ammonia emissions after spreading of pig slurry on a wheat field, based 
on gradient measurements using FTIR spectroscopy. They concluded that the gradient 
method is valuable for measurement of ammonia emissions from wide area, although the 
detection limits of the system limits its use to the relatively high emissions (Galle et al., 
2000). 
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In another study Jäger and coworkers reported that FTIR spectroscopy is capable of 
measuring low concentrations of CO2, CH4, N2O and CO as well as isotope ratios (especially 
that of 13CO2) in gas samples. The concentration levels of these gases are close to them in 
environmental air (Jäger et al. 2011). In the same paper the authors discussed also about the 
accuracy and stability of the FTIR instrument.  

Volcanoes are considered important natural sources of air pollution. The most abundant gas 
typically released into the atmosphere by volcanoes is water vapor (H2O), followed by 
carbon dioxide (CO2) and sulfur dioxide (SO2). Other gases such as hydrogen sulfide (H2S), 
carbon monoxide (CO), hydrochloric acid (HCl), hydrofluoric acid (HF), hydrogen (H2), 
helium (He), silicon tetrafluoride (SiF4), carbon oxysulfide (COS) are released by volcanoes 
in small amounts. From the most dangerous to human, animals and agriculture are carbon 
dioxide, sulfur dioxide and hydrofluoric acid. Therefore it is important to monitor volcanic 
activities.  

The first report about determination of HCl and SO2 in volcanic gas dates from 1993 when 
Mori and coworkers used an FT-IR spectrometer during a stage of dome lava extrusion of 
the Unzen volcano (Mori et al., 1993). Other gases including H2O, CO2, CO, COS, SO2, HF 
were measured using a remote FT-IR spectral radiometer (Mori and Notsu, 1997; Francis et 
al., 1996; Love et al., 1998; Burton et al., 2000; Mori and Notsu, 2008). 

A telescope-attached FT-IR spectral radiometer was used to study the volcanic gases in 
seven active volcanoes from Japan. For one of the volcanoes monitored the authors have 
been used infrared radiation from hot lava domes, for three of them they used infrared 
radiation of the hot ground surface, and for the other three they used scattered solar light, as 
infrared sources. The observations over 15 years suggest that HCl/SO2 and HF/HCl ratios 
are the most promising parameters reflecting volcanic activity among various parameters 
observable in remote FI-IR measurements (Notsu and Mori, 2010). 

Oppenheimer and coworkers used thermal imaging and spectroscopic (FTIR) techniques to 
characterize phase-locked cycles of lava lake convection and gas plume composition of the 
Erebus volcano, Antarctica - a volcano continuously active for decades being now in steady-
state. The authors identified a striking, cyclic correspondence between the surface motion of 
lava lake, and its heat and gas output. They concluded that this can be a reflection of 
unsteady, bi-directional magma flow in the conduit feeding the lake. It was also determined 
the ratio between gases emitted by volcanic lake, and the very tight correlation between CO2 
and CO was attributed to the redox equilibrium established in the lava lake. These results 
have a great contribution to the understanding of the laboratory models for magma 
convection degassing and volcanic gas geochemistry (Oppenheimer et al., 2009).    

FTIR technique offers the potential for the non-destructive, simultaneous, real-time 
measurement of multiple gas phase compounds in complex mixtures such as cigarette 
smoke (Bacsik et al., 2007a). Thus, in a study Bacsik and coworkers reported using of FTIR 
spectroscopy to study the mainstream cigarette smoke from cigarettes of different stated 
strengths (regular and various light cigarettes with different reported nicotine, tar and CO 
contents) (Bacsik, 2007b). The cigarette smoke is a very complex mixture that mainly 
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have a great contribution to the understanding of the laboratory models for magma 
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measurement of multiple gas phase compounds in complex mixtures such as cigarette 
smoke (Bacsik et al., 2007a). Thus, in a study Bacsik and coworkers reported using of FTIR 
spectroscopy to study the mainstream cigarette smoke from cigarettes of different stated 
strengths (regular and various light cigarettes with different reported nicotine, tar and CO 
contents) (Bacsik, 2007b). The cigarette smoke is a very complex mixture that mainly 

 
Application of FTIR Spectroscopy in Environmental Studies 55 

consists of hydrocarbons and both carbon and nitrogen oxides. The results obtained by the 
authors reveal the fact that the strength of the cigarettes does not have a significant bearing 
on the quantity of the observed components obtained (Bacsik, 2007b). 

An other anthropic source of air pollution is aircraft flight.  The main pollutants released by 
aircrafts are unburnt hydrocarbons, carbon monoxide, and nitrogen oxides. The level of 
these pollutants is higher near the airport. For modern aircrafts the level of pollutants 
emissions is lower due to the using of more efficient turbine engine. Nevertheless the civil 
aviation authorities require the monitoring emissions from aircraft in airports and in the 
vicinity of airports. For this a non-intrusive Fourier Transform Infrared (FTIR) spectroscopy 
has been used to detect hydrocarbons in emissions from gas turbine engines (Arrigone and 
Hilton, 2005). The advantages of this mentioned techniques reported by Arrigone and 
Hilton are: it is non-intrusive—no sampling system is required and there is no physical 
interference with the exhaust plume while measurements are made; is useful for 
simultaneous monitoring of several species; the equipment is portable and can be simply set 
up and used outside the laboratory in engine test facilities, airfields (Arrigone and Hilton, 
2005).  

All these advantages encourage the use of FTIR spectroscopy as a valuable tool in 
monitoring emissions from aircraft in airports. 

Quantitative information about air components and air pollutants is needed to study the 
impact of pollutants (gaseous, liquids or solids) on human health and atmospheric 
chemistry. To obtain these information an infrared spectral database was created. This 
database was completed with spectral information of gases emitted by biomass burning by 
Johnson and coworkers. The following classes of compounds: singly- and doubly-nitrogen-
substituted aromatic, terpenes, hemi-terpenes, retenes and other pyrolysis biomarker 
compounds, carboxylic acids and dicarboxylic acids were identified in gases from biomass 
burning (Johnson et al., 2010).   

Throughout, latest years, the significance of bioaerosols has been discussed in 
environmental and occupational hygiene. Identification of microorganisms using cultivation 
and microscopic examination is time consuming and alone does not provide sufficient 
information with respect to the evaluation of health hazards in connection with bioaerosol 
exposure. FT-IR spectroscopy has widely been used for the characterization and 
identification of bacteria and yeasts, due to the fact that they are hydrophilic 
microorganisms and can easily be suspended in water for sample preparation (Essendoubi 
et al., 2005; Duygu et al., 2009). The identification of airborne fungi using FT-IR spectroscopy 
was described by Fischer and coworkers. They found that the method was suited to 
reproducibly differentiate Aspergillus and Penicillium species. The results obtained can serve 
as a basis for the development of a database for species identification and strain 
characterization of microfungi (Fischer et al., 2006).  

Studies on heavy metals and organic compounds removal from wastewaters using different 
natural and synthetic materials are many. The important role of FTIR spectroscopy in such 
studies is either related to the characterization of sorbents, chemical modified sorbents, or to 
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establish the mechanism involved in sorption processes (Cheng et al., 2012; Chen and Wang, 
2012; Xu et al., 2012; Ma et al., 2012a; Wang et al., 2011; Jordan et al., 2011; Bardakçi and 
Bahçeli, 2010; Pokrovsky et al., 2008; Parolo et al., 2008).   

Biosorption is considered as an alternative process for the removal of heavy metals, 
metalloid species, compounds and particles from aqueous solution by biological materials 
(Mungasavalli et al., 2007). Biomaterials are adsorbent materials with high heavy metals 
adsorption capacity. They have many advantages such as reusability, low operating cost, 
improved selectivity for specific metals of interests, removal of heavy metals found in low 
concentrations in wastewaters, short operation time, and no production of secondary 
compounds which can be toxic (Mungasavalli et al., 2007). FTIR spectroscopy can be used 
for characterization of biomaterials used in depolluting processes, but also to characterize 
materials obtained after chemical modification of them. Thus we used FTIR spectroscopy to 
characterize the material obtained after chemical modification of chitosan with 
glutardialdehyde in order to obtain a product with good sorption properties (Deleanu et al., 
2008), but also to characterize the materials obtained after alkaline treatment of bentonite to 
increase its capacity to retain ammonium ions from synthetic solutions (Simonescu et al., 
2005). 

FT-IR spectroscopy has been used to identify the nature of possible sorbent (biosorbent) – 
pollutants (heavy metals, inorganic compounds, organic compounds) interactions.   

For copper removal by fungal biomass to determine the characteristic functional groups that 
are responsible for biosorption of copper ions were made biomass’s FTIR spectra before and 
after the bisorption process took place. The bonding mechanism between copper and 
biomass (fungal strain, cyanobacteria or other microorganism) (Yee et al., 2004; Burnett et al., 
2006) can be determined by interpreting the infrared absorption spectrum. 

We used in our studies fungal strains in order to remove heavy metals from synthetic 
waters which contain also copper in the form of copper sulfide nanoparticles, but also 
copper in dissolved state. In case of copper biosorption by Aspergillus oryzae  ATCC 20423  
the FTIR spectra registered are presented in Figure 3. The FTIR spectrum for Aspergillus 
oryzae  ATCC 20423 before copper biosorption is presented in Figure 3a, the FTIR spectrum 
of Aspergillus oryzae  ATCC 20423 after growth in the presence of copper solution with 25 mg 
copper/L is presented in Figure 3b, the FTIR spectrum of Aspergillus oryzae  ATCC 20423 
after growth in the presence of copper solution with 50 mg copper/L is presented in Figure  
3c, the FTIR spectrum of Aspergillus oryzae  ATCC 20423 after growth in the presence of 
copper solution with 75 mg copper/L is presented in Figure 3d, and the FTIR spectrum of 
Aspergillus oryzae  ATCC 20423 after growth in the presence of copper solution with 100 mg 
copper/L is presented in Figure  3e. 

From the Figure 3 it can be seen that all five FTIR spectra present distinct peaks in the 
following ranges: 3393 – 3418 cm-1, 2926 – 2968 cm-1, 1629 – 1638 cm-1, 1404 – 1405 cm-1, 1073 - 
1077 cm-1, and 529 – 533 cm-1. The broad and strong band situated in the range 3393 – 3418 cm-1 

can be attributed to overlapping of –OH and –NH stretching. The band from the range 2926 – 
2968  cm-1 is attributed to the C-H stretching vibrations. The strong peak at 1629 – 1638  cm-1 
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Figure 3. FT-IR spectra of Aspergillus oryzae  ATCC 20423 unloaded (a) and loaded with Cu(II) ions (b-e) 

can be due to a C=O stretching in carboxyl or amide groups. The peak at 1404 – 1405  cm-1 is 
attributed to N-H bending in amine group. The band observed at 1073 - 1077  cm-1 was 
assigned to the CO stretching of alcohols and carboxylic acids. Thus Aspergillus oryzae  
ATCC 20423 biomass contains hydroxyl, carboxyl and amine groups on surface. 

From the Figures 3b-e it can be seen that the stretching vibration of OH group was shifted 
from 3393 cm-1 to 3418 cm-1 (3b), to 3398 cm-1 (3d), 3406 cm-1 (3e). These results revealed that 
chemical interactions between the copper ions and the hydroxyl groups occurred on the 
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biomass surface. The carboxyl peak observed for unloaded biomass at 1638 cm-1 is shifted to 
1634 cm-1 or 1629 cm-1. This decrease in the wave number of the peak characteristic for C=O 
group from carboxylic acid revealed that interacts with carbonyl functional group are 
present between biomass and copper ions. These results indicated that the free carboxyl 
groups changed into carboxylate, which occurred during the reaction of the metal ions and 
carboxyl groups of the biosorbent. 

No frequency changes were observed in the C-H and -NH2 groups of biomass after copper 
biosorption. In addition, all FTIR spectrum of Aspergillus oryzae  ATCC 20423 loaded with 
copper ions contain bands at 533, 529, 525 cm-1 which can be attributed to Cu-O stretching 
modes (Simonescu and Ferdes, in press). 

The similar FT-IR results were reported for the biosorption Pb(II), Cd(II) and Cu(II) onto 
Botrytis cinerea fungal biomass (Akar et al., 2005) and Pb(II) and Cd(II) from aqueous 
solution by macrofungus (Lactarius scrobiculatus) biomass (Anayurt et al., 2009). 

In our work we used also FT-IR spectroscopy in order to determine the characteristic 
functional groups which are responsible for biosorption of copper ions by Polyporus 
squamosus, Aspergillus oryzae NRRL 1989 (USA), Aspergillus oryzae 22343 (Simonescu et al., 
2012).  

In case of biological degradation of pollutants a significant role can be attributed to 
biodegradation pathway due to the fact that different biodegradation pathways lead to 
different biodegradation products. Thus it is important to determine biodegradation 
pathways. For this purpose FTIR spectroscopy is a relevant tool for rapid determination of 
the resulting biotransformation product or mixtures. With this respect, Huang and 
coworkers investigated the ability of FT-IR to distinguish two different m-cresol metabolic 
pathways in Pseudomonas putida NCIMB 9869 after growth on 3,5-xylenol or m-cresol. From 
this study, it can be concluded that FT-IR spectral fingerprints were shown to differentiate 
metabolic pathways of m-cresol within the same bacterial strain and thus FTIR spectroscopy 
might provide a rapid, non-destructive, cost-effective approach for assessing of products 
resulted in biological degradation of pollutants (Huang et al., 2006). 

The main directions of use of FTIR spectroscopy in waste management are about getting 
information regarding the stage of organic matter for process and product control, and for 
monitoring of landfill remediation. For this purpose, Smidt and Meissl used FTIR spectroscopy 
to asses the stage of organic matter decomposition in waste materials (Smidt and Meissl, 2007). 
The results obtained confirm that FTIR spectroscopy represents an appropriate tool for process 
and quality control, for the assessment of abandoned landfills and for monitoring and 
checking of the successful landfill remediation (Smidt and Meissl, 2007). 

The structural changing in biodegradation processes can be determined by FTIR analysis. 
Thus Tomšič and coworkers studied structural changes of cellulose fabric modified by 
imidazolidinone biodegradation after different period using electron microscopic and 
spectroscopic analyses (Tomšič et al., 2007). Also FT-IR spectroscopy is a quick and useful 
method to monitor the composting process (Grube et al., 2006). The aim of them study was 
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to elucidate the typical IR absorption bands and correlation of band growth rates with the 
compost maturity or degradation degree. The results of this study revealed that IR 
spectroscopy is a simple, quick and informative method that can be used instead of several 
time consuming chemical methods for monitoring of routine composting processes. 

Soil is a complex medium with important ecological functions. Its functions depend on its 
characteristics. FTIR spectroscopy can be used to describe soil characteristics in the form of 
complex multivariate data sets. Thus FTIR spectroscopy has been used by Elliott and 
coworkers to investigate soils at different stages of recovery from degradation following 
opencast mining and from undisturbed land (Elliott et al., 2007). When a FT-IR spetrometer 
was used to determine gases from soils and rock formations no other gases than CO2 have 
been detected except CO in the open-path compartment dedicated to atmosphere analysis 
(Pironon et al., 2009).  

The use of living organisms to manage or remediate polluted soils named bioremediation 
represents an emerging technology. This technology is defined as the elimination, 
attenuation or transformation of polluting or contaminating substances by the use of 
biological processes. The results in situ bioremediation depend by microbial strains from 
contaminated site. The biodegradation process can be monitored by FTIR spectroscopy. For 
this purpose Bhat and coworkers performed a study about remediation of hydrocarbon 
contaminated soil through microbial degradation. The bacterial strains involved in 
bioremediation process were collected to be isolated from contaminated soil. FTIR spectra of 
untreated and treated soil samples revealed that the isolated bacterial strains have a 
substantial potential to remediate the hydrocarbon contaminated soils (Bhat et al., 2011).  

Biomineralization has an important role for pollutants removal from environment. It has 
been known the mecanism involved in such processes to establish the nature of 
intemediates and final compound formed. FTIR spectroscopy is well-suited for such 
investigations, because it provides simultaneously molecular-scale information on both 
organic and inorganic constituents of a sample. Consequently FTIR spectroscopy was used 
in several complementary sample introduction modes as transmission (T-FTIR), attenuated 
total reflectance (ATR-FTIR), diffuse reflectance (DRIFTS) to analyze the processes of cell 
adhesion, biofilm growth, and biological Mn-oxidation by Pseudomonas putida strain GB-1 by 
Parikh and Chorover (Parikh and Chorover, 2005). 

Fourier Transform Infrared (FT-IR) and Attenuated Total Reflectance (ATR) spectroscopy in 
the mid infrared (MIR) wavelength range (2500 – 16,000 nm) have been also developed for 
contaminant detection in water (Gowen et al., 2011a). The authors tested the near infrared 
spectroscopy (NIRS) for the detection and quantification of pesticides including Alachlor 
and Atrazine in aqueous solution. Calibration models were built to predict pesticide 
concentration using PLS regression (PLSR). The proposed method shows potential for direct 
measurement of low concentrations of pesticides in aqueous solution. The research was 
performed in the laboratory conditions, and it is well known that the NIR spectrum of 
aqueous samples is susceptible to changes in the environment (e.g. temperature, humidity) 
and sample (e.g. pH, turbidity). Thus further experiments are necessary to test the effect of 
such perturbations on predictive ability (Gowen et al., 2011b).   
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By joining FTIR spectroscopy with two dimensional correlation analysis (2DCORR) there 
will be obtained a device with improved performance in the study of complex 
environmental systems (Noda and Ozaki, 2005). The two dimensional correlation analysis 
(2DCORR) is a method to visualize the dynamic relationship between the variables in 
multivariate data set with application of the complex cross-correlation function. With the 
help of this analysis there will be identified the spectral features which change in phase (i.e. 
linearly correlated among them) and out of phase (partially or not at all correlated among 
them) (Mecozzi et al., 2009). This technique can be applied to study the evolution of 
environmental complex systems. Mecozzi and coworkers applied FTIR spectroscopy joined 
with two dimensional correlation analysis (2DCORR) to identify the aggregation pathways 
of extractable humic substance from marine sediments, and to compare the molecular 
modifications determined by the actions of different pollutants on the marine algae 
Dunaliella tertiolecta that is a biomarker of environmental quality (Mecozzi et al., 2009). From 
this study it can be concluded that FTIR spectroscopy joined with 2DCORR analysis can be 
an important tool for evaluating toxic effects on the marine life.  

3. Attenuated Total Reflection – Fourier Transform Infrared (ATR-FTIR) 
spectroscopy in environmental studies 

Attenuated Total Reflection – Fourier Transform Infrared (ATR-FTIR)  Spectroscopy was 
introduced in 1960s (Harrick, 1967), and now is widely used in many areas.  

The principle of this is FTIR technique is that light introduced into a suitable prism at an 
angle exceeding the critical angle for internal reflection develops an evanescent wave (a 
special type of electromagnetic radiation) at the reflecting surface. Interaction of this 
evanescent wave with the sample determines ATR spectrum recording. The main 
charactesistic of this techniques is the fact that particle samples are deposited on the surface 
of a horizontal ATR crystal for spectroscopic analysis (Figure 4). Zinc selenide (ZnSe) or Ge 
crystals are the most commonly used in ATR-FTIR spectroscopy. 

 
Figure 4. The principle of ATR-FTIR where n1 and n2 are the refractive indices of the crystal and the 
sample, respectively. 
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The main advantages of ATR-FTIR spectroscopy are: can be applied to a large variety of 
materials such as: powders, liquids, gels, pastes, pellets, slurries, fibers, soft solid materials, 
surface layers, polymer films, samples after evaporation of a solvent being a versatile and 
non-destructive technique; is useful for surface characterization, opaque samples; faster 
sampling being a non-destructive technique; is considered an extremely robust and reliable 
techique for quantitative studies involving liquids; excellent sample-to-sample 
reproducibility.  

All these advantages make that ATR-FTIR spectroscopy to be used for: analysis of processes 
at surfaces (Freger and Ben-David, 2005), surface modification (Lehocký et al. 2003; Janorkar 
et al., 2004), surface degradation (Bokria et al., 2002), study of enzymatic degradation of a 
substrate film attached to a solid surface (Snabe et al. 2002), study of sunscreens on human 
skin (Rintoul et al., 1998), research of cereal, food and wood systems (D’Amico et al. 2012), 
detection of  microbial metabolic products on carbonate mineral surfaces (Bullen et al., 
2008), self-assembled thin films (Gershevitz et al. 2004), grafted polymer layers (Granville et 
al. 2004), adsorption processes (Sethuraman et Belfort 2005; Al-Hosney et Grassian 2005) of 
biological (Jiang et al. 2005; Mangoni et al. 2004) and synthetic (Freger et al. 2002) materials. 

The followings are some examples of in situ ATR-FTIR spectroscopy’s application in 
environmental studies. 

In recent years adsorptive removal of heavy metals from aqueous effluents have received 
much attention because numerous materials such as: clays, zeolites, activated carbon can be 
used as adsorbents. The adsorption of inorganic ions on metal oxides and hydroxides was 
resolved using in situ ATR-FTIR spectroscopy. In a review Lefèvre describes and discusses 
in situ ATR-FTIR used in order to obtain information on the sorption mechanism of sulfate, 
carbonate, phosphate, perchlorate  on hematite, goetite, alumina, silica, TiO2 (Lefèvre, 2004). 
This is due to the fact that FTIR technique allows to analyze the sorption/desorption 
phenomena in situ being helpful in determining of the speciation of sorbed inorganic anions 
or ternary inorganic complexes formed. In addition this technique offers the possibility to 
distinguish outer-sphere and inner-sphere complexes. In this regard Yoon and coworkers 
used in situ ATR-FTIR spectroscopy and quantum chemical methods to determine the types 
and structures of the adsorption complexes formed by oxalate at boehmite (γ-
AlOOH)/water and corundum (α-Al2O3)/water interfaces (Yoon et al., 2004). They found that 
the adsorption mechanism of a aqueous HOx- species involves loss of protons from this 
species during the ligand-exchange reaction. The results obtained are useful in establishing 
the transport model of toxic species in natural waters, and remediation of liquid wastes.  

Contamination of soils and groundwater by radioactive wastes containing uranium and other 
actinides is a significant problem. The fate and transport of these kind of pollutants in aquifers, 
design of cost-effective remediation techniques for radioactive-contaminated soils, and 
developing of materials proper for encapsulation and disposal of nuclear waste require 
knowledge of mechanism of radioactive pollutants – sorbent interactions. For radioactive waste 
depositories one of the most important factors which has to be considered is the long-term 
safety of them. For this, natural or anthropogenic barriers for sorption of radionuclides around 
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the depositories are placed. Sorption data at the laboratory scale are useful to predict the 
behaviour of real systems. For this purpose Lefèvre and coworkers used ATR-IR spectroscopy 
to study the sorption of uranyl ions onto titanium oxide (mixture of rutile and anatase) and 
hematite. They found that the uranyl sorption on titanium oxide in the pH range 4-7 occurs by 
formation of one surface complex with uranium atoms bounded by two different chemical 
environments (Lefèvre et al., 2008), and in case of sorption on hematite they concluded that the 
same surface species is responsible for the uranyl sorption in the pH range 5-8 (Lefèvre et al., 
2006). Due to the fact that experiments were reversible the authors concluded that reaction of 
hematite deposit with uranyl ions is the same with the reaction of it in dispersed suspensions 
(Lefèvre et al., 2006). The sorption of U(V) on different forms of titanium dioxide was also 
studied using ATR-IR spectroscopy by Comarmond and coworkers. They showed the effect of 
different sources of sorbent and its surface properties on radionuclide sorption (Comarmond et 
al., 2011). On the same subject Müller and coworkers used the high sensitivity of the in situ 
ATR-FTIR spectroscopy to establish the mechanism of sorption processes of U(VI) onto TiO2 
even at concentrations down to the low micromolar range. The Mid-IR spectra of U(VI) aqueous 
solutions and of U(VI) sorption onto different TiO2 samples is presented in Figure 5.  

 
Figure 5. Mid-IR spectra of U(VI) aqueous solutions and of U(VI) sorption onto different TiO2 samples 
(the values on the IR spectra are in cm-1) (S1-S7 are different titania samples with different content of 
anatase and rutil,  different particle size, and different  origins) (from Müller et al., 2012 used with 
permission (originally published in Geochimica et Cosmochimica Acta, 
http://dx.doi.org/10.1016/j.gca.2011.10.004)) 

By comparing the spectrum of the aqueous species spectra with the spectra of samples 
obtained after U(VI) sorption on TiO2 it can be seen that the frequencies of the ν3(UO2) 
modes presented at 961 cm-1 for the aqueous species are significantly shifted (with 53-44 
cm-1) which suggests that uranyl surface complexes are formed at all titania samples.  
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the depositories are placed. Sorption data at the laboratory scale are useful to predict the 
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Figure 5. Mid-IR spectra of U(VI) aqueous solutions and of U(VI) sorption onto different TiO2 samples 
(the values on the IR spectra are in cm-1) (S1-S7 are different titania samples with different content of 
anatase and rutil,  different particle size, and different  origins) (from Müller et al., 2012 used with 
permission (originally published in Geochimica et Cosmochimica Acta, 
http://dx.doi.org/10.1016/j.gca.2011.10.004)) 

By comparing the spectrum of the aqueous species spectra with the spectra of samples 
obtained after U(VI) sorption on TiO2 it can be seen that the frequencies of the ν3(UO2) 
modes presented at 961 cm-1 for the aqueous species are significantly shifted (with 53-44 
cm-1) which suggests that uranyl surface complexes are formed at all titania samples.  
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This study is one complex due to the fact that authors performed researches to establish the 
influence of: stages of in situ sorption experiments (conditioning, sorption, and flushing), the 
contact time of U(VI) with the mineral, the initial U(VI) concentration, pH values, the origin 
and manufacturing procedure of TiO2 samples and the absence of atmospheric-derived 
carbonate on the species formed in sorption processes of U(VI) on TiO2. The results obtained 
by authors are relevant to the most environmental scenarios (Müller et al., 2012).  

Sorption of Np(V) onto TiO2, SiO2 and ZnO was investigated using ATR-FTIR spectroscopy. 
The results showed obtaining structurally similar bidentate surface complexes for all 
sorbents used (Müller et al., 2009).  

ATR-FTIR spectra confirmed formation of actinyl-carbonato complexes from interaction of 
actinide with hematite at a specific pH value. This can control the actinide transport in 
numerous subsurface receptors due to the abundance of carbonate in aquifers (Bargar et al., 
1999).  

The influence of dissolved CO2 on UO22+ sorption process was determined by Foerstendorf 
and Heim using ATR-FT-IR spectroscopy. They obtained a similar surface complex of the 
uranyl ion at the ferrihydrite-phase irrespective of the presence of atmospheric CO2. 
Sorption of actinide ion on mineral phase determines a change of the carbonate ion from a 
monodentate to a bidentate ligand (Foerstendorf and Heim, 2008). 

ATR-FTIR and FT-IR spectroscopy together with other techniques were used to determine 
the fate and transport of radionuclides in natural environments. The main mechanisms that 
are responsible for these are: sorption on organic (living matter and humic materials), 
sorption on inorganic materials (soil media and minerals), precipitation of them under oxic 
conditions, reduction in presence of microorganisms, and structural incorporation in 
different mineral host phases (Duff et al., 2002).  

Citric acid being a naturally-occuring acid commonly found in soils, and also a strong 
complexant of UO2 is often found as a component of radioactive waste. Advantages such as: 
its biodegradability and complexing efficiency make from it a good candidate for 
remediation of uranium contaminated soils (Kantar and Honeyman, 2006). Factors with 
influence on the uranyl adsorption process to oxide minerals in presence of citric acid were 
determined by Logue and coworkers. Redden and coworkers have proposed formation of a 
ternary uranyl-citrate complexes on goethite (Redden et al., 2001). Establishing the 
interactions between UO2, citrate and mineral surfaces on a molecular level represents a key 
factor for modeling adsorption phenomena affecting transport in soils. For this purpose 
Pasilis and Pemberton used ATR-FTIR to elucidate the mechanism of UO2 adsorption on 
aluminium oxide in the presence of citrate. They found that there is an enhanced citrate 
adsorption to Al2O3 in the presence of uranyl. This result suggests that uranyl may be the 
central link between two citrate ligands, and the uranyl is associated with the surface 
through a bridging citrate ligand. One other observation is that uranyl citrate complexes 
interact with citrate adsorbed to Al2O3 through outer shere interactions (Pasilis and 
Pemberton, 2008). 
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In recent years it ATR-FTIR spectroscopy has been used to investigate the atmospheric 
heteregenous reactions. Thus Al-Hosney and Grassian (2005) used this technique to 
investigate water adsorption on the surface of CaCO3. They further used T-FTIR in order to 
investigate the role of surface adsorbed water in adsorption reactions of SO2 and HNO3 
(Zhao and Chen, 2010). In other study Schuttlefield and coworkers (2007a) used ATR-FTIR 
spectroscopy to provide detailed information about water uptake and phase transitions for 
atmospherically relevant particles. To determine the factors involved in water uptake on the 
large fraction of dust present in the Earth’s atmosphere, Schuttlefield and coworkers (2007b) 
used a variety of techniques, including ATR-FTIR. They concluded that water uptake on the 
clay minerals depends on the type and the source of the clay. These results are important 
because mineral dust aerosol provides a reactive surface in trophosphere being involved in 
reactions for atmosphere. The role of halogens in the aging process of organic aerosols was 
determined by Ofner and coworkers (2012) using long-path FTIR spectroscopy (LP-FTIR), 
attenuated-total reflection FTIR (ATR-FTIR), UV/VIS spectroscopy, and ultrahigh resolution 
mass spectroscopy (ICR-FT/MS). They concluded that the aerosol-halogen interaction might 
strongly contribute to the influence of organic aerosols on the climate system (Ofner et al., 
2012). 

Khalizov and coworkers (2010) investigated the heterogeneous reaction of nitrogen dioxide 
(NO2) on fresh and coated soot surfaces to assess its role in night-time formation of nitrous 
acid (HONO) in the atmosphere using ATR-FTIR (Khalizov et al., 2010).  

Segal-Rosenheimer and Dubowski (2007) combined two setups of FTIR for the parallel 
analysis of both condensed and gas phases of products resulted at the oxidation of 
cypermethrin (a synthetic pyrethroid being one of the most important insecticides in wide-
scale use both indoors and outdoors) by gaseous ozone (Segal-Rosenheimer and Dubowski, 
2007).  

ATR-FTIR and T-FTIR methods provide detailed information on the composition of PM 
(particulate matter) samples. Both techniques can be used for qualitative and quantitative 
studies of particulate samples. Thus Veres (2005) used both methods to analyse particulate 
matter collected on Teflon Filters in Columbus – Ohio. He mentioned that ATR spectroscopy 
has limited applications in quantitative studies since it has a penetration depth of only a few 
microns, and this method can be replaced by transmission spectroscopy which penetrates 
into the bulk of substance (Veres, 2005).  

Several groups of researchers used ATR-FTIR to particulate matter analysis. Thus Shaka and 
Saliba (2004) used ATR-FTIR spectroscopy in order to determine the concentration and the 
chemical composition of particulate matter at a coastal site in Beirut, Lebanon. 
Kouyoumdjian and Saliba (2006) determined the levels of the coarse (PM10-2.5) and fine 
(PM2.5) particles in the city of Beirut using ATR-FTIR spectroscopy. They also showed that 
nitrate, sulfate, carbonate and chloride were the main anionic constituents of the coarse 
particles, whereas sulfate was mostly predominant in the fine particles in the form of 
(NH4)2SO4. Ghauch and coworkers (2006) used the same technique for the determination of 
small amounts of pollutants like the organic fraction of aerosols in the French cities of 
Grenoble and Clermont-Ferrand. 
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The applications of ATR-FTIR cover a wide range of subjects such as estimating of soil 
composition and fate of some soil components.  

Monitoring of nitrate in soil is very important for managing fertilizer application and 
controlling nitrate leaching. This monitoring help to adjust nitrate level in soils in order to 
mantain the soil fertility, or to detect soil pollution. Due to the technological limitations, in 
situ or near real-time monitoring of soil nitrate is currently not feasible. In this purpose can 
be used the following methods: nitrate selective electrodes (Sibley, 2010), ion sensivitive 
field effect transistor (Birrell and Hummel, 2001), mid-infrared spectroscopy, and more 
particularly attenuated total reflectance (ATR) with Fourier transform infrared (FTIR) 
spectroscopy. Thus Raphael Linker submitted a report to the Grand Water Research 
Institute about simultaneous determination of 15NO3-N and 14NO3-N in aqueous solutions, 
soil extracts and soil pastes. The results obtained show that a combination of ATR-FTIR 
analysis with appropriate chemometrics can be successfully used to monitor 15NO3-N and 
14NO3-N concentrations in soil during an incubation experiment (Linker, 2010). From the 
studies performed about measurement of nitrate concentration in soil pastes it can be 
concluded that ATR-FTIR appears to be a promising tool for direct and close to real-time 
determination of nitrate concentration in soils, with minimal treatment of the soil samples 
(Linker et al., 2004; Linker et al. 2005; Linker et al., 2006; Linker et al., 2010). The same 
technique was used by Du and coworkers in order to evaluate net nitrification rate in Terra 
Rosa soil (Du et al., 2009). ATR-FTIR spectroscopy was the technique preferred to mass 
spectrometry due to reduced cost, it is not time consuming, and doesn’t require long and 
laborious preparation procedures. The results obtained have made major contributions for 
the estimation of the contribution of applied nitrogen and mineralized nitrogen to net 
nitrification rates ((Du et al., 2009).  

Soil paste was used by Choe and coworkers in order to improve the contact between sample 
and ATR crystal in case of using of the ATR-FTIR spectroscopy to determine the level of 
nitrate in soils. By comparing the nitrate peak intensity of soil pastes and their supernatant, 
it was shown that the nitrate dissolved in soil solution of the paste mainly responded to the 
FTIR signal. The results obtained are useful for the monitoring of nutrients in soils (Choe et 
al. 2010).  

4. Diffuse Reflectance Infrared Fourier Transform (DRIFTS) 
spectroscopy in environmental studies 

DRIFTS spectroscopy is considered a technique more sensitive to surface species than 
transmission measurements and is an excellent in situ technique. The principle is simple one: 
when incident light strikes a surface, the light that penetrates is reflected in all directions. 
This reflection is called diffuse reflectance. If the light that leaves the surface will pass 
through a thin layer of the reflecting materials, its wavelength content will have been 
modified by the optical properties of the matrix. The wavelength and intensity distribution 
of the reflected ligth will contain structural information on the substrate (Analytical 
Spectroscopy available at: http://www.analyticalspectroscopy.net/ap3-11.htm)  (Figure 6).  
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Figure 6. The principle of Diffuse Reflectance Infrared Fourier Transform Spectroscopy (adapted from 
Analytical Spectroscopy available at: http://www.analyticalspectroscopy.net/ap3-11.htm)  

The main advantages of DRIFTS spectroscopy are: fast measurement of powdered samples, 
minimal or no sample preparation, ability to detect minor components, ability to analyze 
solid, liquid or gaseous samples, is one of the most suitable method for the examination of 
rough and opaque samples, high sensitivity, high versatility, capability of performing of the 
measurements under real life conditions. 

In the environmental studies diffuse reflectance Fourier transform infrared (DRIFTS) 
spectroscopy is considered an alternative methodology for the quantitative analysis of 
nitrate in environmental samples (Verma and Deb, 2007a). It is considered a new, rapid and 
precise analytical method for the determination of the submicrogram levels of nitrate (NO3−) 
in environmental samples like soil, dry deposit samples, and coarse and fine aerosol 
particles. The DRIFTS method is a feasible nondestructive and time saving method for 
quantitative analyses of nitrate in soil, dry deposit and aerosol samples.  

It is well known that soil can act as sinks as well as sources of carbon. A major fraction of 
carbon in soils is contained in the soil organic matter (SOM). It contributes to plant growth 
through its effect on the physical, chemical, and biological properties of the soil. 
Characterization of soil organic matter (SOM) is important for determining the overall 
quality of soils. For this DRIFTS spectroscopy can be used. This method only takes a few 
minutes, and is much faster than fractionating of soil samples using chemical and physical 
methods and determining the carbon contents of the fractions (Zimmermann et al., 2007). In 
another study, Rumpel and coworkers tested diffuse reflectance infrared Fourier transform 
(DRIFT) spectroscopy in combination with multivariate data analysis [partial least squares 
(PLS)] as a rapid and inexpensive means of quantifying the lignite contribution to the total 
organic carbon (TOC) content of soil samples (Rumpel et al., 2001). DRIFTS spectroscopy is 
also considered to be one of the most sensitive infrared technique to analyze humic 
substances (Ding et al., 2000). Studies by Ding and coworkers demonstrate that both DRIFT 
and 13C NMR are suitable for examining the effect of tillage on the distribution of light 
fraction in soil profile (Ding et al, 2002). More recently Ding and coworkers examined the 
effect of cover crops on the chemical and structural composition of SOM using chemical and 
DRIFT spectroscopic analysis. From this study it was concluded that both organic carbon 
(OC) and light fraction (LF) contents were higher in soils under cover crop treatments with 
and without fertilizer N than soils with no cover crop. Thus cover crops had a profound 
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influence on the SOM and LF characteristics (Ding et al., 2006). In other study Janik and 
coworkers (1995) showed that the use of diffuse reflectance infrared Fourier-transformed 
Spectroscopy (DRIFT) in combination with partial least squares algorithm (PLS) is a fast and 
low-cost method to predict carbon content and other soil properties such as clay content and 
pH. Zimmermann and coworkers evaluated the possibility of using of DRIFT-spectroscopy 
to estimate the soil organic matter content in soil samples from sites across Switzerland 
(Zimmermann et al., 2004). It was concluded that DRIFT spectroscopy is a tool to predict 
changes in soil organic matter contents in agricultural soils resulting from changes in soil 
management. In other study Nault and coworkers used DRIFT spectroscopy to compare 
changes in organic chemistry of 10 species of foliar litter undergoing in situ decomposition 
for 1 to 12 years at four forested sites representing a range of climates in Canada (Nault et 
al., 2009). This study demonstrated that DRIFT spectroscopy is a fast and simple analysis 
method for analyzing large numbers of samples to give good estimates of litter chemistry. 
Thus DRIFTS spectroscopy is considered a more faster technique to analyse the composition 
and the dynamics of organic matter in solis compared with FTIR spectroscopy (Tremblay 
and Gagné, 2002; Spaccini et al., 2001). 

Earth’s atmosphere contains aerosols of various types and concentrations devided in: 
anthropogenic products, natural organic and inorganic  products. The negative effects of 
these components refers to interaction with Earth’s radiation budget and climate. In direct 
way aerosols scatter sunlight directly back into space, and indirect aerosols in the lower 
atmosphere can modify the size of cloud particles, and consequently changing the way in 
which clouds reflect and absorb sunlight. Aerosols act also as sites for chemical reactions to 
take place. As an exemple of these kind of reactions can be mentioned destruction of 
stratospheric ozone. The inorganic component of aerosols consist of inorganic salts (e.g. 
sulfate, nitrate, and ammonium). The most used method for analyzing these salts is ion 
chromatography (IC) (Chen et al., 2003). The main disadvantages of this method are: time 
required for sample preparation and analysis that is up to 1 week, and the fact that this 
method is a destructive method of analysis. IR spectroscopy offers a simple and rapid 
alternative to IC for aerosols analysing, but it is imprecise and therefore only semi-
quantitative. Advances in optics and detectors have allowed the development of more 
precise IR spectroscopy methods such as FTIR and DRIFT spectroscopy. FTIR spectroscopy 
was employed to determine on-site chemical composition of aerosol samples and to 
investigate the relationship between particle compositions and diameters (Tsai and Kuo, 
2006). DRIFTS spectroscopy was used for quantitative analysis of atmospheric aerosols (Tsai 
and Kuo, 2006). The components of aerosols determined quantitative in area investigated 
were SO42-, NO3- and NH4+. Compared with IC method, the DRIFT spectroscopy is a non-
destructive, and quantitative method for aerosols analyzing.  

Nitrogen dioxide, one of the key participants in atmospheric chemistry has been determined 
using DRIFT spectroscopy. Compared with other methods for nitrogen dioxide 
determination such as chemiluminiscence and fluorescence method that are multi-reagent 
procedure with the increased possibility of the experimental errors, the DRIFTS 
spectroscopy involves using NaOH–sodium arsenite solution as an absorbing reagent. 
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Another advantage of DRIFTS spectroscopy is that it can determine ambient nitrogen 
dioxide, in terms of nitrite, at submicrogram level (Verma et al., 2008). 

The feasibility of employing diffuse reflectance Fourier transform infrared (DRIFT) 
spectroscopy as a sensitive tool in the submicrogram level determination of sulphate (SO42−) 
was checked by Verma and Deb in a study performed in 2007. The level of sulphate in 
environmental samples analysed like coarse and fine aerosol particles, dry deposits and soil 
was in range of ppb. The DRS-FTIR absorption spectrum of these real samples are presented 
in Figure 7. 

 
Figure 7. DRS-FTIR absorption spectrum of: (a) aerosol samples; (b) dry deposition sample; (c) soil 
sample (from Derma and Deb, 2007b used with permission (originally published in Talanta, 
doi:10.1016/j.talanta.2006.07.056)) 

For all real samples analyzed two-point baseline corrections were performed to obtain the 
quantitative absorption peak for sulphate at around 617 cm-1 (Verma and Deb, 2007b). The 
DRIFT method involved in this study did not require pretreatment of samples being reagent 
less, nondestructive, very fast, repeatable, and accurate and has high sample throughput 
value (Verma and Deb, 2007b). On the same topic Ma and coworkers have published  paper 
entitled, ”A case study of Asian dust storm particles: Chemical composition, reactivity to 
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SO2 and hygroscopic properties”. This paper presents a study about characterization of 
Asian dust storm particles using multiple analysis methods such as SEM-EDS, XPS, FT-IR, 
BET, TPD/mass and Knudsen cell/mass. The atmospheric dust particles are responsible by 
absorption and scattering of solar radiation and indirect acting as cloud condensation 
nucleus. The composition, source and size distribution of dust storm are important in 
predicting them impacts on climate and atmospheric environment. The dust particles can 
react with gaseous components or pollutants from the atmosphere such as sulfur dioxide. 
Thus numerous studies were performed to determine the role of dust in SO2 chemistry 
(Prince et al., 2007; Ullerstam et al., 2002, 2003; Zhang et al., 2006; Ma et al., 2012b). The 
morphology, elemental fraction, source distribution, true uptake coefficient for SO2 and 
higroscopic behavior were studied. The major components of Asian dust storm particles 
were aluminosilicate, SiO2 and CaCO3 mixed with some organic and nitrate compounds. 
The particles analyzed by Ma and coworkers are coming from anthropogenic sources and 
local sources after long transportation. Between SO2 uptake coefficient and mass was 
established a linear dependence. Consequently DRIFTS and FTIR spectroscopy combined 
with other analitical methods will provide important information about the effects of dust 
storm particle on the atmosphere (Ma et al., 2012b).    

One of the most important application of DRIFTS spectroscopy is to investigate sorption-
uptake processes on different materials in order to reduce the impact of pollutants. Thus 
Valyon and coworkers studied N2 and O2 sorption on synthetic and natural mordenites, and 
on molecular sieves 4A, 5A and 13X using DRIFT spectroscopy (Valyon et al., 2003). 
Kazansky and coworkers used DRIFTS spectroscopy to study sorption of N2, both pure and 
in mixtures with oxygen, O2, by zeolites NaLSX and NaZSM-5 (Kazansky et al., 2004). 
Llewellyn and Theocharis studied carbon dioxide adsorption on silicate using DRIFTS 
spectroscopy (Llewellyn and Theocharis, 1991). Heterogeneous oxidation of gas-phase SO2 on 
different iron oxides was investigated in situ using a White cell coupled with Fourier 
transform infrared spectroscopy (FTIR) and diffuse reflectance infrared Fourier transform 
spectroscopy (DRIFTS) by Fu and coworkers (Fu et al., 2007). From this study it can be 
concluded that adsorbed SO2 could be oxidized on the surface of most iron oxides to form a 
surface sulfate species at ambient temperature, and the surface hydroxyl species on the iron 
oxides was the key reactant for the heterogeneous oxidation (Fu et al., 2007). Heterogeneous 
reaction of NO2 with carbonaceous materials (commercial carbon black, spark generator soot, 
Diesel soot from passenger car and high-purity graphite) at elevated temperature (400°C) was 
studied using DRIFT spectroscopy. Different infrared signals appear when NO2 is adsorbed 
either on aliphatic or graphitic domains of soot (Muckenhuber and Grothe, 2007).    

Gas sensors are playing an important role in the detection of toxic pollutants such as CO, 
H2S, NOx, SO2, and inflammable gases such as hydrocarbons, H2, CH4. Diffuse Reflectance 
Infrared (DRIFT) spectroscopy has been used to characterize them. Thus, the studies 
performed by Harbeck in him Dissertation have shown that thick film sensors can easily be 
characterised in different working conditions (at elevated temperatures, in the presence of 
humidity) using Diffuse Reflectance Infrared (DRIFT) spectroscopy. He characterized un-
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doped and Pd-doped SnO2 sensor surfaces at different temperatures using two different 
methods in parallel: DRIFT spectroscopy and electrical measurements. Simultaneous 
recording of the DRIFT spectra and the sensor resistance helped him to clarify the role of the 
individual surface species in the sensing mechanism. The results of his work show that 
several reactions take place in the presence of CO depending both on temperature and 
humidity. It was found that all surface species are involved in the reactions and it is 
supposed that parallel and consecutive CO reactions take place on the surface (Harbeck, 
2005). 

DRIFT spectroscopy is also suitable for application to studies of surface phenomena and 
large specific surface materials such as the sensing layers. In this purpose Bârsan and 
Weimar investigated the effect of water vapour in CO sensing by using Pd doped SnO2 
sensors obtained using thick film technology as an example of the basic understanding of 
sensing mechanisms applied to sensors. The results obtained show that all parts of  the 
sensor (sensing layer, electrodes, substrate) have influence to the gas detection and their role 
has to be taken into consideration when one attempts to understand how a sensor works 
(Bârsan and Weimar, 2003). 

All the examples mentioned above show the importance of DRIFT spectroscopy in 
analyzing of environmental samples either liquid, solid or gaseous.  

5. Open Path FT-IR spectroscopy in environmental studies 

The open-path FT-IR Spectroscopy is conventionally used for monitoring gaseous air 
pollutants, but can also be used for monitoring both the gaseous or particulate air 
pollutants. The principle of function is the same with classical FTIR Spectroscopy, except the 
cell into the sample will be injected which it is extended to open atmosphere (Minnich and 
Scotto, 1999). In this technique the infrared light sources can be either natural solar light, or 
light coming from a heated filament situated behind the target gas. The infrared signal 
passes through a sample and chemical vapors present in sample will absorb the infrared 
energy at different wavelengths. All compounds in the vapor will give unique fingerprints 
of absorbance features which will be compared to a library of spectra on the computer. This 
comparison will be useful to identify and quatify in real time.  

The advantages of open-path FT-IR Spectroscopy include: no sample collection, handling ar 
preparation is necessary; good sensivity for certain species; real time data collection and 
reporting; ability to simultaneously and continuously analyze many compounds; remote, 
long-path measurements; in situ application; stored data can be used and re-analyzed for a 
divers range of volatile or non-volatile compounds; cost effectiveness (Marshall et al., 1994).    

The main disadvantage of OP-FTIR is considered to be the fact that it can be applied only to 
the cases with high concentrations of gases such as stack measurement, landfill 
measurement, and fence-line monitoring (Hong et al., 2004). Thus Perry et al. (1995) and Tso 
and Chang applied OP-FTIR to determine the VOC and ammonia concentrations in 
industrial areas, the concentration of pollutants being in this area in the level of 0.1 ppm 
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(Perry et al., 1995; Tso and Chang, 1996). Childers et al. applied OP-FTIR spectroscopy for the 
measurement of ammonia, methane, carbon dioxide, and nitrous oxide in a concentrated 
swine production facility. The pollutants concentration was in the reanges 0.1 – 100 ppm. 
The results have led authors to conclude that the confinement barns was the significant 
source of ammonia emission, and the waste treatment lagoon was the major source of 
methane (Childers et al., 2001). A similar research was performed by Hedge et al. in oder to 
monitor methane and carbon dioxide emitted form a landfill in northern of Taiwan (Hedge 
et al., 2003), and Thorn et al. used OP-FTIR to measure phosphine concentrations in the air 
surrounding the large fumigated structures of a tobacco warehouse (Thorn et al., 2001). OP-
FITR was used by Harris and coworkers to monitor ammonia and methane emissions from 
animal housing and waste lagoons due to the ability to detect multiple compounds 
simultaneously (Harris et al., 2007).  

Levine and Russwurm described in an article the use of the open-path FT-IR Spectroscopy 
in remote sensing of aiborne gas and vapor contaminants (Levine and Russwurm, 1994). 
Applying open-path Fourier transform spectroscopy for measuring aerosols was described 
by Wu and coworkers (Wu et al, 2007).  

Air monitoring during site remediation using open-path FTIR Spectroscopy was reported by 
Minnich and Scotto (Minnich and Scotto, 1999), and monitoring trace gases from aircraft 
emissions using the same technique was reported by Haschberger (Haschberger, 1994).  

The use of OP-FTIR spectroscopy for identification of fugitive organic compound (VOC) 
emission sources and to estimate emission rates at an Air Force base in United States was 
described by Hall (Hall, 2004).  Galle et al. have demonstrated advantages of FTIR over 
traditional point-measurement methods by providing detection over large sampling areas 
(Galle et al., 2001). 

OP-FTIR was successfully applied by Walter et al., and Kagann et al. for the measurements 
of air quality criteria pollutants such as ozone, carbon dioxide, sulfur dioxide, and nitrogen 
dioxide in ambient air (Walter et al., 1999; Kagan et al, 1999). Grutter and coworkers used 
OP-FTIR spectroscopy to measure trace gases over Mexico City. This was the first report on 
the concentration profiles of acetylene, ethylene, ethane, propane, and methane in this 
region. Specific correlation between the profiles and wind direction were made in order to 
determine the main sources that contribute to these profiles (Grutter et al., 2003). 

A comparison between different analysis techniques applied to ozone and carbon monoxide 
detection was made by Briz and coworkers. They compared classical least-squares (CLS) 
procedures with line-by-line method (SFIT) to analyze OP-FTIR spectra and concluded that 
discrepancies observed in CLS-based methods were induced by the experimental 
background reference spectrum, and SFIT results agreement well with the standard 
extractive methods (Briz et al., 2007). The same author together with other coworkers 
proposed a new method for calculating emission rates from livestock buildings applying 
Open-Path FTIR spectroscopy (Briz et al., 2009). The method was applied in a cow shed in 
the surrondings of La Laguna, Tenerife Island (Spain), and results obtained revealed that the 
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livestock building behaves such as an accumulation chamber, and methane emission factor 
was lower than the proposed by Emission Inventory (Briz et al., 2009).  

As was described by Lin and coworkers an open-path Fourier transform infrared 
spectroscopy system can be used for  monitoring of VOCs in industrial medium. They used 
this system to monitor VOCs emissions from a paint manufacturing plant, and they 
determined seven VOCs in ambient environment. The same system was also used to 
determine the VOCs in a petrochemical complex. The results obtained were correlated with 
meteorological data and were effective in the depiction of spatial variations in indentifying 
sources of VOC emissions. They also mentioned another important advantage of OP-FTIR 
spectroscopy such as the ability to obtain more comprehensive data than by using the 
traditional multiple, single-point monitoring methods. It can be concluded that OP-FTIR can 
be useful in both industrial hygiene and environmental air pollutat regulatory enforcement 
(Lin et al., 2008).   

Ammonia, CO, methane, ethane, ethylene, acetylene, propylene, cyclohexane, and O-xylene 
were identified as major emissions in a coke processing area from Taiwan using OP-FTIR 
system by Lin and coworkers (Lin et al., 2007). Main gaseous byproducts (CO, CO2, CH4 and 
NH3) of thermal degradation (pyrolysis) of biomass in forest fires were determined 
accurately using OP-FTIR. The results obtained in this study can help to improve the 
modelling of the pyrolysis processes in physical-based models for predicting forest fire 
behaviour (de Castro et al., 2007). An other reasearch in this field was performed by Burling 
and coworkers who measured trace gas emissions from biomass burning of fuel types from 
the southeastern and southwestern United States (Burling et al., 2010) with the help of OP-
FTIR. The authors detected and quantified 19 gas-phase species in these fires: CO2, CO, CH4, 
C2H2, C2H4, C3H6, HCHO, HCOOH, CH3OH, CH3COOH, furan, H2O, NO, NO2, HONO, 
NH3, HCN, HCl, and SO2. The emission factors depend on the fuel composition and fuel 
types. 

All the advantages of OP-FTIR spectroscopy and all the studies mentioned above 
demonstrate the utility of OP-FTIR in measuring and monitoring of atmospheric gases. This 
technique has increasingly been accepted by different environmental agencies as a tool in 
the measurement and the monitoring of the atmospheric gases (Russwurm and Childers, 
1996; Russwurm, 1999).    

6. Conclusion 

All these presented above show the importance of FTIR spectroscopy in environmental 
studies. The major advantages of this technique are: real time data collection and reporting, 
excellent sample-to-sample reproductibility, enhanced frequency accuracy, high signal-to-
noise ratios, superior sensitivity, analytical performance. In addition, the measurement is 
very rapid so that a large number of samples can be analyzed. Consequently FTIR 
spectroscopy coupled with other techniques is widely used to determine the nature of 
pollutants (gaseous, liquid or solid), to monitor environment, to asses the impact of 
pollution on health and environment, to determine the level of decontamination processes.  
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The modern techniques such as attenuated total reflection FTIR (ATR-FTIR), and diffuse 
reflectance infrared Fourier transform spectroscopy (DRIFTS), but also traditional 
transmission FTIR can be used for such studies according to the information needed, the 
physical form of the sample, and the time required for the sample preparation. 
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1. Introduction 

The development of material engineering is accompanied by a growing demand for routine, 
nondestructive techniques for material and product testing. These techniques are to be used 
for the assessment of chemical and physical structure of new materials as well as for a 
systematic control of their manufacturing processes. Nowadays nanotechnologies fulfill a 
particular role in creating new materials of nanometric dimensions. The products of 
nanotechnology are made in various forms, mostly such as coatings and fibers. Coatings are 
of great practical importance while deposited on conventional substrates, such as metals, 
ceramics and polymers to impart new functions, e.g. anticorrosive, reflexive, sensory 
properties, etc., to them. Coatings are mostly made of polymers and hence their functional 
properties and durability mainly depend on polymer chemical and supermolecular 
structure. The current control tests of the chemical properties and supermolecular 
characteristic of materials are carried out with the use of IR absorption spectroscopy. 
Currently, these are dedicated to test the surface of materials.  This paper concerns the 
spectroscopic technique FTIR used to test the surface of polymeric materials and coatings 
formed on polymeric substrates. The general characteristics, advantages and drawbacks of 
this technique in testing polymer surfaces have been presented.  

2. Technique of infrared absorption spectroscopy  

Material testing by the technique of IR spectroscopy consists in making a spectrum of 
radiation energy absorbed by material molecules and interpreting the spectrum obtained. IR 
radiation within the wavelength range from 2.5 mm to 15 mm (the wave number from 4000 
cm-1 to 666 cm-1) is selectively absorbed by material molecules and converted into their 
oscillatory energy. The oscillations of molecules are of various characters, connected with 
their chemical structure, and depend on the type of bonds (frequency increases with 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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increasing bond energy), relative atomic weights (frequency decreases with increasing 
atomic weight), spatial position of atoms in a molecule, intra- and intermolecular interaction 
forces. During absorption, various vibration modes are generated that can be ranged with 
respect to energy in the following order: stretching vibration > bending vibration > 
oscillatory/torsional vibration. Vibration modes are active in IR only when the frequency of 
radiation coincides with the own frequency of molecule oscillation (resonance) and the 
dipole moments of molecules change in the same direction as the electric vector of IR 
radiation wave.   

In the absorption spectroscopy techniques, IR radiation, after passing the material, where 
molecules selectively absorb radiation quanta, the absorption spectrum is recorded in the 
form of changes in the IR spectra radiation intensity as a function of radiation energy. The 
intensity of a beam after passing through sample (I), transmittance (T) or absorbance (A) is 
assumed as a measure of absorption. If the intensity of the primary incident beam on a 
sample is equal to I0, the relation between intensity, transmittance and absorbance is as 
follows: T = I/I0 , A = log (I0/I) = -log T. Energy is expressed in eV, but mostly practical 
parameters such as IR radiation wavelength (, nm), wave number (=1/ , cm-1) and 
radiation frequency (, Hz) are used to express energy.  

Originally, tests and recording the IR radiation absorption spectra of samples were 
performed by means of two-beam diffraction spectrometers. Modern technical solutions of 
IR spectrometers consist in replacing the reticular monochromators with interferometers, 
which considerably increases the sensitivity of spectrometers (a high value of the signal to 
noise ratio is obtained), making it possible to shorten the spectrum recording and to obtain 
its good definition. Moreover, there occur the transformation and ordering of the 
interferogram obtained to the frequency domain by the use of Fourier Transform (FTIR). 
The high resolving power of spectrometer makes it possible to record complicated spectra of 
materials, spectra mixing, the distinction of band derived from crystalline and non-
crystalline areas and performing static and dynamic tests.  

The IR spectrometry technique can be used in two variants: transmission and reflection. The 
transmission version is used to test the effects of IR radiation absorption in the volume of 
sample. It is possible to test samples in any form: solid, liquid and gaseous with the use of 
an appropriate procedure. Gases and liquids are placed in special cuvettes with windows, 
made of transparent materials for IR radiation (e.g. ionic crystals: KBr, NaCl). The spectra of 
solids can be measured using previously prepared specimens on quartz plates, in a 
suspension in liquid paraffin or in the form of tablets made of KBr. If the object tested is 
sufficiently thin and transparent, its spectra are measured directly on a sample. The 
transmission technique cannot be used for materials that strongly absorb IR radiation and to 
test local areas of sample such as surface. In the sixties of the last century, the reflection 
variant was developed, so-called Attenuated Total Reflection (ATR), which makes it 
possible to test specific version of samples. The ATR-IR uses the phenomenon of a complete 
reflection during the transition of IR radiation from an optically denser medium (prism) to 
thinner medium (sample). A sample is placed on the IR-transparent prism surface with a 
refractive index being always higher than that of the sample (Figure 1). The radiation beam 
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is directed by one of the prism wall to the prism-sample interface at angle  higher than the 
limiting. Under these conditions, a complete reflection occurs at the internal prism side and 
the beam reflected comes out through the second prism wall, where the beam intensity and 
absorption spectrum are recorded.  

 
Figure 1. The schematic representation of infrared beam  reflected on the crystal - sample interface in  
FTIR-ATR spectrometer. (on the base http://www.sprpages.nl/SprTheory/SprTheory.htm) 

During the total internal reflection in the optically thinner medium (sample) is formed an 
electromagnetic wave, so-called evanescent wave that fulfills the condition of the continuity 
of electromagnetic field vectors at the interface of media with various wave refractive 
indices, n1 and n2 (Fornel, 2000). The IR evanescent wave has two wave vector components: 
parallel component to the interface of the contact between materials, under influence of 
which the wave propagates along surface resulting in the formation of so-called Goos-
Hänchen’s displacement (Goos&Hänchen, 1947), and perpendicular component, under the 
influence of which the wave propagates in the optically thinner medium in the direction 
perpendicular to the surface and exponentially disappears. The evanescent wave 
penetration depth, „dp”, in sample depends on the IR radiation wavelength (), incident 
angle, (), prism refractive index, (n1), and sample refractive index in relation to the prism 
(n2,1) and is expressed by the following equation (Dechant, 1972): 
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Along the path of IR evanescent wave the sample selectively absorbs energy to decrease the 
intensity of radiation. The weakened wave returns to the prism and then to an IR detector. 
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There the system generates an FTIR-ATR absorption spectrum characteristic of the given 
sample. The FTIR-ATR absorption spectrum slightly differs from that obtained by the 
transmission method. The differences concern the intensity and frequency of absorption 
peaks characteristic of chemical groups in view of the phenomenon of reflection, e.g. Goos-
Hänchen’s displacement. Thus it is necessary to take corrective action that can be realized 
automatically.  The penetration depth of IR beam can be controlled within some range by 
selecting an appropriate prism (selection of the refractive index) and the incident angle of 
beam. The commonly used prisms are made of diamond, germanium, silicon and ZnSe, 
whose refractive indices are equal to 2.4, 4.0, 3.4 and 2.4, respectively, and the beam 
penetration depths: 2.03 m, 0.67 m, 0.84 m and 2.03 m, respectively,  at  = 1000 cm–1 
(Material Thermo Scientific Smart ITR). During testing sub-micrometric coating, the beam 
penetrates a higher depth than the coating depth and also passes to the substrate, on which 
the coating is deposited.  The absorption spectrum then constitutes a superposition of the 
spectrum of coating material and substrate. In such cases, qualitative analysis is carried out, 
which takes into account the absorption spectrum of substrate.  

The basic requirement for ATR technique is to place a sample in direct contact with the 
prism as only such conditions allow the IR evanescent wave to penetrate the sample surface 
layer. Moreover, there should be a considerable difference between the refractive indices of 
prism and sample to get the phenomenon of internal reflection occurred.   

The drawback of ATR technique is a relatively low sensitivity and susceptibility to the effect 
of environmental conditions, which makes it necessary to calibrate the IR spectrum. Modern 
spectrometers have an option of automatic computer-aided spectrum correction.  ATR 
technique has numerous advantages. FTIR-ATR shows the features of a routine method for 
testing the chemical and physical surface structure of materials such as polymers, films and 
membranes provided that these well adhere to the crystal. Tests with a modern 
instrumentation are characterized by a high reproducibility (better than 0.1%) (Urbanczyk, 
1988). FTIR-ATR makes it possible to record spectra within a wider frequency range of IR 
radiation than transmission spectroscopy owing to the lack of limitations caused by the 
absorption of cuvette windows. An important advantage of this technique is the possibility 
of recording spectra in situ and in vivo, e.g. in testing biological objects and using it as a 
diagnostic tool in medicine.  

In this work, the FTIR-ATR technique was used to analyze the surfaces of modified 
polymers and to test the polymeric layers deposited on substrates.  

3. Examples of testing polymers by FTIR-ATR  

Tests were carried out by means of a single-beam FTIR-Nicolet 6700 spectrometer from 
Thermo Scientific, equipped with a diamond crystal (refractive index n = 2.4). IR spectra 
were recorded as changes in absorption as a function of wave number ranging from 600 cm-1 
to 4000 cm-1. A DTGS KBR detector was used. The following measurement technical 
conditions were used: measurement  recording accuracy - 4 cm-1, mirror travel rate - 0.31 cm-

1/s, aperture - 50, minimal scans number – 32. 
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3.1. Assessment of the modification effects on the surface of polypropylene (PP) 
films and nonwovens 

Polypropylene products are commonly used in commodity production due to their special 
chemical properties (resistance to organic and inorganic solvent, hydrophobic properties) and 
physical characteristics (lightness, mechanical strength, electro- and thermal insulating 
capabilities). In the methods of making products such as composites with the use of PP films or 
fibers as reinforcing components, a serious drawback of these materials is their low free surface 
energy, which results in weak molecular interactions between the composite components. The 
free energy of PP material surface can be increased by creating new functional chemical groups 
in the material surface layer. This task has been fulfilled by exploring different approaches such 
as chemical, electrochemical, physical and plasma methods . The effectiveness of the methods 
used was assessed by means of the FTIR-ATR technique.  

The moleculare structure of polypropylene is the same in the use of films and nonwovens  
products:                                               

 
In one unit of PP molecule chain are tree atoms of carbon, in the form of different groups: -
CH2- ; >CH- ; and –CH3. Each of them is correlated in IR spectra with the suitable absorption 
peak by definite wavenumber values (Figure 2). The proper characteristic, concerning this 
correlation is presented in Table 1. 

 
Figure 2. FTIR-ATR spectra of commercial PP films : non-oriented, non-crystalline PP Cast (Sample 1); 
bidirectionally oriented, crystalline PP AG (Sample 2) and  PP nonwoven (Sample 3). 
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IR spectra of PP for film and nonwoven can differ between themselves only in defiles (the 
differences in shape and intensity of peaks), because in ATR technique, the contact of the 
samples with measure crystal, can be different for different structure of samples (film – 
continuous structure, nonwoven – porous structure). The explanation of this problems 
shown as an example at Figure 3. 
 

Wave number, cm-1 Absorbing group and type of vibration 
2916 a (CH2) 
2959 a (CH3) 
2881 s (CH3) 
2841 s (CH2) 
1460 a (CH3) 
1376 s (CH3) 
1357, w (CH2- CH) 
1328 w (CH2  - CH) 

1302, 1224,  941 Carbon lattice pulsation 
1170, 1153 w (CH3),  (CH2),   (CH) 
975, 899, r (CH3), r (CH2),  r (CH) 
841, 810 r (CH2), r (CH), r (CH3) 

765 w (CH2) 
*) s - stretching vibration symmetrical and a -asymmetrical, s - deformation vibration symmetrical and a – 
asymmetrical, w - wagging vibration, r –   rocking vibration 

Table 1. IR absorption bands of Polypropylene (Urbanczyk, 1988; Rau, 1963) 

 
 

  
  Sample A          Sample B 
 

Figure 3. SEM images of  type surface structure : PP nonwoven fabrics (Sample A),  PP  Cast film 
(Sample B) 
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3.1.1. Effects of PP film modification 

Commercial PP, non-oriented, non-crystalline (PP Cast) and bidirectionally oriented, 
crystalline (PP-AG) films were modified in media of strong oxidants, such as: 3M nitric acid, 
30% hydrogen peroxide, and a saturated solution of potassium dichromate in 70% sulfuric 
acid (K2Cr2O7+H2SO4). The electrochemical oxidation was carried out with the use of anolyte 
(AgNO3 solution in nitric acid) and catholyte (nitric acid solution).  The physical 
modification of PP was performed by means of a Xenotest apparatus, irradiating PP film 
with UV radiation according to EN ISO 105-B02:2006 (Urbaniak-Domagala, 2011). Plasma 
modification processes were carried out with the use of RF glow discharge of special gases 
under decreased pressure (Urbaniak-Domagala, 2011). Figures 4, 5 show the FTIR-ATR 
spectrograms of the PP film surfaces after oxidation compared with unmodified PP films.  In 
the FTIR-ATR spectrograms of the PP film surface layer, one can observe absorption bands 
that are consistent with those of isotactic PP obtained by the authors mentioned in Table 1.  

 
Figure 4. FTIR-ATR spectra of commercial PP films before and after oxidation. 1- PP Cast untreated, 2 - 
PP AG untreated. Samples 3÷7 PP Cast  modified: by using  electrochemical method, current intensity: 
100 mA/cm2, 30 min. (Sample 3), UV treatment (Xenotest) 170h (Sample 4), K2Cr2O7+H2SO4 solution at 
70oC, 3 min. (Sample 5), 3M nitric acid at 20oC, 24 h (Sample 6), 30% hydrogen peroxide at 20oC,  1 h 
(Sample 7). 

Moreover, the spectrograms of PP surface layer oxidized by chemical methods show a new 
absorption band within the wave number range of (1730 – 1680) cm-1 that corresponds to a 
carbonyl group formed in a oxidizing medium as a results of the nucleophilic substitution of 
PP, mainly at the tertiary carbon atom: - CH2 – C < R H – CH 2 – (the substitution 
susceptibility of the tertiary, secondary and primary carbon is 7000: 1100: 1, respectively) 
(Wiberg & Eisenthal, 1964). The absorption maximum of carbonyl group is slightly shifted 
depending on the type of oxidizing medium.  
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Figure 5. FTIR-ATR spectra of  PP Cast films before and after plasma oxidation.  Sample 1 - PP 
untreated, Sample 2. PP treated Ar plasma  p=0.05Tr, power 300W, t=10 min., Sample 3 - PP treated 
Acetic Acid  Vapour plasma:   p=0.05Tr 300W, t=10 min.,  Sample4 - PP treated Water Vapour plasma: 
p=0.05Tr; 300W, 10min, Sample 5 - PP treated Air plasma: p=0.05Tr; 300W. t= 5min., Sample 6 - PP 
treated Air plasma: p=0.05Tr; 300W, t= 10min. 

The absorption band of carbonyl group in the PP spectrum is broad, which can indicate the 
presence of carbonyl group in various products of oxidation, such as aldehydes and ketones 
(Carlsson & Wiles, 1969): 1700 cm-1absorption (>C = CH-CO-OH), 1710 cm-1absorption (-CO-
OH), 1715 cm-1absorption (>C = O), 1718 cm-1 absorption (-CCH3 –CH2 –CO- CH2- CH3),  
1726 cm-1absorption (-CCH3 –CH2 –CO- CH3).  

The spectrogram of oriented and crystalline PP AG shows no absorption band of carbonyl 
group despite the fact that the determination of the contact angle of PP surface wetted with 
polar liquids indicated an increase in free energy (Urbaniak-Domagala, 2011). One may 
assume that the active center concentration is too low for the FTIR-ATR method. The 
spectrogram of PP oxidized by chemical methods also indicates changes in two bands at 940 
cm-1 and 765 cm-1 (Figure 4).  

The first one indicates the skeleton vibration of mer links with a relative phase shift of 2/3, 
being  mainly characteristic of the crystalline phase (Rau, 1963). In the case of PP AG film, 
this band is intensive, while in PP Cast, it decreases and after oxidation is absent, which can 
indicate that the PP surface layer becomes amorphous due to the oxidation process. The 
absorption band at 765cm-1 is characteristic of non-crystalline PP, caused by the deformation 
vibration of methylene group (–CH2 –) (Kazicina.&Kupletska, 1976). This band is absent in 
the spectrogram of PP after oxidation, which can be due to the decrease in the number of 
methylene groups caused by the degradation of the polymer in its surface layer. This band is 
also absent in crystalline PP due to spherical limitations caused by a long-range order.  
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FTIR-ATR absorption spectra (Figure 5) present the chemical effects of plasma on PP film. 
The gases used in this process included: argon and air and vapors of acetic acid and water 
under optimal conditions of plasma treatment (time and power applied to the system).  

The spectra of the plasma-treated PP film show a new absorption band within the range of 
wave numbers of (1640 ÷ 1660) cm-1 , which can indicate the formation of carbonyl group,  
>C=O, (valence vibration) as well as –C=C- groups (valence vibration) (Kazicina&Kupletska, 
1976). The prolongation of plasma treatment and increase in power leads to the increase in 
the IR radiation intensity of the band of new functional groups. The position of IR 
absorption maximum slightly shifts depending on the plasma composition. These new 
active centers can be regarded as a result of PP surface oxidation with plasma particles. In 
the case of Ar plasma, the effect of surface functionalization can result from the so-called 
post-treatment process (Guruvenket et al, 2004). The results obtained indicate a particular 
activity of air plasma as oxidizing medium for polypropylene.   

3.1.2. Effects of PP nonwovens modification 

FTIR-ATR was also used to assess the effects of plasma-treated PP nonwovens. PP melt-
blown nonwovens (surface weight: 80 g/m2, average thickness: 1.5mm) made of PP fibers 
with an average thickness of 2.12 μm were modified by means of synthetic air plasma to 
form chemically active centers on the PP fiber surface.  

 
Figure 6. ATR IR spectra of  PP nonwoves  untreated (Sample 1) and air plasma treated, pressure 0.1Tr : 
Sample 2 - power 50W, time 5min. Sample 3- power 100W, time 5min., Sample 4 - power 100W, time 
10min 

The FTIR-ATR spectrogram of the air plasma-treated PP nonwoven shows two broad bands 
at 1660 cm-1 and 3320 cm-1 that indicate the formation of carbonyl group >C=O and hydroxyl 
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group – OH (Kazicina.&Kupletska, 1976). One may assume that the air plasma oxidizes the 
fiber surface with the aid of reactive oxygen, peroxide and nitrogen groups that together 
with electrons react with the PP fiber surface causing not only the etching of surface layer 
but also its functionalization.   

3.2. Polymeric coatings deposited on PP nonwovens 

Nonwovens constitute a specific substrate for depositing thin polymeric layers. The 
nonwoven surface is developed to an extent dependent on the diameter of elementary 
fibers, density of their distribution and the formation technique used. The melt-blown PP 
nonwovens (see section 3.1.2.) were coated with thin layers of plasma polymers in a 
methane plasma and in hexamethyldisiloxane (HMDSO: O-(Si-(CH3)2) vapors [Urbaniak-
Domagala et al, 2010). As a result of this process, the nonwoven surface was covered with a 
plasma polymer layer with a thickness of about 100 nm. SEM photographs (Figure 7) 
indicate that the coating obtained shows a character of a continuous film fitted to the 
uneven nonwoven surface covering only the elementary fibers in the near-surface 
nonwoven layer.  

 

    
 

   Sample A       Sample B 
Figure 7. SEM images of PP fibers at nonwoven fabrics,  treated  methane plasma (Sample A), treated 
HMDSO  plasma ( Sample B).  Plasma process time 10 min., pressure 0.05Tr, power 100W. 

The FTIR-ATR spectrogram of the methane plasma-modified nonwoven surface (Figure 8) 
indicates that the layer chemical structure has a character of a hydrocarbon polymer as the 
PP substrate. The broad band with a maximal absorption at 1650 cm-1 can be assumed as a 
post-treatment effect (Guruvenket et al, 2004). 

The IR-ATR spectrogram of the HMDSO plasma-modified nonwoven indicates that the 
layer deposited has a chemical structure of a SiOC:H polymer (Creatore et al., 2002) and 
contains intensive absorption bands at 800 cm-1, 841 cm-1, 1040 cm-1and 1256cm-1 (Table 2) 
being characteristic of chemical groups containing silicon (Borvon et al., 2002).  
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Figure 8. FTIR-ATR spectra of PP nonwoves. Sample 1- untreated, Sample 2 - methane plasma treated: 
power 25W, pressure 0.05Tr, Sample 3 - methane plasma treated: power 100W, pressure 0.05Tr. 

 
Figure 9. FTIR-ATR spectra of  PP nonwoves. Sample 1 - untreated,  Sample 2 - HMDSO plasma 
treated: power 25W, pressure 0.1Tr, Sample 3 - HMDSO plasma treated: power 100W, pressure 0.1Tr. 
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The assessment of the surface of samples was carried out in the diamond-sample system, in 
which the IR radiation beam penetrates the layer 2 μm in depth within the spectrum range 
discussed. The penetration depth of the IR radiation beam considerably exceeds the 
thickness of the p-HMDSO layer (~ 0.1 m), hence characteristic bands of PP substrate also 
occur in the absorption spectrum.  
 

Wave number, cm-1 Absorbing group and type of vibration 
1410 s (CH3),  a in Si(CH3)x 
1256  CHx,  (CH3)in Si(CH3)x 
1040 a (Si-O-Si) 
840  Si(CH3)x , r (CH3)in Si(CH3)3 
800  (Si-O-Si), r (CH3)in Si(CH3)2 

*) s - stretching vibration symmetrical and a -asymmetrical,  - deformation vibration, r –   rocking vibration 

Table 2. IR absorption bands of p-HMDSO plasma layers (Aumaille et al.,  2002; Agres et al., 1996) 

3.3. Testing polymeric coatings containing polypyrroles  

Polypyrrole is a polymer widely used in commodity production owing to its high thermal 
stability, resistance to atmospheric conditions and biocompatibility. Its important 
advantages include electric properties. Using appropriate synthesis conditions, one can 
obtain electro-conductive, semi-conductive or electro-insulating polypyrroles. In view of 
processing difficulties, polypyrroles are produced directly on material surfaces in the form 
of coatings by “in situ” chemical, electrochemical or plasma methods. Moreover, 
polypyrroles are used to make composites as reinforcing and functional materials. In this 
work, the FTIR-ATR technique was used to monitor the results of polypyrrole synthesis by 
chemical and plasma methods and the preparation of pyrrole - containing composites.  

3.3.1. Formation of latex-pyrrole composites 

Polypyrrole (PPy) was used to make an electro-conductive composite as a backing of textile 
floor coverings (TFC). The TFC piles are fixed in a standard procedure with the use of 
dressing containing a synthetic rubber and vinyl-acrylic thickeners. The standard latex 
coating shows electro-insulating properties and impedes the leakage of static charges 
generated on the TFC pile during exploitation. A functional dressing was prepared to 
facilitate the leakage of static charges from TFC. PPy microspheres in the form of an aqueous 
dispersion, prepared by polymerization in an aqueous solution of ferric chloride, were 
added to an aqueous dispersion of butadiene-styrene-carboxyl copolymer (LBSK 4148) 
(Urbaniak-Domagala, 2005). 

The dispersion components were intermixed by means of an ultrasonic stirrer and the resultant 
dressing was applied on the bottom of a raw TFC followed by the cross-linking process. The 
volume resistance tests of the latex-PPy coat confirmed its antistatic properties already with a 
3% (by wt.) content of PPy in relation to the dry copolymer mass in the dressing. 
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Figure 10. FTIR-ATR spectra pure latex LBSK 4148 (Sample 1), chemically synthesized polypyrrole 
(Sample 2), latex/PPy composite containing 2 wt% PPy (Sample 3), 3 wt% PPy (Sample 4) 

The percolation of the coating electric conduction has a continuous character and the 
percolation threshold is relatively low. The coating formation on the TFC bottom was 
controlled by means of FTIR-ATR spectrometry 

Changes in the IR radiation absorbance of the coatings were observed within the range from 
600 cm-1 to 1700 cm-1. Figure 10 shows the absorption spectra of pure LBSK 4148 latex 
(Sample 1), pure PPy (Sample 2) and two samples of LBSK-PPy composite containing 2% by 
wt. of PPy and 3% by wt. of PPy, respectively.  The locations of absorption bands of LBSK, 
PPy and LBSK-PPy composite containing 3% by wt. of PPy are listed in Table 3. 

The spectrum of LBSK indicates the presence of three types of butadiene isomeric units (1,4-
cis,  1,4-trans and 1,2-vinyl), styrene PS and carboxyl (Molenda et al.,1998; Munteanu & 
Vasile, 2005) have carried out fundamental research of FT-IR spectra of butadiene-styrene 
copolymers with various structural arrangements (block and linear copolymers, block 
copolymers of the star type and statistic copolymers). The type of spectrum found for LBSK 
4148 latex indicates the architecture of statistic copolymer. The spectrogram of the 
microspheres of chemically synthesized PPy (powder) indicates PPy rings in the polymer 
structure and groups connected with the ring being consistent with the results of authors 
(Eisazadeh, 2007; Cruz 1999; Ji-Ye Jin et al.,1991). 
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LBSK 4148 
Chemically synthesized polypyrrole 

(PPy) 
LBSK 

4148/PPy 
, 

cm-1 
Absorbing group and type of vibration 

, 
cm-1 

Absorbing group and type of 
vibration 

, cm-1 

-  659 (C-N) out of plane ring 659 
699, 
758 

 (CH)  out of plane in the aromatic ring, 
PS units 

-  699, 758 

-  770 
 (C-H) out of plane pyrrole 

ring, (NH2), 
(C-N-C), (C-N-C) 

790 

911 
 (CH) out of plane near the double bond 

of the vinyl-PB units 
-  911 

966 
 (CH) out of plane near the double bond 

in trans-PB units -  966 

-  1026
 (N-H), (C-H), 

pyrrole rings pulsation 
(C-N) secondary amines 

1040 

-  1143  (C-H) 1170 

-  1284
(C-N) secondary amines, 
 (C-N) in pyrrole ring 

1300 

1451  (CH) in cis-PB, trans-PB, vinyl-PB units -  1451 
1492  (C=C) in aromatic ring PS units -  - 

-  1530
(C=C) in pyrrole ring 

(C=N) in pyrrole ring , pyrrole 
ring pulsation 

1548 

1600   (C=C) in aromatic ring PS units -  - 

1638 
  (C=C) PS units 

  (C=C) in vinyl-PB 
-  - 

1700  (C=O) -  1700 

Table 3. The FTIR absorption bands for latex LBSK 4148, chemically synthesized polypyrrole and LBSK 
4148/PPy composite containing 3 wag.% PPy (Kazicina.&Kupletska, 1976, Molenda et al.,1998; 
Munteanu & Vasile, 2005; Bieliński et al., 2009; Eisazadeh, 2007; Cruz 1999; Ji-Ye Jin et al.,1991)  

The spectrograms of LBSK-PPy composite samples indicate the superposition of 
characteristic bands of the composite components: PPy and latex. As the PPy content in 
the composite increases, one can observe an increase in the intensity of characteristic 
peaks of PPy, but the quantitative analysis of the composite is difficult to perform due 
to great differences in the absorbance of the composite components (latex is white, PPy 
is black). The band maxima shown by the PPy powder are delocalized in the spectrum 
of latex-PPy composite. The band indicating the pyrrole ring vibration at 1530cm-1 is 
shifted towards a higher frequency to 1548 cm-1. The bands of groups linked up to the 
pyrrole ring are also shifted: for CH deformation vibration (out of plane quinol PPy) 
from 1026 cm-1 to 1040 cm-1, for C-N deformation vibration from 1143 cm-1 to 1170 cm-1, 
and for the  valence vibration of CN in pyrrole ring from 1284 cm-1 to 1300 cm-1. The 
shifts of bands can be due to the scattering of IR radiation in the structure of PPy 
powder, but they can also indicate the occurrence of PPy - latex intermolecular 
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cm-1 
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 (C-N) in pyrrole ring 
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1451  (CH) in cis-PB, trans-PB, vinyl-PB units -  1451 
1492  (C=C) in aromatic ring PS units -  - 

-  1530
(C=C) in pyrrole ring 

(C=N) in pyrrole ring , pyrrole 
ring pulsation 
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1600   (C=C) in aromatic ring PS units -  - 

1638 
  (C=C) PS units 

  (C=C) in vinyl-PB 
-  - 

1700  (C=O) -  1700 

Table 3. The FTIR absorption bands for latex LBSK 4148, chemically synthesized polypyrrole and LBSK 
4148/PPy composite containing 3 wag.% PPy (Kazicina.&Kupletska, 1976, Molenda et al.,1998; 
Munteanu & Vasile, 2005; Bieliński et al., 2009; Eisazadeh, 2007; Cruz 1999; Ji-Ye Jin et al.,1991)  

The spectrograms of LBSK-PPy composite samples indicate the superposition of 
characteristic bands of the composite components: PPy and latex. As the PPy content in 
the composite increases, one can observe an increase in the intensity of characteristic 
peaks of PPy, but the quantitative analysis of the composite is difficult to perform due 
to great differences in the absorbance of the composite components (latex is white, PPy 
is black). The band maxima shown by the PPy powder are delocalized in the spectrum 
of latex-PPy composite. The band indicating the pyrrole ring vibration at 1530cm-1 is 
shifted towards a higher frequency to 1548 cm-1. The bands of groups linked up to the 
pyrrole ring are also shifted: for CH deformation vibration (out of plane quinol PPy) 
from 1026 cm-1 to 1040 cm-1, for C-N deformation vibration from 1143 cm-1 to 1170 cm-1, 
and for the  valence vibration of CN in pyrrole ring from 1284 cm-1 to 1300 cm-1. The 
shifts of bands can be due to the scattering of IR radiation in the structure of PPy 
powder, but they can also indicate the occurrence of PPy - latex intermolecular 
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interactions, with which the oscillatory excitation of chemical groups in PPy requires a 
higher  energy.   

3.3.2. Synthesis of polypyrroles    

Below are presented examples of using the FTIR-ATR technique to assess the progress in the 
synthesis of PPy. The polymerization of pyrrole was carried out by chemical and plasma  
methods. Thin layers of PPy were formed on the surface of a PP film by the in situ 
technique.   

3.3.2.1. Chemical polymerization method  

Polymer layers were formed by the polymerization of pyrrole according to the redox 
mechanism. Two media of pyrrole oxidation were used: an aqueous solution of ferric 
chloride and aqueous solution of ammonium sulfate with p-toluenesulfonic acid as dopant. 
Based on the FTIR-ATR spectrum of the polymer, its synthesis progress and chemical 
structure were characterized. Figure 11 shows examples of the spectra of PPy synthesized in 
both media for 2h and 5 h.  

 

 
Figure 11. FTIR-ATR spectra chemically synthesized polypyrrole. Sample 1 - PPy powder (molar  ratio 
of FeCl3:Py=2,3:1) - polymerization time 5h;  PPy layers on the polypropylene foil: Sample 2 – molar  
ratio of FeCl3:Py=2,3:1, polymerization time 5h, Sample 3 – molar  ratio of FeCl3:Py=2,3:1, 
polymerization time 2h; Sample 4 – molar ratio of (NH4)2S2O8: CH3C6H4SO3H: Py=0,2:0,25:1, 
polymerization time 2h. 
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The spectra of PPy are recorded on the PP substrate. Owing to the low thickness of layers 
(0.1 - 1m), the spectrum additionally contains bands derived from the substrate. For 
comparison, the spectral characteristics of PPy synthesized in the form of powder were also 
presented. The absorption spectra of all the polymer samples within the wave number range 
of 600 cm-1 – 1800 cm-1 confirm the presence of pyrrole group (Table 3).  The intensity of 
absorption bands increases with increasing polymerization time, which is due to the 
increased layer thickness. In the process of chemical synthesis, the aromatic character of 
pyrrole ring is maintained, which results in the formation of conjugated double bonds in the 
linear macromolecule chain. In the presence of admixtures intercalated to the system, the 
polymer is electro-conductive (incorporated dopants: Cl- and CH3C6H4SO3-). The oxidized 
form of conductive PPy obtained shows a considerable absorption of IR radiation (black 
color of the polymer). The spectrogram of PPy synthesized with the use of two different 
oxidants shows no differences between the polymer chemical structures. Differences 
concern the progress rate of the synthesis: the higher  intensity of pyrrole group bands in the 
polymer synthesized in the aqueous solution of ferric chloride indicates a higher 
polymerization rate, which is confirmed by the higher  rate of layer building up.  

3.3.2.2. Plasma polymerization method  

Polymer synthesis performed in glow discharge of monomer vapors is a dry, ecological, 
energy- and material-saving process. The polymerization process is initiated by means of 
electrons and radicals formed in the gas discharge. The polymerization of pyrrole was 
carried out in a flow reactor, in glow discharge of the induction type by means of RF field 
13.56 MHz (Urbaniak-Domagala, 2008). PP film substrate was centrally and axially placed 
on a glass carrier in the reactor. The film surface was preliminary purified by means of 
argon plasma followed by the deposition of the plasma polymer. The FTIR-ATR technique 
was used to examine the effect of process parameters, such as deposition time, pressure in 
the reactor and power input to the reactor, on the chemical structure of plasma polymer.  In 
order to impart semi-conductive properties, the plasma PPy was doped after the deposition 
process by two methods: in situ in the reactor in glow discharge of the vapors of organic 
iodine compounds, and ex situ after removal from the reactor in crystalline  iodine vapors.   

Figure 12 shows the FTIR spectra of the plasma polymer within the range of (600-1850) cm-1. 
The spectrogram shows the superposition of the absorption bands of plasma polymer 
(thickness 0.3 m) and PP substrate. The broad band at (1500 – 1800) cm-1 indicates different 
structure of plasma PPy compared to that of PPy synthesized by the chemical method. This 
band points to a possible occurrence of primary and secondary amines , secondary amides 
(Kazicina.&Kupletska, 1976), and carbonyl groups (Ji-Ye Jin et al.,1991)  in the polymer.  The 
broad absorption band of the polymer indicates a complex absorption caused by the 
products of broken pyrrole rings that initiate the branching and cross-linking of the polymer 
followed by various substitutions. Thus the plasma spectrograms can show secondary and 
tertiary amines that complicate the absorption in this range. Moreover, one cannot exclude 
the occurrence of the band at 1710cm-1 that, according to authors (Ji-Ye Jin et al.,1991)  
indicates the presence of carbonyl groups. This band is often observed in neutral or weakly 
doped forms of PPy, mainly due to their susceptibility to oxidation in air. The spectrum of  
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Figure 12. FTIR-ATR spectra plasma synthesized polypyrrole, pyrrole plasma: 50W, 10min, p=0,05Tr. 
Sample 1-polymer without dopand, Sample 2 - polymer dopanded at plasma CH2J2 : 25W, 30min., p= 
0,05Tr, Sample 3- polymer dopanded at J2 vapours, 30min 

the polymer doped with iodine vapors contains an additional band at 1537cm-1, induced by 
the vibration of pyrrole ring, especially intensive in the polymer doped with crystalline 
iodine vapors. (Groenewoud et al. 2002) observed an increase in the intensity of peak 1520 
cm-1 under the influence of iodine vapors, which is connected with the formation of a new 
CH2=J group in the reaction of iodine with radicals present in the surface layer of the plasma 
polymer.  

The spectrum of the plasma polymer synthesized in the presence of nitrogen as a carrier of 
pyrrole proves how significant is the influence exerted by the process gas on the chemical 
polymer structure. This is particularly evident in the polymer synthesized for a longer time 
(the spectrum of polymer after a 1 h process – Figure 13). The FTIR-ATR spectrum of the 
plasma PPy at (500-1000) cm-1 contains numerous bands with a high absorption intensity 
that indicate the presence of primary amines (Kazicina.&Kupletska, 1976), and products of 
substituting chemical groups that were additionally formed in the polymer under the 
influence of the nitrogen plasma.   

The absorption spectra obtained by the FTIR-ATR technique identify the chemical structure 
of PPy coatings and the structural changes that appear during changing the process 
parameters, such as pressure, power, type of doping agents, method of incorporating 
doping agents and the presence of process gas.  



 
Advanced Aspects of Spectroscopy 102 

 
 

 
 

Figure 13. FTIR-ATR spectra plasma synthesized polypyrrole without dopands. Sample 1- plasma 
pyrrole 0,1Tr  10W, 15min, without processing gas,  Sample 2- processing gas N2 and pyrrole p= 0,15Tr.  
10W, 15min.   Sample 3 - processing gas N2 and pyrrole  p=0,15Tr  10W, 60min   

4. Conclusions 

The FTIR-ATR technique makes it possible to examine polymers in a simple, fast procedure 
avoiding sample destruction. It creates many opportunities for application to the chemical 
identification of the surface layer of polymers and thin polymeric layers. The analyses of test 
results of thin layers deposited on polymeric substrates can have rather qualitative character 
due to the penetration reach of the IR radiation beam being greater than the layer thickness. 
The examples of PP modification processes and deposition of coatings on polymeric 
substrates presented confirm that the FTIR-ATR method can be helpful in the examinations 
of the following:  

- the chemical structure of the polymer surface layer and changes in the layer structure 
caused by the effects of chemical agents and electrochemical factors, UV radiation and  
low temperature plasma on polymers; 

- the chemical structure of polymeric coatings deposited on substrates by chemical and 
plasma methods; 

- the dependence of the chemical structure of polymeric coatings on the parameters of 
technological process.   
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1. Introduction 

The basic electrolytic experiment consists of a homogeneous1 electrolytic solution with two 
identical electrodes (Fig 1). We know that a homogeneous solution hasn’t boundaries or 
membranes, except the electrodes and the solution receipt. 

 
Figure 1. The basic electrolytic experiment 

Electrolyte solution selected as the most important of the human body: NaCl aqueous 
solution with a concentration of 0.9% by weight [i]. 

                                                                 
1 If NaCl is dissolved in water then NaCl is the solute (and the electrolyte), and water is the solvent, together form the 
solution 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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In a homogeneous conductive material the impedance (Z) is proportional to its length and 
inversely proportional to its cross sectional area (A) (Fig. 2). 

 
Figure 2. The impedance (Z) of homogeneous conductive material is directly proportional to its length 
and resistivity and inversely with its area 

 Z=ρL/A=ρL2/V (1) 

According with the Figure 2 Z=impedance, L=length, A=area, V=volume ρ=resistivity=1/σ 
(conductivity). An empirical relationship can be established between the ratio (L2 / V) and 
the impedance of the saline solution which contains electrolytes that conduct electricity 
through the sample. Therefore impedance (Z) =  L / A =  L2 / V. 

Hoffer et al. [2] and Nyboer [3] were the first to introduce the technique of four surface 
electrodes Bio-impedance analysis. 

A disadvantage presented by this technique is the use of a high current (800 mA) and a high 
voltage to decrease the volatility of injected current associated with skin impedance (10 000 
Ω/cm2)[4] 

Harris et al.[5], (1987) uses a four terminals device to measure impedance for the purpose of 
eliminating the effect of electrodes in an aqueous medium. 

Asami et al.[6] , (1999) used a pair of coils submerged for monitoring the current induced in 
the coil pair, which he called electrode-less method, however still requires physical 
connections between the coils and electronic instruments. 

To measure the complex spectrum of the permittivity of a biological culture solution Ong et 
al.[7], uses a remote sensor resonant circuit, to obtain the impedance of the environment by 
observing the resonant frequency and the frequency of zero reactance. 
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In another case for monitoring the fermentation process Hofmann et al.[8], Use a sensor 
based on a transceiver, as a way of overcoming the effect of having two metal electrodes to 
measure the impedance of the culture broth in a fermentation process, as in such processes 
the behavior of living cells is as small capacitors, then measure the impedance represented 
by these small capacitors correlates with the number and size of living cells in the system 
(Hofmann et al., 2005). 

2. Magnetic induction spectroscopy 

"The Magnetic Induction Spectroscopy (MIS) aim is the non-contact measurement of passive 
electrical properties (PEP) σ, ε and μ of biological tissues via magnetic fields at various 
frequencies.[9]" 

The basic requirements of this method are: 

a. Creating a varying in time magnetic field, from an exciting coil to induce the field to the 
object under study. 

b. Obtaining information generated from the disturbance or "reaction" of coils-
environment system through the Receiver / Sensor coil. 

 
Figure 3. Measurement System: composed of a coil arrangement, network analyzer, and a pc 

3. Measurement system 

Following the protocol of the method used in Figure 3 we present our system Equipment-
Interface into three sections: 

a. Computer: Using the platform that provides National Instrument [10] - LabView V8.6, 
displays and processes the information obtained from the coil system from the 
Instrument. 
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Figure 4. Virtual Instruments LabVIEW (National Instrument VI), a) Front panel (user), b) Block 
diagram panel (interconnections), uses them to automate the acquisition and management of 
information. 
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b. Instrument: Commercial Equipment, RS ZV Vector Network Analyzer [11] "Rohde & 
Schwartz" which performs the frequency sweep from 100 kHz to 4 MHz  range, 
applying it to the exciting coil, the same equipment then captures the data or 
information from the receiver coil and sends to the computer via General-Purpose 
Interface Bus Universal Serial Bus or GPIB-USB. 

 
Figure 5. Network Analyzer "Rohde & Schwartz", as a frequency sweep source 

c. Coil System: Fig. 6 show this system, consisting of three coils, an exciter, a receiver 
completely perpendicular to the exciting, adjusting it to the mutual inductance between 
two coils is minimal, and a third coil to function as "mirror-sensor" of the magnetic field 
generated by the exciting coil. 

 
Figure 6. Representative schematic of the three coil arrangement 
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3.1. Drive coil L1 

For generating a spectral magnetic field a flat coil was used as a transmitting antenna built 
on a phenol board as printed circuit with the following characteristics: 

 Spiral coil [12] internal diameter of 2 cm and an outer diameter of 9.5 cm with 20 turns, 
with cooper tracks width of 500 μm , and an equal distance between them, see Figure 7 

 24 μH Inductance measured experimentally in a frequency range of 100 KHz to 5 MHz 
 Shielding is used to minimize capacitive coupling at the top and bottom of the exciting 

coil, forming a sandwich, this shielding was "grounded". 

 
Figure 7. Coil and Shielding employee 

The Network Analyzer employee served as a source of power in a frequency range of 100 KHz 
to 5 MHz applied. The combination coil and capacitance of the cables,  that although were 
coaxial cables it presented a resonance frequency of 4.612 MHz  This initial structure was 
proceeded with a series of measurements with actual physical capacitors with a dual role, first 
see the  system answer at different values, and the second as reference calibration [13]. 

3.2. Receiver coil L2 

For reception of the spectrum magnetic field, also use a flat coil as the receiving antenna, 
built on a phenol board as printed circuit with the following characteristics almost as similar 
to the transmitting antenna: 

 Spiral coil internal diameter of 2 cm and an outer diameter of 9.5 cm with 20 turns, with 
cooper tracks width of 500 μm, and an equal distance between them, see Figure 8 

 24μH Inductance measured experimentally in a frequency range of 100 KHz to 5 MHz 
 Shielding is used to minimize capacitive coupling in the bottom of the receiving coil, 

this shield was "grounded". 
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Figure 8. Coil and shield used 

 In addition to the above conditions and in order to minimize inductive coupling both 
coils are placed in perpendicular way see Figure 9, so that the only magnetic field 
received were the projected by the coil sensor. 

 
Figure 9. Mechanical available of the coils to minimize Inductive coupling between transmitter coil and 
receiver coils 

Network Analyzer employee close the system, as seen in Figure 9, the application is through 
the coil L1, placed horizontally, which serves as basis for the deposition of both the saline 
and the samples biological tissue. Receiving and monitoring of the signal through the coil 
L2, vertically positioned and perpendicular to L1 
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3.3. Mirror-sensor coil 

As a passive coil mirror-sensor used a flat square coil of about 7.92 μH, see Figure 10, with a 
measured value of 9.716 μH, at a frequency applied of 1 MHz, Coil with a capacitor of 330 
nF added to make a 1 MHz resonant circuit, finally resulting a resonant frequency of 1.14 
MHz, like the previous coils was constructed on phenol board as a printed circuit having the 
following characteristics: 

 The inductance L, was determined by experimental measurements, confirming the 
calculations used in the approximation developed by Ong et al[14]. 

 � � ���� � ������� � ��) � ��
�
� � ����� � ������

����� ) (2) 

 
Figure 10. Layout of the Mirror-Sensor coil with interdigital capacitor (not shown) 

 Square spiral coil internal diameter of 3.6 cm and an outer diameter of 4.7 cm with 10 
turns, according to the expression [1] L = 7.92 μH 

 To minimize resistive-capacitive effect between turns, when immersed in saline was 
used an insulating paint. 

4. Characterization of the system 

The technique of network development has in its whole with the element to explore 
interesting properties, which generates all possible parameters of the immittance associated 
with the two-port network, Figure 11. 

 
Figure 11. Electronic models of the transmitter coil and receiver coil 
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The formulation of network equations obtained by choosing voltages across the capacitors 
which are not physically in our arrangement, but it is necessary to include consideration coaxial 
cables within the coil system, which by their physical characteristics have a value of capacitance 
and current flows through the antenna-coils (inductors) as variables used in the description of 
the network, produces many equations as reactive elements present in a given network. 

VI relations of our model, without loss, respecting the conventions of voltage and current 
shown in Figure 11, are[15]: 

 �� = ���� � �� � ��� � ��  (3) 

 �� = ���� � �� � ��� � ��  (4) 

Since the primary reactive elements of this network are the inductors Z11 = jL1 y Z12 = jM; 
Z22 = jL2 y Z21 = jM and since there is an inductive link between the coils, equations [2] and 
[3] are reconsidered: 

 �� = � ���� � �� � ��� � ��  (5) 

 �� = ���� � �� � ���� � ��  (6) 

in equations [4] and [5], M is the mutual inductance (dimension H) between the coils L1 and L2, 
defined by  � = � � ��� � �� where k (dimensionless number, ≤ 1) is the coupling factor between 
the inductors (inductive link ratio), controllable with the relative position between them. 

The model presented in Figure 6 allows the development of matrix impedance parameters 
of a bi-port, as expressed in equations [3-6], and involves the mutual inductance of the coil 
system, then presents the mathematical analysis of the inductive link. 

The design and structure of the coil system aims to make the inductive link between the 
coils L1 and L2 is minimized by establishing a physical way the perpendicularity between 
L1 and L2, seeking with this strategy to establish a relationship of mutual inductance 
increased by engaging in two-port network a third coil that provides a "mirror" effect, the 
Figure 12 shows a representation of the this inductive link. 

The mutual inductance M12 of the inductor L2  in relation to L1, which (according to the 
reciprocity theorem) it was found experimentally equal to the mutual inductance M21 of the 
inductor L1  in relation to L2, theoretically defined as the coefficient of mutual magnetic flux 
Φ12 = Φ21 which spans both coils due to the current flowing in each coil respectively. 

 ��� = ���
��   (7) 

 ��� = ���
��   (8) 

“The Biot-Savart law, states that if a small length of conductor δl carrying a current i, then 
the magnetic field strength at a distance r and angle θ is 

 �� = �������
����   (9) 
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Figure 12. Approximate representation of variable in time magnetic induction in the coils system 

(Sine θ merely states that if power is not in an optimal direction, then the field at that point 
decreases.) This is confirmed by Ampere's rule, ���� = �; The line integral of the magnetic field 
in a closed loop is equal to the electric current flow through the closed loop” [16]. In particular, the 
magnetic field strength H in a circular path of radius r around an electric current i in the center is 

 � � ��� = �� ��� = ��
���  (10) 

Because L1 and L2 have very similar characteristics, and considering the expression [9] may 
approximate the magnetic field concentric loops through both coils (see Figure 8a), B1 is the 
magnetic field of the first ring, the flow magnetic Φ2 through second ring we can determine 
from B1. 

 �� = ���� = �������� � ���
� = ��������

���   (11) 

where μ0 is the magnetic permeability of free space, R1 and R2 are the radii of the rings 
which form the coils. 

The mutual inductance is then: 

 � = ��
�� =

������
���   (12) 
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This expression shows that M depends only on geometric factors, R1 and R2, and is 
independent of the current in the coil. As regards the expression  to 
obtain an approximation of mutual inductance between coils, since low values of  
coupling coefficients “k” with air-core coils are obtained usually in the order of 0.001 to 
0.15 [17] experimentally is considered as the value of k1 = 0.00167 (caused by a 
misalignment both angular and lateral between coils L1 and L2), and a value of k2 =  
k3 = 0.465 (caused by an angular misalignment between coils L1, L2 over L3 ), so we get the 
following values: 

M31 = M13 = 7.1μH 

M23 = M32 = 7.1μH 

M21 = M12 = 0.04 μH 

By obtaining these values, we proceeded to simulate the circuit in PSpice [18], see Figure 13, 
to verify that they were not far from the actual physical model, which was obtained 
following graphs. 

 
Figure 13. System coils with their respective coupling factors for achieving the simulation circuit had to 
be "grounded" L3 but with the highest permissible value, simulating a physical disconnection between 
the two coils. 

In Figure 14 we can observe the system performance in terms of voltage induction refers to 
both L2 and L3. 
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Figure 14. Response of the coil system to a frequency sweep from 100 kHz to 5 MHz, with estimated 
coupling factors. 

The obtained simulation results permit the development equations which describe the 
model in Figure 6; these can be expressed in matrix form: 

 �
��
��
��
� = �� �

��������
��������
��������

� �
��
��
��
� (13) 

Mij are mutual inductances, and the proportionality factors of the currents are the 
impedances so that the matrix can be rewritten in terms of the Z parameters. 

 �
��
��
��
� = �� �

���������
���������
���������

� �
��
��
��
� (14) 

As experimentally determined that Z12 = Z21 be as small as possible to perceive impedance 
changes as the sensor coil L3, so we have: 

 ��� = ��
�� ��� = 0; ��� = ��

�� ��� = 0   

 ��
�� = ��  (15) 

 If we consider the equations [14] and [15] in combination with the matrix [12], expressing 
V2 in terms of Z3, we have: 

 �� = ������� � �����
��
��  (16) 

5. Making a reference 

Considering the previous development, and articles concerning the use of systems like 
ours (Ong. 2000, Hofmann 2005) is therefore important to have baseline measurements 
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of physical elements such as capacitors, to be served at one time as models of reference 
and calibration, was determined to carry out the completion of the procedure detailed 
below. 

Figure [16] the electrical circuit presented is the model of a capacitive type humidity sensor 
[19], the behavior of this sensor is comparable to the behavior of L3 so we can take the 
development of the equation for ZP that would be the Z3 response, which could take the 
complex impedance as: 

 �� = �� + ��
�������  (17) 

Misevich et al refers to the resistance changes predominantly in the range of 10-100 MΩ in a 
circuit as shown in Figure [15], fall about 0.5 Ω in a very humid environmental, is not our 
case so is taken as a criterion for considering a single value of RP of 100Ω, likewise 
considering the impedance presented by RP, varying ω in the range of 12e+6 to 25e+6 rad / s 
the impedance C in parallel with RP take RP value in the range of C values from 10pF-100pF, 
and goes to take the RS value in the range of C values from 1nF-100nF, see table 1, that 
added to the XL values presented by ω is negligible this value so we can reduce our 
equation to: 

 �� = ��
�������  (18) 

 
Figure 15. Misevich, K.W. shows the development of a capacitive humidity sensor element impedance 
equivalent to measuring the coil system, where RS = 3.44Ω series resistance of the sensor, RP = 100Ω, C 
multivalued see table 2 

 
Val. Cap./Freq. 2.5MHz 3MHz 3.5MHz 4MHz 

10pF 98.4Ω 98.1Ω 97.8Ω 97.5Ω 
100pF 86.4Ω 84.1Ω 82Ω 80.0Ω 

1nF 38.9Ω 34.6Ω 31.25Ω 28.5Ω 
10nF 5.98Ω 5.04Ω 4.35Ω 3.82Ω 
100nF 0.63Ω 0.53Ω 0.45Ω 0.4Ω 

Table 1. ZP = Z3 values obtained by calculation. 
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 �� ≔ ��
��(�������) = ������ � 1���3� (19) 

Expression [19] used for calculating the impedance of Table 1 using MathCad [20]; Therefore 
the values obtained with small capacitors values by calculating means as measured by the 
analyzer is in a range of 5% in  3.09 MHz,  the resonance frequency, and not higher capacitor 
values that are very de-correlated, this is due to the length of the coaxial cables, overriding 
the capacitance introduced by these. 
 

Val. Cap./Freq. 2.5MHz 3MHz 3.5MHz 4MHz 
10pF 96.18Ω 102.7Ω 107.8Ω 112Ω 
100pF 100.9Ω 107Ω 110.5Ω 112.6Ω 

1nF 60.2Ω 41.4Ω 29.5Ω 24.5Ω 
10nF 22.6Ω 29.6Ω 36.2Ω 42.7Ω 

100nF 29.6Ω 35.7Ω 41.7Ω 47.63Ω 

Table 2. Z3 values obtained by direct measurement by network analyzer. 

If we consider the matrix equation [12] and equation [18], V3 can be expressed in terms of 
ZP= Z3, we have then: 

 �� = �������
��������

  (20) 

Considering the matrix equation [12] and equation [19], we have V1 expressed in terms of Z3: 

 �� = ������� + ����� ��������
�������� (21) 

If we consider the equation [14 and 20] we express Z12 as: 

 �12 = ���12 � �2 � �23�31

�� 1
��
�2+(��)2�����

�  (22) 

Figure 16 shows the values obtained by performing calculations using equation [22] 
implemented in Mathcad, it is appreciated also that around the two resonance frequencies in 
the system the magnitude of Z12 is the same. 

 
Figure 16. Comparison between Z12 Magnitude values of impedance calculation in Mathcad. 
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6. Validation and calibration 

Figure 17a shows the graphical model used for our experiment, and Figure 17b refers as a 
practical way to the interface between the network analyzer and sensor description given 
above in a comprehensive manner. 

 
Figure 17. Magnetic Impedance Spectroscopy Method: a) block diagram, and b) practical 
implementation 

Figure 18 a shows a block diagram of a three-port circuit, the voltages and currents are 
indicated, the upper terminal of the instance is positive with respect to the terminals of the 
bottom and the currents flowing inwards as indicated by KCL for each port, Figure 18b 
shows the block diagram of a real form. 

 
Figure 18. Three-port circuit in preparation for constant section cell measuring based on measurement 
of physical components. 
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The values obtained for both measurement and calculation as shown in Table 2 allows us to 
make the cell preparation of constant section for measuring conductivity. For this 
preparation had to consider the mechanical error sources such as physical dimensions of the 
saline cell, the effects of temperature on the cell, and error handling and positioning of it. It 
also ponder the discrepancy between the measurements of a real physical element such as a 
capacitor in parallel with a resistor, and the resistivity and permittivity expected of an 
electrolytic cell, it was therefore necessary to have a truer reference of known salt solution to 
evaluate deviation of our measurements and bring the measuring physical model to a 
virtual model and simulate their behavior in this way to "induce" their performance, come to 
perform these measurements with electrodes. 

In Figure 19 shows a sample obtained from a series of measurements made under the 
scheme of Figure 18, changing the values of the capacitances in parallel with resistors first 
small values, reaching values used to 1 kΩ . 

 
Figure 19. Comparisons between reference measurements with physical components and estimated values 

Although performing multiple measurements and their subsequent acquisition of 
information due to the speed and flexibility of use of equipment to automate this process, 
include only the most representative of the behavior of a saline cell, as seen in Figure 20, 
with various degrees of salinity.  

 
Figure 20. Measurement of Z12 of four saline cells 
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Values obtained with the saline cell, Figure 20, as well as the physical components are 
between 4% and 8% above the Z12 average obtained from the saline cell, provides that 
comparatively physical model is closer to cell model representing a saline cell of Figure 21, 
which is formed by a resistance of 100 Ω in parallel with a capacitor of 1 nF, with a response 
very "right" to the resonant frequency of the coil system which is approximately 3 MHz 

 
Figure 21. Physical model equivalents to a 500 mL saline cell at a frequency of ~ 3 MHz 

The conductivity of a saline solution with 2 g of salt dissolved in 1L of deionized water 
having a conductivity measurement 5.8μS/cm, presents a σ = 3.9 mS / cm at 25 ° C and  
σ = 3.4 mS / cm at 20 ° C, this represents a 0.2% concentration and 0.034 M. 

If we use this solution as the first reference electrolytic cell and according to equation [1], 
with an equal volume to 500 mL and a length of 85 mm, we calculate a 37.05Ω impedance 
(Z) , with these values and data from our physical model equivalent gives a σ = 2.29 mS / cm 
which leads us to obtain a correction term 3.9/2.29 = 1.7. 

7. Measuring saline cell permittivity with mis 

The resistivity of an aqueous sodium chloride dissolution  (NaCl)  [21] is obtained from 
considering the current density (J), determined this by the ions types (Na + and Cl –  are the 
most abundant ions) of the solution, this is directly proportional to the factor “α” of 
dissociation of molecules, approximately equal to 1 if the electrolyte is strong, with a 
concentration "c "gram-equivalent, and a mobility" μ "of the ions, also the electric field" E "as 
shown in the following relationship: J = F α c μ E. 

A solution consisting of 9 grams of sodium chloride dissolved in one liter of water in 
medicine2 is called Normal Saline, since the concentration of 9 grams per liter divided by 58 
grams per mole (approximate molecular weight of sodium chloride ) provides 0.154 moles 
per liter, that is, contains 154 mEq / L of Na + and Cl -. The fact contain more solute per liter, 
                                                                 
2 In chemistry, the normal concentration of sodium chloride is 0.5 mol of NaCl assuming complete dissociation. 
Physiological dissociation is approximately 1.7 ions per mole, so that a normal NaCl is 1/1.7 = 0.588 molar. This is 
approximately 4 times more concentrated than the medical term "normal saline" of 0.154 mol 
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makes this solution with a slightly higher osmolarity3 than blood, on an average day the 
natremia4 can range between 130-150 mEq / L (normonatremia) . However, the osmolarity of 
normal saline is very close to the osmolarity of the NaCl in the blood[22]. 

From Figure 22 and considering the dimensions of our saline cells, presents three values of 
resistivity, ρ = 2.65Ωm, ρ = 0.55Ωm and ρ = 1.3Ωm, respectively. 

 
Figure 22. Measured frequency behavior of three electrolytic cells 

 
Figure 23. Saline solutions response at resonance frequency of the coil system 

                                                                 
3 Measuring solute concentration 
4 Concentration of sodium in the blood 
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Figure 23 presents a summary of values acquired with the network analyzer, Figure 24 
represents the values obtained with the HP4192A impedance analyzer. 

 
Figure 24. Frequency responses of Saline Solutions. 

8. Biological suspensions 

Typically, in vitro measures, is considered a sample of uniform section (A) and length (L), in 
the majority of cases it is more practical to consider the volume (V) in aqueous solutions. In 
this case the ratio between the conductivity and the permittivity of the sample with the 
resistance and reactance are: 

 � �  � �� �
��  [�]  (22) 

 � �  ��

� �  [Ω] (23) 

 � �  ��

(��� � � ��) �  (24) 

Following experiments with saline solutions, was considered to have the information needed 
to proceed to carry out experiments with biological solutions, hence the first use of coil 
system as a reference and according to the above expressions, and also with a 500 mL 
volume, and a tank length of 85 mm was obtained with a suspension of high concentration of 
biomass (80 g / l of yeast), a 8.305 dB attenuation, comparing this with a 13.71 dB attenuation 
of coil system, this means a representation of a 65% increase in impedance in the suspension. 
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 It should be mentioned that the embodiment of the vast majority of measurements for 
suspension was made with the HP4192A impedance analyzer, considering the structure and 
existing coil system, the utilization ratio of the impedance analyzer is because the probes 
used to interconnect arrangement coils are constructed on purpose, greatly decreasing the 
amount of error attributable to the length of the coaxial cables. 

 
Figure 25. Impedance Representation of Biological Suspension, comparatively to the coil system. 

After 35 minutes, the yeast was deposited at the bottom of the container; we proceeded to 
extract 350ml of water and recovered the same amount of water (350ml), but now with a 
salinity 8.78mS/cm. 

The interesting thing in this experiment as shown in Figure 25, having increased 
conductivity, as a result of water replaced without electrolytes, with water with electrolytes 
(8.78mS/cm) decreased by 6% the impedance of the suspension by the lower proportion of 
yeast and major salinity, Zlev = 384.37Ω, Zlev + NaCl = 361.87Ω, ΔΩ = 22.5 

9. Comparison of results 

Measurements of saline cell and a biological suspension with HP impedance analyzer, allow 
us to characterize the results: 
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 Z (Ohms)  μ (H/m)  (S/m) 

2g NaCl 325.3 14.45 2.13E-04 0.00307409 
4gNaCl 334.9 14.039 2.13E-04 0.00298597 
10gNaCl 333.3 14.11 2.13E-04 0.0030003 

Table 3. Characteristic values of a saline cell saline with varying degrees of salinity at resonance 
frequency of the coils system @ 3.825 MHz 

 Z (Ohms)  μ (H/m)  (S/m) 

80g_yeast 395.64 11.68 2.16E-04 0.00252755 
80g_yeast+6h 392.42 11.77 2.17E-04 0.00254829 
80g_yeast+24h 385.08 11.99 2.17E-04 0.00259686 

Table 4. Characteristic values of a biological suspension with various lengths of time at resonance 
frequency of the coils system @ 3.892 MHz 

10. Conclusion 
The presentation of results, by their very short nature, could be interpreted as an activity 
which is not time consuming, but the opposite is true, because from the moment of 
preparation of the experiments, there are always a number of imponderables, such as 
materials or materials that are needed to carry out the measurements do not have them, at 
least, operating conditions, climate, lighting, etc.. 

For the characterization of substances, suspensions and / or solutions must take into 
account, and in a very particular, maintain the same amounts, and make measurements in a 
repetitive manner, so as to place on record its findings to conditions geometric, physical and 
mechanical properties, different and contrast with conditions similar to those obtained. The 
measurements carried out with the Network Analyzer, which was mostly used equipment, 
are quite contrasting with measurements made with the HP impedance analyzer. As we can 
see with the first, which strongly influences the distance at which measurements were 
made, not with the impedance analyzer as it had a "fixture" on purpose. 

Speaking of the actual material used and specific the experiment with saline cell, it was 
found that one of the factors that influence in the admittance at low frequencies is the 
electrical permittivity of water. The values depend on the frequency of measurements, and 
the frequency sweep, this due to the response of the dielectric constant of the solution, 
which varies considerably with frequency.  

Using a saline solution with a high degree of salinity, more than 9 g / l of salt, we see that in the 
graphs of the results if ε'' / ε '<2, the ε" accuracy degrades. This may be because the impedance 
of solutions with high salt is essentially resistive. In an opposite manner with a "window" at 999 
KHz frequency on average, before the resonance frequency of the coil circuit, the impedance of 
the solution is essentially reactive, and since this type of impedance measurements of reflection 
/ transmission were performed mainly with the network analyzer is a significant higher level of 
uncertainty in measuring the smaller capacitive component where ε" is derived. 
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The HP impedance analyzer measurements, both saline solutions and suspensions, allowed 
us to compare results, specifically ε" values. In the suspensions could be evaluated 
especially an increase in the impedance, over time, possibly due to increased cell growth, 
hence an increase in the capacitive reactance of the suspension. 

Considering the results obtained, we can consider the approach to the characterization as 
reasonably good since the relative permittivity is much greater than unity for the dielectric 
(both saline solutions and biological suspensions). 

One of the properties of biological tissue, such as conductivity, is well reflected by the 
frequency dependence, particularly in the range of 10 KHz-10MHz (β dispersion range). The 
conductivity at low frequencies denotes the volume of extracellular fluid essence, the 
additional contribution of intracellular fluid volume with a significant increase in the 
applied frequency causes a significant increase in conductivity. 

And finally and considering the substantial increase in interest in the development of magnetic 
induction spectroscopy (MIS) as a valid option for obtaining the conductivity of the human 
body without the need for direct contact with tissue (Korzhenevskii and Cherepenin  1997 
Griffiths et al. 1999, Korjenevsky et al. 2000);  In addition to other passive electrical properties 
of biological tissues (Hermann Scharfetter, Casañas Roberto and Javier Rosell, 2003). 

Since MIS is based on measurements of small changes in magnetic fields, typically of the 
order of 1% or less at frequencies up to 10 MHz, and also because of their physical 
limitations is not recommended at frequencies below 10 kHz, this also represents a great 
challenge in electronic design, possibly one of its greatest disadvantages. 
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1. Introduction 

Laser-induced breakdown spectroscopy (LIBS) is an atomic emission spectroscopy. Atoms 
are excited from the lower energy level to high energy level when they are in the high 
energy status. The conventional excitation energy source can be a hot flame, light or high 
temperature plasma. The excited energy that holds the atom at the higher energy level will 
be released and the atom returns to its ground state eventually. The released energy is well-
defined for the specific excited atom, and this characteristic process utilizes emission 
spectroscopy for the analytical method. LIBS employs the laser pulse to atomize the sample 
and leads to atomic emission. Compared to the conventional flame emission spectroscopy, 
LIBS atomizes only the small portion of the sample by the focused laser pulse, which makes 
a tiny spark on the sample. Because of the short-life of the spark emission, capturing the 
instant light is a major skill to collect sufficient intensity of the emitting species. Three major 
parts of the LIBS system are a pulse laser, sample, and spectrometer. Control system is 
usually needed to manage timing and the spectrum capturing. Figure 1 illustrates those 
three major components and a computer in the conventional LIBS.  

The LIBS has been used for the materials detection and analysis in various applications, 
such as steel and alloys[1-8], paints and coatings[9-15], wood pre-treatment[16], polymers 
[17], bacteria[18], molds, pollens, and proteins[19,20], and space exploration[21]. The great 
majority of LIBS results were consolidated in the reviews[22] and books[23, 24]. 

In spite of its advantage in analytical spectroscopy, LIBS application is still restricted within 
certain areas and propagation of the technology is not very wide. Many laboratory LIBS 
systems are built in schools, research labs and companies with discrete optical parts. Their 
pioneering approach in the new application seemed promising for a certain samples, but 
actual use in the application field is usually very limited. We can explain the situation with 
other analytical techniques, for example, Gas Chromatography (GC). The GC can separate 
the volatile species. However, one GC setup can work for a narrow range of species grouped 
in the sample. For different applications, the user must change the GC column, detector,  

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
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Figure 1. The conventional LIBS system configuration  

carrier gas or at least use a new column temperature cycle. The application of LIBS also 
needs case-by-case adjustment. Many new applications start with looking at the advantages 
of LIBS and choosing a LIBS setup, and it still needs a detailed investigation for successful 
analysis.  

This chapter describes how the LIBS system works and explains the major parts of LIBS to 
select specific functional requirements for its intended application. The three major parts: 
laser, sample and spectrometer are explained. The laser provides the breakdown energy and 
plasma generation. Analytical sample is the target of the laser shot and the source of 
emission species. The spectrometer comprises detection system with light detector and 
computer. Their disadvantages and limitations are discussed then suggesting how to select 
the equipment type and configuration to maximize the advantages of LIBS. This will 
provide a beginning inspiration of LIBS systems to install and apply the desired specific 
analytical purpose or application area.  

2. LIBS system design with modern technology 

a. Laser as a breakdown energy source 

LIBS uses pulsed-laser light and focuses it onto the sample surface to make a plasma plume 
that contains the highly excited species of the sample composition. For generating plasma, 
there is a threshold value of the energy density. The threshold level will depend on the 
absorption coefficient of the sample surface of the laser wavelength, which is highly 
different by the sample phase. Gas and liquid need more energy to make breakdown. Solids 
with a dark color surface easily make a strong breakdown compared to clear or highly 
reflective solids. Figure 2 shows the effect of laser energy to make breakdown by the relation 
of laser power and focusing. Starting with a laser beam as 1 cm diameter, this light beam can 
be condensed by a convex lens. The focused beam density becomes 160 J/cm2 as in Figure 
2(a). Also, the laser is operating in the pulsed mode, assuming a10 nsec duration, total 
power per unit of time will be 16 GWatt/ cm2 as  
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Figure 2. Laser energy delivery for breakdown condition. (a) focusing effect, (b) pulsing effect 

in Figure. 2(b). Most of breakdown needs a few GW (106 Watt) of energy density, indicating 
that 50 mJ of laser energy is sufficient to make breakdown and evaporate most of material.  

At the early stage of LIBS development, several types of pulse laser were used to make 
laser-induced breakdown plasma. An eximer laser was an important pulse laser especially 
for the UV light pulse. XeCl-eximer with 308 nm was used in the LIBS to measure elemental 
distribution on the paper coating[25]. The laser energy of 0.2 mJ was focused and made a 
crater of 30 µm diameter. This energy is corresponding to 108 W/cm2. More than 90 % of 
ingredients in the paper coating are pigment, binder and other agents. The pigment’s main 
component is usually aluminum oxide, silicon dioxide and calcium carbonate. The mass of 
coating material ablated by single laser pulse was estimated to be about 2 ng by a laser shot. 
A typical nitrogen laser has a wavelength 337.1 nm and a pulse duration of 10 nsec. Just like 
the eximer laser, the nitrogen laser LIBS configuration in Figure. 3 also includes discharge 
from the wide shape of the electrode. The laser beam is usually a few cm wide, so a tight 
focusing is needed. The surface of solar cell was measured by nitrogen laser breakdown and 
only a 40-nm-thick TiO2 layer was detected[26]. The very popular pulse laser is Nd:YAG 
laser because it has a solid laser oscillator in a small size and light weight. The fundamental 
wavelength is 1064 nm with a pulse duration of 10 nsec typically. The Nd:YAG laser does 
not require any gas supply. The laser model for LIBS size usually has a closed loop water 
cooling that excludes external connection. A typical LIBS setup was shown in an earlier 
paper[27] as in Figure 4. A 50 mm focal length convex lens makes a simple optics 
configuration to make plasma on the sample. 

b. Optical arrangement for laser–induced breakdown spectroscopy 

When a laser shoots on the sample surface, a plasma plume arises from the inner to the 
outer surface. The actual size of plasma plume made by a 100 mJ laser pulse will be few 
millimeters. During the plasma propagation from the sample surface, the time profile 
features can be observed. The very initial emission is generated at the bottom of the plasma  
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Figure 3. A LIBS setup with nitrogen laser. 

 
Figure 4. Schematic diagram of the LIBS setup with ND:YAG laser 

plume, and then expanded to the outer plume. Depending on the light collecting optics, 
plasma propagation is captured at the different time. At the initial LIBS design uses a side-
view emission collection as in the Figure. 5 (a). The angle between the laser light path and 
the collecting optic can be any angle, but is typically 30-45 degrees. Some experiments use 90 
degrees, which is a complete side view of the plasma and will lose some portion of emission 
by the shadow of the sample itself. This configuration is occasionally used for plasma 
physics study. The collateral view design Figure. 5 (b) is a useful optical configuration for 
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non-fixed sample distances. Laser light path shares emission collection optics. A selective 
wavelength reflector or prism can be used to separate laser light and emission through the 
light path. This design has several optical parts and needs complicated adjustments for 
optimum light measurement. The collateral configuration has many advantages. Collecting 
optics looks at the plasma in front of the plasma (or top of the plasma)at every point in the 
light axis and in the focus cone, which means they capture every light emitting species 
during plasma propagation to the space. Because some elements have different propagation 
profile than others, propagation height changes the signal significantly at the angled 
collection. The next advantage is that the optical part can be integrated in the compact 
enclosure, and it allows the operator to move the optics (detector head of LIBS) more freely. 
Remote monitoring LIBS, hand held design LIBS, should be compact and have a mostly 
collateral optics configuration.  

 
Figure 5. Side collection and (b) collateral collection configuration of plasma emission 

c. Sampling technique 

The first mentioned advantage of LIBS has been no-sampling step. In the very beginning 
review in the Encyclopedia of analytical Chemisstry, Yueh, Singh and Zhang described it as 
“LIBS uses a very small amount of samples, and no sample preparation is necessary. It has 
the ability to perform real-time analysis because it prepares and excites the sample in one 
step”. They then consecutively mentioned, “The disadvantage of LIBS is that the plasma 
conditions vary with the environmental conditions as well as the laser energy 
fluctuation.”We can infer from the description of LIBS that no-sampling is both an 
advantage and a disadvantage. Most of analytical the techniques need a certain sampling 
procedure to bring the sample to the technique (or machine). During the sampling 
procedure, like the acid digestion in the flame analysis, the sample is homogenized and their 
matrices become concordant. However, if LIBS analyzed the sample without any pre-
treatment process, then the irregular homogeneity is inevitable. As a result LIBS will include 
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severe matrix effects at the real sample. It will mitigate the biggest advantage, i.e., no-
sample process. In other words, if the sample is measured as it is, the species in same 
concentration do not make a consistent signal, the analytical result will be severely diverted.  

 
Figure 6. Solid sample and liquid sample under LIBS measurement 

The fluctuation will be more serious because LIBS takes only a small amount of the sample, 
usually a micron sized spot. Two possible sample types are depicted in the Figure. 6. A solid 
sample is the most convenient sample type. Metal and ceramic samples include elements 
with strong atomic and ionic emission. Their emission spectra are measured at the range 
from UV to visible light, which is feasible by the most spectrometers. The spectra from many 
elements from the tool steel are shown by the Nd:YAG laser excitation[28]. In this research, 
the microscopic view of the ablated holes made on tool steel is about 10 microns in diameter. 
This resolution indicates that any inhomogeneity more than 10 microns will be clearly 
observed from each laser pulse measurement. The intensity of element-specific spectra 
provides a simple qualitative analysis. Their method was sufficient to characterize the 
nature of the defect by a simple estimation of the elemental composition between the basic 
material and the defect. 

d. Capturing emission light 

The LIBS signal is instantaneous and decays quickly. Temporal control of the detecting 
device is very important. In spite of the fact, overall emission can be captured by opening 
entire time of the spectrometer, most of LIBS measurement is controlled by time gate 
operation. Time control improves the signal-to-noise ratio by eliminating the continuum 
emission. A typical emission profile shown in the Figure 7, recorded at the different heights 
from the sand/ soil mixture sample[29]. As soon as the laser fires with the duration of a few 
nsec of pulse width, the plasma intensity is propagating outward from the sample surface. 
At about 0.5 µsec, plasma is observed at 0.3 mm away from the surface. At the propagating 
distance is 3 mm at 12 µsec, then plasma cool down with decreasing intensity until 20- 30 
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severe matrix effects at the real sample. It will mitigate the biggest advantage, i.e., no-
sample process. In other words, if the sample is measured as it is, the species in same 
concentration do not make a consistent signal, the analytical result will be severely diverted.  

 
Figure 6. Solid sample and liquid sample under LIBS measurement 
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µsec. The plasma size will be much smaller and life is shorter when a weak laser power is 
used. The experiment uses aluminum[30] with a diode-pumped Nd:YAG laser, which can 
run at a faster repetition rate (kHz) with a laser energy of 80 µJ, was setup under the 
microscope excitation and detection optics. Like other flash lamp pumped lasers, the 
temporal profile of continuum emission is shown in Figure. 8 for aluminum atom (Al 396.1 
nm) and aluminum ion (Al II at 358.6 nm) emission lines. The laser pulse was fired at the 
zero time of the x- axis. This profile indicates, the broad band continuum emission, which 
comes from high temperature heated plasma and regardless of the species in the plasma, 
has a lifetime of about 13 nsec. The ionic line from Al ion has shorter lifetime about 24 nsec. 
The neutral lines stay much longer, up to 80 nsec.  

 

 
Figure 7. Spectra as a function of decay time measured at three observation distance from the sample 
surface. The original figure is rearranged to indicate observation height more clearly. 

The lifetimes of laser-induced plasma are easily compared at various excitation energies 
from the silicon sample[25]. The time profile shows the plasma emission signal depends on 
the excitation pulse energy. Absolute intensity of the signal will increase by increasing laser 
pulse energy. The decay plot in the Figure 9 is normalized to a maximum intensity for 
comparison. This research explains the decay time dependence by the excitation energy that 
the probability of excitation to higher energy level is increased and more populated, leading 
to a longer decay time. Also, the upper state of the monitored transition receives population 
from this higher state at later times and lengthening of the rise time of the signal 
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Figure 8. Temporal profile of continuum emission and aluminum (atom and ion) emission. 

will result. As a result, the lifetime point of LIBS will be changed by the system setup, 
especially using laser power. Capturing time of emission signal should be determined 
empirically by looking at the profile, usually at peak intensity point.  

  
Figure 9. Time resolved signal-to-background ratio of the silicon line at 251 nm at various excitation 
energies. 

e. Spectrometer and detector 

Spectrometer completes the detecting part with a photo sensor and a manipulating 
computer. The spectrometer must have proper resolution and sensitivity. Also, in many 
cases the plasma emission needs to be separated from the continuum background signal, the 
detector has to be operated by timing control or gating operation. Various types of 
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spectrometer with CCD array detector are available in the market. The wavelength range 
needed for LIBS is UV to visible range to have detection of most elements. If the dispersion 
of the spectrometer is 0.3 nm to measure 1 nm peak with three pixel, the pixel to pixel 
dispersion should be 0.3 nm. Total of 1024 pixel CCD array can have coverage 1024 x 0.3 = 
307 nm, which can assign the range as 250 nm to 557 nm span. In many cases, the sample 
will have mixed elements and the emission lines will be overlapped and difficult to 
distinguish with 0.3 nm resolution. A conventional CCD array detector may not provide 
sufficient resolution and coverage to measure LIBS.  

 
Figure 10. Echelle spectrometer dispersion image (a) Hg lamp, (b) LIBS spectrum of Sn metal 

A correction of the array detector resolution is accomplished using multiple stacked 
spectrometers. For example, 5 spectrometers with 1000 array CCD stacks will cover a 500 
nm span, in which each spectrometer covers a 100 nm range with 0.1 nm resolution. Echelle 
spectrometer uses very high orders of dispersion. One or two prisms are used to separate 
each diffraction order. As a result, the spectra are dispersed in two dimensional surfaces as 
shown Figure 10. The CCD detector in the Echelle spectrometer should be a two 
dimensional, the same as in the image camera. The continuum emission from the spark also 
engages in the Echelle spectrometer, so the detector must have gated operation. To satisfy 
those requirements, such as two dimensional, sensitive and gated operation, the cost of CCD 
detectors for the Echelle spectrometer is still significantly high. 

3. Sample type and their application 

This section illustrates various application examples that have performed from the authors’ 
research group. As we have mentioned in the previous section, the LIBS technique needs 
individual verification for an application, because it does not need sampling. Three typical 
applications are explained in this section. 
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a. Paint and coating identification 

Materials and techniques of paints and coatings require an appropriate verification process 
to achieve the desired property of the protective finishing. The organic coating involves a 
multi-step process in which the quality of the metal finish required for an industrial product 
would determine the number and the type of steps in a given process[31]. These multi-step 
coating processes include the selection and composition verification of substrates, surface 
cleaning, surface pre-treatment, primer, topcoat, and the application of paint curing 
methods. The paint formulation is a mixture of multi-ingredients, composing: resins, 
solvents, pigments, fillers, corrosion inhibitors, and other rheological additives. The organic 
coating in metal finishing practice is extremely complex. The complexities of paint 
compositions, paint types, and painting processes make their chemical analysis very 
difficult. In spite of some elemental analysis methods that have been well established for the 
general purpose in chemistry, the determination of metallic components in paint has been 
relied on the indirect analytical methods. For example, the metallic zinc dust in the Zn-rich 
epoxy primer was determined by differential scanning calorimetry (DSC)[32]. The DSC 
method measured the apparent heat of fusion of the paint sample, and compared this 
measured value to the standard value of pure zinc as an indirect measurement of zinc 
composition in paint. Infrared absorption spectroscopy is useful sometimes for the 
composition analysis if the paint ingredients contain any specific functional groups which 
are spectroscopically active[33], such as the isocyanate group in the urethane. The direct 
analysis of these functional groups may be possible only if the paint sample is uncured, and 
contained a relatively simple composition. In practice, there is no direct way for identifying 
a cured paint film. Once the paint, e.g. epoxy or urethane, is applied and fully cured, no 
more epoxy or isocyano functional group would remain in the paint film. Even though, the 
researchers have attempted to characterize the fully cured paint products by identifying the 
hydroxyl or amino groups, and use them for differentiating the epoxy paint or urethane 
paint. The results are generally inconclusive because the majority of other cured paints also 
have those functional groups as reaction products. The LIBS technique described in this 
section shows the capability of coating identification at the specimen surface. [34]  

3.1. Materials of paints and coatings 

The substrates selected for spectral fingerprinting by LIBS technique are: (i) aluminum 
alloys (2024-T3, 3003, 7075-T6 from Advanced Coating Technologies, Inc. (ACT), Hillsdale, 
MI) and pure aluminum foil (Aldrich Fine Chemicals), and (ii) cold-rolled steel (CRS from 
Q-PANEL, Cleveland, OH and Caterpillar’s OEM facility) and pure iron (Aldrich). The 
surface pretreated substrates used for LIBS studies are: (i) Al 2024-T3/Clad, a ultra thin layer 
of pure aluminum is treated on 2024-T3 aluminum alloy, (ii) Al 2024-T3 Bare/Alodine 1200, 
the surface of 2024-T3 aluminum alloy is treated with Alodine 1200 solution which contains 
chromates (i.e., hexavalent chromium), (iii) phosphated (Bonderite 1000, or B-1000) and 
phosphated/chromated (B-1000/P-60) from ACT, and (iv) galvanized (electroplated and hot-
dipped) and galvalume steel plates that have a treated surface layer of Zn and Zn/Al, 
respectively. Eleven heavy-machine OEM paint samples (four urethane, three epoxy, and 
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four alkyd) were used for the spectral fingerprinting by LIBS technique. The paints were 
applied on 2 x 4 inch steel panels using a spray coating method and cured thermally or by 
air-dry as directed by the paint manufacturer. 

3.2. LIBS: An in situ and quasi-nondestructive analytical technique 

LIBS technique is capable of carrying out a depth profile analysis of successive surface 
layers by controlling and calibrating the working parameters of LIBS system. A Q-switched 
Nd-YAG laser (Continuum, Minilite II) operating at a wavelength of 1064 nm was employed 
as the excitation source. The pulse laser has a power of 50 mJ per pulse and a pulse width of 
8 ns. The laser beam was focused onto the sample with a 5 cm focal length lens. A fiber optic 
cable collected the breakdown plasma emissions at the sample surface and directed them to 
a portable, miniature, CCD array fixed-grating spectrometer. Figure 11 shows the optical 
microscope images of some LIBS-measured sites on a painted steel panel: (a) paint surface 
before analysis, (b) one laser pulse applied, (c) two laser pulses applied, and (d) five laser 
pulses applied. The scale bars are 50 m in length. The first shot of the focused laser beam (70 
mJ/pulse) made a burn pattern on the paint surface (Figure. 11b). The successive laser pulses 
penetrated into the coating layers and eventually reached the metal substrate (Figure. 11d). 
In principle, the LIBS spectrum recorded after each laser pulse, or for each layer of the 
multilayer paint samples, should generate the characteristic breakdown spectral peaks of the 
corresponding chemical compositions. The affected coating area by the laser pulse is limited 
to less than 100 µm in diameter (Figure. 11b, 11c and 11d). The layer thickness of materials 
that each laser pulse can penetrate is a function of laser fluent at the focal point, optical 
geometry and material type. It is important to mention that a well-established elemental 
analysis method, such as EDX can also perform a similar analysis. However, the sample 
used in EDX analysis must be cut into a few millimeter sizes for fitting inside the detection 
stage in a vacuum chamber. Also, the cut samples need to be covered with a conductive 
coating for EDX analysis because paints are the dielectric materials. This film deposition of 
conductive layer is again done under another vacuum facility. These complicated sampling 
processes are eliminated in the LIBS analysis. 

3.3. LIBS characterization of substrates 

A less trivial experiment was performed to determine whether the LIBS system could be 
used to distinguish between different alloys of the same main metal content or between the 
same metal alloys obtained from different manufacturing sources. Aluminum has many 
alloys in common use, and these alloys frequently need specific protective coatings for 
aerospace applications. The 2024-T3 Al alloy contains copper as the main dopant (i.e., 4.4% 
Cu, 0.6% Mn, and 1.5% Mg). The 7075-T6 Al alloy contains zinc as the main dopant (i.e., 
5.6% Zn, 1.6% Cu, 2.5% Mg, and 0.23% Cr). The 3003 Al alloy contains no specific main 
dopant (0.0-0.6% Si, 0.0-0.7% Fe, 0.05-0.20% Cu, and 0.0-0.10% Zn). The Al alloys, 2024-T3 
and 7075-T6 have high surface protection strength, whereas Al alloy 3003 displays a good 
pitting corrosion resistance. All three alloys should show aluminum peaks in LIBS spectra, 
and 7075-T6 Al should display zinc and magnesium peaks and 2024-T Al should display  
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Figure 11. Microscopic images of laser burn patterns on paint film in LIBS experiment after (a) zero, (b) 
one, (c) two, and (d) five laser pulses 

copper and manganese peaks in their breakdown spectra. Figure 12 compares the LIBS 
spectra recording from 250 nm to 450 nm for pure aluminum foil (spectrum a) and three Al 
alloys (spectra b, c, and d). As expected, spectrum 13a gives only aluminum peaks at 281.6 
nm, 306.3 nm, 308.2/309.3 nm, 358.0 nm and 394.4/396.1 nm. 

The spectrum of aluminum alloy shows, in addition to the aluminum peaks, three spectral 
peaks at 328.2 nm, 330.2 nm, and 334.8 nm are due to zinc (I) ionic states. The 7075-T6 Al 
alloy gives also the LIBS peaks at 278.6 nm, 285.2 nm and 383.5 nm for Mg and at 325.0 nm, 
327.7 nm and 423.0 nm for Cu emission. The LIBS technique is not only able to identify the 
chemical compositions of alloys, but also capable of differentiating the possible 
contaminants in those alloys. For example, the contamination of Mn has been detected in Al 
7075-T6 sample as illustrated in spectrum 13d. The contaminants of Mn and Mg are 
observed in spectrum 13b for Al 3003 sample.  

The qualitative LIBS spectral assignment is also carried out for pure iron strip, cold-rolled 
steel, and industrial steel coupons used in the Caterpillar’s OEM facility (referred to as CAT 
machine steel). The bare cold-rolled steel (CRS, SAE 1010) has a composition of 0.08-0.13 % 
C, 0.3-0.6% Mn, 0.04% P(max), and 0.05% S(max). The LIBS spectra recorded from 250 nm to  
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Figure 12. LIBS spectra of aluminum alloys, (a) pure Al foil, (b) 3003 alloy, (c) 2024-T3 alloy, and (d) 
7075-T6 alloy 

 
Figure 13. LIBS spectra of steel panels, (a) pure iron piece, (b) cold-rolled steel from Q-PANEL, and (c) 
CAT machine steel 
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400 nm are shown in Figure 13: (a) pure iron strip, (b) cold-rolled steel, and (c) CAT machine 
steel. Spectrum 13a shows LIBS peaks for the pure iron piece at 259.9 nm, 262.6 nm, 275.0 
nm, 358.1 nm, 373.4 nm and 373.7 nm. The laser breakdown emission for CRS as shown in 
spectrum 13b is almost identical to that of the pure iron strip, except an additional peak at 
344.3 nm which may be assigned to Mn as incorporated in the cold-rolled steel. The 
spectrum 13c indicates that CAT machine steel is not a pure iron piece or a standard CRS 
sample, but rather is a surface pretreated CRS. The surface layer of CAT machine steel 
contains Ca, Mg, Al, Mn, and P (at 589.1 nm), in addition to Fe. The results indicate that 
CAT machine steel is an iron phosphate treated CRS, containing a substantial quantity of Ca 
and Mg, and some small amount of Al, and Mn in the phosphating bath. 

3.4. LIBS characterization of surface pretreatment layer on substrates  

Another important part of this research is to establish the effectiveness of LIBS spectral 
fingerprinting technique for characterizing the composition of any metal surface 
pretreatment that may have been applied on the substrates. The common metal surface 
pretreatment used on aluminum alloys today is a chromium-based pretreatment (such as 
Alodine 1200 or Alodine 1000), which usually contains the chromates (i.e., the compounds 
contain hexavalent chromium). There are different processes used for surface pretreatment 
on aluminum alloys; some processes cause a color change of the metal surface to a yellowish 
color, and some cause no color change at all. In the latter case, it is almost impossible to tell, 
visually, whether the metal alloy has been pretreated. In this work, the different panels 
analyzed by LIBS are aluminum alloys of 2024-T3 bare, and 2024-T3 Clad (Clad: a thin layer 
of pure aluminum on 2024-T3 substrate). The surface pretreatment layer on 2024-T3 bare 
panel is Alodine 1200. The main active ingredient of Alodine solution is potassium 
dichromate or strontium chromate. Upon the deposition of a thin layer of pure aluminum 
on Al 2024-T3 bare, the LIBS spectrum of Al 2024-T3/Clad should give only the pure 
aluminum peaks which are the same as spectrum 12a for pure aluminum foil.  

 
Figure 14. LIBS spectra of surface pretreated layers on CRS substrate, (a) untreated, (b) B-1000, and (c) 
B-1000/P60 panel 
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The surface pretreatment of metal prior to the application of a coating or adhesive is a 
conventional industrial practice to improve the coating adhesion and inhibit substrate 
corrosion. For cold-rolled steel, the phosphate conversion coating (e.g., Bonderite® B-1000) 
and phosphating/chromating (using parcolene 60) pretreatment (e.g., B-1000/P60) are 
commonly used. The LIBS technique is used to fingerprint the differences in chemical 
compositions of the surface pretreated layer. The LIBS spectra were taken at the first laser 
shot spot on (a) untreated CRS panel, (b) B-1000 CRS panel, and (c) B-1000/P60 CRS panel. 
The laser-induced breakdown spectra of untreated and different chemically treated CRS 
panels are clearly identifiable and their spectral assignments are marked in Figure 14. The 
LIBS peaks in spectrum 13a are assigned to Fe and Mn, and are similar to those in spectrum 
14b. The phosphate treated B-1000 panel gives a few additional LIBS peaks in spectrum 14b, 
such as P at 589.1 nm and Ca at 315.8 nm, 318.2 nm, 358.3 nm, 394.0 nm, 423.0 nm, and 527.1 
nm. In spectrum 16c, the additional P60 treatment on B-1000 CRS is evident by the 
appearance of chromium peaks at 373.9 nm, 396.8 nm, and 527.1 nm. When these LIBS 
spectra are compiled in the software system as a standard library file, they can be used to 
determine if the surface pretreatment processes (including composition, uniformity, and 
thickness) have been done in according to the products specification. 

 
Figure 15. LIBS spectra of EZG panel, (a) from ACT Laboratories, Inc., (b) from China Steel Corp., 
Taiwan, (c) pure Zn metal piece, and (d) B-1000 CRS panel 

Zinc-coated steel (such as Zn/B-1000) is known to inhibit iron corrosion, similar to the effect 
of zinc anodes. The addition of aluminum to zinc is highly beneficial in improving its 
corrosion resistance and has resulted in the development of coatings with aluminum 
contents between 5 and 55% (i.e., “galvalume” zinc-coated steel). Zinc coatings may be 
applied to steel panel by hot dipping (i.e., hot dipped galvanized steel, HDG) and 
electroplating (i.e., electrogalvanized steel, EZG). Due to the high degree of variations in the 
processing of EZG, HDG, and galvalume, it is critically important to have a versatile 
materials characterization technique, such as LIBS CoatID, to verify the manufacturing 
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conditions of zinc-coated steel at the different factory sites. For a simple illustration, we use 
LIBS system to test two EZG panels (ACT Laboratories, Inc. vs. China Steel Corp., Taiwan), 
two HDG panels (ACT vs. Valspar Corp.), and two galvalume panels (Valspar Corp. vs. 
China Steel Corp.). Figure 15 compares the breakdown emission spectra (recorded from 250 
nm to 450 nm) for (a) EZG panel from ACT, (b) EZG panel from China Steel Corp., (c) pure 
Zn metal piece, and (d) B-1000 CRS panel from ACT. The LIBS spectra of EZG panels 
(spectra 15a and 15b) should resemble those of the combined spectra of pure Zn (spectrum 
15c) and B-1000 CRS (spectrum 15d), depending on the thickness of both phosphate layer on 
bare CRS and Zn-galvanized layer on B-1000 CRS panel. By comparing the EZG panels 
processed at ACT Laboratories, Inc. (spectrum 15a) and that processed at China Steel Corp. 
(spectrum 15b), it shows that both EZG panels have been subjected to the electrogalvanizing 
process as stated in their products data sheet. However, the LIBS was able to distinguish a 
thinner Zn-galvanized layer in the Taiwanese sample, because the steel plate was not 
covered fully by the Zn-layer and thus the B-1000 steel peaks are still quite visible as shown 
from 350 nm to 450 nm in spectrum 15b. On the other hand, both Zn-galvanized layer and 
B-1000 phosphate layer in ACT sample are thicker than those in the Taiwanese sample, as 
indicated by the appearance of a strong P emission doublet and also several intense Zn 
peaks. In ACT sample, the thicker Zn and phosphate layers give a higher coverage on the 
steel panel, and thus almost no steel peak is observed in Figure. 15a. 

3.5. LIBS identification of paints and coating ingredients 

Eleven paints from Caterpillar’s OEM coating facility were selected for the 
identification test by LIBS technique, and listed in Table 1.It is noted that all paint 
samples have the same color (i.e., Caterpillar yellow) with only slightly different tint, 
the differences are hardly distinguishable with naked eyes. Samples 1 to 4 are two-pack 
urethane paints, 5 to 7 are two-pack epoxy paints, and 8 to 11 are one-pack alkyd paints. 
The paint samples 1 and 5-9 are primers, whereas those of 2-4 and 10-11 are topcoats. 
The processing methods used in coating applications, such as drying and thermal 
curing conditions are specified in the remark column of Table 1. The paint systems used 
in Caterpillar’s OEM facility were specifically formulated by the paint manufacturers 
that have been successfully tested and verified for the required protection of heavy duty 
machines. Once the paint formulations were established, the manufacturer would 
strictly maintain the composition of paint ingredients in an effort to achieve a good 
quality control. This is the reason that LIBS technique may be effectively used for 
fingerprinting a specific brand of paint. 

Figure. 16 displays the LIBS spectra for the eleven paint samples listed in Table 1. The 
topcoat paints (samples 2-4 and 10-11) display a relatively simpler LIBS spectrum than 
that of the primer paints (samples 1 and 5-9). In all spectra, the LIBS peaks grouped 
around 250 nm may be attributed to iron oxide as a dispersed pigment. The peaks 
originated from calcium at 393.3 nm and 396.8 nm are predominantly shown in the primer 
type paints. Calcium carbonate has been used at high levels for certain paints because of 
their low oil absorption. Calcium compound imparts some film structure to the wet paint 
by improving the stability to sedimentation of other heavier pigments in paint. It is not 
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surprising that primer paint for CRS coating contains a rich calcium ingredient. The 
primer paints, samples 1, 6, 8, and 9, are shown to contain not only calcium carbonate but 
also magnesium silicate, as their corresponding LIBS peaks displayed at 279.8 nm and 
383.5 nm. 

In the previous section, the peak picking algorithm has been successfully used for 
characterizing substrates and surface pretreatment layers which contain only a few elements 
and have the well-characterized LIBS peaks. Since paint formulation contains a rather 
complex mixture of multi-ingredients, thus the decisions for paint identification could best 
be made by peak correlation algorithm. Any spectral pairs of identical samples must show a 
100% correlation value. Due to the possible fluctuation in laser power density, the 
inhomogeneity of paint film compositions, and the variation in thickness of a paint film, the 
LIBS spectra for both testing and reference samples were measured at ten (10) different 
spots for each painted panel. A statistical average spectrum was made to achieve the 
reproducibility for the identification of a paint sample. The correlation values of identical 
samples show a 96-99% of reproducibility. On the other hand, the correlation values 
between two different types of paints, such as urethane and epoxy, show to be around 86.8 ± 
0.7%. These correlation values give a clear discrimination between types of paints. Based on 
the correlation values, we can say that the test sample has a good match to the reference 
sample, if the correlation values are greater than 95%. We estimate from the use of peaks 
correlation algorithm, the LIBS system is capable of correlating the test paint samples to the 
standard paint films to give a 90-95% of perfect match. The remaining 5-10% near match or 
no match may due to the complex nature of paints and coatings, including the possible 
surface contaminations. In this case, a careful spectroscopic analysis is further required to 
achieve the proper paint sample identifications. 

 
 
 
Sample No. Resin Type of paint Remark 
1 Urethane Primer 2-part system, cured at 66 oC 
2 Urethane Top coat 2-part system, low temperature curing 
3 Urethane Top coat 2-part system, high temperature curing 
4 Urethane Top coat 2-part system, cured at 66 oC 
5 Epoxy Primer Low temperature curing (54 oC) 
6 Epoxy Primer Medium temperature curing (66 oC) 
7 Epoxy Primer High temperature curing (82 oC) 
8 Alkyd Primer Air-dry system 
9 Alkyd Primer Baking system 
10 Alkyd Top coat Air-dry system 
11 Alkyd Top coat Baking system 
 
 

Table 1. The sample paints obtained from Caterpillar Inc. 
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Figure 16. LIBS spectra for the eleven industrial paint samples obtained from Caterpillar Inc. 

b. Organic and bio material screening 

Biomaterial application has two areas depending on the analytical goal. The first goal is the 
analysis of metallic component in the biomaterial. The conventional elements like Na, K, Ca, 
Mg are included in plant, wood, grain, tissue and bio-remains. Their analysis is similar to 
other solid samples except those samples include high level of carbon compound. The 
second application of biomaterial is characterization of biomaterial itself. Breakdown 
spectrum from LIBS can have information of specific sample group. One of the researches 
has been made for classification of bacterial strains by major components analysis with 
LIBS[35]. A pulsed Nd:YAG laser (Continum, Powerlite8000, 10-ns pulse width) was 
focused on the sample solution by using a 20-cm-focal-length lens. The frequency-doubled 
laser output at 532 nm was used for plasma generation. The laser power used on the 
bacteria analysis was 50 mJ/pulse. A light collecting optical fiber was placed near the sample 
surface to detect the plasma emission which was sent to a spectrometer (Acton research, 
1200 grooves/mm grating). The spectra were captured with a photodiode-array detector 
(OMA IV, EG&G, 1024 array) with a spectral resolution of 0.061 nm. The available spectral 
range is limited to about 50 nm from the full OMA coverage of 76 nm because of the shadow 
of optical components in the monochromator. The OMA output was processed and stored 
by using a personal computer. 
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Several bacterial strains have been classified depending on their major components 
analyzed by laser-induced breakdown spectroscopy (LIBS). The bacteria studied were 
Bacillus megaterium, B. Subtillis, B. Thuringiensis, and Escherichia Coli. Each strain was streaked 
on the cultivating plate and grown to prepare the colonies of vegetative or spore forms. The 
major inorganic components of the bacteria samples, including Ca, Mn, K, Na, carbon, and 
phosphorus, were clearly identified from the LIBS data. The vegetative forms of bacteria, 
beginning step of bacteria life, represent the similar quantities of analytical components 
between bacteria. After the bacteria have used up the available food supply the bacillus 
enter into their non-vegetative spore form. The bacteria spores accumulate a lot of calcium 
on the spore shell which showed strong emission of 393.7 nm and 396.9 nm in the LIBS 
spectrum. The diverse emission from phosphate at 588.1 nm and 588.7 nm provides a 
fingerprint of the bacteria. The relative change of inclusions of bacteria was clearly 
distinguished on the 2-dimensional chart of the bacterial components. This work 
demonstrates the potential of this method for the rapid and precise classification of bacteria 
with minimum sample preparation. The quick process of LIBS expected to be used in the 
real-time analysis of intentionally cultured bulk bacteria in the industrial or weaponized 
microorganism. 

3.6. Preparation of microorganism  

Five types of bacterial samples were prepared from the biology lab. Te laboratory stock 
stains used were Bacillus Megaterium QM B1551 (seven indigenous plasmid), Bacillus 
Megaterium PV361 (QM B1551 with all plasmid removed), Bacillus Subtillis 168M, Bacillus 
Thuringiensis T34, and Escherichia Coli carrying pHT315. QM and PV of B. Meg are closely 
related on their genetic origin and B. thu. is a divergence of B.sub. Only E. Coli is a gram-
negative genus among them with antibiotic and enzyme resistive cell wall, and E. Coli does 
not make dormant spore on the contrary to other bacillus. All bacterial genera used are 
biosafety level 1 (non pathogenic). Each stain was streaked on Luria-Bertani (LB) plates (10.0 
g tryptone, 5.0 g yeast extract and 5.0 g of NaCl, 15% agar, in 1 L double distilled H2O) and 
grown overnight for both tests. LB plates were then spread with 0.1 mL of culture and 
grown for 24 hours for confluent plate test. The same set of vegetative bacteria were kept 
more than 5 days at room temperature to be spore forms after consuming nutrient and 
drying .  

The series of bacteria cultured on the plastic dish are measured on the LIBS system without 
any pretreatment. The bacteria colonies on the top of the culturing medium (LB) are grown to 
roughly a 0.5 mm thickness in the wet condition. The areas of the colonies are wide enough for 
manual mounting on the sample stage and focusing into less than 50 micron diameter of 
breakdown diameter. The LIBS spectra from bacteria and culturing medium in the UV and 
visible spectral range have higher background level compare to solid metallic samples such as 
aluminum, copper and steel. The lack of light absorption on the sample requires a more 
intense laser for the breakdown. The threshold intensity of the laser pulse for stable and 
sufficient breakdown was 40 mJ. This value is bigger than 10-20 mJ of the solid LIBS 
application because the solid samples are not transparent and thus absorb more of the light.  
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3.7. LIBS spectra of bacterial strains 

Although the entire spectrum, from the UV to visible range was initially scanned it was 
experimentally determined that the three ranges mentioned contained most of the peaks of 
possible interest. The presence of certain elements was investigated in the micro-organisms 
such as chlorine, sulfur, phosphorous, calcium, sodium, and potassium. Also of interest 
were the possible trace elements such as zinc, magnesium, manganese, cadmium, nickel, 
cobalt, and strontium. Listed in the table are peaks that could be candidates for these 
possible elements. Because of the atomic elemental nature of the LIBS we expect to match 
the major or minor peaks to the above mentioned elements certain series of peaks. The peaks 
were matched to the possible elements in microorganism using the library available in the 
NIST data base  In our preliminary studies we were unable to match several trace elements 
such as Mg, Cd, Ni, Co, and Sr. The complexity of the iron emission can make it difficult to 
distinguish it from other elemental peaks of interest. Despite the different outward 
appearance and life cycle of the bacterial species they all shared a similar elemental 
composition. Strong peaks were found at 252.8 nm, 279.7 nm, 393.7 nm, 396.9 nm, 398.3 nm, 
578.9 nm, 588.1 nm, and 588.7 nm. Using a spectrometer with 1200 gr/mm grating at 50 nm 
blocks of the spectrum four of the major peaks of interest were identified. The spectra 
shown in Figure 17 are emissions from bacteria around 400 nm. The peaks at 393.7 nm and 
396.9 nm attributed to the calcium atomic transition 4s2S0,1/2 – 4p 2P1,1/2, and 4s2S0,1/2 – 4p 2P0,1/2, 
the strongest emissions from calcium used in many other atomic spectroscopy. These 
calcium emission were verified by using CaCl2, CaPO4 as spectral references. 

 
Figure 17. Spectrum after cell death and sporulation of the bacillus has occurred. 
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Figure 17. Spectrum after cell death and sporulation of the bacillus has occurred. 
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At the spore stage of the bacteria, after remaining for 5 days at room temperature to 
consume all of the nutrients, most of the surface water evaporated. It is known that the 
water content of spores is only about 10-30% of the water content of vegetative cells (active 
bacteria) to survive spores at levels of dehydration that would kill vegetative cells. The low 
water content also provides the spore with chemical resistance (to chemicals such as 
hydrogen peroxide) and it causes the remaining enzymes of the spore cell to become 
inactive. This inactivity makes the immunological detection hard to improve sufficient 
sensitivity. One chemical produced by spores that is thought to lend to their high resistance 
is dipicolinic acid. Dipicolinic acid interacts with calcium ions to form calcium dipicolinate, 
which is the main substance believed to lend spores their resistance and represents about 
10% of the dry weight of a spore. The intensity of calcium is strong on the spore sample of B. 
Meg, B. Sub., and B. Thu. colonies. E. Coli colonies have low calcium content and the 
composition does not change after aging. This is a proper result that because E. coli does not 
make spores. The spore cell also contains special spore proteins. These protective wall 
structures are highly resistant to heat desiccation, chemical disinfection and radiation. These 
functions are to protect DNA from harsh environments, but also disturb measurement 
chemical property on the conventional spectroscopy. Another component of spores that 
contributes to their resistance to chemical agents is the strong spore coat, which is composed 
of highly cross-linked keratin. Laser breakdown is strong enough to break the protective 
shell of the spores and take out inner component of the cell. The peak at 398.3 nm is 
overlapped to Mn emission from library data. The strong intensity in this wavelength could 
not be assigned as Mn because of relative intensity of Mn in other wavelengths. On the other 
hand, the peak on this wavelength is observed on the samples of organic compounds such 
as LB of culture medium, cellulose, and many organic polymers. This result leads to 
assigning this peak as carbon compound fragment.   

 
Figure 18. Spectrum to show the amount of phosphate compound in three different bacteria samples. 
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Figure 18 shows LIBS spectra of 3 bacteria colonies. The doublet peaks appeared at 588 nm 
is due to phosphate functional compound in the bacteria. In spite of phosphorus elemental 
emission library doesn’t have significant emission on this wavelength, we assign this peak 
as phosphate because of strong peak observed from some other phosphate compound 
examination. PV shows strongest peak at the phosphate emission. E. coli shows weaker 
intensity. The other bacteria have intermediate peak height, like B. meg. in the middle. The 
amount of phosphate seems to be related to the strain of the bacteria not to the life progress 
of the microorganism. The phosphate intensities are always weak at the vegetative step and 
then increase at the spore. The increment of phosphate is biggest for PV bacteria. The peak at 
578.9 nm is not assigned properly for a certain component of our culturing system. Every 
bacterial sample and culturing medium shows similar intense peak at this wavelength. With 
the result of LIBS experiments for several organic compounds, this component is identified 
as an organic functional group. The proper identification is still on the research.  

Figure 19 shows distribution of bacteria on the spread chart of intensity ratio. The X axis is the 
intensity ratio to represent calcium amount on the bacteria samples. B. meg and its plasmid 
treated PV bacteria strains are at high amount of calcium. B. sub and B. thur are at a relatively 
lower than B. meg strains. E. coli does not store calcium whether vegetate or aged colonies. The 
outstanding feature of phosphate intensity is on the difference of B. Meg and PV. These two 
strains are genetically same organism but only PV have been removed their plasmid from B. 
Meg type bacteria. The modification of PV leads more storage of phosphate in the spore cells. 

To identify the selective intake of certain element from culturing medium, we examine the 
components of the culture medium. The calcium in the medium was lower level than LIBS 
detectable. This result shows the sporation of bacteria absolutely needs calcium and they 
collect calcium very efficiently.     

 
Figure 19. Intensity ratio of two selected wavelength range plotted against each other. The values for X 
axis are made the intensity of the samples at 393.6 nm divide by their intensity at 398.24 nm. The values 
for Y axis are made by intensity of the samples at 58 
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c. Application of LIBS for metallic  component in aqueous solution  

As mentioned at the LIBS property, solid samples are most convenient and strong LIBS 
signal. Liquidor gas samples need more specific optical arrangement to generate breakdown 
and emitting light collection. There are several ideas to overcome the sampling difficulty of 
gas and liquid samples. One of the publications here is a typical sample type conversion 
from liquid sample to solid with concentrating effect. Ion-exchange resins are conventional 
substances used to capture metal ions and hold them in the solid resin matrix. Chemically 
activated microporous membranes functionalized with polycarboxylic acid are typically 
employed[36]. The matrix encapsulation technique has been applied to collect trace metals 
from water, and converting metal ions to a solid form. The pre-concentration of analyte 
from a liquid sample into the ion exchange membrane was extensively studied for LIBS 
measurement by Schmidt and Goode[37]. The captured Cu on the small area of the ion 
exchange membrane has shown that the pre-concentration can provide a large volume of 
liquid filtration. Many of the test elements gave results in the sub mg/L range of detection 
limits by liquid filtration method. Total chromium elements were captured in the membrane 
and measured by LIBS[38] in the range of ng/mL detection limit, where Cr(VI) was 
chemically converted to Cr(III). A fast analysis technique with automated LIBS analyzer is 
configured for monitoring of metal ions in water[39]. The ion exchange membrane is used to 
develop Copper solutions were used to establish pre-concentration parameters. The 
chelating resin based filter membrane was used to capture Cu ions in water. A series of 
standard solutions were filtered through the ion exchange membrane by using a vacuum 
suction system to reduce the filtration time. The LIBS signals of copper absorbed on the 
layers of the membrane were investigated to determine parameters for practical analysis.  

  
Figure 20. Experimental set up for ion-capture filtering and LIBS (top) and detail of collection optics 
(bottom). 
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3.8. Solution samples and instrumentation  

The stock solutions were prepared using copper salts as the source of the copper ions from, 
cupric nitrate (Cu(NO3)2· 3H2O, Fisher), cupric chloride and cupric sulfate, at a 500 mg/L 
concentration, which were then diluted to make a series of test solutions with well-defined 
concentrations. A copper sheet (99.9% Cu) was obtained. A commercially available 
extraction membrane was obtained from 3M filtration Products (St. Paul, MN). The original 
purpose of using the ion-exchange membrane was to extract multivalent metal ions for 
environmental analysis by chelating in the PTFE matrix. The ionic selectivity of the 
membrane is known to follow roughly along the EDTA complex formation constants. The 
membrane was affixed between the edges of two Teflon tubes with a 12 mm inner diameter. 
The upper tube was connected to the supply manifold valve for switching sample solutions, 
flushing water and drying air. The lower tube was depressurized for filtering and suction 
through a drain reservoir. The drainage tube held a round glass filter to support the 
membrane during solution filtering.  

For this LIBS system, an ion-exchange membrane concentrator was assembled as shown in 
the Figure 20 for use in the experiment. A fiber optic cable collected the breakdown 
emissions through collection optics (L1 and L2) and directed them to a fixed-grating 
spectrometer. The spectrometer has a 3600-sensor array and covers a spectral range of 250 
nm – 800 nm. The samples on the motorized stage were moved 0.5 mm to 1 mm stepwise to 
collect an averaged spectrum from a membrane sampler.  

3.9. Operation conditions for membrane concentrator 

A 10 mg/L copper solution prepared from Cu(NO3)2 was used to test the filtering conditions 
of the membrane concentrator. The LIBS spectra were obtained in the measurable intensity 
range. The inset in Figure 21 shows the major copper peak that was used for this test. The 
metal capturing function of the ion exchange membrane is known as that of the EDTA 
chelating process, therefore the chelating speed must be fast enough to capture all the 
copper ions during filtration. The estimated filtering time through a 0.2 mm thickness of 
membrane filter is 3 min when 20 mL of solution is passed through a 12 mm diameter filter 
at the vacuum suction pressure of 20 kPa. The amount of copper captured on the membrane 
filter should be proportional to the observed LIBS intensity. As shown in Figure 21, the 
average intensity for the LIBS peak at 324.75 nm is almost constant throughout the changes 
of suction pressure which control the filtering speed of test solution. The experimental 
results show that there is a large uncertainty in capturing Cu on membrane filter (a large 
error bar in Figure 21) when the sample solutions are filtered very slowly with low suction 
pressure. If the filtration process took more than 30 minutes at a pressure of less than 10 kPa, 
the error in measurement increased. It was also found that soaking for extended periods of 
time in test solution would lead to wrinkles on the membrane filter, due to membrane 
swelling. On a wrinkled membrane, the liquid filtration path is biased in certain areas of the 
filter paper resulting in uneven dispersion of captured ions on the membrane surface. On 
the other hand, when the test solution was filtered at a very high speed, i.e., the suction 



 
Advanced Aspects of Spectroscopy 154 

3.8. Solution samples and instrumentation  

The stock solutions were prepared using copper salts as the source of the copper ions from, 
cupric nitrate (Cu(NO3)2· 3H2O, Fisher), cupric chloride and cupric sulfate, at a 500 mg/L 
concentration, which were then diluted to make a series of test solutions with well-defined 
concentrations. A copper sheet (99.9% Cu) was obtained. A commercially available 
extraction membrane was obtained from 3M filtration Products (St. Paul, MN). The original 
purpose of using the ion-exchange membrane was to extract multivalent metal ions for 
environmental analysis by chelating in the PTFE matrix. The ionic selectivity of the 
membrane is known to follow roughly along the EDTA complex formation constants. The 
membrane was affixed between the edges of two Teflon tubes with a 12 mm inner diameter. 
The upper tube was connected to the supply manifold valve for switching sample solutions, 
flushing water and drying air. The lower tube was depressurized for filtering and suction 
through a drain reservoir. The drainage tube held a round glass filter to support the 
membrane during solution filtering.  

For this LIBS system, an ion-exchange membrane concentrator was assembled as shown in 
the Figure 20 for use in the experiment. A fiber optic cable collected the breakdown 
emissions through collection optics (L1 and L2) and directed them to a fixed-grating 
spectrometer. The spectrometer has a 3600-sensor array and covers a spectral range of 250 
nm – 800 nm. The samples on the motorized stage were moved 0.5 mm to 1 mm stepwise to 
collect an averaged spectrum from a membrane sampler.  

3.9. Operation conditions for membrane concentrator 

A 10 mg/L copper solution prepared from Cu(NO3)2 was used to test the filtering conditions 
of the membrane concentrator. The LIBS spectra were obtained in the measurable intensity 
range. The inset in Figure 21 shows the major copper peak that was used for this test. The 
metal capturing function of the ion exchange membrane is known as that of the EDTA 
chelating process, therefore the chelating speed must be fast enough to capture all the 
copper ions during filtration. The estimated filtering time through a 0.2 mm thickness of 
membrane filter is 3 min when 20 mL of solution is passed through a 12 mm diameter filter 
at the vacuum suction pressure of 20 kPa. The amount of copper captured on the membrane 
filter should be proportional to the observed LIBS intensity. As shown in Figure 21, the 
average intensity for the LIBS peak at 324.75 nm is almost constant throughout the changes 
of suction pressure which control the filtering speed of test solution. The experimental 
results show that there is a large uncertainty in capturing Cu on membrane filter (a large 
error bar in Figure 21) when the sample solutions are filtered very slowly with low suction 
pressure. If the filtration process took more than 30 minutes at a pressure of less than 10 kPa, 
the error in measurement increased. It was also found that soaking for extended periods of 
time in test solution would lead to wrinkles on the membrane filter, due to membrane 
swelling. On a wrinkled membrane, the liquid filtration path is biased in certain areas of the 
filter paper resulting in uneven dispersion of captured ions on the membrane surface. On 
the other hand, when the test solution was filtered at a very high speed, i.e., the suction 
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pressure is more than 80 kPa, the ions just pass through the membrane. A 20 mL solution 
takes only 10 sec to filter and ions begin to pass through without being captured which 
leads to a weaker intensity on the LIBS spectra. Based on this membrane operation test, a 
suction pressure of 30 kPa was maintained as the standard condition, so 20 mL of solution 
can be completely filtered within 2 minutes. 

 
Figure 21. LIBS intensity of Cu at 324.7 nm sampled by filtering at different suction pressure. The inset 
shows the Cu emission that was concentrated from a 10 mg/L of Cu solution. 

 
Figure 22. LIBS intensity measurements for low concentration samples. Each of the data points were 
obtained by averaging five individual measurements on a single filter surface at five different spots. The 
line was made using the data points from 0.5 mg/L to 15 mg 
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3.10. LIBS intensity from the top membrane surface 

Figure 22 shows LIBS intensity of low concentration samples (a few mg/L Cu solutions) for 
the peaks at 324.75 nm. All data points were obtained by averaging five individual 
measurements at five different spots on a single membrane filter. Since the sample surface 
required for a single laser breakdown shot is less than 0.1mm in diameter, multiple 
measurements and their average values are easily obtained over the surface of the 
membrane filter. The LIBS intensity of copper displays a linear correlation over 
concentration ranges below 15 mg/L. The line in Figure 22 was made by using the data 
points from 0.5 mg/L to 15 mg/L of Cu solutions with the exclusion of higher concentration 
data. The results give a relatively too narrow dynamic range for general analytical use. 
However, the correlation of the line is R2=0.9926 and it can be an acceptable analytical 
calibration concentration. The reason for the extremely limited dynamic range is 
investigated further in the next section. 

 
Figure 23. Intensity change by consecutive laser shots. The Cu concentration in the sample solutions for 
the membrane filtration is 100 mg/L, 32 mg/L and 10 mg/L. The membrane filter soaked for 24 hours in 
100 mg/L solution (lower right) shows intensity greater 
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3.11. Depth effects on ion-capture membrane 

In Figure 22, when the concentration of Cu solution is higher than 20 mg/L, the LIBS 
intensity of Cu at 324.75 nm seems to lose its proportionality relationship to the 
concentration and remain constantly extended to 35 mg/L. Initially, the retention capability 
of the membrane was suspected but this was shown not to be the case because the filtrate 
(drain) from high concentrations did not contain copper ions. To verify the effects of depth 
profiling on ion-capture membrane, further investigation was done using multiple laser 
shots at the same spot of membrane. Figure 23 shows the LIBS intensity change by 
consecutive laser shots at a single membrane point. The intensity of the first laser shots from 
the filtered samples of 100 mg/L, 32 mg/L and 10 mg/L solutions are unexpectedly similar, 
and then the next laser shots show intensity change relative to the solution concentration. 
The 100 mg/L sample makes strong LIBS intensities until the 10th laser shot (top-left graph in 
Figure 23, after the 6th shot is not shown). On the contrary, the LIBS intensity seems to 
disappear at the 3rd shot from 10 mg/L sample. A LIBS intensity comparison after the 10th 
pulse was not possible because the laser pulse had already penetrated through the 
membrane and a hole was generated. This observation can be explained by the thickness of 
membrane filter as resulted from the effects of depth profiling on the ion-capture 
membrane. The Cu ion in the sample solution is drawn inward on the ion-capture 
membrane during filtration and captured at a certain depth. It is clear that our laser power, 
50 mJ/pulse, can ablate the Cu-membrane layer by layer. A well prepared calibration curve 
from other literature[37], using stronger laser power, also showed that the calibration began 
to taper off at around 10 mg/L (similar to Figure 22). The authors suggested a linearly 
regressed calibration curve, simply, for the entire concentration range. The effects of depth 
profiling on the ion-capture membrane is also proven by the sampling of passive extraction. 
For the passive extraction, the membrane filter was soaked for 24 hours in 100 mg/L solution 
and the LIBS intensity changes of Cu at 324.75 nm by the consecutive laser shots are shown 
in the graph of lower-right in Figure 23. The most intense spectrum was obtained from the 
first laser shot. None of the ions were drawn physically into membrane during the passive 
extraction, so they were mostly captured on the surface and gave the strongest LIBS 
intensity at the first laser shot. It is clear that the membrane captures ions at the deeper layer 
if the solution is drawn in by suction. As a result, the total ions through the entire thickness 
should be counted to get the proportional values to determine concentration. A modified 
calibration curved is made from the integration of 10 laser-shot intensities as in Figure 24 
using a 2nd order equation. 

3.12. Analysis of tap water using ion-capture membrane 

Tap water was analyzed by using the ion-capture membrane concentrator and LIBS. The tap 
water to our lab at Northern Illinois University is supplied throughout the building by 
copper pipe. There were many studies which showed the copper contamination in the water 
supply from the pluming. The local government which supplies the tap water to this lab 
declared that the source of the city water is collected from the active public water supply 
wells. Inorganic contaminants, such as salt and metals, can be naturally occurring or  
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Figure 24. Modified calibration curve made from the integrated intensity of 10 laser shots and Cu 
concentration up to 70 mg/L. The obtained curve is y = -0.079x2 + 17.81x +23.46 

resulted from urban storm water runoff, industrial, or domestic waste water discharges. The 
ions of Ca, Mg, Na, K, in the city water are known to be of reasonable concentrations within 
the EPA regulations. The annual water report from city shows that the concentration of Cu 
is 1.3 mg/L, and this amount is expected to maintain reasonably throughout the day and 
week. To make an illustration on the effects of pluming for copper contamination from the 
copper pipe, we took water samples during a specific time schedule, early Monday morning 
and Tuesday evening. Each sample contains 20 mL of water and filters through an ion-
capture membrane. Figure 25 shows the LIBS spectrum of tab water sample captured by the 
membrane. Copper emissions were identified along with strong peaks of Ca. The 
concentrations are obtained from the integration of the same number of breakdown shots by 
using the calibration curve as in Figure 24. In case the integrated intensity is greater than 800 
counts, which is around the saturation range, we simply dilute the original sample and 
measure again. The Tuesday sample shows Cu concentration in the range of 5- 10 mg/L, 
which is expected due to the large use of water during the active days in the building and 
the species in the water should be similar to the source water. However, the Monday 
morning samples show higher concentrations mostly around 100 mg/L or more. Some water 
samples show up to 270 mg/L of copper, especially for hot water pipe line. We can infer for 
the high concentration of copper on the Monday sample that water remained in the pipes 
during the weekend and did not move. This result shows that the contamination of copper 
from the pluming of building is significant and is shown to depend on the retention time of 
water in the building pipe. 
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Figure 25. LIBS spectrum of ion captured membrane. The sample solutions are 20 mL of tap water 
filtered through membrane filter. 

 
Figure 26. The elemental distribution of patterns for Ba, Pb, Sr, and Fe in a polished granite rock 
section. 
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d. Ceramic and geology sample application 

Laser induced plasma spectroscopy has been applied to the analysis of element distribution 
mapping of polished rock sections[40]. The plasma was generated by focusing a frequency-
doubled second harmonic 532 nm Nd:YAG laser on the target under atmospheric 
conditions. The experimental parameters, such as laser energy, atomic emission line and 
time profile of the plasma spectrum, were characterized to obtain optimum experimental 
conditions and estimate the element composition of the target surface. For the element 
mapping of samples, an X-Y stage was used to move the sample and an element image of 50 
x 50 mm could be made in 30 min. Using this technique, the element concentration 
distribution of Ba, Cu, Fe, Mn, Pb, Si, and Sr in polished rock sections were obtained. 
Quantitative analysis was achieved by analyzing standard rock samples. Calibrated 
concentration versus plasma intensity was used for the color grading for the mapping of 
element concentration distribution. The elemental mapping analysis for a granite sample is 
illustrated in Figure 26. The ore vein within the existing sample was selected to identify the 
different compositions of ore and surface element distribution. The element distribution 
differences were represented by color grading, where the upper first line represents the 
color scale. The region where a lode was crossed during the analysis is rich in Pb and Sr but 
the Ba content is low. Iron does not show differences and is nearly uniformly distributed 
across the sample. 

 
Figure 27. The mapping image of a commercial printed circuit board. Black circle and character on the 
right circuit board is copper layer for soldering electronic component. The measured values from LIBS 
constitute pixels on left map. 

A sensitive optical technique for compositional mapping of solid surface using LIBS was 
described[41]. A pulsed Nd:YAG laser with second harmonic module was focused on the 
solid surface, giving a small ablation area, to produce plasma emission. Copper and 
magnesium emissions from a standard sample were carefully analyzed and assigned in the 
wavelength range 500-520 nm. The assigned spectral information was selected to construct 
an image of 100 x 100 pixels by mapping the measured emission intensity values from the 
analyzed points. The time required for image construction and image sharpness depends on 
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the number of laser shots per point of analysis and the number of analyzed points per 
image. A clear image of a copper conductor pattern from a printed circuit board was 
generated. In addition, some copper contaminations around the conductor area are clearly 
visible in the scanning LIBS map. The contaminated copper salt probably resulted from the 
incomplete washing step during manufacturing that could cause a short circuit in an 
electronic device. A commercial printed circuit board is shown in the right portion of Figure 
27. Circles on the top are patterned copper layer for soldering the electronic components. 
Characters on the bottom are the same copper layer for product identification. The laser-
ablated area (gray shaded square) is 5 x 5 mm2. The left portion of Figure 27 is a mapping 
image of copper corresponding to the gray shaded square. Each 100x100 pixels corresponds 
to a measured emission intensity value of LIBS on the ablated point. 

4. Conclusion 

The goal of LIBS development is to extend the analytical feasibility of LIBS for detecting 
organic, inorganic metals and ceramic material for the various applications. The sample 
types also not limited to the solid and expanded to liquid gas, aerosol, powder, bacteria, and 
industrial products. Several applications of LIBS were illustrated in this chapter. Detections 
for metallic components are usually accomplished easily from the measured spectral ranges 
from ultraviolet (230 nm) to visible (700 nm) of the plasma emission. Only a few seconds of 
measuring time is a great advantage and will be useful for screening and monitoring system 
for industry and security monitoring. Evaluation of analytical feasibility for detecting and 
identifying the sample should be decided by analyzing the LIBS spectra of specific 
components as well as matrix derived from the source of the samples. 
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1. Introduction 
Among different types of polymers, elastomers, also called rubbers, are of special interest for 
many industrial applications. This interest resides in the high yield strength of these materials 
that makes possible deforming them manifold their original length without permanent 
residual strain. However, elastomers can suffer from surface deterioration when subject to 
rubbing, contacting with aggressive media, ultraviolet light and other. Oxidation of elastomers 
can produce degradation of its chemical, physico-mechanical, rheological and surface 
properties. In tribological applications, the quality of the elastomer surfaces is also of special 
concern since significant degradation of mechanical and tribological behaviour is usually 
associated with small changes in the surface composition and properties [1]. Therefore, 
studying the mechanisms of surface degradation of elastomers is very important for 
comprehension of the failure modes of elastomer components and improving their durability. 

For improving the performance of material surfaces, different surface modifications have 
been developed so far. Properties of elastomer surfaces depend, to a large degree, on the 
chemical constitution of molecules in the surface layer [2]. Therefore, tailoring polymer 
surfaces has attracted much interest of researchers in polymer chemistry [3]. Polymer surface 
modification allows obtaining good performance of components at lower costs than using 
expensive advanced bulk materials [4]. Presently, halogenation, etching, grafting, oxidation, 
and other surface modification techniques are intensively used. Another alternative is the 
application of coatings onto the elastomer surface, although the application of coatings on 
deformable substrates without occurrence of interfacial delamination is not straightforward. 
Among various coatings, amorphous diamond-like carbon (DLC) is considered by various 
authors as a good candidate for application on elastomer surfaces [5]. Such coatings have 
excellent tribological behaviour, i.e., low friction coefficient and wear rate [6]. 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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Ethylene-propylene-diene elastomer (EPDM) is one of the most widely used elastomers in 
various outdoor and industrial applications, such as waterproof coatings, electrical 
insulation, pipes, and mounts. In general, it is employed in applications which demand a 
material with good mechanical properties and with a retained elastic nature [7]. World 
production of EPDM is estimated to be 41% of all elastomers [8-11]. Also it has a good 
resistance to degradation at elevated temperature, sunlight, in oxygen and, in particular, 
ozone [12]. Acrylonitrile-butadiene rubbers (NBR) and hydrogenated acrylonitrile-butadiene 
rubbers (HNBR) form another widely used family of elastomers. In hydrogenated rubber the 
double bonds of butadiene (CH2=CH-CN) are saturated yielding rubber with much higher 
chemical inertness. These elastomers are extensively employed in automotive industry, 
especially for lip seals, due to their moderate cost, excellent resistance to oils, fuels and 
greases, processability and very good resistance to swelling by aliphatic hydrocarbons [13]. 

Our study is focused on characterization of surface chemical composition of different 
elastomers subject to rubbing, surface modification and application of coatings. The main 
technique used for this study was X-ray photoelectron spectroscopy (XPS), which is a very 
powerful technique for characterizing the chemical composition of very thin (few nm) 
surface layers. XPS is particularly useful when analysing elastomers, as it provides 
information about the chemical environment of the elements, i.e. type of bonds, chemical 
state, etc. Thus, XPS is well suited for investigation the changes in binding energy of 
chemical elements situated within the first tens of nanometres of the material surface [4]. 
Elastomers are typically composed of carbon, hydrogen, oxygen and nitrogen. Their surface 
and bulk properties depend on the way these elements are combined rather than on the 
presence of other chemical elements. XPS allows detection of new functional groups [4] and 
evaluation the variation in the amount of existing functional groups, e.g. C-O, as function of 
surface tailoring, ageing [1], or rubbing [14]. However, often it can be difficult to distinguish 
between different functional groups having similar binding energies. Therefore, in many 
cases some complementary techniques should be used to elucidate chemical features of 
elastomer surfaces. One of these complementary techniques consists in measuring of contact 
angles (CA) of sessile drops of various liquids placed on the elastomer surface. This very 
simple method provides valuable information on the types of surface groups [15]. In 
particular, by using water, presence of polar groups, e.g. C-O, can be determined. So, the 
degree of surface activation due to surface modification can be determined from 
measurements of surface hydrophobicity [16]. Then, more information on the surface 
chemistry and Surface Free Energy (SFE) can be obtained from measuring CA of various 
liquids with different characteristics. In the following sections we present some fundamental 
aspects of these techniques and case studies of elastomer surfaces. 

2. XPS for characterization of elastomer surfaces 

2.1. Introduction to the XPS technique 

XPS is an analytical technique that has its fundamental origin in the photoelectric effect, 
which was first explained by Einstein in 1905 [17]. This effect has become a powerful tool for 
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studying the composition and the electronic structure of the matter [18]. A schematic 
drawing of typical XPS measurement device is shown in Figure 1a. The measurements are 
performed in ultrahigh vacuum (UHV) in order to control the surface cleanliness and to 
reduce the electron scattering on gas molecules. To provide a beam of photons with given 
characteristics the device is equipped with an X-ray source focused on the sample surface. 
The photoelectrons emitted from the sample material at characteristic energies are analysed 
by a suitable electron analyser. The kinetic energy, Ek, at which electrons are emitted follows 
the fundamental energy conservation equation in photoemission: 

 B K ah E E     ,   (1) 

 
Figure 1. a) Schematic drawing of an experimental XPS system; b) typical photoemission spectra of an 
elastomer 

in which h is Plank constant;  is the photon frequency and the product h defines the 
energy of the incident photon; EB is the binding energy of the electron in the atom. The 
origin of the binding energies is related with Fermi level, Ef, whereas the kinetic energies are 
referenced to the vacuum level. The difference between both levels corresponds to work 
function of the analyser, φa. By measuring the electron kinetic energies and knowing the 
spectrometer work function, it is possible to determine the binding energies of various inner 
levels (or core electrons), as well as those of the outer (or valence) electrons involved in 
chemical bonding. A typical photoemission (PE) spectrum, i.e. PE yield vs. kinetic energy of 
the emitted photoelectrons obtained from a photon-illuminated area, is shown in Figure 1b. 
The spectrum consists of a series of peaks on a background signal which generally increases 
at low kinetic energy due to secondary electrons, i.e. photoelectrons that are inelastically 
scattered in the way out of the sample. In summary, the XPS spectra consist of peaks at 
discrete kinetic energies corresponding to atomic core levels (CLs) and Auger transitions. 
Note that each element has a unique elemental spectrum. With the most commonly used 
excitation sources, the kinetic energy of photoelectrons is typically ranged between 0 and 
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1400 eV. Since inelastic mean free path of photoelectrons, , in solids is small [19], chemical 
information is obtained from the surface and few subsurface atomic layers. Quantitative 
information can be derived from the peaks areas, whereas chemical states can often be 
identified from the exact positions of the peaks and separations between them. The presence 
of chemical bonding causes binding energy shifts, which can be used to infer the chemical 
nature (such as atomic oxidation state) from the sample surface. Here, we limit ourselves to 
study elastomer samples. A complete description of XPS technique can be found in 
specialized literature [20, 21]. 

2.2. Advantages and shortcomings of XPS technique for characterization of 
elastomer surfaces. Operating conditions, measurements and semi-quantitative 
analysis 

The standard XPS measurements are carried out under vacuum conditions by retarding-
fields techniques. The most commonly used X-ray sources are Al K (1486.6 eV) and Mg K 
(1253.6 eV). The X-ray lines from these sources are narrow (less than 0.9 eV) and provide 
good energy resolution for many applications. Initially, a survey scan or wide energy range 
scan, typically from 1000 to 0 eV, should be obtained in order to identify the elements 
present on the surface. As each element emits electrons at characteristic energies, it is 
possible to identify all the elements present in the sample surface, except hydrogen and 
helium which are not detectable by this technique. Elastomers usually contain a small 
number of elements, of which the most common are C, O, N, F and Cl. Other elements like 
sulphur and zinc can be detected in small quantities. Sulphur is a typical curing agent, 
whereas zinc is usually employed as a curing activator [22]. In most of the cases, these 
elements will not be taken into account as they have no real influence on the surfaces 
properties. Normally, the elements are uniformly distributed in the bulk; however, under 
certain circumstances surface segregation may take place.  

It should be stressed that XPS is a semi-quantitative technique. In order to quantify the 
amount of each element the integrated area of a particular peak should be divided by the 
corresponding relative sensitivity factor. The following is a generalized expression for 
determination of atom fraction, Cx, of a constituent x in a sample:  

    / / /x x x i iC I S I S  , (2) 

where Ix is the peak area and Sx is the atomic sensitivity factor of the x-th element. The 
denominator corresponds to the atomic fraction of other elements in the sample. Assuming 
a homogeneous distribution of elements, a strong line for each element in the spectrum 
should be analyzed. In case the requirement of homogeneity is not fulfilled, the assumption 
of homogeneity can be used as a starting point for further calculations. Reference published 
data on elemental sensitivity factors could be used for determination of S, although the type 
of instrument and analysis conditions should be considered. With this technique it is also 
possible to identify chemical states of a given element by measuring the high resolution or 
core level peaks. 



 
Advanced Aspects of Spectroscopy 

 

168 

1400 eV. Since inelastic mean free path of photoelectrons, , in solids is small [19], chemical 
information is obtained from the surface and few subsurface atomic layers. Quantitative 
information can be derived from the peaks areas, whereas chemical states can often be 
identified from the exact positions of the peaks and separations between them. The presence 
of chemical bonding causes binding energy shifts, which can be used to infer the chemical 
nature (such as atomic oxidation state) from the sample surface. Here, we limit ourselves to 
study elastomer samples. A complete description of XPS technique can be found in 
specialized literature [20, 21]. 

2.2. Advantages and shortcomings of XPS technique for characterization of 
elastomer surfaces. Operating conditions, measurements and semi-quantitative 
analysis 

The standard XPS measurements are carried out under vacuum conditions by retarding-
fields techniques. The most commonly used X-ray sources are Al K (1486.6 eV) and Mg K 
(1253.6 eV). The X-ray lines from these sources are narrow (less than 0.9 eV) and provide 
good energy resolution for many applications. Initially, a survey scan or wide energy range 
scan, typically from 1000 to 0 eV, should be obtained in order to identify the elements 
present on the surface. As each element emits electrons at characteristic energies, it is 
possible to identify all the elements present in the sample surface, except hydrogen and 
helium which are not detectable by this technique. Elastomers usually contain a small 
number of elements, of which the most common are C, O, N, F and Cl. Other elements like 
sulphur and zinc can be detected in small quantities. Sulphur is a typical curing agent, 
whereas zinc is usually employed as a curing activator [22]. In most of the cases, these 
elements will not be taken into account as they have no real influence on the surfaces 
properties. Normally, the elements are uniformly distributed in the bulk; however, under 
certain circumstances surface segregation may take place.  

It should be stressed that XPS is a semi-quantitative technique. In order to quantify the 
amount of each element the integrated area of a particular peak should be divided by the 
corresponding relative sensitivity factor. The following is a generalized expression for 
determination of atom fraction, Cx, of a constituent x in a sample:  

    / / /x x x i iC I S I S  , (2) 

where Ix is the peak area and Sx is the atomic sensitivity factor of the x-th element. The 
denominator corresponds to the atomic fraction of other elements in the sample. Assuming 
a homogeneous distribution of elements, a strong line for each element in the spectrum 
should be analyzed. In case the requirement of homogeneity is not fulfilled, the assumption 
of homogeneity can be used as a starting point for further calculations. Reference published 
data on elemental sensitivity factors could be used for determination of S, although the type 
of instrument and analysis conditions should be considered. With this technique it is also 
possible to identify chemical states of a given element by measuring the high resolution or 
core level peaks. 

 
X-Ray Photoelectron Spectroscopy for Characterization of Engineered Elastomer Surfaces 

 

169 

Depth distribution of elements can also be obtained using XPS in destructive or non-
destructive modes. In the first one, ion sputtering is used to remove surface layers. 
Sputtering and XPS can be applied consecutively or simultaneously. In the non-destructive 
mode, depth profiling is obtained by varying the detection angle of the emitted electrons. In 
this case the probed depth is limited to 3. More detailed information about both methods 
can be found elsewhere [20]. 

Another important problem in XPS analysis is related with sample degradation due to X-ray 
radiation. In fact, this degradation comes from the secondary electrons emitted during the 
X-ray exposure [23, 24]. In most of the cases this degradation is slow enough as compared 
with time required for XPS analysis, thus the changes in composition due to X-ray can be 
neglected. Notwithstanding, this problem should be considered when analysing chemically 
unstable materials. In our work, no sample degradation due to X-ray radiation has been 
observed for all studied elastomers. 

XPS measurements were performed in ultrahigh vacuum with base pressure of 2×10-10 mbar 
using a Phoibos 100 ESCA/Auger spectrometer with Mg K anode (1253.6 eV). To avoid X-
ray damage on the samples low X-ray power of 150 W was used. The core level narrow 
spectra were recorded using pass energy of 15 eV. For the data analysis, the contributions of 
the Mg K satellite lines were subtracted and the spectra were subjected to a Shirley 
background subtraction formalism [25]. The binding energy, EB, scale was calibrated with 
respect to the C 1s core level peak at 285 eV. The surface area subject to XPS analysis was 
around 5.6 mm2 that is large enough to obtain an average surface chemical composition. 
When modified samples were analyzed, the surface area subject to XPS analysis was smaller 
than the treated area, thus the contribution from untreated surfaces was negligible. The 
shape of C 1s core level peak (HR C1s) measured with high energy resolution was analysed 
using peak fitting in order to identify functional groups. Depending on the chemical 
environment of the carbon atoms, important chemical shift of C 1s peak can be observed. 
Decomposition of the experimental peak in components allows identification of the 
contribution from each component. For the analysis of HR C1s, the spectrum recorded from 
the untreated sample was used as a reference. The HR C1s was fitted leaving the full width 
at half maximum (FWHM) of the C–C/C–H component to vary freely while the other 
components were forced to adopt the same value. The fit of the treated samples was 
performed using the same values of FWHM and the binding energies (with uncertainty of  
0.1 eV) as for untreated elastomer. The only remaining free parameter in the fit procedure 
was the area of the peaks. By doing so, new carbon species derived from the treatment 
processes could be identified. An example of the analysis of HR C1s is presented in Figure 2 
where some spectra of untreated and modified elastomers are compared. Presence of new 
carbon species (in this case C-O and C-F bonds) can be identified from the shape of the HR 
C1s. The contribution from these groups varied depending on the surface treatment. 
However, identification of chemical groups can be difficult when different species produce 
similar chemical shifts (see Table 1 for EB of main carbon bonds identified in the present 
study). For example, C=C bond was included into the group of C-C/ C-H components since 
the shift between these two groups is only 0.3 eV [26] that is below the resolution limit of the 
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experimental system used in this study. Detailed analysis of XPS spectra is presented in 
section 3.3.  

 
Figure 2. High resolution C1s core level spectra of elastomer samples: a) untreated EPDM, b) EPDM 
after fluorination with CF4, c) EPDM after fluorination with SF6, and d) HNBR after the same 
fluorination as c) 

Bonds EB (±0.1 eV) Ref. 
C-C, C-H, C=C 285 [26, 27] 
C-O, -CH-CF2 286.3 [26-30] 
C=O, -CH-CF 288.1 [26-30] 
O-C=O, -CFH-CF2 289 [26-30] 
CF 289.8 [30, 31] 
CF2 291.8 [30, 31] 
CF3 293.3 [30-32] 

Table 1. Components employed for the analysis of the C 1s core levels 

2.3. Complementary techniques for the interpretation of the results of XPS 

As we mentioned in the introduction section, surface and bulk properties of elastomers 
depend on the way the main constituents (C, H, O, N, etc.) are combined rather than on 
the presence of other chemical elements. Therefore, in some cases and depending on the 
light source employed for XPS analysis, it is difficult to distinguish between the presence 
of different functional groups, as occurs for HR C1s with C-O and C-N groups. 
Complementary information on surface chemistry of elastomers can be obtained from 
spectroscopy of inelastic scattering of light, e.g. Fourier Transformed Infra-Red 
spectroscopy (FTIR), Raman spectroscopy and others. Measurements of SFE of elastomer 
using sessile drop method is another very simple but powerful method which can provide 
valuable information on the type of the surface groups. The method is based on 
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measuring the CA between a droplet of a certain liquid and an elastomer surface under 
well-controlled conditions. The CA is obtained from a balance of interfacial tensions 
between three phases: solid (S), liquid (L) and vapour (V) (Figure 3) and is defined from 
Young-Dupré equation: 

 cos 0SV SL LV      .  (3) 

When a droplet contacts a rough surface, the measured or apparent contact angle, may 
differ from the intrinsic one, i.e. the CA of the same liquid on an ideally smooth surface of 
the same material. Wenzel [33] proposed to introduce a roughness factor, r, which is the real 
contact area divided by the geometrical, or projected, area. Homogeneous wetting regime of 
a liquid on a rough surface is described by: 

 cos cosar   .  (4) 

The roughness factor can be determined numerically from 3D surface measurements 
obtained using appropriate technique, e.g. confocal microscopy, laser scanning 
profilometry, etc. [1]. Recently there were many criticisms on the Wenzel´s approach. In [34] 
it was demonstrated that CA behaviour is determined by interactions of the liquid and the 
solid at the three-phase contact line alone and that the interfacial area within the perimeter 
is irrelevant. They suggested that Wenzel´s equation is valid only to the extent that the 
structure of the contact area reflects the ground-state energies of contact lines and the 
transition states between them. 

 
Figure 3. Schematic representation of contact angle 

Depending on the specific method, the CA measurement allows determining total SFE, the 
polar and dispersive components of SFE (Fowke´s approach), apolar Lifshitz – Van der 
Waals (LW) and polar acid - base components (van Oss´s approach). According to van Oss´s 
approach, the surface tension could be resolved into components due to dispersion, 
induction and dipole-dipole forces, and hydrogen bonding [35]. For non-metallic solid 
surfaces, in addition to apolar LW interactions, electron acceptor – electron donor 
interactions, or Lewis acid-base (AB) interactions may often occur. In this case the total 
surface tension is the sum of two components: LW  and AB  [36]. Unlike LW interactions, 
polar interactions are essentially asymmetrical. The polar component of the free energy of 
interaction between solid and liquid can be expressed as [35]: 
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  2AB
SL S L S LF            , (5) 

where    is the electron acceptor, or Lewis acid component, and - is the electron donor, or 
Lewis base component of the surface tension. Then, the expanded form of Young-Dupré 
equation can be obtained by combining (3) and (5): 

  0.5 1 cost LW LW
L S L S L S L              . (6) 

If for a given liquid the components of surface tension t
L , LW

L , L
 , and L

  are known, (6) 
is a linear function of three unknown parameters corresponding to the components of 
surface tension of the solid surface LW

S , S
 , and S

 . As this equation is 
underdetermined, the components of surface tension for the solid can be found by 
measuring CAs using at least three different liquids with known and different components 
of surface tension. If the values of the components of surface tension for the three liquids are 
close together, the calculated values for three parameters for the solid will be “unduly 
sensitive” [36] to small errors in the values of the parameters of surface tension of the 
liquids, and in the measured CAs. To overcome this problem, CA measurements should be 
performed with more than three liquids. These will constitute an overdetermined system of 
linear equations which can be solved by least-square method. In order to reduce the 
measurement error, each measurement of the CA should be repeated several times. Mean 
value, i , and standard error of mean, seθi, should be determined for each liquid from these 
measurements.  

The resulting set of simultaneous equations is the following: 

  0.5 1 cost LW LW
Li i S Li S Li S Li              , (7) 

where subscript i indicates the liquid. It can be written in the matrix form: 

 Y Ab ,  (8)  

where Y is the matrix of independent variable (left side of eq. (7)), A is the (n3) matrix of 
known coefficients, n is the number of liquids used for CA measurements, and b is the 
vector of unknown parameters:  

    1 10.5 1 cos 1 cos
T

t t
L n Ln        

Y  , (9) 
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Advanced Aspects of Spectroscopy 

 

172 

  2AB
SL S L S LF            , (5) 

where    is the electron acceptor, or Lewis acid component, and - is the electron donor, or 
Lewis base component of the surface tension. Then, the expanded form of Young-Dupré 
equation can be obtained by combining (3) and (5): 

  0.5 1 cost LW LW
L S L S L S L              . (6) 

If for a given liquid the components of surface tension t
L , LW

L , L
 , and L

  are known, (6) 
is a linear function of three unknown parameters corresponding to the components of 
surface tension of the solid surface LW

S , S
 , and S

 . As this equation is 
underdetermined, the components of surface tension for the solid can be found by 
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  0.5 1 cost LW LW
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where subscript i indicates the liquid. It can be written in the matrix form: 

 Y Ab ,  (8)  

where Y is the matrix of independent variable (left side of eq. (7)), A is the (n3) matrix of 
known coefficients, n is the number of liquids used for CA measurements, and b is the 
vector of unknown parameters:  
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Then, mean values of the surface tension components can be determined from the matrix 
equation: 
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is the covariance matrix of errors of CA measurements.  

The standard error of mean of the unknown parameters can be found from the main 
diagonal of the covariance matrix: 

   1
 T -1K A D A .  (13) 

The calculated values of the parameters of the surface tension should be tested for statistical 
significance using t-test. In case some of the parameters are not statistically significant, it can 
be zero set and removed from b. Then, the calculation should be repeated using modified 
matrix A. By doing so, the standard error of the parameters of solid can be reduced. 

Matrix method is also very useful for the analysis of surface tension variation in time, e.g. 
due to ageing. In this case, CA measurements are performed at different periods of time 
using a set of several liquids as described above. This constitutes a set of simultaneous 
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Assuming that all measurements have the same error, the matrix of parameters of solid 
surface can be found from the following equation: 

   1
 T Tb A A A Y , (17) 

and standard errors of the unknown parameters can be found from the main diagonal of the 
covariance matrix: 

   12s


 TK A A ,  (18) 

where s2 is the sample variance determined as: 

  T2 1 ( )
1

s
n p

  
 

Y Ab Y Ab . (19) 

Although different substances can be used as probe liquids, the following five liquids are 
the most widely used: water, glycerol, diiodomethane, formamide, and ethylene glycol [1, 
29, 37, 38]. The values of the components of surface tension for these liquids are listed in 
Table 2. 

Liquid γt γLW γAB γ- γ+ 
Water 72.80 21.80 51.00 25.50 25.50 
Glycerol 64.00 34.00 30.00 57.40 3.92 
Formamide 58.00 39.00 19.00 39.60 2.28 
Ethylene glycol 48.00 29.00 19.00 30.10 3.00 
Diiodomethane 50.80 50.80 0.00 0.00 0.00 

Table 2. The components of surface tension for different probe liquids (from [29, 37]) 

Additionally, the Fowke’s model can be used to determine the polar and dispersive 
components of surface energy. The following is the set of simultaneous Young-Dupré 
equations corresponding to the measurements of the CA for p liquids at time tj:  

  0.5 1 cos ( ) ( ) ( ) , 1 .p pt d d
Li i j S j Li S j Lit t t i p           (20) 

Since there are two unknown parameters in this model, the number of liquids used for the 
CA measurements can be smaller than for van Oss´s model. After corresponding 
modification of A and b, solution of (20) can be found by the matrix method described above. 

3. Case studies  

3.1. Characterization of elastomer surface subject to ageing 

Though synthetic elastomers like EPDM are very attractive to industry due to their high 
chemical stability and low permeability for water, they are sensitive to oxidation at elevated 
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temperatures. Understanding of the chemical mechanisms of elastomer degradation is a key 
for designing advanced elastomers with higher resistance to oxidative degradation. 
Therefore, XPS and SFE analysis were employed to elucidate chemical changes produced on 
EPDM elastomer surfaces due to ageing. 

XPS wide energy range scans were obtained for EPDM samples aged at 80 ºC and 120 ºC 
during up to 100 days. Surface chemical composition of the samples determined from these 
spectra as a function of ageing duration is shown in Table 3. The high carbon content in all 
samples arises from the contribution from the backbone structure of the elastomer. Oxygen, 
nitrogen, silicon and zinc are generally attributed to curing agents, amine-based accelerators 
and additives [1, 14]. 

With the increasing ageing duration, the O/C ratio also increases (last column of Table 3). In 
addition, for both temperatures there was certain increase in nitrogen and silicon 
concentrations for the 100 days ageing. As XPS is a superficial analysis technique, the 
variation of these elements present in small amounts on the surface could be related to 
diffusion processes during ageing and segregation of impurities on the surface. Being a 
thermally activated process, migration of additives is faster at higher temperatures, thus 
surface concentration of silicon after ageing at 120 ºC is higher than at 80 ºC. 

 

Thermal ageing Composition (% at.) 
O/C ratio 

T (ºC) ta (days) C O N Si Zn 
As received  93 5 0 2 -* 0.054 

80 
5 90 7 0 2 1 0.078 

50 88 9 1 1 1 0.102 
100 82 14 3 1 -* 0.171 

120 100 80 13 2 4 1 0.163 

Table 3. Chemical composition of some EPDM samples obtained from XPS wide energy range scan 
(with permission from [1]) 
*traces 

The results of curve fitting procedure of the HR C1s  are shown in Figure 4. The broad 
carbon peak in the range of EB from 283 eV to 289 eV can be attributed to different carbon-
based surface functional groups. C 1s peak was fitted with four Gaussian/ Lorenzian 
components with the maximum intensity at EB of 285 eV, 286.3 eV, 288.1 eV and 289 eV. 
According to the literature, these energies can be assigned to C-C or C-H, hydroxyl (C-O/ C-
OH), carbonyl (C=O) and carboxyl (O-C=O), respectively (see Table 1). Most part of carbon 
was in form of C-C / C-H. For the samples aged at 80 ºC the amount of carbon bonded to 
oxygen, especially in form of hydroxyl, increased with the increase of ageing duration. After 
100 days at 80 ºC, carbon-oxygen bonds were composed of hydroxyl (20% with respect to 
carbon), small portion of carbonyl (4%) and traces of carboxyl (1%). This effect was similar 
to the evolution of the oxygen content registered in the wide energy range scan (Table 3). 
Similar behaviour was also observed by [39] and [7]. When comparing the samples aged 
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during 100 days at 80 ºC and 120 ºC the portion of carbon-oxygen functional groups was 
lower at higher temperature, though both samples had similar surface contents of oxygen. 
According to [39] C-OH bonds are the main product of EPDM ageing as inferred from the C 
1s core level peak. However, the results obtained in our work suggested that ageing above 
100 ºC could cause hydroxyl desorption. This could explain the lower C-O content 
registered after the treatment at higher temperature.  

Variations in the components of the SFE for the elastomer as a function of the ageing 
parameters were determined using acid-base regression method with the five liquids listed 
in Table 2. The results are shown in Figure 5. For both ageing temperatures    was 
statistically insignificant, so this term was omitted from the model. Since the component    
is null, EPDM surface is mainly S

  monopolar. In the absence of a parameter of the 
opposite sign, energy parameters of a monopolar surface do not contribute to the total 
surface energy (energy of cohesion) since the polar component 2 0AB      [35]. 
Therefore, the total SFE is controlled solely by LW interaction. However, monopolar 
surfaces can strongly interact with bipolar liquids. 

 
Figure 4. C 1s spectra of EPDM: a) as received, b) aged  5 days at 80 ºC, c) aged 50 days at 80 ºC, d) aged 
100 days at 80 ºC, e) aged 100 days at 120 ºC. Dots – experimental data, solid lines – fitting (with 
permission from [1]) 

At 80 ºC, LW
S increased exponentially with ageing duration reaching almost stable values 

after 60 days. Parameter S
  had an induction period of approximately 5 days. These results 

agree with previous works in which the induction period during thermal oxidation of 
EPDM was determined as 130 h at 80 ºC [40] and 150 h at 150 ºC [7]. Variations of the 
induction period in different works can be due to differences in the EPDM composition, 
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more specifically, in the carbon black and antioxidants content. After induction period, S
  

increased rapidly and reached the maximum in 30 days. Then, it remained almost constant 
with a slightly decreasing tendency, which, however, was within a standard error. The solid 
line connecting the filled circles in Figure 5a was obtained by fitting the experimental data 
with an exponential function having a time constant of 17.70.4 days. 

At 120 oC (Figure 5b), LW
S raised up at the beginning of ageing and then followed almost 

linear increasing behaviour with low rate. Surprisingly, after 100 days ageing at 120 ºC LW
S

was approximately 5% smaller than for ageing at 80 ºC. However, after 100 days LW
S still 

maintained the linear growth, while at 80 ºC it stabilized. 

The evolution of S
 was similar to that of LW

S , although the initial increase was not as steep 
as for LW

S component. There is a large difference in the behaviour of S
 for both ageing 

temperatures. On short ageing periods S
 was notably smaller at the higher temperature, 

but this difference vanished on large ageing periods. In addition, at 120 oC the induction 
period was not observed. Probably, the induction period at higher temperature was less 
than one day, so it could not be measured in these tests. This finding is consistent with [40] 
who reported shortening of the induction period to 10 h at 120 ºC. 

 
Figure 5. Components of SFE as function of ageing duration: a) ageing temperature 80 ºC, b) ageing 
temperature 120 ºC (with permission from [1]) 

The initial value of t
S , which is equal to LW

S in our case, is consistent with the findings of 
[39] for EPDM before weathering test at ambient temperature. They observed that t

S  first 
increased and then stabilized at 23.8 - 25.4 mJ m-2. These values are almost two-fold 
smaller than in our thermal ageing experiments. This fact supports the hypothesis of a 
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thermally activated nature of the processes responsible for the increase in the surface 
energy [1]. 

During ageing of EPDM, two competitive processes typically occur: (i) oxidation of the 
elastomer chains and (ii) crosslinking between the chains. The oxidation process resides in 
chain scission and recombination accompanied by formation of oxygen functional groups 
and radicals. Since double bonds are more chemically active due to the presence of a π-
bond, cross-linking and oxidation at the initial stage of ageing mainly involves rupture of 
double bonds. Characteristic times for cross-linking of EPDM at 80 ºC and 120 ºC are 100 h 
and 12.5 h, respectively [40]. After these periods, the material is considered fully cross-
linked (at given temperature) that implies significant reduction of the concentration of 
double bonds. Also, it is reasonable to expect that with the increasing temperature the 
degree of cross-linking increases and the residual concentration of double bonds decreases. 
During the induction period, cross-linking is the dominating process as can be inferred from 
the behaviour of S

 , O/C ratio and very high activation energy for oxidation of EPDM, 
which ranges between 143.4 and 171.4 kJ mol-1 [41]. Further ageing of cross-linked elastomer 
is accompanied with slower oxidation of carbon chains. The higher reactivity of residual 
double bonds for EPDM aged at 80 oC can explain the steeper increase in SFE and higher 
concentration of oxygen after induction period. The evolution of SFE for ageing at 80o C is 
described by a first-order reaction with the activation energy between 63.5 and 83.7 kJ mol-

1[1]. These values are higher than those reported in [42], but similar to the activation energy 
for oxidation of long hydrocarbon chain alkanes and aromatics such as in heavy fuel oil [43]. 
For ageing at 120 ºC the linear increase in SFE is described by a zero-order reaction. Zero-
order reaction was reported also for surface degradation of fully cross-linked EPDM under 
artificial weathering conditions [39].  

In conclusion, oxygen functional groups, mainly hydroxyl, were identified on EPDM surface 
after ageing. The presence of these groups was more pronounced after the treatment at 80 ºC 
than at 120 ºC. Higher ageing temperatures lead to faster cross-linking processes. At lower 
temperature C=C bonds are not fully consumed due to cross-linking [3], hence the oxidation 
processes at lower temperature is more intensive than at higher temperature. In addition, 
ageing at long durations promotes changes in the surface chemical composition of EPDM. 
These changes can be attributed to migration of additives towards the surface as reflected by 
the increase in Si and N concentrations after 100 days ageing at both temperatures. 

3.2. Characterization of surface chemical composition of elastomer surfaces 
subject to sliding friction 

Degradation of elastomer surfaces can be accompanied by formation of specific surface 
texture like smearing or microfibrill formation [44-46]. In [45, 46] it was speculated that these 
effects could be due to tribochemical reactions and thermooxidative degradation, however 
no cogent experimental evidences have been presented so far. In order to provide deeper 
insight into the mechanisms of elastomer failure, surface chemical composition and SFE 
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were studied before and after friction as a function of the amount of carbon black (CB) filler 
in EPDM [14]. Carbon black is one of the most widely used reinforcing fillers [47-49] that 
improves the stiffness and the toughness of rubbers, while maintaining high flexibility and 
good physical and mechanical properties at low manufacturing costs. The amount of CB 
varied between 0 and 60 parts per hundred rubber (phr). The samples were subjected to 
roller-on-plate (ROP) friction tests under conditions detailed in [46]. Friction coefficient was 
not influenced significantly by the CB content, whereas wear rate decreased with increasing 
the CB content [14]. 

Surface chemical composition (at. %) outside and inside the contact zones was determined 
from the analysis of wide energy XPS spectra (Figure 6). The dominating carbon 
contribution (95 % and higher) was due to the elastomer backbone structure. The atomic 
concentrations of other elements including O, Si, S, N and Zn remained below 5 %. 

In case some thermooxidative processes and/or tribochemical reactions occur at the contact 
zone, one can expect certain increase not only in the oxygen concentration, but also in 
oxygen bonding to carbon atoms in the friction zone. However, the observed behaviour of 
surface chemical composition was more complex. More specifically, two different tendencies 
were observed as far as the amount of oxygen in the friction zone is concerned. For unfilled 
EPDM, the amount of oxygen on the surface of friction zone increased, whereas for filled 
EPDM it decreased. Notwithstanding these variations, on the surfaces not subjected to 
friction and for all CB contents, no changes in the binding energy of the oxygen and carbon 
were observed in high-resolution O 1s and C 1s spectra (Figure 7). The single contribution of 
C at 285 eV (Figure 7b) from the C-C / C-H component implies absence of oxygen-containing 
functional groups (see Table 1). 

 
Figure 6. Surface composition of EPDM samples with different carbon black content determined from 
XPS analysis (with permission from [14]) 

Detailed analysis of the C 1s core level on the surface subjected to friction revealed that 
FWHM of the peaks were broader for EPDM 0 phr and 30 phr than for EPDM with higher 
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CB content (Figure 7b). The reason for this broadening could be initially attributed to higher 
surface roughness of these samples. However, an equivalent broadening did not occur for 
the O 1s peak. So, roughness could not explain the broadening of the C 1s core level peak. 
Moreover, the broadening was not completely symmetric and presented a shoulder at lower 
binding energies. The fitting of the spectra with a single component of the same FWHM for 
all samples evidenced this asymmetry (Fig. 7d). The shoulder corresponded to energies 
close to sp2 carbon [26, 28, 29]. This finding suggests formation of carbon double bonds 
and/or graphitization in the elastomers with lower CB content. Since these elastomers have 
worse wear performance, peak broadening can be associated with higher wear rate and 
damage in the elastomer. A small mismatch between the fitting and the experimental data 
was observed at higher binding energies only for 0 phr EPDM. This mismatch could be 
attributed to the roughness effect since the contact surfaces of these samples were severely 
damaged. In the hypothetical case assuming that this mismatch was caused by C-O bonds, 
the amount of these species would be rather small. What is clear from these fittings is the 
absence of carbon-oxygen bonds in the wear track that could explain the different 
performance in response to friction of the EPDM samples. 

 
Figure 7. HR O 1s and C 1s core level spectra out of (a) and b) and in (c) and d) the wear track of the 
EPDM samples. Inset in b) represents the fitting of the EPDM 0 phr sample (with permission from [14]) 

Elastomer degradation is usually associated with bond scission and oxidation of the 
backbone structure [27, 39]. We argue that oxygen detected on the samples was not related 
with backbone structure oxidation since no C-O and C=O bonds were observed in XPS 
spectra. Migration of additives to the surface can be a plausible reason for the increase in 
oxygen. Actually, silicon was found at the characteristic binding energy of its oxide form (102 
eV). Other authors have suggested that fracture of macromolecular chains is accompanied by 
generation of low molecular weight products as well as C=C structures [27, 50]. For the 
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samples with larger amounts of CB (45 and 60 phr), the bond scission was smaller as can be 
inferred from their better wear performance, so the formation of C=C could not be 
appreciated with the given resolution of the XPS using a non-monochromatic light source. 

On the wear track the amount of elements coming from additives (those different from carbon) 
as well as the amount of oxygen progressively decreased with the increasing amount of carbon 
black filler. Similarly to the unworn region, oxygen on the worn surface was associated mainly 
with silicon. Some changes in the sulphur spectrum also occurred. The as-received samples 
presented two peaks at about 162 eV and 168.5 eV. The first one is related to the S2- sulphur 
state, while the second one is related to higher oxidation states. The peak at 168.5 eV 
significantly decreased after the removal of airborne contamination indicating superficial 
localisation of these oxides and the predominant S2- state in the wear track. These findings 
suggested that the sulphur chemical state at the surface of the EPDM samples was altered in the 
ROP tests, and a part of the oxides located in the outer surface of the elastomer was removed.  

Water CAs on worn, θfr,a, and unworn, θnfr, surfaces were measured to study the changes in 
wettability caused by the presence of new superficial functional groups (mainly oxygen 
functional groups due to degradation). Subscript a denotes the apparent CA. The values of 
the roughness factor, r, and intrinsic CA for water, θfr, are shown in Table 4. For unworn 
samples, mean value of the CA was around 84º with no significant variations with different 
carbon black content. However, intrinsic CA was larger on the friction zone than on the 
unworn surfaces for all samples. The increase in the CA was statistically significant at the 
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CB content 
(phr) 

r θfr (deg) seθfr (deg) θnfr(deg) seθnfr(deg) 
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Table 4. Roughness factor (r), mean intrinsic contact angles on worn, θfr, and unworn, θnfr, surfaces 
with corresponding standard errors of mean (with permission from [14]) 
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From the results of XPS and CA measurements we concluded that no thermooxidation 
processes were observed on friction zone under given experimental conditions for all EPDM 
samples and irrespective of the CB content. Chemical modification of the EPDM surface was 
due to mechanochemical effects rather than a thermooxidative effect [52-55]. Softer EPDMs 
with lower carbon black content were severely damaged during ROP test. The increase in 
C=C bonds for these samples can be attributed to bonds breaking accompanied by different 
radical reactions [56-58]. 

3.3. Characterization of surface chemical composition after atmospheric plasma 
treatments and thin coating of amorphous diamond-like carbon (DLC) 

Surface modification is aimed at changing the characteristics of the surface and thin 
subsurface layer [59] or generation of active centres for further attachment of compounds 
[60]. By surface modification desired surface properties such as adhesion or wettability [61] 
can be obtained leaving the underlying bulk unchanged. By doing so, both the surface and 
bulk properties can be independently tailored and optimized. In this section we present 
some case studies with the purpose of demonstration the capabilities of XPS technique. 

Plasma processing of materials is a crucial industrial technology in many areas including 
electronics, aerospace, automotive, and biomedical industries [62] due to its versatility [63]. 
Though nowadays plasma processing is performed mostly at low pressures, atmospheric 
plasma systems provide an appealing alternative to vacuum plasma systems because 
continuous processing can be performed at a lower cost [62, 64-66]. Operation under 
atmospheric pressure provides high flexibility and portability to this technique [32] and 
allows it expansion to processing of a larger number of materials [62]. One of the 
possibilities of atmospheric plasma treatments is the use of a plasma torch [67]. In this case, 
a reactive gas is added to the primary feed gas of the plasma torch in order to generate a 
flux of chemically active species, e.g. fluorine, toward treated surface. In this way, the 
surface being fluorinated should not be immersed in reagents and is not directly exposed to 
the plasma [62]. This treatment can be performed at room temperature and is faster than 
other fluorination methods [68]. All these advantages are important for industrial 
application. In our studies surface modification was carried out in two ways: using only ions 
of inert gases or using also chemically active gases. The reactive gases used for fluorination 
(commonly SF6 and CF4) should be thoroughly diluted with a carrier gas on order to create a 
stable plasma at atmospheric pressure. Nitrogen, argon or helium are typically used as a 
carrier gas as they can be easily ionized [65]. Due to the high reactivity of ionized fluorine-
containing gases, surface reactions, etching, and plasma polymerization can occur 
simultaneously. The predominance of one or another will depend on the gas feed, the 
operating parameters and the chemical nature of the polymer substrates. 

Table 5 shows the chemical composition of EPDM elastomers modified by atmospheric 
plasma using N2, Ar and He carrier gases in combination with SF6 and CF4 fluorination 
precursors. The composition of untreated elastomers and those activated only by He plasma 
are included for comparison. The chemical composition was determined from XPS analysis. 
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All plasma-treated samples had fluorine (0.3 to 13 at. %), oxygen (13 to 22 at. %) and 
nitrogen (< 2 at. %) on their surfaces. It should be mentioned that plasma treatments 
promoted a significant increase in the oxygen content. This oxygen incorporation into the 
surface was similar when plasma activation only with He gas was used. Therefore, oxygen 
content on the treated surfaces does not significantly depend on the presence or absence of 
reactive gases during plasma treatments. Oxygen incorporation to the elastomer takes place 
through interactions between free radicals, O2 and H2O molecules from ambient air after the 
plasma treatment [64]. Traces of sulphur were detected on the EPDM surface after plasma 
processing using SF6 [69]. The degree of fluorination for each treatment can be evaluated 
from O/C and F/C atomic ratios shown in Table 5. From these data it is evident that for 
fluorination purposes CF4 is more effective than SF6. Previously, these results were 
explained in terms of the dissociation products formed in the plasma [32, 66]. No significant 
differences in F/C ratio were found for the combination of inert carrier gases (Ar and He) 
and CF4, whereas He was more effective for fluorination in combination with SF6. At the 
same time, nitrogen carrier gas yielded lower F/C ratio. This is because radicals produced by 
dissociation of SF6 and CF4 could not react with N2 due to the strong bond between nitrogen 
atoms. So far, only few information is available in the literature on these reactions [70, 71] to 
allow definite conclusion. The analysis of the HR C 1s  (Figure 2 a, b) revealed the changes 
in the shape of the core level peak that evidenced not only significant increase in the C-O 
bonds after the fluorination treatments, but also the apparition of new functional groups 
involving carbon, oxygen and fluorine. 

 

Process 
Chemical composition (at. %)  

C O N F S F/C O/C 
Untreated 93 5 0 0 0 0 0.005 

SF6 
N2 80.4 16.3 1.5 1.3 0.5 0.02 0.20 
Ar 81.6 14.1 1.9 1.7 0.6 0.02 0.17 
He 71.1 19.6 1.6 6.8 0.9 0.09 0.27 

CF4 
N2 84.4 13.4 1.9 0.3 0 0.003 0.16 
Ar 65.9 19.3 1.8 13.0 0 0.20 0.29 
He 63.4 21.9 1.8 12.0 0 0.19 0.34 

Activation He 79 16 traces - - - 0.20 

Table 5. Surface composition of EPDM samples after atmospheric plasma treatments 

 C1s core level components 

 
C-C 
C-H 

C-O 
-C-H-CF2 

C=O 
CH-CF 

O-C=O 
CFH-CF2 

CF CF2 CF3 

Untreated 96 4 0 0 0 0 0 
He activation 77 12 8 3 0 0 0 
Fluorinated 45 36 7 5 3 3 1 

Table 6. Analysis of the components of the C1s core level of EPDM elastomers: untreated, He activated 
and fluorinated 
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The presence of CF and CF2 can be explained by H substitution and chain scissions [32]. CF2- 
represents the main chain of the polymer,-CF- component could indicate cross-link sites [72] 
and -CF3 component indicates end groups of polymer chains [72] and grafting [32]. These 
findings imply enhancing of cross-linking in the elastomer due to plasma processing with 
fluorine-containing gas. 

Figure 2b and 2c show a comparison of HR C1s for elastomers treated with CF4 and SF6 
using the same carrier gas. From the shape of the peaks one can observe again that CF4 is 
more effective than SF6 in fluorinating because of the presence of additional fluorine 
containing groups together with the increase in the total fluorine content already mentioned 
in Table 6. SF6 molecules mainly dissociate into fluorine atoms and SF5 radicals [66], whereas 
CF4 produces fluorine, CF, CF2 and CF3 radicals that react with the elastomer surface leading 
to a substantial incorporation of fluorine [32]. Though fluorine atoms were considered as the 
main responsible of the fluorination process, CFx radicals could contribute to formation of 
highly fluorinated components (in particular CF3 groups) [65]. Thus, higher content of CFx 
groups after treatment with CF4 in comparison to SF6 could be attributed to the larger 
number of fluorine-containing radicals. Our results demonstrated that the main effect of SF6 
resided in oxidation of the polymer surface, while CF4, in addition to surface oxidation also 
induced incorporation of CFx radicals enhancing the efficiency of the fluorination process 
[4]. SFE measurements of fluorinated samples revealed that increase in the surface free 
energy, γ, was noticeable only for the samples which chemical composition was 
significantly modified, especially by incorporation of oxygen and fluorine polar groups. The 
increase in SFE related mainly with the electron donor, γ-, contribution of the polar 
component, γAB, [73]. 

It should be noted that the modification of elastomer surface is not always as evident as in 
the above examples. The extent of surface modification induced by a particular surface 
treatment is highly dependent on the type of the elastomer. For instance, when the same 
treatment is carried out for HNBR, the extent of the surface modification was much less as 
compared with EPDM (Figure 2d). Surface chemical composition of treated HNBR was 
almost the same as for untreated one with no presence of fluorine containing groups and no 
increase in oxygen content [15]. A saturated backbone structure of elastomer such as HNBR 
makes it less reactive to the plasma treatments.  

From systematic studies of fluorinating process under different conditions we concluded 
that high concentration of fluorine on the elastomer surface, typically higher than 7%, is 
associated with formation of fluorine-containing functional groups in form of CF, CF2 or 
CF3.The presence of CF and CF2 can be explained by H substitution and chain scissions [32], 
where -CF2- represents the main chain of the polymer, -CF- component could indicate cross-
link sites [72], and-CF3 component indicates end groups of polymer chains [72] and grafting 
[32]. These findings imply enhancing of cross-linking in the elastomer due to plasma 
processing with fluorine-containing gas. On the contrary, in processing with lower 
fluorinating efficiency (< 7%) no evidence of C-F bonds was found [4]. 
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The analysis of other core levels such as O 1s or F 1s can provide complementary 
information on surface chemical groups. From the analysis of O 1s core level peak of 
fluorinated samples having one symmetric peak at about 532.6 eV (not shown here, see [4]), 
we concluded that hydroxyl or ether species were predominant after all fluorinating 
treatments [62]. This finding is in agreement with the C 1s analysis presented above, as can 
be inferred from small contributions in the C 1s peak from carboxyl and carbonyl species at 
288.1 and 289 eV, respectively [26]. On the other hand, F 1s core level spectra had certain 
differences when using SF6 and CF4 with the same carrier gas, e.g. He (Figure 8). When SF6 
was used, the peak was symmetric and centred at about 687.2 eV, whereas for CF4 it was 
centred at 688.1 eV. These energies are close to those reported in the literature for fluorine 
covalently bonded to carbon [62, 64]. These findings clearly indicated an incorporation of 
fluorine in the polymer chains. The behaviour observed in the F 1s peaks presented a good 
correlation with the C 1s analysis given above. Higher fluorine concentration in the sample 
is associated with the presence of CF2 bonds according to the C 1s analysis and displacement 
of the main F 1s peak towards higher binding energies [26]. 

 
Figure 8. Comparison of the F 1s core level after fluorination treatments with different precursors 

Another way to modify elastomer surfaces and improve their tribological properties consists 
in application of different coatings. Elastomer surfaces with low friction can be obtained by 
deposition of (3-aminopropyl)-triethoxysilane (APEO) or (3-glycidoxypropyl)trimethoxy-
silane (GLYMO) coatings using siloxane precursors [74, 75] or polytetrafluoroethylene 
(PTFE). PTFE is commonly used as a coating on metallic substrates and it has been recently 
optimised for use on elastomers yielding low friction coefficient and enhancing other 
properties [75, 76]. Diamond like carbon (DLC) is another very promising candidate for 
coatings due to its excellent tribological properties and chemical inertness [6]. DLC coatings 
have been widely used on different substrates including metals, ceramics and other 
inorganic materials. Recently, elastic DLC coating on elastomers was developed [5]. Initially, 
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the idea of applying a hard DLC film on soft elastomer materials with low elastic modulus 
received much scepticism because of the risk of loss of adherence and interfacial 
delamination. However, after successful demonstration of the efficiency of DLC coatings on 
elastomer substrates their application has been widely spread, especially in automotive 
industry. Further advances in application of DLC on elastomer surfaces can be made on the 
basis of deeper understanding of surface chemistry of coated systems. In this work we 
studied surface chemical composition of uncoated and DLC-coated NBR and HNBR 
elastomers using XPS and CA methods. HNBR is a hydrogenated elastomer with no double 
bonds in the elastomer backbone structure. Therefore, HNBR is less chemically reactive than 
NBR against the same treatment [4]. 

Surface chemical composition of elastomers obtained from the wide energy range scan XPS 
spectra are shown on Table 7. For all samples, carbon, oxygen and nitrogen were the main 
surface elements. Small amounts of other elements used in the elaboration processes of 
elastomers were also detected [22]. As we already mentioned before, these components have 
no important influence on the surface properties [13]. When DLC coating was applied, 
oxygen content slightly increased. In order to investigate changes in the main bonding of the 
elastomers, curve fitting procedure of XPS spectra of the C1s core level peaks was 
performed (see Figure 9 and Table 7). Four components: C-C/CH; C-O; C=O and O-C=O 
were used for fitting. These components were derived from the expected chemistry of the 
samples and taking into account natural oxidation process of the elastomers. The binding 
energies of these components are listed in Table 1. CN bond from the NBR structure was not 
considered due to the small contribution of nitrogen to the final composition. The results 
evidenced that C-C contribution corresponding to the backbone structure of the elastomers 
decreased for DLC-coated elastomers as a consequence of the formation of oxygen 
functional groups, mainly in form of C-O. HNBR presented larger variation of the carbon 
bond than NBR. 

Despite the small variations observed in the surface chemical composition, DLC-coated 
elastomers presented better tribological performance reflected in a significant reduction in 
the coefficient of friction (COF) and friction noise [77]. Also, water CA increased for NBR 
after DLC deposition (Figure 10) indicating the increase in the hydrophobic character of 
NBR elastomer surfaces after DLC deposition. This finding is consistent with previous 
works where an increase in the hydrophobic properties of the DLC-coated elastomers was 
attributed to sp2 and sp3 hybridised carbon bonds in the DLC coating. One should bear in 
mind that higher hydrophobicity of the surface is usually related to a higher chemical 
stability. Actually, in our experiments SFE of NBR elastomers decreased by 9% after DLC 
deposition [77]. For hydrogenated HNBR elastomer, the variations in the hydrophobicity 
after DLC coatings were statistically insignificant. In contrast to NBR, SFE increased by 8% 
for DLC-coated HNBR. We suggested that hydrogenation of unsaturated bonds to form 
HNBR results in different reactivity of the elastomer towards the DLC coatings. Despite the 
fact that the same type of DLC coating was deposited on all the elastomers, the extent of the 
modifications was different depending on the substrate. 
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 C1s core level components 

 C O N 
C-C 
C-H 

C-O C=O O-C=O 

NBR uncoated 98 1 0 97 3 0 0 
NBR coated 98 1 0 93 7 0 0 
HNBR uncoated 92 4 3 91 5 4 0 
HNBR coated 89 6 3 86 11 2 1 

Table 7. Surface composition and analysis of the components of the C1s core level of NBR and HNBR 
before and after DLC coating 

 
Figure 9. HRC 1s core level of HNBR elastomer before (a) and after DLC coating (b) 

 
Figure 10. Water CA on elastomers before and after DLC coating 
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4. Concluding remarks  

We have shown that XPS is a sensitive and versatile technique to characterize surface 
chemical composition of engineered elastomer surfaces. The combination of XPS with other 
techniques such as CA measurements or SFE calculations allows the evaluation of minute 
changes in surface chemical composition and structure of surface functional groups 
resulting from surface degradation or surface treatment. Therefore, factors like ageing 
processes, lubricant absorption or reaction of the elastomer chains under surface treatment 
have been analysed with this technique. As XPS binding energies are not only element-
specific but also contain chemical information, it provides information about chemical 
states of a particular element. So, the degradation of the elastomer backbone structure 
during ageing and wear was evaluated in terms of C-O or C-OH bond formation. In 
general, the binding energy increases with increasing oxidation state and, for a fixed 
oxidation state, with the electronegativity of the ligands. The C 1s spectrum of 
fluorocarbon polymer is an example how the binding energy of carbon depends sensitively 
on the electronegativity of its neighbours. It was shown that an increase in the oxygen 
content is not necessarily related to oxidation of carbon bonds and, therefore, to 
degradation. The presence of new elements, e.g. fluorine due to plasma fluorination, is not 
always related to the formation of C-F bonds as well. This information cannot be obtained 
by many other analytical techniques, which makes XPS particularly interesting for this 
kind of studies. One limitation found was the lack of sensitivity to resolve the possible 
cross-linking after certain surface treatments. The energy gap between the C=C and C-C 
bonds are below 0.8 eV which is the range of resolution of nonmonocromated Mg K X-ray 
source. However, cross-linking effects were determined from the variation of SFE 
components and O/C and F/C ratios. When studying elastomer surfaces subjected to 
rubbing, no important oxidation indicative of thermochemical reactions was observed. 
Modifications of the elastomer surfaces were interpreted in terms of mechanochemical 
reactions and wear. 

The final properties of elastomer components can be significantly modified even by small 
changes in chemical composition of thin surface layer. The extent of the surface modification 
is clearly influenced by the elastomer substrate and it is more significant for organic 
materials than other inorganic materials. 
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materials than other inorganic materials. 

Author details 

Lidia Martínez and Elisa Román 
ICMM-CSIC, Dept. Surfaces and Coatings, Madrid, Spain 

Roman Nevshupa* 
CISDEM-CSIC, Spain 

                                                                 
* Corresponding Author 

 
X-Ray Photoelectron Spectroscopy for Characterization of Engineered Elastomer Surfaces 

 

189 

Acknowledgement 

Most of this study was developed under the framework of the EU project KRISTAL No. 
515837-2 (6th FP). The authors acknowledge Dr. Yves Huttel for his fruitful discussion about 
the XPS results, IVW (Germany) and TRW (Spain) for the EPDM substrates, VITO (Belgium) 
for the plasma treatments, HEF (France) for the DLC coatings. The authors also 
acknowledge the Spanish National Research Council (CSIC) for grant PIE201160E085 and 
Spanish Ministry for Economy and Competitiveness for financial support provided in the 
projects MAT2011-29194-C02-02, BIA2011-25653 and “Ramón y Cajal” RYC-2009-04125. 

5. References 

[1] Nevshupa R, Martinez L, Alvarez L, Lopez MF, Huttel Y, Mendez J, et al. (2011) 
Influence of thermal ageing on surface degradation of ethylene-propylene-diene 
elastomer. Journal of Applied Polymer Science. 119:242-251. 

[2] Laoharojanaphand P, Lin TJ, Stoffer JO (1990) Glow discharge polymerization of 
reactive functional silanes on poly(methyl methacrylate). Journal of Applied Polymer 
Science. 40:369-384. 

[3] Desai SM, Bodas DS, Singh RP (2004) Fabrication of long-term hydrophilic elastomeric 
surfaces via plasma induced surface cross-linking of functional monomers. Surface and 
Coatings Technology. 184:6-12. 

[4] Martínez L, Huttel Y, Verheyde B, Vanhulsel A, Román E (2010) Photoemission study of 
fluorination atmospheric pressure plasma processes on EPDM: Influence of the carrier 
and fluorinating gas. Applied Surface Science. 257:832-836. 

[5] Nakahigashi T, Tanaka Y, Miyake K, Oohara H (2004) Properties of flexible DLC film 
deposited by amplitude-modulated rf p-cvd. Tribology International. 37:907-912. 

[6] Lindholm P, Björklund S, Svahn F (2006) Method and surface roughness aspects for the 
design of DLC coatings. Wear. 261:107-111. 

[7] Delor-Jestin F, Lacoste J, Barrois-Oudin N, Cardinet C, Lemaire J (2000) Photo-, thermal 
and natural ageing of ethylene–propylene–diene monomer (EPDM) rubber used in 
automotive applications. Influence of carbon black, crosslinking and stabilizing agents. 
Polymer Degradation and Stability. 67:469-477. 

[8] Majumder PS, Bhowmick AK (1998) Friction behaviour of electron beam modified 
ethylene–propylene diene monomer rubber surface. Wear. 221:15-23. 

[9] Lonkar SP, Kumar AP, Singh RP (2007) Photo-stabilization of EPDM–clay 
nanocomposites: Effect of antioxidant on the preparation and durability. Polymers for 
Advanced Technologies. 18:891-900. 

[10] Farahani TD, Bakhshandeh GR (2005) The effect of curing on sorption and diffusion of a 
brake fluid in EPDM elastomer. e-Polymers. 47:1-10. 

[11] Banik I, Bhowmick AK (2000) Electron beam modification of filled fluorocarbon rubber. 
Journal of Applied Polymer Science. 76:2016-2025. 



 
Advanced Aspects of Spectroscopy 

 

190 

[12] Tillier DL, Meuldijk J, Koning CE (2003) Production of colloidally stable latices from 
low molecular weight ethylene–propylene–diene copolymers. Polymer. 44:7883-7890. 

[13] Degrange JM, Thomine M, Kapsa P, Pelletier JM, Chazeau L, Vigier G, et al. (2005) 
Influence of viscoelasticity on the tribological behaviour of carbon black filled nitrile 
rubber (NBR) for lip seal application. Wear. 259:684-692. 

[14] Martinez L, Nevshupa R, Felhoes D, de Segovia JL, Roman E (2011) Influence of friction 
on the surface characteristics of EPDM elastomers with different carbon black contents. 
Tribology International. 44:996-1003. 

[15] Martínez L, Álvarez L, Huttel Y, Méndez J, Román E, Vanhulsel A, et al. (2007) Surface 
analysis of NBR and HNBR elastomers modified with different plasma treatments. 
Vacuum. 81:1489-1492. 

[16] Alisoy HZ, Baysar A, Alisoy GT (2005) Physicomathematical analysis of surface 
modification of polymers by glow discharge in medium. Physica A: Statistical 
Mechanics and its Applications. 351:347-357. 

[17] Einstein A (1905) Über einen die erzeugung und verwandlung des lichtes betreffenden 
heuristischen gesichtspunkt. Annalen der Physik. 322:132-148. 

[18] Hüfner S (2003) Photoelectron spectroscopy. Principles and applications, 3rd edition. 
Berlin: Springer, 662 p. 

[19] Seah MP, Dench WA (1979) Quantitative electron spectroscopy of surfaces: A standard 
data base for electron inelastic mean free paths in solids. Surface and Interface Analysis. 
1:2-11. 

[20] Briggs D, Seah MP (1990) Practical surface analysis—auger and X-ray photoelectron 
spectroscopy. Chichester: Wiley, 657 p. 

[21] Woodruff DP, Delchar TA (1986) Modern techniques of surface science. Cambridge: 
Cambridge University Press, 608 p. 

[22] Mitra S, Ghanbari-Siahkali A, Kingshott P, Rehmeier HK, Abildgaard H, Almdal K 
(2006) Chemical degradation of crosslinked ethylene-propylene-diene rubber in an 
acidic environment. Part i. Effect on accelerated sulphur crosslinks. Polymer 
Degradation and Stability. 91:69-80. 

[23] Akhter S, Allan K, Buchanan D, Cook JA, Campion A, White JM (1988) XPS and IR 
study of X-ray induced degradation of pva polymer film. Applied Surface Science. 
35:241-258. 

[24] Coullerez G, Chevolot Y, Léonard D, Xanthopoulos N, Mathieu HJ (1999) Degradation 
of polymers (PVC, PTFE, m-f) during X-ray photoelectron spectroscopy (ESCA) 
analysis. Journal of Surface Analysis. 5:235-239. 

[25] Shirley DA (1972) High-resolution x-ray photoemission spectrum of the valence bands 
of gold. Physical Review B. 5:4709-4714. 

[26] Beamson G, Briggs D (1992) High resolution XPS for organic polymers: The Scienta 
ESCA 300 database. Ney York: John Wiley & Sons, 306 p. 

[27] Zhang SW (2004) Tribology of elastomers. Amsterdam: Elsevier, 282 p. 



 
Advanced Aspects of Spectroscopy 

 

190 

[12] Tillier DL, Meuldijk J, Koning CE (2003) Production of colloidally stable latices from 
low molecular weight ethylene–propylene–diene copolymers. Polymer. 44:7883-7890. 

[13] Degrange JM, Thomine M, Kapsa P, Pelletier JM, Chazeau L, Vigier G, et al. (2005) 
Influence of viscoelasticity on the tribological behaviour of carbon black filled nitrile 
rubber (NBR) for lip seal application. Wear. 259:684-692. 

[14] Martinez L, Nevshupa R, Felhoes D, de Segovia JL, Roman E (2011) Influence of friction 
on the surface characteristics of EPDM elastomers with different carbon black contents. 
Tribology International. 44:996-1003. 

[15] Martínez L, Álvarez L, Huttel Y, Méndez J, Román E, Vanhulsel A, et al. (2007) Surface 
analysis of NBR and HNBR elastomers modified with different plasma treatments. 
Vacuum. 81:1489-1492. 

[16] Alisoy HZ, Baysar A, Alisoy GT (2005) Physicomathematical analysis of surface 
modification of polymers by glow discharge in medium. Physica A: Statistical 
Mechanics and its Applications. 351:347-357. 

[17] Einstein A (1905) Über einen die erzeugung und verwandlung des lichtes betreffenden 
heuristischen gesichtspunkt. Annalen der Physik. 322:132-148. 

[18] Hüfner S (2003) Photoelectron spectroscopy. Principles and applications, 3rd edition. 
Berlin: Springer, 662 p. 

[19] Seah MP, Dench WA (1979) Quantitative electron spectroscopy of surfaces: A standard 
data base for electron inelastic mean free paths in solids. Surface and Interface Analysis. 
1:2-11. 

[20] Briggs D, Seah MP (1990) Practical surface analysis—auger and X-ray photoelectron 
spectroscopy. Chichester: Wiley, 657 p. 

[21] Woodruff DP, Delchar TA (1986) Modern techniques of surface science. Cambridge: 
Cambridge University Press, 608 p. 

[22] Mitra S, Ghanbari-Siahkali A, Kingshott P, Rehmeier HK, Abildgaard H, Almdal K 
(2006) Chemical degradation of crosslinked ethylene-propylene-diene rubber in an 
acidic environment. Part i. Effect on accelerated sulphur crosslinks. Polymer 
Degradation and Stability. 91:69-80. 

[23] Akhter S, Allan K, Buchanan D, Cook JA, Campion A, White JM (1988) XPS and IR 
study of X-ray induced degradation of pva polymer film. Applied Surface Science. 
35:241-258. 

[24] Coullerez G, Chevolot Y, Léonard D, Xanthopoulos N, Mathieu HJ (1999) Degradation 
of polymers (PVC, PTFE, m-f) during X-ray photoelectron spectroscopy (ESCA) 
analysis. Journal of Surface Analysis. 5:235-239. 

[25] Shirley DA (1972) High-resolution x-ray photoemission spectrum of the valence bands 
of gold. Physical Review B. 5:4709-4714. 

[26] Beamson G, Briggs D (1992) High resolution XPS for organic polymers: The Scienta 
ESCA 300 database. Ney York: John Wiley & Sons, 306 p. 

[27] Zhang SW (2004) Tribology of elastomers. Amsterdam: Elsevier, 282 p. 

 
X-Ray Photoelectron Spectroscopy for Characterization of Engineered Elastomer Surfaces 

 

191 

[28] Swaraj S, Oran U, Lippitz A, Friedrich JF, Unger WES (2005) Surface analysis of plasma-
deposited polymer films, 6. Plasma Processes and Polymers. 2:572-580. 

[29] Grythe KF, Hansen FK (2006) Surface modification of EPDM rubber by plasma 
treatment. Langmuir. 22:6109-6124. 

[30] Nansé G, Papirer E, Fioux P, Moguet F, Tressaud A (1997) Fluorination of carbon 
blacks: An X-ray photoelectron spectroscopy study: I. A literature review of XPS studies 
of fluorinated carbons. XPS investigation of some reference compounds. Carbon. 
35:175-194. 

[31] Wen C-H, Chuang M-J, Hsiue G-H (2006) Plasma fluorination of polymers in glow 
discharge plasma with a continuous process. Thin Solid Films. 503:103-109. 

[32] Hochart F, Levalois-Mitjaville J, De Jaeger R, Gengembre L, Grimblot J (1999) Plasma 
surface treatment of poly(acrylonitrile) films by fluorocarbon compounds. Applied 
Surface Science. 142:574-578. 

[33] Wenzel RN (1936) Resistance of solid surfaces to wetting by water. Industrial & 
Engineering Chemistry. 28:988-994. 

[34] Gao L, McCarthy TJ (2007) How Wenzel and Cassie were wrong. Langmuir. 23:3762-
3765. 

[35] Van Oss CJ, Chaudhury MK, Good RJ (1988) Interfacial Lifshitz-van der Waals and 
polar interactions in macroscopic systems. Chemical Reviews. 88:927-941. 

[36] Wu W, Giese RF, Jr., van Oss CJ (1995) Evaluation of the Lifshitz-van der Waals/acid-
base approach to determine surface tension components. Langmuir. 11:379-382. 

[37] Navrátil Z, Buršíková V, St’ahel P, Šíra M, Zvěřina P (2004) On the analysis of surface 
free energy of DLC coatings deposited in low pressure rf discharge. Czechoslovak 
Journal of Physics. 54:C877-C882. 

[38] Luner PE, Oh E (2001) Characterization of the surface free energy of cellulose ether 
films. Colloids and Surfaces A: Physicochemical and Engineering Aspects. 181:31-48. 

[39] Zhao Q, Li X, Gao J (2008) Surface degradation of ethylene–propylene–diene monomer 
(EPDM) containing 5-ethylidene-2-norbornene (ENB) as diene in artificial weathering 
environment. Polymer Degradation and Stability. 93:692-699. 

[40] Kumar A, Commereuc S, Verney V (2004) Ageing of elastomers: A molecular approach 
based on rheological characterization. Polymer Degradation and Stability. 85:751-757. 

[41] Mason LR, Reynolds AB (1998) Comparison of oxidation induction time measurements 
with values derived from oxidation induction temperature measurements for EPDM 
and XLPE polymers. Polymer Engineering & Science. 38:1149-1153. 

[42] Budrugeac P, Segal E (1994) On the kinetics of the thermal degradation of polymers 
with compensation effect and the dependence of activation energy on the degree of 
conversion. Polymer Degradation and Stability. 46:203-210. 

[43] Ayala JA, Rincón ME (1981) The oxidation of fuel oil #6 studied by differential scanning 
calorimetry. ACS Fuel. 26:120-130. 

[44] Schallamach A (1971) How does rubber slide? Wear. 17:301-312. 



 
Advanced Aspects of Spectroscopy 

 

192 

[45] Felhös D, Karger-Kocsis J (2008) Tribological testing of peroxide-cured EPDM rubbers 
with different carbon black contents under dry sliding conditions against steel. 
Tribology International. 41:404-415. 

[46] Karger-Kocsis J, Mousa A, Major Z, Békési N (2008) Dry friction and sliding wear of 
EPDM rubbers against steel as a function of carbon black content. Wear. 264:359-367. 

[47] Rathinasamy P, Balamurugan P, Balu S, Subrahmanian V (2004) Effect of adhesive-
coated glass fiber in natural rubber (NR), acrylonitrile rubber (NBR), and ethylene–
propylene–diene rubber (EPDM) formulations. I. Effect of adhesive-coated glass fiber 
on the curing and tensile properties of NR, NBR, and EPDM formulations. Journal of 
Applied Polymer Science. 91:1111-1123. 

[48] Chou H-W, Huang J-S, Lin S-T (2007) Effects of thermal aging on fatigue of carbon 
black–reinforced EPDM rubber. Journal of Applied Polymer Science. 103:1244-1251. 

[49] Wang M-J, Wolff S. Surface energy of carbon black. In: Donnet J-B, editor. Carbon black: 
Science and technology, second edition. Ney York: CRC Press; 1993. p. 289-355. 

[50] Rizk RAM, Abdul-Kader AM, Ali ZI, Ali M (2009) Effect of ion bombardment on the 
optical properties of ldpe/EPDM polymer blends. Vacuum. 83:805-808. 

[51] Zhang J, Huang W, Han Y (2006) Wettability of zinc oxide surfaces with controllable 
structures. Langmuir. 22:2946-2950. 

[52] Nevshupa R, Roman E, de Segovia JL (2010) Model of the effect of local frictional 
heating on the tribodesorbed gases from metals in ultra-high vacuum. International 
Journal of Materials & Product Technology. 38:57-65. 

[53] Nevshupa RA (2009) The role of athermal mechanisms in the activation of 
tribodesorption and triboluminisence in miniature and lightly loaded friction units. 
Journal of Friction and Wear. 30:118-126. 

[54] Heinike G (1984) Tribochemistry. Munchen: Carl Hanser Verlag, 495 p. 
[55] Kostetsky BI (1992) The structural-energetic concept in the theory of friction and wear 

(synergism and self-organization). Wear. 159:1-15. 
[56] Malhotra M, Kumar S (1997) Thermal gas effusion from diamond-like carbon films. 

Diamond and Related Materials. 6:1830-1835. 
[57] Butyagin PY (1971) Kinetics and nature of mechanochemical reactions. Russian 

Chemical Reviews. 40:901-915. 
[58] Butyagin PY (1984) Structural disorder and mechanochemical reactions in solids. 

Russian Chemical Reviews. 53:1025-1038. 
[59] Orellana LM, Pérez FJ, Gómez C (2005) The effect of nitrogen ion implantation on the 

corrosion behaviour of stainless steels in chloride media. Surface and Coatings 
Technology. 200:1609-1615. 

[60] Goddard JM, Hotchkiss JH (2007) Polymer surface modification for the attachment of 
bioactive compounds. Progress in Polymer Science. 32:698-725. 

[61] Minko S, Müller M, Motornov M, Nitschke M, Grundke K, Stamm M (2003) Two-level 
structured self-adaptive surfaces with reversibly tunable properties. Journal of the 
American Chemical Society. 125:3896-3900. 



 
Advanced Aspects of Spectroscopy 

 

192 

[45] Felhös D, Karger-Kocsis J (2008) Tribological testing of peroxide-cured EPDM rubbers 
with different carbon black contents under dry sliding conditions against steel. 
Tribology International. 41:404-415. 

[46] Karger-Kocsis J, Mousa A, Major Z, Békési N (2008) Dry friction and sliding wear of 
EPDM rubbers against steel as a function of carbon black content. Wear. 264:359-367. 

[47] Rathinasamy P, Balamurugan P, Balu S, Subrahmanian V (2004) Effect of adhesive-
coated glass fiber in natural rubber (NR), acrylonitrile rubber (NBR), and ethylene–
propylene–diene rubber (EPDM) formulations. I. Effect of adhesive-coated glass fiber 
on the curing and tensile properties of NR, NBR, and EPDM formulations. Journal of 
Applied Polymer Science. 91:1111-1123. 

[48] Chou H-W, Huang J-S, Lin S-T (2007) Effects of thermal aging on fatigue of carbon 
black–reinforced EPDM rubber. Journal of Applied Polymer Science. 103:1244-1251. 

[49] Wang M-J, Wolff S. Surface energy of carbon black. In: Donnet J-B, editor. Carbon black: 
Science and technology, second edition. Ney York: CRC Press; 1993. p. 289-355. 

[50] Rizk RAM, Abdul-Kader AM, Ali ZI, Ali M (2009) Effect of ion bombardment on the 
optical properties of ldpe/EPDM polymer blends. Vacuum. 83:805-808. 

[51] Zhang J, Huang W, Han Y (2006) Wettability of zinc oxide surfaces with controllable 
structures. Langmuir. 22:2946-2950. 

[52] Nevshupa R, Roman E, de Segovia JL (2010) Model of the effect of local frictional 
heating on the tribodesorbed gases from metals in ultra-high vacuum. International 
Journal of Materials & Product Technology. 38:57-65. 

[53] Nevshupa RA (2009) The role of athermal mechanisms in the activation of 
tribodesorption and triboluminisence in miniature and lightly loaded friction units. 
Journal of Friction and Wear. 30:118-126. 

[54] Heinike G (1984) Tribochemistry. Munchen: Carl Hanser Verlag, 495 p. 
[55] Kostetsky BI (1992) The structural-energetic concept in the theory of friction and wear 

(synergism and self-organization). Wear. 159:1-15. 
[56] Malhotra M, Kumar S (1997) Thermal gas effusion from diamond-like carbon films. 

Diamond and Related Materials. 6:1830-1835. 
[57] Butyagin PY (1971) Kinetics and nature of mechanochemical reactions. Russian 

Chemical Reviews. 40:901-915. 
[58] Butyagin PY (1984) Structural disorder and mechanochemical reactions in solids. 

Russian Chemical Reviews. 53:1025-1038. 
[59] Orellana LM, Pérez FJ, Gómez C (2005) The effect of nitrogen ion implantation on the 

corrosion behaviour of stainless steels in chloride media. Surface and Coatings 
Technology. 200:1609-1615. 

[60] Goddard JM, Hotchkiss JH (2007) Polymer surface modification for the attachment of 
bioactive compounds. Progress in Polymer Science. 32:698-725. 

[61] Minko S, Müller M, Motornov M, Nitschke M, Grundke K, Stamm M (2003) Two-level 
structured self-adaptive surfaces with reversibly tunable properties. Journal of the 
American Chemical Society. 125:3896-3900. 

 
X-Ray Photoelectron Spectroscopy for Characterization of Engineered Elastomer Surfaces 

 

193 

[62] Ho KKC, Lee AF, Bismarck A (2007) Fluorination of carbon fibres in atmospheric 
plasma. Carbon. 45:775-784. 

[63] Mitra S, Ghanbari-Siahkali A, Kingshott P, Rehmeier HK, Abildgaard H, Almdal K 
(2006) Chemical degradation of crosslinked ethylene-propylene-diene rubber in an 
acidic environment. Part ii. Effect of peroxide crosslinking in the presence of a coagent. 
Polymer Degradation and Stability. 91:81-93. 

[64] Felten A, Ghijsen J, Pireaux JJ, Johnson RL, Whelan CM, Liang D, et al. (2008) 
Photoemission study of CF4 rf-plasma treated multi-wall carbon nanotubes. Carbon. 
46:1271-1275. 

[65] Fanelli F, Fracassi F, d'Agostino R (2008) Fluorination of polymers by means of he/CF4-
fed atmospheric pressure glow dielectric barrier discharges. Plasma Processes and 
Polymers. 5:424-432. 

[66] Borisov S, Khotimsky VS, Rebrov AI, Rykov SV, Slovetsky DI, Pashunin YM (1997) 
Plasma fluorination of organosilicon polymeric films for gas separation applications. 
Journal of Membrane Science. 125:319-329. 

[67] http://www.vitoplasma.com/en/30, last access on March 2012. 
[68] Yasuda H, Hsu TS (1977) Some aspects of plasma polymerization of fluorine-containing 

organic compounds. Journal of Polymer Science: Polymer Chemistry Edition. 15:2411-
2425. 

[69] Barni R, Riccardi C, Selli E, Massafra MR, Marcandalli B, Orsini F, et al. (2005) 
Wettability and dyeability modulation of poly(ethylene terephthalate) fibers through 
cold SF6 plasma treatment. Plasma Processes and Polymers. 2:64-72. 

[70] Kumar SVK, Sathyamurthy N, Manogaran S, Mitra SK (1994) Possible reaction of 
atomic nitrogen with SFx (x = 1–5) and CFx (x = 1–3) fragments from N2-SF6 and N2-CF4 
discharges. Chemical Physics Letters. 222:465-470. 

[71] Radoiu MT (2003) Studies of 2.45 GHz microwave induced plasma abatement of CF4. 
Environmental Science & Technology. 37:3985-3988. 

[72] Tran ND, Dutta NK, Roy Choudhury N (2006) Weatherability and wear resistance 
characteristics of plasma fluoropolymer coatings deposited on an elastomer substrate. 
Polymer Degradation and Stability. 91:1052-1063. 

[73] Schlögl S, Kramer R, Lenko D, Schröttner H, Schaller R, Holzner A, et al. (2011) 
Fluorination of elastomer materials. European Polymer Journal. 47:2321-2330. 

[74] Verheyde B, Havermans D, Vanhulsel A (2011) Characterization and tribological 
behaviour of siloxane-based plasma coatings on HNBR rubber. Plasma Processes and 
Polymers. 8:755-762. 

[75] Verheyde B, Rombouts M, Vanhulsel A, Havermans D, Meneve J, Wangenheim M 
(2009) Influence of surface treatment of elastomers on their frictional behaviour in 
sliding contact. Wear. 266:468-475. 

[76] http://www.fluoroprecision.co.uk/ptfe-coated-elastomers-rubbers.html, last access on 
March 2012. 



 
Advanced Aspects of Spectroscopy 

 

194 

[77] Martinez L, Nevshupa R, Alvarez L, Huttel Y, Mendez J, Roman E, et al. (2009) 
Application of diamond-like carbon coatings to elastomers frictional surfaces. Tribology 
International. 42:584-590. 



 
Advanced Aspects of Spectroscopy 

 

194 

[77] Martinez L, Nevshupa R, Alvarez L, Huttel Y, Mendez J, Roman E, et al. (2009) 
Application of diamond-like carbon coatings to elastomers frictional surfaces. Tribology 
International. 42:584-590. 

Chapter 7 

 

 

 
 

© 2012 Tinkov, licensee InTech. This is an open access chapter distributed under the terms of the  
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Non-Destructive Surface Analysis  
by Low Energy Electron Loss Spectroscopy 

Vitaliy Tinkov 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/48090 

1. Introduction 

The modern progress in such priority scientific directions as microelectronics, 
nanotechnology, material science, heterogeneous catalysis, etc., are impossible without 
obtaining quantitative information about physical–chemical properties from the nano-size 
near surface region of the materials. 

It is known that the physical–chemical properties of the metallic alloy surfaces differ 
markedly from that of the bulk and, mainly, it is caused by segregation one of the alloy 
components on the surface [1]. It is related to the fact that the physical–chemical state of the 
surface substantially influences such surface processes as adsorption, catalysis, oxidation, 
friction and wear. Recently such phenomena as the thermo-induced surface segregation of 
alloy components as used for obtaining chemically-active surfaces have been widely used; 
being of great interest in terms of heterogeneous catalysis and the development of new 
nanotechnological processes. Study of the kinetics of surface segregation permits the 
determination of the bulk diffusion coefficients of the segregated elements; knowledge of 
which then permits the controlled change of surface structures under heat treatment and etc. 

At the present for the investigation of the physical–chemical properties of the metallic alloy 
surfaces the nondestructive methods are widely used, such as an Rutherford Backscattering 
Spectrometry (RBS), X-ray Photoelectron Spectroscopy (XPS), Low Energy Ion Scattering 
(LEIS), Ultraviolet Photoelectron Spectroscopy (UPS) and other [2]. 

Physical phenomena such as secondary electron emission (SEE) can be used for 
investigation of the near surface region of a solid with a purpose to obtain quantitative 
information concerning its crystal structure, element composition and the electronic states of 
atoms [3,4]. On the Figure1 the total energy distribution of reflected SEE from a surface is 
shown which is irradiated by an electron beam of primary energy E0. The shape is due to 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
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some types of interaction: elastic and inelastic scattering together with secondary electron 
emission. There are four ranges in N(E), in each if which one of these interactions 
predominates. 

The elastic interaction produced a narrow peak on the right, where the electrons retain their 
energy E0 and merely show altered momentum direction (Region I). The broadening is due 
to thermal spread in the beam energy and is also affected by the analyzer resolution. With 
standard equipment the broadening is usually 0.5-1 eV, so phonon excitations (energy loss 
10-50 meV) can be detected only by special techniques involving highly monoenergetic 
primary beams and improved analyzer resolution, as realized in high resolution energy loss 
spectroscopy. With other methods, one can assume that the elastic peak is due to group 
electrons from the beam that have undergone elastic and quasi elastic interactions with the 
surface. Various methods are applied to the elastic backscattering, particularly diffraction 
ones such as Low Electron Energy Diffraction (LEED) and high energy diffraction with back 
scattering which have been applied to the spatial distributions of the backscattered beams. 
The methods have been applied to the atomic structures and dynamic characteristics in 
ordered surface layers. 

 
Figure 1. Total energy distribution of secondary electron emission from a surface which is irradiated by 
an electron beam of primary energy E0 

The broad low energy maximum (Region IV) is due to the true secondary electrons which 
have energies from zero up to some tens of eV and are formed by repeated inelastic 
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The methods have been applied to the atomic structures and dynamic characteristics in 
ordered surface layers. 

 
Figure 1. Total energy distribution of secondary electron emission from a surface which is irradiated by 
an electron beam of primary energy E0 

The broad low energy maximum (Region IV) is due to the true secondary electrons which 
have energies from zero up to some tens of eV and are formed by repeated inelastic 
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electron-electron scattering in the cascade process. The true secondary electrons may 
constitute up to 70% of total energy distribution. Their energy distribution is related to the 
random filling of the final states and to the cascade multiplication. 

In Region III there is also a fine structure due to electrons from the solid escaping in the 
vacuum by the Auger process (Auger Electron Spectroscopy (AES)). The Auger electron 
spectrum for a given element has a characteristic form and certain energies which have 
meant that AES is widely used in elemental analysis. 

 
Figure 2. Example low EELS spectra obtained for the Co–Cr–Mo alloy surface at the primary energy E0 
= 350 eV with identification of energy losses 

Region II is due manly to electrons that have lost some of their energy by inelastic scattering; 
directly by the elastic peak, one finds electrons that have suffered discrete energy losses from 
the excitation of inter- and intraband electronic transitions, surface and bulk plasmons, 
hybrid modes of plasmons and ionization losses (Ionization Spectroscopy). That range is 
usually 30-100 eV. Usually, the losses related to surface and bulk plasmon excitations are 
most intensive lines in the electron energy loss spectrum. The spectra of plasma oscillations 
are potential data carriers about composition and chemical state of elements on the surface of 
solid and in the adsorbed layers. The energy losses are called as characteristic losses because 
losses do not depend on the primary electron energy E0 and its value is individual for the 
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chemical element and compound. Region II is called as Electron Energy Loss Spectroscopy 
(EELS). At energy E0 < 1000 eV it can be called as low EELS. On the Figure 2 really low EELS 
spectra is shown with interpretation of losses for the Co-Cr-Mo alloy surface which was 
measured at the primary electron beam energy E0 = 350 eV in dN/dE mode [5]. 

Ionization Spectroscopy (IS) is a variant on EELS. Gerlach et al. [6,7] first applied this in 
terms of analysis of the surface composition analysis for V, Ni, Pd and Mo as impurities on 
the surface of polycrystalline metals without depth analysis. The IS method is based on 
measuring the energy spectra of electrons, which have lost a particular portion of the energy 
ΔE for the excitation of electrons from internal atomic levels into the empty states 
(conduction band) of the solid. Having lost energy ΔE, and after being inelastically 
scattered, the primary electrons escape into vacuum and are registered on the background 
secondary emission spectrum as individual monochromatic groups which form spectral 
lines. The advantages of IS as compared to other methods of electronic spectroscopy are (i) 
the position of ionization lines in the spectrum with respect to the lines of elastic scattered 
electrons is determined by the binding energy of electrons in the ground state and by the 
distribution of the density of empty states and does not depend on the value of the primary 
electron energy E0, (this allows easy separation of IS lines from the AES lines) and, (ii) the 
possibility to vary the probing depth of the near-surface region because the change in 
primary energy E0 induces a change in the mean free path λ of electrons. On the Figure 3 the 
different between Auger process and ionization process is shown which are generated by an 
electron beam of primary energy E0. 

 
Figure 3. Example of different between Auger process and ionization process which are generated by 
an electron beam of primary energy E0 

The aim of the present chapter is to show the application of low Electron Energy Loss 
Spectroscopy as non-destructive method, namely Ionization Spectroscopy and surface and 
bulk plasmon excitations, at investigation of physical-chemical properties materials in the 
nano-size near surface region. 
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The aim of the present chapter is to show the application of low Electron Energy Loss 
Spectroscopy as non-destructive method, namely Ionization Spectroscopy and surface and 
bulk plasmon excitations, at investigation of physical-chemical properties materials in the 
nano-size near surface region. 

 
Non-Destructive Surface Analysis by Low Energy Electron Loss Spectroscopy 199 

2. Low energy electron loss spectroscopy 

2.1. Ionization spectroscopy 

2.1.1. Physical model 

Ionization Spectroscopy is based on the measurement of the energy spectra of electrons, 
which have lost a particular portion of the energy ΔEβ for the excitation of electronic 
transitions that are typical for a given kind of atom β. The position of an intensity line (IL) in 
the spectrum with respect to the primary electron energy E0 is determined by the binding 
energy of electrons in the ground state and by the distribution of the density of empty states, 
but it does not depend on the value of E0, on the work function or on the value of the surface 
charge. 

The calculation of the contribution to the intensity of an IL by the electrons having lost an 
amount of energy ΔEβ at the depth Z from the sample surface by the ionization of the core 
states of the atoms β is simple when a traditional experimental configuration is used (an 
incident beam of the primary electrons is directed perpendicularly to the sample surface (θ0 
= 0) and the secondary electrons are registered at the angle θ with respect to the normal). In 
this case calculations within the framework of a two-stage model allow us to obtain the 
following expression for the intensity of an IL [8]: 

  0, ( )exp( / )jI Z E K r n Z Z       , (1) 

where K is an instrumental factor, σβ is the ionization cross-section of the core level, nβ(Z) is 
concentration of atoms β at depth Z from surface, r  is the elastic scattering factor of 
electrons. Λβ is the effective free-path of electrons in a sample with respect to inelastic 
collisions, which is determined by the equation 
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For the Pt-Me (Me: Fe, Co, Ni, Cu) alloys [9] 

1/2
0 02

0

1194 0.429 j
j

E
E

   ; 0( )jE E     . 

An effective probing depth in IS amounts to ~ 3Λβ because the secondary electrons created 
in the near-surface region of this thickness contribute for 95% to the total intensity of an IL. 
An increase of the effective probing depth upon increasing the energy E0 also results in an 
increased contribution from the deeper layers of the concentration profile into the IL 
intensity. This enables us to carry out a layer-by-layer reconstruction of the concentration 
profiles of the elements using the energy dependencies of the IL. 

After integration of Eq. (1) with respect to depth and spatial angle of the four-grid energy 
analyzer, an expression for the total IL intensity has the following form 
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where Θmin = 4o and Θmax = 70o are respectively the minimum and maximum values of polar 
angle for the standard quasi-spherical four-grid energy analyzer. 

As pointed out above, the offered method is essentially not sensitive to the type of the 
energy analyzer used. Only the values of Θmin and Θmax that correspond to the concrete 
conditions of an experiment should be substituted in Eq. (3). In the case of a binary A-B 
alloy, usually the ratio of intensities of A to B 
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is measured experimentally in order to eliminate the instrumental factor K, which is often 
unknown. 

Let us consider as new variables the relative concentrations of the elements in a layer with 
number i: 

 ( ) ( ) , ,N i n i A B     , (5) 

where νβ is the atomic volume of a pure component of an alloy. After replacing the integral 
in Eq. (3) by a summation over N and substituting the expression for Iβ into formula (4), 
integration with respect to the width of isolated layer d leads to: 
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і = 1, 2, ..., N - 1, and і = N 
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Following the approach offered in [10], the expression (6) is transformed into a system of 
linear equations (SLE) with respect to NA(i) using the relation NA(і) + NB(і) = 1. As a result, 
we obtain (j = 1, 2, ..., M) 
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where E0j is the energy of primary electrons for which we have measured the ratio of IL 
intensities RA(E0j). Assuming that all interlayer distances in the near-surface region of a 
single-crystal alloy are identical and equal to d, for summations in Eqs. (6) and (9) the 
number of terms is selected that corresponds to the selection of N monolayers parallel to a 
free surface, using the relationship (N-1)d = 3Λmax (where  max max

max 0 0( ) ( ) / 2A BE E    
). The system of linear equations (9) can be solved only when it is determined or 
overdetermined, i.e. if the inequality M  N is true for this system. 

In the following sections, methods are presented for building the solution of Eq. (9) and for 
the numerical calculation of the concentration profiles within the framework of the 
described model. 

2.1.2. Layer-by-layer reconstruction methods 

A system of equations, describing the deviations of the concentrations in a monolayer i 
(NA(i)) from their bulk value NA, can be represented in matrix form by the expression 
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   , and an explicit form of the  

matrix elements Qji is evident from the expression (9). However, the practical solution of the 
Eq. (10) presents particular difficulties because the matrix elements Qji correspond to close 
energy intervals that do not differ sufficiently. As a result, the determinant of the matrix Q is 
close to zero and the system (10) is ill-conditioned. As a consequence, the errors in the 
matrix elements Qji and in the AR  values can result in an incorrect solution. 

To construct a stable approximation for the solution of system (10), the condition gradients 
projection method, the conjugate gradients projection method, the method of conjugate 
gradient projected on the +–space and also the regularization method [11] were used in the 
present work. More detailed information on techniques for solving ill-posed problems can 
be found in [10,11]. The described regularization algorithm for the reconstruction of the 
elemental concentration profiles in a binary alloy on the basis of energy dependencies of the 
ratio of IL intensities is implemented in FORTRAN codes. 
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2.1.3. Results of the layer-by-layer reconstruction 

Approbation of method of nondestructive layer-by-layer analysis was performed for the 
single crystal Pt80Co20 alloy with (100) and (111) surface orientations [12]. Initially, 
Pt80Co20(111) alloy surface was in a disordered state. First, we measured the spectra of the 
ionization losses for the clean (100) and (111) surfaces of Pt80Co20 alloy and polycrystals of 

platinum and cobalt in the dN/dE mode. The energy losses 
2 ,3

54Pt
OE eV  , 

2 ,3
62Co

ME eV   

and their IL were recorded in the range of primary electron energy E0 = 200 - 500 eV. 

In order to ignore in calculations an instrumental factor K (it is often unknown), the 
ionization cross-section σ and elastic scattering factor r  and the possible influence of 
matrix effects (for example, due to difference of atomic radii for platinum and cobalt rPt/rCo = 
1.104), usually the IL ratio of elements is measured, with normalization on standards by 
following equation: 

 0
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where 0 0 0( ) ( ) ( )alloy alloy
alloy Co PtR E I E I E ; 0 0 0( ) ( ) ( )st st

st Co PtR E I E I E ; alloy
CoI , alloy

PtI  and st
CoI , st

PtI  are 
intensity lines of the ionization losses of the alloy components and standards (pure metals), 
respectively. Figure 4 shows the ratio of ionization peaks of Co to Pt as a function of the 
primary electron energy for (111) and (100) faces of Pt80Co20 alloy at room temperature 
before and after normalization on the standards. 

 

Figure 4. The ratio of ionization peaks of Co to Pt as a function of the primary electron energy for (111) 
and (100) faces of Pt80Co20 alloy at room temperature: (a) – before and (b) – after normalization on the 
standards 

Based on experimental data R(E0), we calculated the layer-by-layer Pt concentration profiles 
for (100) and (111) faces of alloy Pt80Co20 by means of the condition gradients projection 
method, the conjugate gradients projection method, the method of conjugate gradient 
projected on the +–space with total level of experimental errors less than 3%. On Figure 5 
the averaged Pt concentration are shows to all three methods by histograms. 
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It can be seen that the upper layer contains only platinum atoms for both faces and practically 
does not contain cobalt atoms. Moreover, there are strong orientation effects that affect on 
length of the platinum concentration oscillations for the (100) and (111) faces. The deeper 
oscillation is observed for a more "loose" (100) face, which affects the depth composition up to 
eight atomic layers. Whereas for the close-packed (111) face these changes are damped on the 
fifth level. The presented results are in good agreement with experimental data of 
concentration profiles which were obtained by means of LEED and LEIS [13,14]. 

 
Figure 5. Layer-by-layer Pt concentration profiles reconstructed from the ionization spectra for (111) 
and (100) faces of Pt80Co20 alloy at room temperature 

Non-destructive method of layer-by-layer analysis by IS can be effective at study of 
temperature concentration profiles. Authors [8] investigated influence of heating on 
concentration profile of Pt80Co20(111) (see Figure 6). Heating the sample to 613 K leads to a 
depletion of Pt atoms in the 2nd layer ( (2)

PtC = 24%) and to an insignificant enrichment of Co 
atoms in layers 3-6 in comparison with the profile at room temperature. Increasing the 
temperature further to 673 K is accompanied by a negligible segregation of Co from the 
second layer ( (2)

PtC =31%) to the first ( (1)
PtC = 97%), while deeper layers remain practically 

unchanged. At 823K, a sandwich-like structure of the type Pt/Co/Pt was found in the first 
three atomic layers. As is obvious from Figure 6, heating the sample causes a smoothing of 
the oscillations in deeper layers towards the bulk concentration of the alloy. However, the 
first layer still consists of pure Pt up to 873 K. Further increasing the temperature gradually 
results in completely smoothed oscillations. 

Consequently, the sample was slowly cooled during 10 hours from 1123 K to room 
temperature. As a result of this procedure, a chemically ordered alloy surface of the L12 type 
was obtained. LEED shows super-structural reflections in a diffraction pattern at Е0 = 112 
eV. The result of the layer-by-layer reconstruction for the ordered state shows that the 1st  
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Figure 6. Layer-by-layer Pt concentration profiles reconstructed from the ionization spectra for the 
Pt80Co20(111) alloy at the different heating 

atomic layer consists of pure platinum, and that the other atomic layers have concentrations 
near the bulk value of the alloy. Probing the surface with primary electrons of 58 eV 
(corresponding to a probing depth of two atomic monolayers [9]), a р(2х2) structure was 
found. The appearance of these additional super-structural reflections in a diffraction 
pattern can be caused by two possible phenomena: chemical ordering at the surface of the 
alloy and/or a reconstruction of the surface [14]. 

In work [15] Electron Energy Loss Spectroscopy has been employed for investigation of the 
effect of 600 eV Ar+-ion irradiation in the dose range 7·1016–4·1017 ions/cm2 on the atomic 
structure and surface composition of Pt80Co20(111) alloy. Using the ionization energy loss 
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spectra, a layer-by-layer concentration profile of the alloy components was reconstructed for 
different doses of ion irradiation of the surface. The Ar+-ion bombardment of the alloy was 
found to result in the preferential sputtering of Co and in the enrichment of the near-surface 
region by Pt atoms with formation of an altered layer, which is characterized by a non-
monotonic concentration profile dependent on the irradiation dose. The results obtained are 
discussed in the framework of the models of preferential sputtering and radiation-induced 
segregation. 

Application of IS for the investigation of composition changes on the depth is not limited to 
the study by single crystal alloys. In references [8,16] IS was used to study the surface 
segregation in the ternary Co–Cr–Mo system. Since it was polycrystalline alloy, there can’t 
be applied layer-by layer analysis with profile reconstruction. Nevertheless, the integral 
distribution of elements on the probing depth can be investigated by means of IS. 

According to reference [16] the concentration of the Co–Cr–Mo alloy components on E0 can 
be calculated by following expression 

 Co,Cr,Mo
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where i = Co, Cr and Mo metals, Ii(E0) and 0( )st
iI E  are intensity lines of the ionization losses 

of the alloy components and standards, respectively. For the thermodynamic equilibrium 
state the ionization spectra of the alloy components at different temperatures were 
measured. The condition of the thermodynamical steady–state of the alloy depended on the 
prolonged heating of the sample at every preset temperature for 15 hours. Figure 7 shows 
the concentration dependences CCo,Cr,Mo on E0 for the polycrystalline alloy at a different 
heating temperatures. 

At first, we estimated the thickness of the probing layers for Co-Cr-Mo alloy at change of E0 
from 200 eV to 800 eV. For estimation of the probing depth we used experimental data for 
the inelastic mean free path (IMFP) λ which are collected in reviews [9] for pure Co, Cr, Mo 
metals. After, these data was approximated by following equation 

 0
nkE  , (13) 

where k, n are fitting parameters. As result k = 0.36 and n = 0.5 and variation λ(E0) is from 
5Ǻ to 10Ǻ. 

For the non–annealed Co–Cr–Mo alloy the Mo atoms showed preferred segregation in the 
outermost layers at a room temperature. Gradual increase of the probing depth by 
changing the primary electron energy E0 to 600 eV shows that the Mo concentration in the 
near-surface region decreases and the Cr concentration greatly increases, while the Co 
concentration does not exceed 5–7 at.%. However, at the energy Е0 = 200 eV it was 
detected that CCo ≈ 42 at%, CCr ≈ 20 at% and CMo ≈ 38 at% were present in the near-surface 
layers. 
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Figure 7. Concentration profiles of Co, Cr, Mo for the Co-Cr-Mo alloy at the different heating by means 
IS. Horizontal lines are bulk concentration for Co, Cr and Mo, respectively. 

On the other hand, for an increase of probing depth at Е0 > 250 eV , the concentration of Co 
atoms sharply decreases to 1–6 at% in the below-surface region at Е0 = 250 – 550 eV. With the 
increase of primary electron energy Е0 > 600 eV the Co concentration rises but that of Cr and 
Mo atoms falls. Only an approximate tendency CCo,Cr,Mo towards the bulk concentration of 
the alloy is observed at Е0 = 800 eV. Heating of the alloy to temperature T = 500ºC essentially 
induced a change of the surface concentration in the Co–Cr–Mo alloy as compared to the 
surface concentration for the non–annealed state. Thus, the near surface layers contain CCo ≈ 
51 at%, CCr ≈ 30 at% and CMo ≈ 19 at% at the energy Е0 = 200 eV. With an increase of the 
probing depth the Mo concentration is lowered and the concentration of Co atoms is 
increased. Whereas in the interval of the energies Е0 = 250 – 400 eV the sharp growth of Cr 
concentration is observed and at Е0 > 550 eV the alloy composition is close to the bulk value. 
Further heating of alloy to T = 620ºC promotes an increase in concentration of Co atoms in 
the near surface region of Co–Cr–Mo alloy (at the Е0 = 200 eV). At the primary electron 
energy Е0 = 250 – 650 eV in the deeper layers growth in Cr concentration is detected as 
compared to the Cr bulk value and only at energy Е0 > 700 eV the composition of the alloy 
comes towards that of the bulk. Further increase of the alloy heating temperature to T = 
790ºC is accompanied by smoothing of the alloy composition to the bulk. Nevertheless, an 
insignificant Mo segregation was still detected in the outermost layers of the alloy. 

After prolonged annealing at T = 790ºC the ternary Co–Cr–Mo alloy was slowly cooled to 
room temperature over 12 hours. The concentration profile for the annealed alloy is shown 
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increased. Whereas in the interval of the energies Е0 = 250 – 400 eV the sharp growth of Cr 
concentration is observed and at Е0 > 550 eV the alloy composition is close to the bulk value. 
Further heating of alloy to T = 620ºC promotes an increase in concentration of Co atoms in 
the near surface region of Co–Cr–Mo alloy (at the Е0 = 200 eV). At the primary electron 
energy Е0 = 250 – 650 eV in the deeper layers growth in Cr concentration is detected as 
compared to the Cr bulk value and only at energy Е0 > 700 eV the composition of the alloy 
comes towards that of the bulk. Further increase of the alloy heating temperature to T = 
790ºC is accompanied by smoothing of the alloy composition to the bulk. Nevertheless, an 
insignificant Mo segregation was still detected in the outermost layers of the alloy. 

After prolonged annealing at T = 790ºC the ternary Co–Cr–Mo alloy was slowly cooled to 
room temperature over 12 hours. The concentration profile for the annealed alloy is shown 
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on Figure 7. Also for the annealed state the preferred segregation of the Mo and Cr atoms is 
observed. At the energy Е0 = 200 eV the outermost layers contain CCo ≈ 40 at%, CCr ≈ 50 at% 
and CMo ≈ 10 at%. At increasing primary electron energy Е0 the Mo concentration sharply 
diminishes and at Е0 > 400 eV Mo atoms are not detected anymore, though insignificant 
oscillations of the composition for the Cr and Co atoms are found near to the bulk 
concentration at varying Е0. We suggest that the thermodynamic steady–state of the alloy 
corresponds to that of the annealed alloy at room temperature, but not for the non–annealed 
alloy. 

2.2. Kinetics of surface segregation by IS 

IS can be effective at investigation of kinetic processes in the thin layers of a solid. In work 
[17] for studying kinetics of surface segregation of the Pt80Co20(111) alloy, the temperature 
interval T = 613 - 973K (T = 340 - 700 oC) is chosen at which the bulk alloy is in the ordered 
state. A special device allowed heating the sample to predetermined temperature, keeping it 
constant and changing with an accuracy ±2°C. Platinum - Pt alloy and 1%Rh thermo-couple 
was welded to the investigated sample for control temperature. Spectra of ionization losses 
were measured at every chosen temperature with a fixed time interval for platinum (

2 ,3
54Pt

OE eV  ) and cobalt (
2 ,3

62Co
ME eV  ). Primary electron beam with energy E0 = 250 eV 

was taken for surface probing which by converting into monatomic layers corresponds to 
the 3rd monatomic layer over the depth [8]. Figure 8 shows the kinetics of segregation for Pt 
and Co atoms in the near-surface region at different temperatures of Pt80Co20(111) alloy. 

Note, that diffusion processes (internal diffusion) for single crystal alloys course mainly 
according to the vacancy mechanism [1]. Under heating up to 613K the kinetics of segregation 
atom Cβ(t) has a classical dependence which may be provisionally divided into two regions: I 
is the region of fast diffusion when strong segregation of Co atoms is observed; II is the 
saturation region when the steady-state equilibrium of segregating atoms is set in the near 
surface alloy region. The character of kinetic curve Cβ(t) dependence changes substantially at 
higher temperatures. Thus, when heating is up to 673K the fast diffusion region I has more 
gentle appearance and region II acquires two characteristic sites: IIa is the region of changing 
the direction of Pt and Co atoms segregation (temporary S-shaped fold), smoothly transient 
into IIb, which is region of steady-state equilibrium of segregating elements. We consider that 
such S-shaped fold is associated with eventual formation of the ordered phase in the near 
surface region. One of the reasons for nucleation of the composition close to the ordering is a 
decrease of interatomic interaction constants and as the consequence, an increase of the 
amplitude of thermal atomic oscillations. We suppose that, most probably, an ordered phase 
is formed between the 3-5th atomic layers. Since at probing of the alloy surface by electrons 
with the energy E0 = 200 eV (1-2nd monolayer [8]), the integral concentration of Pt and Co 
atoms was CPt = 0.9 at.% and CCo= 0.1 at.% within the whole time and temperature interval. 
This confirms the preferred segregation of Pt atoms in topmost layers. The further increase 
temperature for Pt80Co20(111) alloy will lead to growth of the vacancies number due to 
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thermal oscillation expansion of atoms and hence it will accelerate diffusion processes. 
Heating of alloy up to 823K, especially at 873K, leads to increase Co atoms enrichment in the 
near-surface alloy region as compared to other heating temperatures, and to decrease time 
which needed for the possible alloy ordering (IIa region). At heating of sample higher 
ordering temperature the rapid segregation of Co atoms was observed in region I which soon 
will be replaced by the segregation of atoms Pt (region II) and tend to bulk concentration. 
Such character of temporal diffusion of cobalt and subsequent segregation of platinum we 
suppose with redistribution of atoms in the near surface region of alloy. 

 
Figure 8. Kinetics of surface segregation in the near surface region for Pt80Co20(111) alloy at different 
heating 

At studying kinetics of segregation of the binary alloys in the work [18] was established that 
the concentration t

xC  of segregating atoms to the surface from the bulk for the time t out of 
the depth x may be given by the following ratio: 
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where C∞ is the bulk concentration of diffusing atoms; D is the diffusion coefficient; d is the 
thickness of the surface layer; α is the degree of surface enrichment defined as 
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 0 ,t t
sC C  (15) 

where t
sC  is the concentration of segregating atoms in the surface region; 0

tC  is the atom 
concentration at the depth d at the initial time. By comparing formula (14) and (15) provided 
that α >>1, we get 
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 (16) 

Data approximation of the kinetics of segregation atoms cobalt by Eq. (16) allowed to 
determine the mean coefficient values of cobalt diffusion at different temperatures, the order 
of which corresponds to diffusion bulk values. According to these results, the temperature 
dependence of Co diffusion coefficient in Pt80Co20(111) alloy was plotted (Figure 9), by 
which pre-exponential factor D0= 5.1 m2 s-1 and energy activation E = (327±22) kJ/mol were 
determined. The value of energy activation is close to sublimation heat of pure cobalt E = 
309.73 kJ/mol. 

 
Figure 9. Diffusion coefficient of Co atoms in Pt80Co20(111) alloy surface 

2.3. Plasmon excitation 

Plasmon excitations are potential data carriers about composition and chemical state of 
elements on the surface and bulk of solid and in the adsorbed layers. 

2.3.1. Plasmon energy 

A longitudinal plasma wave along the crystal produces long–range Coulomb forces between 
positive and negative charges and excites collective oscillations. These are called plasmons 
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in the case of a free–electron gas model. The plasmon energy is obtained from the Fourier 
modes of the electron density ( ) ik r

k
k

r e      and the ρk are amplitudes of harmonic 
density fluctuations obeying [3]: 

 0k p k     (17) 

in which ωp is the Langmuir frequency. Then plasmon energy can be determined by the 
following expression: 

 
2

0
b b

e NE
m




   , (18) 

where   is Plank’s constant; ωb is the cycle frequency of the bulk plasmon; е and m are the 
electronic charge and mass, respectively; n is the number of valence electrons per unit 
volume and ε0 is the permittivity of the free space. The surface plasmon energy Es is related 
to bulk plasmon energy by the following equation [19]: 

 / 1E E  s b s , (19) 

where εs is the dielectric constant. In the framework of the model under consideration, εs = 1, 
i.e. / 2E Es b . 

In references [5, 20-24] the surface and bulk plasmon excitations were investigated for the 
Pt80Co20(111) and Cu75Pd25(100) single crystal alloys, ternary Co–Cr–Mo alloy and 
amorphous and crystalline Fe73.6Cu1Nb2.4Si15.8B7.2 (FINEMET) alloy surface and their alloy 
components in range primary electron energy E0 from 150 eV to 800 eV. It was found that 
the experimental values of plasma oscillation energy for all pure elements differ from the 
theoretical calculations but the data obtained in the given works are in good agreement with 
the results obtained by other authors. 

Actually, the difference between experimental data and the free–electron gas model has 
been observed repeatedly for a lot of chemical elements. This may be a result of: (i) 
incomplete participation of valence electrons in the collective excitations; (ii) the 
involvement of filled d-band states and the appearance of inter– or intra-band transitions in 
characteristic spectra for the transition metals; (iii) cleanness and roughness of the surface 
region of specimens [3]. 

For example, on Figure 10 the bulk plasmon energies are shown for the range of primary 
electron beam energy 150 – 650 eV for pure Fe, Si, B, Nb, Cu and Fe73.6Cu1Nb2.4Si15.8B7.2 alloy. 
It is known that, for silicon, the surface and bulk plasmon energy are 12 eV and 17 eV, 
respectively [4]. In our experimental data the plasmon energies are ~ 9 eV and ~15 eV. Most 
probably the shift of plasmon energies toward lower energy is related to the surface effects 
when comparing with other work because the probing depth is not deep and varied from 
5.4 Ǻ – 5 Ǻ for silicon in the chosen range of Е0. Appearance of silicon oxides on the surface 
there can be eliminated since forming of oxides would lead to considerable increase in 



 
Advanced Aspects of Spectroscopy 210 

in the case of a free–electron gas model. The plasmon energy is obtained from the Fourier 
modes of the electron density ( ) ik r

k
k

r e      and the ρk are amplitudes of harmonic 
density fluctuations obeying [3]: 

 0k p k     (17) 

in which ωp is the Langmuir frequency. Then plasmon energy can be determined by the 
following expression: 

 
2

0
b b

e NE
m




   , (18) 

where   is Plank’s constant; ωb is the cycle frequency of the bulk plasmon; е and m are the 
electronic charge and mass, respectively; n is the number of valence electrons per unit 
volume and ε0 is the permittivity of the free space. The surface plasmon energy Es is related 
to bulk plasmon energy by the following equation [19]: 

 / 1E E  s b s , (19) 

where εs is the dielectric constant. In the framework of the model under consideration, εs = 1, 
i.e. / 2E Es b . 

In references [5, 20-24] the surface and bulk plasmon excitations were investigated for the 
Pt80Co20(111) and Cu75Pd25(100) single crystal alloys, ternary Co–Cr–Mo alloy and 
amorphous and crystalline Fe73.6Cu1Nb2.4Si15.8B7.2 (FINEMET) alloy surface and their alloy 
components in range primary electron energy E0 from 150 eV to 800 eV. It was found that 
the experimental values of plasma oscillation energy for all pure elements differ from the 
theoretical calculations but the data obtained in the given works are in good agreement with 
the results obtained by other authors. 

Actually, the difference between experimental data and the free–electron gas model has 
been observed repeatedly for a lot of chemical elements. This may be a result of: (i) 
incomplete participation of valence electrons in the collective excitations; (ii) the 
involvement of filled d-band states and the appearance of inter– or intra-band transitions in 
characteristic spectra for the transition metals; (iii) cleanness and roughness of the surface 
region of specimens [3]. 

For example, on Figure 10 the bulk plasmon energies are shown for the range of primary 
electron beam energy 150 – 650 eV for pure Fe, Si, B, Nb, Cu and Fe73.6Cu1Nb2.4Si15.8B7.2 alloy. 
It is known that, for silicon, the surface and bulk plasmon energy are 12 eV and 17 eV, 
respectively [4]. In our experimental data the plasmon energies are ~ 9 eV and ~15 eV. Most 
probably the shift of plasmon energies toward lower energy is related to the surface effects 
when comparing with other work because the probing depth is not deep and varied from 
5.4 Ǻ – 5 Ǻ for silicon in the chosen range of Е0. Appearance of silicon oxides on the surface 
there can be eliminated since forming of oxides would lead to considerable increase in 

 
Non-Destructive Surface Analysis by Low Energy Electron Loss Spectroscopy 211 

plasmon energy. For preparation of an atomically clean surface the amorphised silicon 
surface was first bombarded by argon ions and, subsequently, the sample was annealed at a 
high temperature. Consequently, both amorphous and crystalline phases can exist in the 
surface layers of Si. Also we cannot eliminate the fact that residual defects and implanted 
ions of argon may exist in the near-surface region, which is caused by ion irradiation. In the 
case of silicon we suggest that the total contribution of the above-mentioned surface effects 
will influence the shift of energy of plasma excitations to a lower energy. The experiments 
showed that, for the pure Fe, Si, B, Nb and Cu, the plasmon energy relation Eb/Es exceeds the 
theoretical values and is equal to 1.79, 1.67, 2.13, 1.78 and 1.27, respectively. This 
discrepancy between theory and experiment has been observed repeatedly for many metals 
[3]. It should be noted that the theory supposes a perfectly flat surface in the vacuum–solid 
region and does not take into consideration the real physical–chemical state of the metallic 
surfaces.  

According to reference [24] the experimental number of the valence electrons per unit 
volume nalloy for the amorphous Fe73.6Cu1Nb2.4Si15.8B7.2 alloy on E0 can be calculated by the 
following expression 

 0 0( ) ( )n E N n Ealloy j j
j

, (20) 

where j = Fe, Si, B, Nb and Cu metals; Nj is number of the j–atoms per unit bulk (in our 
approach for the amorphous state, it is a bulk atomic concentration of the alloy 
components); 0( )n Ej  is the experimental number of the valence electrons per unit volume of 
the pure j–elements at fixed energy E0. Substituting Eq.(20) into Eq.(18) and using 
experimental data we calculated the surface and bulk plasmon energy depending on 
primary electron energy E0. The results of the calculations for the bulk plasmon energy of 
FINEMET are shown in Figure 10.  

The obtained results are in good agreement with experimental data. For the surface plasmon 
the design function Es(Е0) is localized between values for the amorphous and crystalline 
alloy whereas for Eb(Е0) there is a different situation. At low average primary electron 
energy Е0 < 200 eV the calculated function Eb(Е0) is absolutely identical to energies of the 
bulk plasmon for the amorphous alloy and at energy Е0 > 250 eV the function Eb(Е0) is close 
to the experimental data Eb for the crystalline state of the alloy. It was observed that, for the 
crystalline alloy, the energy of plasmon excitations is localized at lower loss energies as 
compared to those for the amorphous state. 

It is known that the electronic state densities in the surface layers can be induced by such an 
effect as surface segregation. These phenomena are typical for major complex alloys when 
the composition in the near surface region differs from the bulk composition and it is caused 
by minimization of the free surface energy of the alloy [1]. Therefore the crystalline and 
phase structure and altered surface layers will also influence the dispersion of the surface 
and bulk plasmons when changing the primary Е0 or probing depth on amorphous or 
crystalline states of the alloy. 
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Figure 10. Dependence of the bulk plasmon energy Eb on the primary electron energy E0 for the 
Fe73.6Cu1Nb2.4Si15.8B7.2 alloy ribbons surface and pure alloy components 

Similarly situation was observed at study plasmon energies for the disordered and ordered 
states of Pt80Co20(111) alloy where are Es = 10.57 eV, Eb = 22.17 eV and Es = 15.8eV, Eb = 25.31 
eV, respectively [21,22]. The plasma oscillations for the disordered state are localized at lower 
loss energies than it was established for ordered state. For the ordered alloy the bulk plasmon 
energy is 2–3eV more than that of the disordered alloy, whereas the difference for the surface 
plasmon energy is 4–7 eV in the whole range E0. Probably it is related to changes of the DOS 
of valence electrons at the ordering alloy and surface segregation in the atomic layers. 

Surface and bulk plasmon energy is sensitive not only to surface segregation, phase state etc 
but to heating too. EELS has been employed for investigation of the surface and bulk 
plasmon excitations versus heating in the Co–Cr–Mo alloy surface for the primary electron 
beam energies Е0 ranging from 150 to 800 eV (see Figure 11) [23]. 
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Figure 11. Dependence of surface and bulk plasmons energy from the primary electron energy E0 for 
the Co-Cr-Mo alloy at different heating: (a) non-annealed state at T = 21 oC, (b) annealed state at T = 21 
oC, (c) T = 500 oC, (d) T = 620 oC, (e) T = 790 oC.  

As shown on Figure 11 for the annealed alloy the energies of surface plasmon Es and bulk 
plasmon Eb are localized at greater energies than for the non–annealed alloy. In the range of 
the primary electron energy E0 = 150 – 800 eV for the surface plasmon Es this difference is 1 – 
2 eV. For the (non–)annealed alloy at room temperature the surface plasmon energy Es have 
a linearly growth with a increase of the probing depth of alloy. Significant changes of bulk 
plasmon energy was observed for the annealed alloy in the range of the primary electron 
energy E0 = 150 – 800 eV. For the non–annealed alloy in this energy range of E0 the bulk 
plasmon is varied in small region of energy Eb = 22.8–24.5 eV, whereas it strongly changes 
for Eb = 23.1–30.1 eV in case of annealed alloy. For the (non–)annealed alloy the plasmon 
energies Eb are close in the energy range E0 = 150 – 200 eV. With an increase of primary 
electron energy E0 for the annealed alloy the bulk plasmon energy linearly increases and 
remains unchanging at E0 > 650 eV. 

At heating the surface plasmon energy Es is shifted with an increase of the energy, and than 
more temperature of sample the more shift of energy Es. However, the energy shift of 
surface plasmon, which is induced by heating there strongly differs against to annealed and 
non–annealed states of alloy. In all region of heating of the ternary Co–Cr–Mo alloy the 
energy of bulk oscillation Eb increases linearly with an increase of the primary electron 
energy E0. With respect to dependence Eb from E0 for the annealed state the alloy heating to 
temperatures 500ºC and 620ºC it is accompanied by growth of plasma energy Eb in the range 
of the energy E0 = 150 – 350 eV (the near surface region) and decrease this value at the E0 > 
400 eV. Further heating of alloy to Т = 790ºC promotes to an insignificant shift of long 
wavelength plasmon oscillations Eb to sideways decrease of their energy in all region of E0 
as compared to other temperatures of Co–Cr–Mo alloy. Thus, for example, at the 
temperatures 500ºC and 620ºC the difference of bulk plasmon energy from 0.1 eV to 1.2 eV 
modulo with respect to annealed alloy, whereas at Т = 790ºC it changes from 0 eV to 2.7 eV 
at corresponding energies E0. In the range of the primary electron energy E0 > 650 eV the 
bulk plasmon energy Eb has a linearly dependence in all temperature regions. We suppose 
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that this value will correspond to the real bulk plasmon energy crystal at the given 
temperature of heating. 

The authors [25–34] investigated the influence of heating on EEL spectra from the surface of 
pure elements: C, Al, Ni, Mo, Ta, Pb, Nb, W and Ag. It was observed that owing to heating 
the surface and bulk plasmon energy suffers shifts in the characteristic spectra. After leaded 
systematic analysis of this effect by means of Transmission Electron Microscopy with EELS 
detector, a method of definition of the linear expansion coefficient was proposed using data 
to thermo–induced shifts of long wavelength plasmons [25–29]. This approach was based on 
the supposition that at heating of metal in consequence of the expansion/compression of 
crystal lattice the conductive electron density will lower/raise as a result it must lead to 
decrease/increase plasmon energy. In this case, number of valence electrons per unit n(T) 
changes due to the thermal expansion of the crystal, Eq. (18) is rewritten using the linear 
thermal expansion coefficient α(T) of the crystal as follows: 
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The obtained results for the thermal expansion coefficient are in a good agreement with 
tabular data for the clean Al, Ag and Pb. Also angular–resolved high resolution EELS was 
applied to study the plasmon excitations in the spectra of poly and single crystals as a 
function of temperature T. For example, in Ref. [33] a particular attention was devoted to 
silver because of the presence of an extremely sharp surface plasmon as observed for thin 
films and for all low Miller index surfaces. It was established that energy displacement of 
surface plasmon depends on temperature because of thermal expansion of the solid. Though 
Jensen et al. [34] observed with EELS strong temperature effects on the surface plasmon 
energy on graphite, which have been explained as a consequence of the unusual 
semimetallic band structure. Therefore this approach does not give us an ambiguous 
explanation of the reason for the plasmon shift in the ternary Co–Cr–Mo alloy. As noted 
above, the heating of alloy to Т = 620ºC promotes to an increase of the bulk plasmon energy 
with respect to the annealed alloy and only at Т = 790ºC the bulk plasmon suffers shift with 
a decrease of energy. More over, this approach doesn’t take into account changes of the 
surface plasmon energy and their coupling with bulk plasmon in the near surface region. 

It is known that the electrons in metals, which are neutralized by the fixed positive ions 
tightly sufficiently coupled between themselves and disposed in the lattice site, it is possible 
to consider as the special type of plasma [3]. From the classical point view the plasma 
oscillations in metals are oscillations of valence electrons with respect to positive ions which 
formed the lattice. These oscillations are conditioned owing to long–range Coulomb forces. 
Therefore, besides of the crystal lattice parameter at heating of ternary Co–Cr–Mo alloy it is 
necessary to take into account the change of Coulomb interaction force between the 
plasmons and atomic core that can not be calculated within the framework of the classic 
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approach. The chemical elements Co and Cr are metals for which either the valence 
electrons are strongly bond s, d–electrons and the core electrons are weakly bond. Probably 
that at change of heating of these metals and those alloys the shift of plasmon energy with 
an increase or decrease of energy also will be determined by the change of Coulomb 
interaction force between the valence electrons and the core. It can lead to change of free s, 
d–electron concentration and effective electronic mass m (in Eq.(18)), which do participate in 
plasma excitations and, as a result, to shift the plasmon loss line relative to initial state of 
Co–Cr–Mo alloy. 

Fact, for the pure chemical elements the surface and bulk plasmon energy can substantially 
differ from the plasmon energies of their alloys or compounds. In reference [16] was 
observed that in the near surface region the profile concentration versus temperature is 
differs to bulk of ternary Co–Cr–Mo alloy. Therefore, it is necessary to expect a displacement 
of long wavelength plasmon oscillations in the range of the energies E0 = 150 – 650 eV as a 
result of segregation of the alloy components. However as far as the changed composition of 
the near surface region of alloys can strongly influence on plasma excitations at different 
temperatures at the present time is not clean. 

The experimental data obtained in Figure 11 are indicated about the complex nature of the 
plasmon shifts in the near surface region of ternary Co–Cr–Mo alloy. Although most authors 
meet an opinion, that the energy plasmon shift mainly can be related to lattice parameter of 
solids, we suppose that in case of the complicated Co–Cr–Mo system the shift of plasmon 
energy will be defined by the summary balance of above mentioned possible causes at 
heating. 

2.3.2. Intensity lines of plasmons 

The nature of the surface plasmon appearance in the EELS spectra is related to the physical 
and chemical state of the surface layer nanosize thickness. It is also known that probability 
of the surface plasmon excitation by primary electrons will be directly related to their 
probing depth of the solid. Growth of the primary electron energy will lead to the increasing 
of the bulk plasmon excitation probability and, on the other hand, to the decreasing of the 
surface plasmon excitation probability and to damping of the surface plasmon intensity line 
in the EELS spectra. Consequently, for every chemical element and their alloys it is possible 
to define the range of the primary electron energy, in which the line of the surface plasmon 
will be detected in the characteristic loss spectra. Based on this concept, in references [20, 21] 
it was proposed to determine of the ratio Rs (in a.u.) of IL surface and bulk plasmons from 
the energy E0 by the following equation: 
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where s,b
plI  is IL of the surface and bulk plasmons from primary electron energy E0. 
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In works [20 - 24] the changes of IL for surface and bulk plasmon were studied for the 
Pt80Co20(111) and Cu75Pd25(100) single crystal alloys, ternary Co–Cr–Mo alloy and 
amorphous and crystalline Fe73.6Cu1Nb2.4Si15.8B7.2 (FINEMET) alloy surface and their alloy 
components in range primary electron energy E0 from 150 eV to 800 eV. There was found 
that damping of the function 0( )R Es  is different for all specimen and different value of the 
primary electron energy E0 for which the intensity line of the surface and bulk plasmons are 
equal. In case of pure elements the damping of function 0( )R Es  is related to a decrease in 
probability of their excitation dependant on respective probing depth of the near surface 
layer and contrariwise this increases the probability excitation of the bulk plasmon and with 
altered near surface layers. In case of alloy, there was advanced a assumption that decay of 
intensity line of surface plasmon relative to bulk plasmon can be associated with changing 
of surface composition on the depth for the alloys and it confirms an assumption as to 
possibility of establishing the range of primary electron energy Е0, at which the electron 
beam will probe only the near surface region for the different materials. 

Good correlation between the damping of surface plasmon 0( )R Es  and concentration 
profile was established for the Cu75Pd25(100) alloy surface at room temperature [20] and for 
the Pt80Co20(111) alloy surface and Co–Cr–Mo alloy at a different heating [8, 23]. 

The results of measurement for Pt80Co20(111) alloy are shown on Figure 12 at different 
heating. For the disordered alloy the damping of surface plasmon Rs have a more prolonged 
dependence compared to the ordered alloy at room temperature. If we will estimate a 
probing depth at primary electron energies Е0 = 550 eV and Е0 = 350 eV when surface 
plasmon does not appear (Rs ≈ 0) in the EELS spectra, then we founds approximately 6-7th 
and 2-3rd atomic layers (bulk concentration) for the disordered and ordered states of 
Pt80Co20(111) alloy, respectively (see Figure 6). 

As in case of thermo–induced shift of plasmon excitations the changes in IL of surface 
plasmon relative to bulk plasmon were observed. Heating of alloy induces decreasing 
intensity line of surface plasmon and then higher temperature that more damping of surface 
plasmon Rs at variation of the primary electron energy Е0. In case of the Pt80Co20(111) alloy 
surface with increasing of heating the damping of oscillating concentration depth profile is 
decreases [8]. More over, there is observes correlation between damping of surface plasmon 
Rs relative to bulk plasmon and damping of oscillating concentration depth profile at every 
given temperature. 

The results of measurement for the Co-Cr-Mo alloy are shown on Figure 13 at different 
heating. For the non–annealed alloy the damping of surface plasmon Rs has a prolonged 
dependence and only at Е0 > 800 eV the surface plasmon peak disappears in EELS spectra. 
For the annealed state of alloy with an increase of the energy Е0 the dependence Rs decays 
quickly compared to the non–annealed alloy and at energy Е0 > 350 – 400 eV the surface 
plasmon does not appears in EELS spectra. As in case of shifts of the surface and bulk 
plasmon energy at heating of alloy the essential changes on intensity lines of surface 
plasmon relative to bulk plasmon were observed. 
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Figure 12. Dependence s,b 0( )R E  from the primary electron energy E0 for the Pt80Co20(111) alloy at 
different heating: (a) T = 21 oC, (b) T = 340 oC, (c) T = 400 oC, (d) T = 550 oC, (e) T = 600 oC, (f) T = 700 oC 

 
Figure 13. Dependence s,b 0( )R E  from the primary electron energy E0 for the Co-Cr-Mo alloy at 
different heating: (a) non-annealed state at T = 21 oC, (b) annealed state at T = 21 oC, (c) T = 500 oC, (d) T 
= 620 oC, (e) T = 790 oC. 
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Heating of Co-Cr-Mo alloy induces decreasing IL of surface plasmon as well as probability 
of their appearance in EELS spectra dependence on temperature at variation of the energy 
Е0. High–temperature heating of Co–Cr–Mo alloy promotes to increase the emission and 
background of secondary electrons in characteristic spectra, that did not allow us exactly to 
separate the peaks of plasma oscillations at small primary electron energy Е0 = 150 eV. As 
shown on Figure 13 for temperatures 500ºC and 620ºC the line of surface plasmon 
disappearances at Е0 > 350 eV and Е0 > 300 eV, respectively. At heating of alloy to Т = 790ºC 
the surface plasmon is detected only in range of the energy Е0 = 200 – 350 eV, however 
dependence Rs from Е0 decays quickly compared to other temperatures. Besides increasing 
the intensity line of plasmons with the increase of heating of Co–Cr–Mo alloy the observed a 
broadening of bulk plasmon line. The correlation between the damping of function Rs from 
Е0 and formation of concentration profile in the near surface region of alloy was established 
for the non–annealed Co–Cr–Mo alloy (see Figure 7). For the annealed alloy the surface 
plasmon detects in EELS spectra in the range of Е0 = 150 – 350 eV. This range of energy Е0 
corresponding to the near surface region where was observed the largest variation of alloy 
composition relative to bulk concentration. The similar situation occurs at heating to Т = 
790ºC for which the alloy concentration in the near surface region comes towards to the bulk 
at energy Е0 > 300 eV. Only the qualitative the correlation between the damping function Rs 
from Е0 and comes towards to the bulk concentration are observes for the Co–Cr–Mo alloy 
at the temperatures 500ºC and 620ºC. 

3. Conclusion 
Low Electron Energy Loss Spectroscopy can be used as effective non-destructive method at 
investigation of physical-chemical properties materials in the nano-size near surface region. 

Ionization energy losses allows to investigation layer-by-layer concentration profile for the 
singe crystal alloys with monolayer resolution, element distribution on the depth for the 
polycrystalline alloys and study of kinetics of surface processes at thermo-induced 
treatment or after ion irradiation of the surface. 

Plasmon excitations are very sensitive to structural and chemical state of surface and bulk 
and it can be used for study of electronic states of free electrons in the near surface region 
and influence of different kinetic processes on changing of electronic structure of materials. 

Analysis of intensity line of surface and bulk plasmons depending on primary electron 
energy E0 allows to define a surface-bulk interface when electron beam probes just near 
surface region with different physical-chemical properties as compared to the bulk material. 
These results have good correlation with data of surface composition on depth which 
obtained by IS and AES. 
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1. Introduction 

The phenomenon of inelastic scattering of light by matter is referred as Raman spectroscopy 
named after Sir Chandrasekhara Venkata Raman who first observed it experimentally in 
1928 [1]. Because only one photon out of 106-1012 incident photons is inelastically or Raman 
scattered, it took some time until lasers with high enough light intensities for efficient 
Raman excitation and very sensitive detectors for measuring the still low intensity Raman 
light were developed. Another important step in advancing Raman instrumentation was the 
efficient rejection of the very intense elastic scattered light, known as Rayleigh light, through 
a double or triple monochromator or filters [2].  

Nowadays, Raman spectroscopy is being successfully applied to both in- and ex-situ 
analyses of various processes and materials in different states of matter (solid, liquid, gas or 
plasma). Moreover, Raman spectrometers have become small, portable and easy to use even 
for nonspecialists. This technique is covering a very broad range of application fields, at 
scientific and industrial levels, including pharmaceuticals, biology, environment, forensics, 
geology, art, archaeology, catalysis, corrosion, materials and others. Giving the large 
amount of specific information related to each of the abovementioned areas, we refer the 
interested reader to [3,4]. 

In the field of semiconductors, Raman spectroscopy has shown to be a powerful analytic 
tool for investigating mechanical stress, crystallographic orientation, doping, composition, 
phase, and crystallinity of semiconductor materials in bulk, thin film and device form [4-7]. 
In particular, the use of Raman spectroscopy to study solar silicon materials in form of thin 
films on glass, wafers, and ribbons, which are then processed to solar cells used as a clean 
and sustainable energy source has gained new momentum in the context of climate change 
and energy security. The physics behind Raman scattering in semiconductors or crystals is 
based on the inelastic interaction of light with lattice vibrations or phonons that are sensitive 
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to internal and external perturbations. A short but relevant theoretical introduction in the 
case of silicon will be given in Section 2. Back to early 70th, it was Anastassakis et. al. first 
reporting on the shift of the first-order silicon Raman peak under uniaxial external stress [8]. 
This work triggered the application of Raman spectroscopy in measuring internal stresses 
present in semiconductor materials and structures. Particularly important for the present 
contribution are the studies on local internal stresses in microelectronics devices such as 
silicon integrated circuits using confocal micro-Raman spectroscopy where the exciting laser 
light is focused onto the sample’s surface through a microscope objective thus enabling 
investigations on the micrometer scale [4,5].  

The first experimental part of this chapter (Sections 3.2 and 4.1) is mainly focused on the 
application of confocal micro-Raman spectroscopy to map the spatial distribution of internal 
stresses, their magnitude and sign in different solar silicon materials following the existing 
work in silicon microelectronics. Because internal stresses may decrease mechanical strength 
increasing the breakage rate and induce recombination active defects when combined with 
external stresses, their understanding and control will improve both process yields and solar 
cell efficiencies. In addition to mechanical information, other useful material properties can 
be obtained from the same first-order silicon Raman peak. We will show how internal 
stresses, defects, doping, and microstructure can be directly correlated with each other on 
the same map, enabling the basic understanding of their interactions. The micro-Raman 
measurements are supported and complemented at identical positions by other techniques 
such as EBSD, EBIC, and defect etching. Such a combination allows the correlation of 
internal stresses, recombination activity and microstructure on the micrometer scale. 

In the second experimental part of this contribution (Sections 3.3 and 4.2), confocal macro-
Raman spectroscopy is introduced and its application to solar silicon is demonstrated for the 
first time. Macro-Raman spectroscopy represents the state-of-the-art in fast, large area 
Raman mapping being initially developed to analyze the chemical homogeneity in 
pharmaceutical tablets. We will present a statistical analysis using Macro-Raman mapping 
of solar silicon, which is usually characterized by large spatial properties variations. The 
combination of the two mapping techniques offers insights into the interplay between solar 
silicon properties at different length scales. Finally, the potential use of macro-Raman 
spectroscopy for optimization and in-line quality check in a PV factory will be discussed. 

Such detailed Raman studies are not limited to solar silicon materials but they can be 
performed on all Raman active materials. In this context, it is clear that today Raman 
spectroscopy is a versatile and mature characterization method, which can be applied both 
at micro- and macro-scale to learn about the interaction between materials properties and 
their optimization in relation to individual processing steps. 

2. Theoretical background of Raman spectroscopy in silicon 
The aim of this section is to provide the basic equations and their interpretation necessary to 
understand the experimental results shown throughout the present chapter. A rigorous 
mathematical derivation is extensively documented in many textbooks and papers 
published during the long history of the Raman effect [4,5,8-14].  
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stresses, their magnitude and sign in different solar silicon materials following the existing 
work in silicon microelectronics. Because internal stresses may decrease mechanical strength 
increasing the breakage rate and induce recombination active defects when combined with 
external stresses, their understanding and control will improve both process yields and solar 
cell efficiencies. In addition to mechanical information, other useful material properties can 
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spectroscopy is a versatile and mature characterization method, which can be applied both 
at micro- and macro-scale to learn about the interaction between materials properties and 
their optimization in relation to individual processing steps. 

2. Theoretical background of Raman spectroscopy in silicon 
The aim of this section is to provide the basic equations and their interpretation necessary to 
understand the experimental results shown throughout the present chapter. A rigorous 
mathematical derivation is extensively documented in many textbooks and papers 
published during the long history of the Raman effect [4,5,8-14].  
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In a Raman experiment described from a classical point of view, monochromatic light of 
frequency ωi originating from a laser is incident on a crystal in a direction ki with E = 
E0exp[i(ki·r – ωit)]. The electric field of light will induce an electric moment P = ε0χE, with 
the interaction between light and crystal at position r being mediated by lattice vibrations or 
phonons characterized by a wavevector qj and a frequency ωj with Qj = Ajexp[±i(qj·r – ωjt)]. It 
is the electrical susceptibility χ, which is changed by phonons. This means that the induced 
electric moment will emit besides the elastic scattered Rayleigh light of ωi, Raman light of ωi 
+ ωj and ωi - ωj resulting from anti-Stokes and Stokes Raman scattering, respectively [5]: 
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From a quantum mechanical point of view, a photon described by ki, ωi produces an 
electron-hole pair. The electron is excited from the ground state to a higher energy state and 
interacts with a phonon characterized by qj, ωj. As a result of this interaction, the electron 
gains or losses energy and trough the recombination of the electron-hole pair a photon ks, ωs 
is emitted, where ωs = ωi + ωj and ωs = ωi - ωj for anti-Stokes and Stokes Raman scattering, 
respectively. In most cases, only the silicon Stokes Raman peak known also as the first-order 
silicon Raman peak occurring in the absence of internal and external perturbations at ω0 ~ 
520 cm-1 is measured and examined. This peak is referred as the silicon Raman peak 
throughout the next sections. It corresponds to lower energy scattered photons λ1 than the 
incident ones λ0. The conversion formula from nm to cm-1 is written as: 
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2.1. Orientation evaluation 

The Raman scattering efficiency or intensity depends on the polarization direction of the 
incident (ei) and backscattered (es) light and on the three silicon Raman tensors R´j which are 
proportional to (∂χ/∂Qj)0 (see Equation 1), I0 is a constant including all fixed experimental 
parameters [5,10,14]: 
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Here the polarization directions are defined in the stage coordinate system, while the Raman 
tensors refer to the crystal coordinate system. The crystal - stage transformation is 
performed by means of a rotation matrix T(α,β,γ) applied to the Raman tensors R´j, where α, 
β, and γ are the three Euler angles [10]:  
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By continuously rotating the polarization direction of the incident laser light θ with a λ/2 
plate for two analyzer positions x and y, it is possible to obtain two experimental curves 
showing the intensity variations of the silicon Raman peak. The data fitting based on 
Equation (4) results in the numerical evaluation of the three Euler angles which are needed 
to describe the crystallographic orientation of a particular grain with respect to the stage 
(reference) coordinate system. Having the grain orientation, the intensity variations of the 
three optical phonons with polarization settings IXj(θ) and IYj(θ) can be simulated separately. 
These six intensity variations can be transformed into six intensity ratio functions [10]: 
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It has been shown that for almost any arbitrary oriented grain, distinct polarization settings 
(θ, x or y) for which the intensity of one phonon prevails over the intensity sum of the other 
two phonons can be found [10]. Performing three Raman measurements on the same grain, 
one for every single-phonon polarization settings, several stress tensor components can be 
determined as experimentally shown in Section 4.1.1.  

2.2. Stress evaluation 

In the absence of stress (internal or external), the three Raman optical phonons of silicon are 
degenerate leading to a single Raman peak at ω0 ~ 520 cm-1. Large mechanical stresses in the 
GPa range lift the degeneracy causing frequency shifts of the three optical phonons Δωj = ωj 
– ω0 , which appear as separate peaks in the Raman spectrum depending on the direction of 
the applied stress and measurement conditions [8,12,13]. When the stress level is below 1 
GPa, these frequency shifts are too small to be resolved being masked by the natural width 
of the silicon Raman peak. In such cases, particular polarization settings for the incident and 
backscattered Raman light can be found that allow the excitation and probing of the three 
optical phonons almost separately and consequently their frequency shifts can be 
determined. These settings vary with the orientation of the investigated grain as discussed 
in the previous section. Next step consists in using the secular equation that relates the 
frequency shifts to the strain tensor components [5,9,10]: 
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Here p, q, and r are material constants so-called phonon deformation potentials being the 
only three independent components for cubic symmetry crystals such as silicon, ε´ij are the 
strain tensor components in the crystal coordinate system, while the eigenvalues λj (j = 1,2,3) 
are given by 

 2 2
0 0 0 0( ) ( ) 2 .j j j j j                 (7) 



 
Advanced Aspects of Spectroscopy 224 

By continuously rotating the polarization direction of the incident laser light θ with a λ/2 
plate for two analyzer positions x and y, it is possible to obtain two experimental curves 
showing the intensity variations of the silicon Raman peak. The data fitting based on 
Equation (4) results in the numerical evaluation of the three Euler angles which are needed 
to describe the crystallographic orientation of a particular grain with respect to the stage 
(reference) coordinate system. Having the grain orientation, the intensity variations of the 
three optical phonons with polarization settings IXj(θ) and IYj(θ) can be simulated separately. 
These six intensity variations can be transformed into six intensity ratio functions [10]: 

 
,, ,

, , , 31 2
1 2 3, , , , , ,

2 3 1 3 1 2

( )( ) ( )( ) , ( ) , ( )
( ) ( ) ( ) ( ) ( ) ( )

X YX Y X Y
X Y X Y X Y

X Y X Y X Y X Y X Y X Y

II IW W W
I I I I I I

   
     

  
  

 (5) 

It has been shown that for almost any arbitrary oriented grain, distinct polarization settings 
(θ, x or y) for which the intensity of one phonon prevails over the intensity sum of the other 
two phonons can be found [10]. Performing three Raman measurements on the same grain, 
one for every single-phonon polarization settings, several stress tensor components can be 
determined as experimentally shown in Section 4.1.1.  

2.2. Stress evaluation 

In the absence of stress (internal or external), the three Raman optical phonons of silicon are 
degenerate leading to a single Raman peak at ω0 ~ 520 cm-1. Large mechanical stresses in the 
GPa range lift the degeneracy causing frequency shifts of the three optical phonons Δωj = ωj 
– ω0 , which appear as separate peaks in the Raman spectrum depending on the direction of 
the applied stress and measurement conditions [8,12,13]. When the stress level is below 1 
GPa, these frequency shifts are too small to be resolved being masked by the natural width 
of the silicon Raman peak. In such cases, particular polarization settings for the incident and 
backscattered Raman light can be found that allow the excitation and probing of the three 
optical phonons almost separately and consequently their frequency shifts can be 
determined. These settings vary with the orientation of the investigated grain as discussed 
in the previous section. Next step consists in using the secular equation that relates the 
frequency shifts to the strain tensor components [5,9,10]: 

 

' ' ' ' '

' ' ' ' '

' ' ' ' '

( ) 2 2

2 ( ) 2 0.

2 2 ( )

xx yy zz xy xz

xy yy xx zz yz

xz yz zz xx yy

p q r r

r p q r

r r p q

            

             

            

  (6) 

Here p, q, and r are material constants so-called phonon deformation potentials being the 
only three independent components for cubic symmetry crystals such as silicon, ε´ij are the 
strain tensor components in the crystal coordinate system, while the eigenvalues λj (j = 1,2,3) 
are given by 
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The stress tensor components are finally obtained from the inverse Hooke’s law ε´ij = Sij·σ´ij 
where Sij represents the elastic compliance tensor whose components are material constants. 
It is evident from Equation (6,7) that the three frequency shifts Δωj are not enough to 
determine the six independent stress tensor components σ´ij. The probing depth in silicon 
ranges from a few hundreds of nm to a few µm for visible excitations, and from a few nm to 
a few tenths of nm for UV excitations. Thus, due to wavelength dependent absorption, only 
the stress state close to the sample’s surface is measured. This implies a predominant planar 
stress state described by three stress components σ´xx, σ´yy, and τ´xy that can be numerically 
evaluated using the three frequency shifts Δωj. The residual stress components in the z 
direction given by σ´zz, τ´xz, and τ´yz are included in Δ´z which also serves as a correction 
parameter [10]: 
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The following equation can be used to transform the stress tensor components into average 
or von Misses stress: 
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Another more straightforward way to relate measured Raman shifts to stress values is the 
use of a simple stress model illustrating the stress state in the sample. The classical example 
in the case of silicon is the presence of uniaxial stress σ along the [100] direction and the 
measurement of the backscattered Raman signal from the (001) surface [5]. In this 
configuration, only one stress tensor component is non zero: 
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If biaxial stress in the x-y plane with stress components σxx and σyy (or σxx = σyy for isotropic 
stress) describes the stress distribution in the sample: 
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These two formulas (10,11) written in the stage coordinate system are commonly used in the 
community for a fast and reliable estimation of the average stress independently of the 
crystallographic orientation of grains in multicrystalline silicon. Thus, 1 cm-1 shift of the 
silicon Raman peak with respect to the stress free value of ~ 520 cm-1 corresponds to a 
uniaxial stress of 500 MPa or to a biaxial in-plane isotropic stress of 250 MPa. It can be seen 
that tensile stress shifts the silicon Raman peak to lower frequency, while compressive stress 
to higher frequency as sketched in Figure 1(a). Experimental examples of the stress state 
evaluation using both methods described above will be given in Section 4.1.  
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Figure 1. (a) Typical Raman spectrum of a silicon wafer used as reference. In the absence of stress, the 
three Raman optical phonons of silicon (1 x LO, 2 x TO) are degenerate resulting in a single Raman peak at 
ω0 ~ 520 cm-1. The plasma lines originating from an external reference lamp are used to correct the silicon 
peak position with respect to the thermal drift of the spectrometer grating. Tensile or compressive stresses 
(internal or external) below 1 GPa may shift the silicon Raman peak to lower or higher frequencies, 
respectively. (b) Comparison between Raman spectra of stress-free silicon reference and tensile stressed 
thin film solar silicon on glass. The peak asymmetry caused by high boron doping is clearly visible. 

2.3. Doping evaluation 

In the case of highly doped silicon, a resonant interaction occurs between the discrete optical 
phonon states (phonon Raman scattering) and the continuum of electronic states in the 
valence or conduction bands (electronic Raman scattering) because of electron-phonon 
coupling. This leads to Fano-type silicon Raman peak asymmetries, which can be observed 
as tails either on the right side (for p-type doping) or on the left side (for n-type doping) of 
the otherwise symmetric silicon Raman peak as shown in Figure 1(b) [11,14-17]. The 
function used to fit the intensity of the silicon Raman peak I(ω) is given by [11] 
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Here I0 is a scaling factor, q is so-called symmetry parameter, Γ is the linewidth of the peak, 
and ωmax is the peak position in the presence of Fano interaction. The symmetry parameter q 
describes the shape of the silicon Raman peak affected by Fano resonances. Large q > 150 
values correspond to standard doping (< 1016 cm-3) resulting in a nearly symmetric peak, 
while small q < 50 values correlate with high doping (> 1018 cm-3) and pronounced peak 
asymmetry. For highly doped silicon, 1/q is approximately proportional to the free carrier 
concentration [11]. Thus, an accurate quantitative evaluation of doping on the micrometer 
scale is possible, provided a good calibration curve exist.  
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2.4. Qualitative defect density evaluation 

As shown in the previous three sections, Raman spectroscopy can provide detailed 
information about semiconductor materials, in this contribution solar silicon, including 
crystal orientation, internal stresses and doping, which can be extracted from the intensity, 
position and asymmetry of the silicon Raman peak. In addition, the linewidth of the peak 
relates to the presence of extended crystal defects. In a perfect crystal, the phonon lifetimes 
are theoretically infinite in the harmonic approximation that neglects third- and higher-
order derivatives of the crystalline potential resulting in narrow delta function-like 
linewidths of the optical phonon Raman spectra [18]. Defects act as anharmonic 
perturbations leading to finite phonon lifetimes that manifest themselves as a broadening of 
the peak described by its full-width at half maximum denoted FWHM or Γ. Therefore, the 
anharmonic lifetimes of phonons are defined as 1/Γ being evaluated using first principles 
calculations including both kinematic effects; i.e., the decay of phonons into vibrations of 
lower frequency and dynamic effects; i.e., the magnitude of the tensor of the third derivates 
of the crystal potential with respect to atomic displacements that describes the instability of 
one-phonon states. The calculated Γ values of the Raman-active optical phonons were found 
to agree well with those determined experimentally in the case of single crystalline 
semiconductors (defect free) such as diamond, Si, Ge, GaAs, GaP and InP [19,20].  

Anharmonic effects and consequently broadening can also be induced by internal or 
external stresses approaching the stress-induced splitting limit of the peak as discussed in 
Section 2.2 or by large stress gradients within the probed volume [5]. Moreover, doping 
and/or impurities can either produce new Raman peaks through their own vibrational 
modes or alter/broaden the Raman spectrum of the host material through the change in 
mass and bond length (atomic effects) as well as through the resonant Fano interaction of 
free carriers (donors or acceptors) with the lattice (electronic effects). Because all these 
information originates from the silicon Raman peak, one can separate between the effects of 
stresses, doping and/or impurities and that of defects on the FWHM values. The Raman 
linewidths were also found to broaden in the case of relatively small grains (in the nm 
range) due to the phonon confinement effect, that is, the frequency distribution of the 
scattered light comes from a broader interval in k-space around the Γ-point in the Brillouin-
zone since the Δk = 0 selection rule is partially lifted by the phonon scattering at grain 
boundaries [21]. Such a broadening does not occur in large grained solar silicon as presented 
here.  

3. Experimental details 

3.1. Sample preparation for Raman measurements 

Raman spectroscopy investigates materials nondestructively, the appropriate excitation 
laser power to avoid damage being material dependent, without elaborated sample 
preparation. In the case of silicon thin film solar cells on glass, no sample preparation is 
needed because the as-grown material has low roughness. This is different for wafer- and 
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ribbon-based solar cells for which a simple sample preparation procedure is necessary. Their 
surfaces have to be evened out by mechanical polishing prior to the Raman measurements 
to avoid artifacts induced by uncontrolled reflections at rough surface facets. The standard 
polishing procedure applied to small pieces consists in changing gradually from larger to 
smaller diamond particle sizes with the final polishing step removing most of the previously 
damage surface layer, thus leaving the samples in a negligible polishing-induced stress 
state. The cutting into small pieces leads to stress relaxation due to the creation of free 
surfaces as discussed in Section 4.1.2. After polishing, the samples are Secco-etched [22] for 5 
seconds to make the grain boundaries and dislocations visible. This short defect etching step 
does not affect the Raman scattering or the other measurement techniques used herein.  

3.2. Micro-Raman spectroscopy 

The incident light needed for Raman excitation is provided by a laser with a main emission 
with narrow line width. An interferential filter is used to block the other emissions of the laser. 
After being reflected by an edge or a notch filter, the light is focused onto the sample’s surface 
through a microscope objective, thus giving rise to the term micro-Raman spectroscopy. 
Depending on the objective (magnification, numerical aperture) as well as on the excitation 
wavelength, the diameter of the incident laser beam is different. For the 100x objective 
(numerical aperture 0.9) and 633 nm excitation employed in the micro-Raman measurements 
presented here, the probing diameter is ~ 1 µm. The laser power density can be quite high, 
thus a low laser power of ~ 2 mW at the silicon sample’s surface should be used. In these 
conditions, no shift or increase in the FWHM of the silicon Raman peak due to the local 
heating of the sample by the laser beam were observed. 

As already mentioned in Section 2.2, the probing depth is controlled by the material 
absorption, which is wavelength dependent. In crystalline silicon, an excitation 
wavelength of 633 nm results in a penetration depth of ~ 3 µm, while 457 nm gives ~ 300 
nm. Since we use 633 nm, the entire thickness of the silicon thin films on glass is probed, 
while only the surface of the ~ 200 – 250 µm thick silicon wafers and ribbons is measured. 
The backscattered Raman light passes back through an edge or a notch filter which cuts 
most of the Rayleigh light, it is dispersed using a grating and then detected by a silicon 
CCD detector. All Raman measurements herein were performed at room temperature in 
the backscattering configuration using a LabRam HR800 spectrometer from Horiba Jobin 
Yvon. A schematic picture of our micro-Raman spectrometer is displayed in Figure 2. 

In order to draw correct conclusions about materials with varying spatial properties, not only 
several but many Raman spectra are acquired while moving the microscope stage with the 
sample in x- and y-directions in steps equal or smaller than the diameter of the laser probing 
beam as shown in Figure 2. This results in a complete micro-Raman mapping of the 
investigated areas, which are usually in the range of a few tens of µm2. The exposure time is 
typically up to 1 s per spectrum. These spectra are fitted with a Gauss-Lorentzian function and 
maps of the shift, FWHM and intensity of the silicon Raman peak corresponding to the spatial 
distributions of internal stress, defect density and grain orientation are obtained. A Fano-like 
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fitting function as in Equation 12 is used for doping evaluation [11]. To ensure correct 
interpretation of the Raman data as well as to be able to visualize small mechanical stresses, the 
effect of the thermal drift of the spectrometer grating on the silicon peak position is corrected 
[5,14]. This is done by using one of the plasma lines visible in Figure 1(a) emitted by an external 
lamp located either close to the spectrometer's confocal hole or above the microscope [23,24]. 

 
Figure 2. Schematic picture of the used micro-Raman spectrometer. The λ/2 plate and the analyzer 
adjust the polarization direction of the incident and backscattered light with respect to the stage (fixed) 
coordinate system. The polarized micro-Raman procedure enables the evaluation of the crystallographic 
orientation of arbitrary grains and of stress components as described in Sections 2.1 and 2.2. A graphical 
representation of micro-Raman mapping obtained by moving the microscope stage with the sample 
(multicrystalline silicon wafer) in x- and y-directions under a 633 nm exciting laser along with the 
Raman probing volume are also shown.  

3.3. Macro-Raman spectroscopy 

Macro-Raman spectroscopy enables fast, large area Raman mapping in the cm2 range 
needed for statistical studies of materials properties and the correlations between them and 
with processing. In the context of PV, this technique can be used not only for fundamental 
studies in laboratory scientific research but also for optimization and in-line quality check in 
a PV factory. Macro-Raman mapping is possible through two add-ons that can be integrated 
in any existing micro-Raman spectrometer. The two new DuoScanTM (hardware) and 
SWIFTTM (software) Raman scanning modules developed by HORIBA Jobin Yvon provide 
significant reduction by orders of magnitude of the measurement times by means of large 
area probing beam (macro-beam) and high speed detector-stage coordination, respectively. 
Even faster Raman imaging is possible by combing these two technologies [7].  

DuoScanTM Raman imaging technology extends the imaging capabilities of micro-Raman 
instruments from (sub-) micron to macro-scale mapping. The integration of the DuoScan 
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unit to an existing micro-Raman spectrometer is shown in Figure 3(left). This mode is based 
on a combination of two orthogonally rotating piezo-mirrors that scan the laser beam across 
the sample following a user-defined pattern as displayed in Figure 3(middle). The size of the 
resulting macro-beam is adjustable being limited only by the opening of the used 
microscope objective. The maximum macro-beam sizes achievable with our 50x (NA 0.80) or 
10x (NA 0.30) NIKON microscope objectives are 100 x 100 µm2 or 1 x 1 mm2. DuoScan 
allows to integrate the Raman signal over the macro-beam area giving an average spectrum, 
which contains the same spectral information as that obtained by averaging all micro-
Raman spectra for the same area. The gain in acquisition time is evident, macro-Raman 
being orders of magnitude faster than conventional micro-Raman. For example, if an area of 
30 x 30 µm2 is entirely probed by macro-Raman in one second, micro-Raman with a spot-
size of 1 x 1 µm2 needs 900 seconds to cover the same area. The price one has to pay is the 
loss of lateral resolution.  

Furthermore, DuoScan can be used in a step-by-step mode where the mapping takes place 
without moving the stage with the sample. A minimum step size of 50 nm is reached by 
deflecting the laser beam, which complements successfully the stepping capability of the 
stage specified to be ~ 500 nm. This mode applies for Raman imaging of nanoscale objects 
and features. The DuoScan mapping capabilities are summarized in Figure 3(right).  

SWIFTTM Raman imaging technology enables ultra fast mapping without losing lateral 
resolution and thus image quality. In this mode, the time intervals needed for the stage to 
accelerate/decelerate as well as for the shutter in front of the detector to open/close for each 
measurement point are eliminated. Basically, these are dead times, which are not used for 
the acquisition of the Raman signal. The breakthrough consists in continuously moving the 
stage with the sample while keeping the shutter open and measuring continuously Raman 
spectra by means of high speed detector-stage coordination coupled with the high optical 
throughput of the Raman system. The SWIFT option can also be used for time resolved 
Raman imaging provided the investigated processes occur on the measurement time scale.  

 
Figure 3. (left) DuoScan unit attached to a micro-Raman spectrometer. (middle) Schematic drawing 
illustrating the DuoScan working principle. The probing micro-beam is scanned by two orthogonally 
rotating piezo-mirrors resulting in a macro-beam, thus giving rise to the term macro-Raman 
spectroscopy. (right) Comparison between standard and DuoScan mapping modes described in the 
text. The left and middle pictures are taken from HORIBA’s official webpage. 
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3.4. Complementary techniques to Raman spectroscopy for solar silicon studies 

The Raman investigations on semiconductor materials represent an important step towards 
their fundamental understanding and the control of their properties for designing devices 
with specific functions. As already mentioned, Raman spectroscopy can provide detailed 
information regarding the spatial distributions of internal stress, defect density, doping, and 
grain orientation. We will show that even more insight into the interaction between different 
properties of silicon PV materials can be achieved when Raman measurements are 
supported and complemented at identical positions by other techniques such as EBSD, EBIC 
and defect etching.  

EBSD measurements are performed using an EDAX system attached to a TESCAN LYRA 
XMU scanning electron microscope (SEM) to determine the grain orientations and grain 
boundary types. The crystal orientation is given in the {hkl}<uvw> representation where 
{hkl} is the crystal plane perpendicular to the sample normal direction (z axis) and <uvw> is 
the crystal direction aligned with the transverse direction of the sample (y axis). The inverse 
pole figure (unit triangle) shows the sample normal direction relative to the axes of the 
measured crystal. The misorientation between adjacent grains is given in the angle/axis 
notation, that is, the rotation angle about the axis common to both lattices to bring them into 
coincidence, and in terms of Σ-value which denotes the fraction of atoms in the GB plane 
coincident in both lattices [25]. 

EBIC measurements are done with an EVO 40 SEM at 20 keV beam energy both at room 
temperature and 80K to image most of the electrically active defects. In order to render the 
inhomogeneities of recombination clearly visible, a color scale is used for the EBIC maps. 
The maps represent the local EBIC signal normalized by the maximum EBIC signal. The 
lower the EBIC signal, the higher the recombination activity. 

4. Results and discussions 

4.1. Micro-Raman measurements 

4.1.1. Silicon thin films on glass for solar cells 

The unique characterization power of the Raman technique consists in the detailed 
mechanical and microstructural information that can be extracted from the silicon Raman 
peak: (1) the peak position map - the distribution, amount and sign of internal stresses, (2) 
the peak full-with at half maximum (FWHM) map - the distribution and qualitative 
comparison of defect densities, (3) the peak asymmetry map – the distribution and amount 
of doping, and (4) the peak intensity map – the grain orientation and the grain boundary 
pattern [7,10,11].  

One representative example is shown in Figure 4 for the laser crystallized silicon seed layers 
of thin film solar cells on glass (in this example, 110 nm thick silicon seed film). The larger 
FWHM values in Figure 4(a) indicating a broadening of the Raman spectra are produced by 
a decrease in the phonon lifetimes, which in turn is mainly due to defects acting as 
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anharmonic perturbations (see Section 2.3). Indeed, the dashed line contours in Figure 4(a) 
corresponds to low angle GBs indicated by arrows in the EBSD maps shown in Figure 4(e 
and f). It is well known that low angle GBs consist of dislocation networks/arrays. Their 
presence at these positions is further supported by the continuously changing 
crystallographic orientation within the studied grain as indicated by the gradual changing 
color in the intergranular misorientation gradient map by EBSD in Figure 4(f). Such 
intergranular misorientation is attributed to geometrically necessary dislocations forming 
low angle GBs [26]. 

 
Figure 4. Micro-Raman maps of a laser crystallized silicon seed layer of a thin film solar cell on glass 
(110 nm thick, nominal boron doping of 2.1x1019 cm-3) obtained from the fitting of the first-order Raman 
spectra of silicon: (a) peak FWHM – defect density map, (b) peak position – internal stress map with 
two lateral stress gradients Δσ1=227, Δσ2=197 ± 12 MPa (von Mises stresses), (c) peak asymmetry – 
doping map, (d) peak intensity – grain orientation map. EBSD maps: (e) grain boundary map including 
high angle GBs (black lines), low angle GBs (orange lines), Σ3 GBs (blue lines), Σ9 GBs (green lines), (f) 
Intergranular misorientation gradient map. The two vertical arrows indicate low angle GBs 
corresponding to the areas delineating by dashed lines in (a, b and c). (g) TEM cross-section image.  

Dislocations are considered to be among the most detrimental type of defect controlling not 
only the mechanical but also the electrical properties of silicon and other materials. They are 
produced by the partial or total relaxation of thermally induced stresses during the 
crystallization and cooling processes as long as plastic deformation is allowed by temperature, 
this means above the brittle-ductile transition temperature of silicon. Below this temperature, 
the remaining thermally induced stresses are incorporated as thermally induced residual 
stresses in the silicon material. Once created, dislocations can move on glide planes leading to 
further plastic deformation through their multiplication until the lattice friction becomes larger 
than the effective stress needed for moving the existing dislocations [6]. 
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By comparing the FWHM (defect density) and position (stress) maps displayed in Figure 4(a 
and b), it can be seen that the two patterns are unlike. Regions of similar FWHM values 
(similar defect densities) along the two lines of dislocations exhibit different Raman peak 
positions (different stress levels) showing virtually no influence of internal stresses on peak 
broadening. The fact that the two dislocation lines are only partly accompanied by stress can 
be explained by the locally different superposition of stress fields of dislocations and 
thermally induced residual stresses. Their interaction can lead to local configurations in 
which internal stresses get cancelled totally, partially or not at all [6,23,27]. Thus, we 
attribute the stress concentrations in Figure 4(b) to particular combinations of (1) defect 
configurations/structures, which do not necessary result in higher FWHM values and (2) 
thermally induced residual stresses. The stress map is corrected for the compressive 
contributions produced by the Fano effect and by the addition of boron by means of the 
lattice parameter using Vergard’s law [7]. The presence of different types of defects and 
their nonuniform distribution inside the laser crystallized seed layer are supported by 
transmission electron microscopy (TEM) investigations shown in Figure 4(g). 

Two lateral stress gradients inside the central grain in Figure 4(b) are evaluated in form of 
stress-tensors following the polarized micro-Raman procedure described in [10]. First, the 
crystallographic grain orientation is determined using the Raman intensity dependences on 
the polarization direction of the incident light (θ) and Raman backscattered light (x or y 
analyzer positions) as explained in Section 2.1 at the point marked by the star within this 
particular grain. The measured plots are displayed in Figure 5.  

 
Figure 5. Raman intensity dependences on the polarization direction of the incident light for the X and 
Y analyzer positions measured at the point marked by a star in Figure 4(b). The error bars account for 
the ~ 3% intensity variations of the incident laser light. The continuous curves represent fit functions 
based on Equation 4 used to obtain the three Euler angles: α = 51o + 2o, β = 27o + 2o, and γ = -2o + 2o 
necessary to determine the grain orientation and the stress tensor components. 
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Their fitting by the Equation 4 gives the following three Euler angles: α = 51° ± 2°, β = 27° ± 
2°, and γ = -2° ± 2°, which in turn provide the following rotation matrix to bring this 
arbitrary oriented grain in the stage (reference) coordinate system: 

 
0.656 0.664 0.356

( , , ) 0.753 0.587 0.293 .
0.014 0.461 0.887

 
   
  

T      

Second, since the internal stresses are too small to produce a visible lifting of degeneracy of 
the three silicon optical phonon frequencies, the polarization settings for the incident and 
backscattered light for which the intensity of one of the three phonon modes dominates the 
other two are simulated using the previously determined Euler angles and Equation 5. The 
simulations of the six intensity ratio functions WXYj(θ) are shown in Figure 6. It can be seen 
that the polarization settings to measure separately the three phonon frequency shits Δωj for 
the given grain are: Phonon 1: 1o, X, Phonon 2: -22o, Y, and Phonon 3: 15o, Y. 

Third, three Raman maps of the area in Figure 4(b) are measured for the three polarization 
settings above. Difference stress-tensors are calculated numerically from the three Raman 
frequency shifts Δωj with respect to the stage (reference) coordinate system as described in 
Section 2.2: 
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The two lateral stress gradients indicate compressive stresses at these positions with respect 
to the point marked by the star in Figure 4(b), while the shift towards lower frequencies (<~ 
520 cm-1) in the position of the Raman spectra implies tensile stress inside the silicon thin 
film. Their conversion into average or von Misses stresses using Equation 9 gives Δσ1=227, 
Δσ2=197 ± 12.5 MPa.  

Figure 4(c) shows the asymmetry (doping) map obtained from the symmetry parameter q of 
the Raman spectra as defined in Section 2.3. For the quantitative doping evaluation, the free 
carrier concentration vs. q calibration curve in Figure 5 of Reference 11 was used. The free 
hole concentrations are found to be lower than the nominal boron doping of 2.1x1019 
presumably due to the incomplete activation of dopants during laser crystallization and 
cooling [11]. Higher doping is observed both along GBs and inside grains. Regarding the 
influence of doping/impurities on the FWHM as discussed in Section 2.3, there is no 
correlation between them as seen by comparing the FWHM map with the asymmetry map 
displayed in Figure 4(a) and (c), respectively. 
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Figure 6. Simulation of the six intensity ratio functions WXYj(θ) for the central grain in Figure 4(b). The 
plot maxima marked by arrows indicate the polarization direction of the incident laser light for the two 
analyzer positions where the intensity of one of the three silicon phonons dominates over the sum of the 
other two phonons.  

The different Raman scattering efficiencies caused by distinct crystallographic grain 
orientations and the polarization directions of the incident and backscattered laser light can 
be used to image the grains and to determine their orientations as shown in Section 2.1. This 
results in intensity maps such as displayed in Figure 4(d), which enable tracing of GBs 
represented as solid lines in all Raman maps of Figure 4. Thus, it is possible to relate grains 
and GBs to defect, stress and doping distributions, all data being provided by the same 
Raman mapping. 

4.1.2. Wafer and ribbon-based silicon solar cells 

Next examples illustrate the application of micro-Raman spectroscopy to block-cast and 
edge-defined film-feed (EFG) multicrystalline silicon materials, two industrial relevant 
materials with the former having the largest share (> 50%) in the PV market. Internal 
stresses are the result of the superposition between the thermally induced residual stresses 
that is the thermally induced stresses at the end of crystallization and cooling processes and 
the defect-related stresses. By cutting the silicon blocks and EFG tubes into wafers and then 
into small pieces for micrometer scale investigations, the thermally induced residual stresses 
are expected to relax to a large extent due to the creation of free surfaces. This is different in 
the case of silicon thin films on glass, which are measures as-prepared without any cutting. 
Thus, in the block-cast and EFG samples, the internal stresses produced mainly by defects 
are measured.  

The resolution of micro-Raman can go down to single dislocation characterization as 
demonstrated in Figure 7(a) in the case of p-type block-cast mc-Si material taken from a PV 
factory production line. Here, the localized and quite symmetric stress distribution 
including both compressive (red area) and tensile (blue area) and its decay length resemble 
the stress field of an edge dislocation, which, in this case, is superimposed on the Σ27a GB 
[23,27]. The polarized micro-Raman stress measurements give the following difference 
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stress tensors referring to the stage (reference) coordinate system shown in Figure 7(a). They 
have been evaluated between stressed positions close to the GB and positions at a distance 
from the GB, which are not affected by the dislocation stress field: 
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As shown in the previous example, it is worth to combine at the same position micro-Raman 
with other techniques not only to support the interpretation of the Raman results but also to 
get new insights into other material properties and their interplay. The EBIC images in 
Figure 7(b and c) show lower signal corresponding to reduced minority carrier lifetime of 
79% at 300K and 63% at 80K in the region of the GB trajectory change where the edge 
dislocation is located as well as a signal variation along the Σ27a GB. By comparing the 
stress and EBIC images, it can be seen that the stressed area close to the change in the Σ27a 
GB trajectory denoted K and the stress-free area above and below it show similar EBIC 
signals, and thus similar recombination activities.  

Figure 7(e) shows a Raman stress map of the same Σ27a GB at a distance of several 
millimeters from the position displayed in Figure 7(a). The compressive (red area) and 
tensile (blue area) stresses are more extended along the GB, less symmetric, and change 
positions with respect to the GB as compared with the stress map in Figure 7(a). This stress 
distribution is attributed to the stress field of an array of edge dislocations superimposing 
the GB. The band-like less compressed region on the right-hand side of the Σ27a GB can be 
explained by the presence of dislocations (edge, screw and/or mixed), in the grain and close 
to the GB, which have locally rearranged during crystal growth and cooling to reduce the 
strain energy and thus, the stresses in this region [23,27]. The following stress-tensor 
gradients referring to the stage (reference) coordinate system shown in Figure 7(e) have 
been determined by polarized micro-Raman: 
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Figure 7. Micro-Raman, EBIC and EBSD studies of block-cast solar silicon at two positions along the 
same Σ27a GB. The Raman stress distributions are attributed to a single edge dislocation (a) and to an 
array of edge dislocations (e) superimposing the GB. The regions enclosed by rectangles in the EBIC 
images (b, c) and (f, g) correspond to the Raman mapped areas in (a) and (e), where the numbers 
indicate the maximum EBIC signal. The lower the EBIC signal, the higher the recombination activity. 
The focused ion beam (FIB) markers in (a, e) allows exact spatial correlation between different 
measurement techniques. (d) EBSD map showing the grain orientations and GB types along with the 
orientation triangle and the sample reference frame. 

Like in the previous case the stressed and stress-free areas around the GB in Figure 7(e) are 
located in a region of similar (lower) EBIC signal of 70% at 300K and 60% at 80K as indicated 
in Figure 7(f) and (g), respectively and the recombination activity is inhomogeneous along 
the Σ27a GB. These two representative examples demonstrate the presence of spatial 
variations in mechanical and electrical properties of block-cast solar silicon on the 
micrometer scale.  

Similar spatial properties variations are observed in the p-type EFG mc-Si material taken 
also from a PV factory production line. In order to illustrate the correlation between internal 
stresses, defect structure and electrical activity in the EFG material, we show here three 
positions along the same GB that contain representative examples of this correlation. Here, 
the internal stresses are evaluated using Equation 11 without employing the polarized 
micro-Raman procedure as in the case of silicon thin films on glass and block-cast mc-Si. 
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Figure 8. Position 1 (a) SEM image of the as-grown EFG wafer before mechanical polishing. (b) EBSD 
map showing the grain orientations and GB types along with the orientation triangle and the sample 
reference frame. (c) EBIC image taken at 80K where the inhomogeneous recombination activity inside 
grains and at GBs is mainly attributed to dislocations decorated with metallic impurities. (d) Not all 
dislocations visible in the defect etching image shown in the inset or measured by EBIC are 
accompanied by internal stresses as probed by micro-Raman. The dashed rectangle in the inset 
represents the Raman mapped area. At this position, the lowest EBIC current corresponds to the largest 
(tensile) stress. 

The EBSD, EBIC, and micro-Raman measurements at the first position are displayed in 
Figure 8. The Raman stress map shows concentrated tensile (in blue) and compressive (in 
red) stresses close to a large-angle random GB described by a misorientation angle/axis of 
50o/[518]. Except these areas, nearly no stresses are found neither along the GB nor inside the 
two adjacent grains of {011}<111> and {112}<145> orientations. By comparing the stress map 
with the corresponding EBIC map enclosed by the rectangle in Figure 8(c), it can be seen 
that not all recombination active dislocations visible at 80K are accompanied by stresses. 
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That is because dislocations interact with each other and tend to locally rearrange in 
configurations of minimum strain energy that can result in stresses or virtually no stresses. 
The EBIC image in Figure 8(c) shows an inhomogeneous electrical activity along different 
types of GBs as well as inside grains of different crystallographic orientations indicated in 
Figure 8(b). The recombination-active Σ3 GBs {60o/[111]} in Figures 8-10 are marked with an 
asterisk to distinguished them from the recombination-free Σ3 GBs in Figure 9.  

 
Figure 9. Position 2 (a) SEM image of the as-grown EFG wafer before mechanical polishing. (b) EBSD 
map. (c) EBIC image where the same left-hand side grain like in Figure 8 shows at this position no 
electrical activity. The Σ3 GBs are either recombination-free (Σ3) or recombination-active (Σ3*), while 
being virtually stress-free. (d) The defect etching image in the inset indicates that the presence of 
dislocation etch pits on Σ3* GBs leads to electrical activity provided the dislocations are decorated with 
metallic impurities. Here, the highest recombination activity corresponds to the largest (compressive) 
stress. 
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The EBSD, EBIC, and micro-Raman results obtained at the second position are shown in 
Figure 9. Like in the previous case, we did not find a one-to-one correspondence between 
electrically active dislocations and stresses, both exhibiting inhomogeneous spatial and 
magnitude distributions. These findings are similar to those on block-cast mc-Si displayed in 
Figure 7. Different at this position is the presence of tensile (in blue) and compressive (in 
red) stresses concentrated close to a GB triple point where a Σ5 GB {36.86o/[100]}, a Σ3 GB, 
and a large-angle random GB {45o/[112]} meet. It is worth noting that GBs of the same type, 
here Σ3 GBs, can be either recombination-free (Σ3) or recombination active (Σ3*), while 
being both nearly stress-free. Essentially, independent of the GB type, such large differences 
in electrical activity originate mainly from the absence or presence of recombination-active 
dislocations on or very close to the GB. This point is confirmed by comparing the defect-
etched optical image with the EBIC map: the Σ3 GBs decorated by dislocation etch pits 
(denoted Σ3*) show increased electrical activity, while the Σ3 GBs without dislocation etch 
pits show no recombination activity. It can be seen that despite the same GB type 
assignment by the EBSD software, the Σ3* and Σ3 GBs are formed between adjacent grains 
of different crystallographic orientations. This fact suggests distinct kinematic conditions at 
these Σ3 GBs that can lead to dissimilar thermally induced stress levels and as a result to the 
generation or absence of dislocations. On the other hand, Raman measures only those 
configurations of dislocations (including the recombination-free dislocations) that lead to 
stresses. In contrast with the first (Figure 8) and third (Figure 10) positions, the {011}<111> 
left-hand side grain shows no reduction of the EBIC signal at the second position despite 
quite similar grain geometries at these three positions. This indicates that the thermally 
induced stresses present during the EFG growth relaxed not through the generation of 
dislocations but through the formation of twins found at the second position by EBSD. 

Similar to the previous two cases, we observe non-uniform distributions of electrical activity 
and stresses along GBs and inside grains at the third position as displayed in Figure 10(c, d). 
However, we choose this position to show that the largest recombination activity is not 
always accompanied by the largest internal stresses as in the case of the first and second 
positions.  

The local variations in the sign and values of the dislocation-related stresses as well as in the 
strength of the recombination activity are attributed to the cumulative effect of metallic 
impurity decoration, intrinsic structure, type, density, and distribution of dislocations inside 
grains and on GBs. This non-uniform distribution of dislocations originates from locally 
different mechanisms of nucleation, motion, multiplication and annihilation of dislocations 
controlled by the grain structure including the orientation, size and geometry of the grains, 
the kinematic constraints at GBs, and temperature. The presence of impurities is confirmed 
by EBIC measurements which show quite strong reduction of the EBIC signal at room 
temperature up to 70-80% which further reduces with decreasing temperature up to 50-65% 
at 80K. Such EBIC behavior corresponding to increasing recombination can be explained by 
the interaction of shallow levels related to the strain fields of dislocations with deep levels 
due to metallic impurity decoration and/or intrinsic core defects at dislocations. It is known 
that impurity accumulation in silicon can be enhanced due to the presence of stresses  
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Figure 10. Position 3 (a) SEM image of the as-grown EFG wafer before mechanical polishing. (b) EBSD 
map. (c) EBIC image where the same left-hand side grain like in Figure 8 and 9 shows recombination 
activity. (d) The lowest EBIC current is not accompanied by stress at this position. 

(thermally induced residual stresses and/or defect-related stresses) at temperatures where 
both impurities and dislocations are mobile. This can explain the increased electrical activity 
at regions of higher dislocation densities as at the first and second positions where 
dislocations are spatially distributed in such a way that their stress fields cancel partially or 
not at all so that an overall long-range stress field from these dislocations is measured by 
micro-Raman. The dislocations arranged in configurations in which their stress fields cancel 
totally (or below the detection limit of our Raman spectrometer of ± 12.5 MPa) are only visible 
by EBIC (when recombination-active) but not by micro-Raman, as at the third position. Point-
by-point correlation of the micro-Raman and EBIC measurements indicates that internal 
stresses of several tens of MPa do not influence the minority carrier recombination in block-
cast and EFG mc-Si. Comparably high stresses of up to 1.2 GPa are necessary in silicon in 
order to influence its electrical properties such as enhanced carrier mobility in the transistor 
channel through band structure modification and effective mass reduction [6,23]. 
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4.2. Macro-Raman measurements 

Representative macro-Raman mappings acquired using the DuoScan option described in 
Section 3.3 on the laser crystallized silicon seed layers of thin film solar cells on glass (in this 
example, 290 nm thick silicon seed film) are displayed in Figure 11. These measurements are 
performed at identical positions using probing macro-beams of 30 x 30 µm2 and 100 x 100 
µm2 with the 50x and 10x NIKON microscope objectives. The distribution of internal 
stresses (a, c) and defect densities (b, d) obtained from the position and FWHM of the 
measured Raman spectra are quite similar when measuring with different DuoScan macro-
beam sizes. The inhomogeneous stress patterns in (a, c) are the result of the interaction 
between defects through their own intrinsic stress fields and thermally induced residual 
stresses, while the line shape regions in (b, d) correlate with the laser traces where higher 
defect densities corresponding to larger FWHM values develop predominantly at adjacent 
laser scan lines where irradiated areas overlap. It can be seen that there is no correlation 
between the shift/position (stress) and FWHM (defect density) maps both at macro-scale 
(Figure 11(a-d)) as well as at micro-scale (Figure 4(a and b)). This further supports the 
argument used to explain the results in the previous sections, namely the locally different 
interaction between dislocations themselves and with thermally induced residual stresses. 

 
Figure 11. DuoScan Raman maps of the same area using probing macro-beams of 30 x 30 µm2 (a, b) and 
100 x 100 µm2 (c, d), where the sharpness of the features decreases due the loss of lateral resolution. (a, 
c) The Raman peak position shifts with respect to a stress-free silicon reference are negative indicating 
the presence of tensile stresses inside the 290 nm thick laser crystallized silicon thin film on glass. (b, d) 
The FWHM maps show areas of different crystal quality related to different defect densities, which 
correlate with the laser traces as visible from the line shape character of the FWHM distributions. (e, f) 
Statistical evaluation using histograms for the two macro-beam sizes demonstrating that DuoScan can 
be used for large scale mappings without losing average information. 

As expected, the sharpness of the features decreases with increasing the size of the probing 
macro-beam due the loss of lateral resolution. However, the spectral information is not 
altered by integrating the Raman signal over the 30 x 30 µm2 or 100 x 100 µm2 macro-beam 
areas. Indeed, the normalized histograms in Figure 11(e, f) calculated from the shift and 
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FWHM DuoScan maps show a good overlap demonstrating that DuoScan can be used for 
large-scale mapping of PV and other Raman active materials without losing average spectral 
information. The presence of thermally induced residual stresses is reflected in the position 
of the shift/stress histogram in Figure 11(e). Smaller thermally induced residual stresses 
corresponding to shift/stress histograms closer to or at zero prevent cracking or peeling off 
the silicon thin film solar cells or even substrate bending minimizing the breakage risk and 
processing/handling difficulties. When small, they also impede under external mechanical 
and thermal loads the occurrence of new stress-induced defects, which are commonly 
recombination active. The qualitative estimation of defects is apparent in the position of the 
FWHM/defect density histogram in Figure 11(f) where FWHM values closer to ~ 3 cm-1 
corresponding to defect-free silicon indicate lower defect densities in the silicon thin film 
solar cells. Thus, macro-Raman can be used to evaluate statistically the materials properties 
and to see clearly the changes originating from different preparation conditions and 
processing. 

5. Conclusions 

The characterization power of the Raman technique at micro- and macro-scale in the case of 
multicrystalline solar silicon materials is demonstrated. Raman investigations at length 
scales ranging from µm2 to cm2 are possible through two new developed scanning modules, 
DuoScanTM (hardware) and SWIFTTM (software), which can be integrated in any standard 
micro-Raman spectrometer. The statistical evaluation of the large area Raman maps 
measured by macro-Raman spectroscopy shows that macro-scale Raman mapping 
integrates data over the macro-beam area giving an average spectrum that contains the full 
spectral information at the cost of decreasing lateral resolution. Moreover, Macro-Raman 
enables significant reduction by orders of magnitude of the acquisition time: if an area of 30 
x 30 µm2 is entirely probed by macro-Raman in one second, micro-Raman with a spot-size of 
1 x 1 µm2 needs 900 seconds to cover the same area. Deeper insights into the interplay 
between internal stresses, defects, doping, microstructure, and recombination activity with 
practical impact on the mechanical stability and conversion efficiency of solar cells have 
been obtained by combining Raman, EBSD, EBIC, TEM, and defect etching techniques. By 
tuning the crystallization process, the interaction between dislocations driven by the strain 
energy minimization can be used to reduce internal stresses resulting in mechanically 
stronger wafers and cells and to prevent metallic impurity precipitation at dislocations that 
should lead to improved energy conversion efficiencies. 
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1. Introduction 

Strained Si technology is important for engineering field-effect transistors (FETs) [1,2]. There 
are two types of the strained Si technologies. One is so-called global strained Si technology. 
Another is so-called local strained Si technology. The former is the technology of using a 
strained Si substrate which has a several-dozen-nanometers-thick strained Si layer at the top 
of the substrate [3-5]. The strained Si layer is obtained by growing Si on SiGe, therefore, 
large tensile strain with biaxial isotropy can be induced in Si. The isotropic biaxial tensile 
strain in Si allows for performance improvements for both of n- and p- type FETs. 
Homogeneous strain distribution can be obtained under the critical thickness of the strained 
Si layer [6]. 

In the latter case, the strain is induced only in the desired region, the channel region of 
FET [7,8]. A SiN film is used as the stressor that can induce tensile or compressive uniaxial 
stress in Si by changing the deposition conditions of the SiN film [9,10]. The uniaxial 
tensile strain enhances electron mobility, while the uniaxial compressive strain enhances 
hole mobility. Various kinds of the local strained Si techniques have so far been suggested 
by many researchers [11,12]. The combination of the global and local strained Si 
technologies is considered effective to induce extremely large strain in Si. Fin-type 
structures have been reported for high-performance FETs [13]. It is considered that the 
stress relaxation occurs during the fabrication of the fin-shaped strained Si layer. There 
are many other origins of strain fluctuations, e.g., shallow trench isolation (STI), metal 
gate electrodes, silicide, interconnections, and its layout. As a result, the stress states in 
the future generation FETs become complicated. The relationship between the electrical 
properties of FETs and the strain is also complicated. Therefore, to measure the 
complicated stress states in Si has great demand in order to improve the FET performance 
effectively. 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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Several kinds of strain or stress measurements have been studied, e.g., X-ray diffraction 
(XRD), transmission electron microscopy (TEM), electron backscattering diffraction (EBSD), 
and Raman spectroscopy [4,14-16]. Among them, Raman spectroscopy has the advantages 
such as high sensitive to local strain, submicron spatial resolution, nondestructive 
measurements, fast measurements, and ease of use. Consequently, Raman spectroscopy has 
been frequently used by many researchers to measure the strain in Si [3,7-9,17-21]. However, 
conventional Raman spectroscopy fails to measure the complicated stress states in Si. The 
reason is as follows. Backscattering geometry from a (001) Si substrate is generally used in 
Raman measurements of strained Si. In this geometry, only one of three optical phonon 
modes is Raman active, while two of three modes are Raman inactive. The limitation arises 
from the extremely high symmetry of the Si crystal. As a result, the weighted average value 
of the complicated stress state is obtained, that is, it is impossible to perform quantitative 
measurements of strain by conventional Raman spectroscopy. 

Si has three optical phonon modes: one longitudinal optical (LO) phonon mode and two 
transverse optical (TO) phonon modes, the polarizations of which are parallel and 
perpendicular to the phonon wave vector, respectively. Recently, the forbidden optical 
phonon modes, the TO phonon modes, were excited even under the (001) Si backscattering 
geometry, using a high-numerical aperture (NA) liquid-immersion lens [22-24]. If all of the 
three optical phonon modes are detectable, the unknown three components of a stress 
tensor in Si can be obtained in theory [25-35]. The high-NA liquid-immersion Raman 
spectroscopy has great potential for measuring the complicated stress states in Si with high 
spatial resolution. 

On the other hand, the number of stress tensor components is six. Therefore, the 
evaluation of nondiagonal stress components, shear stress components, is considered 
difficult even detecting the TO phonon modes. The shear stress is often generated at the 
discontinuous region, e.g., around STI and at the edge of a contact etch stop layer. The 
shear stress often produces dislocations in Si, which cause leakage current during 
transistor operation [36,37]. The shear stress measurements are desired for failure 
analysis. The induction of the stress with the nondiagonal components requires the 
transformation of the Raman tensors. Therefore, Raman spectroscopy is essentially 
sensitive to the shear stress. 

In this study, anisotropic stress states in Si were measured by the high-NA liquid-
immersion Raman spectroscopy. Strained SiGe was also measured by the same technique. 
SiGe has been suggested as the channel material of next generation FETs, because the both 
mobilities of electrons and holes in SiGe are higher than those in Si. Furthermore, the 
strain induction in SiGe is considered effective for improving electrical properties of SiGe 
FETs in the same way as strained Si [38-41]. The nondiagonal stress components, shear 
stress components, were measured by analyzing the dependence of Raman spectra on the 
relative polarization direction between sample orientation and electrical fields of incident 
and scattered light. 
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2. Experimental procedure 

2.1. Excitation of TO phonon modes 

The Raman intensity is calculated by the following equation [42]; 
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where Rj is the Raman tensors of Si [43]. ei and es are the electrical fields of incident and 
scattered light, respectively. The superscript T denotes transpose. From Eqs. (1) and (2), the 
TO phonon modes are not excited under the (001) Si backscattering geometry. This is 
because the component of z polarization of the incident light is reduced to almost zero in the 
case of the (001) Si backscattering configuration. The z polarization is thus needed to excite 
the TO phonon modes in Si. It is considered that oblique light relative to the (001) Si surface 
gives rise to the z polarization. 

Fig. 1 shows the experimental set-up for oblique incident light configuration in this study. 
The glancing angles of the laser against the sample were 30 and 90, as shown in Fig. 1. Fig. 
2 shows the examples of calculations for the Raman intensities in the 90 and 30 
configurations, using Eqs. (1) and (2). In the case of the 90 configuration, the (001) Si 
backscattering configuration, the TO phonon modes are Raman inactive and the LO phonon 
mode is Raman active, as mentioned above. On the other hand, in the case of the 30 
configuration, the oblique incident light configuration, the TO phonon mode is Raman 
active. This fact arises because the z polarization of the incident light can be obtained in the 
oblique incident light configuration. In the rough approximations, the Raman intensities are 
considered to be the same for the 90 and 30 configurations, as shown in Fig. 2. 

 
Figure 1. Experimental set-up for oblique incident light configuration 
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Figure 2. Calculations of Raman intensities for 90 and 30 configurations. 

The intensity ratio of the TO phonon mode to the LO phonon mode in the 30 configuration 
is calculated to be; 
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where  is the aperture angle in Si. In the 30 configuration,  is approximately 12.13 in the 
case of  = 532 nm laser because Si has the large refraction index [44]. Therefore, the 
intensity of the TO phonon mode are much small, compared to that of the LO phonon mode 
even in the 30 configuration. The detection of the TO phonon modes is basically considered 
difficult. Moreover, for the oblique incident light configuration, high-resolution 
measurements cannot be achieved because it is difficult to use the high-NA lens and the 
beam spot becomes an ellipse. In this study, the high-NA liquid-immersion lens was used in 
order to obtain the oblique light relative to the (001) Si surface. 

An aperture angle  is calculated by NA = nsin (where n is a refractive index).  is equal to 
44.4 in conventional Raman spectroscopy with the use of NA = 0.7 objective (n = 1.0). On 
the other hand,  is equal to 69.0 in high-NA liquid-immersio Raman spectroscopy with the 
NA = 1.4 liquid-immersio lens (n = 1.5). However, the incident light widely refracts at the 
interface of the Si surface because Si has the large refractive index as mentioned above. The 
refractive index of Si for the  = 364 nm light (where  is wavelength) is approximately 6.5 
[44]. Therefore,  in Si results in 6.2 in conventional Raman spectroscopy (NA = 0.7). This 
configuration is almost under the (001) Si backscattering geometry, i.e., the component of 
the z polarization is reduced to almost zero. This fact causes that the TO phonon modes are 
Raman inactive in conventional Raman spectroscopy. On the other hand,  in Si results in 
12.4 in high-NA liquid-immersio Raman spectroscopy (NA = 1.4). It is considered that the 
value of  in Si is still small to excite the TO phonon modes effectively, although the value is 
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two times larger than that in conventional Raman spectroscopy. It is considered that the use 
of the UV light has the drawback for the excitation of the TO phonon modes. In the case of 
visible light ( = 532 nm),  in Si are calculated to be 9.8 and 19.8 in conventional and 
liquid-immersion Raman spectroscopy, respectively. The value for oil-immersion Raman 
spectroscopy with the use of the visible light is relatively large, therefore, the large 
component of the z polarization is obtained. Table 1 shows s as a function of NA. 1 and 2 
are the aperture angles in the medium and Si, respectively. 

NA 
With use of UV light ( = 364 nm) With use of visible light ( = 532 nm) 

1 2 TO/LO 1 2 TO/LO 
0.7 44.4 6.2 0.06 44.4 9.8 0.25 
1.1 57.8 9.7 0.2 57.8 15.5 1.0 
1.2 67.4 10.6 0.3 67.4 16.9 1.3 
1.4 69.0 12.4 0.5 69.0 19.8 2.0 
1.7 ----- ----- ----- 70.8 24.4 3.8 

Table 1. s with use of visible and UV light and intensity ratio of TO to LO phonon modes as a function 
of NA. 

It is important to choose the appropriate NA and the wavelength for the excitation of the TO 
phonon modes. The intensity of the TO phonon mode excited by high-NA liquid-immersion 
Raman spectroscopy is estimated as follows. The TO phonon modes are excited mainly by 
the marginal ray of incident light. The Raman intensity can be calculated by the following 
equation [45]: 

  2
s i

i j s i s
j

S A e R e d d  
    , (4) 

where i and s are the solid angles of incident and scattered light, respectively. The 
intensity ratio of the TO to LO phonon modes is considered to be the intensity ratio of the z 
component of the marginal ray to the paraxial ray. Fig. 3 shows the intensity ratio of TO to 
LO phonon modes as a function of NA with the use of visible light. The aperture angle 
dependence on NA is also shown in Fig. 3. 

 
Figure 3. Intensity ratio of TO to LO phonon modes and aperture angle in Si vs. NA 
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Figure 4. Raman intensities of LO and TO phonon modes vs polarizer azimuth angle 

The intensity ratio of the TO to LO phonon modes as well as the aperture angle in Si 
increases with the increase in NA. Note that drastic increase is confirmed especially beyond 
NA = 1.0 for the intensity ratio of TO to LO. The value is approximately 2.0% for NA = 1.4 
with the use of visible light, while the value is approximately 0.5% with the use of UV light, 
as shown in Table 1. From the estimations, the intensity of the TO phonon mode is very low, 
compared to that of the LO phonon mode. Actually, it is important to suppress the intensity 
of the LO phonon mode for the excitation of the TO phonon modes. This can be 
accomplished by the Raman polarization selection rules [42]. 

Fig. 4 shows the Si Raman intensities of the LO and TO phonon modes calculated by Eq. (1) 
as a function of a polarizer azimuth angle. For the LO phonon mode, the intensity changes 
in the period of 180. On the other hand, for the TO phonon mode, the intensity is 
independent on the polarizer azimuth angle (the value is exaggerated for ease to view). This 
is because the component of the z polarization obtained by the oblique light remains 
constant all over the angles. As a result, the measurable Raman intensity profile is the sum 
of the intensities of the LO and TO phonon modes, which is shown by the dashed line in Fig. 
4. From Fig. 4, the LO phonon mode can be detected at the polarizer azimuth angle of 0, 
180, and 360. These correspond to the LO active configurations. On the other hand, the TO 
phonon mode can be detected at the angle of 90 and 270. These correspond to the TO 
active configurations. The TO and LO phonon modes can be separately detected by the 
Raman polarization selection rules. It is possible to evaluate complicated stress states in Si 
by analyzing multi-optical phonon modes.  

2.2. Methodology of measurements for anisotropic biaxial stress states in Si 

In this section, the methodology of measurements for anisotropic biaxial stress states in Si by 
liquid-immersion Raman spectroscopy is shown. In the previous section, it was shown that 
the z polarization can be created by the oblique light due to the high-NA liquid-immersion 
lens. Consequently, the TO phonon modes in Si can be excited by the z polarization even 
under the (001) Si backscattering geometry. The TO phonon modes allow for the 
measurements of the anisotropic biaxial stress states in Si. 
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The force constant of a Si crystal changes by the induction of strain. Consequently, the 
optical-phonon frequencies also change. The difference of the force constant K is 
represented as a second-rank tensor. The eigenvalues of K after the induction of the 
strain can be obtained by solving the secular equation [29]. The square roots of the 
eigenvalues correspond to the changes of the optical-phonon frequencies (the Raman 
wavenumber shifts). Three equations between the strain (stress) and the Raman 
wavenumber shifts are obtained because Si has three optical-phonon modes (two TOs and 
one LO). 

Suppose that there is a linear relationship between K and strain [26]. In a coordinate 
system of x: [100], y: [010], and z: [001], K is represented as the following equation: 

 K A  , (5) 
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where  is a strain tensor. A is a fourth-rank tensor whose components are p, q, and r called 
phonon deformation potentials (PDPs). Generally, transistors are fabricated on (001) Si 
substrate in the direction of [110] Si. Therefore, the coordinate transformation makes 
analysis easy [46]. Second-rank and fourth-rank tensors are transformed in the coordinate 
system of x = [110], y = [110], and z = [001] by the following equations: 

 ij ik jl klT a a T , (7) 
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where T and a are a second- or fourth- rank tensor and a transformation matrix, 
respectively. Hence, Eq. (5) results in: 

 ' ' 'K A   , (10) 

where the primes denote the components in the coordinate xyz. The secular equation of 
K is below: 
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where  is the eigenvalues. An anisotropic biaxial stress state is represented as the following 
second-rank tensor: 

 
' 0 0

' 0 ' 0

0 0 0

xx

yy


 

 
 

  
 
 

, (12) 

where xx and yy are the stress components in the directions of [110] and [110], 
respectively. Generally, stress induction changes not only optical-phonon frequencies but 
also Raman tensors. However, in the case of the stress tensors only with the diagonal 
components, there are no changes of the Raman tensors. Therefore, the Raman polarization 
selection rules after the induction of the biaxial stresses xx and yy remains as those of 
stress-free Si [46]. The Raman tensors in the coordinate xyz are as follows [46]: 
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Stress tensors are transformed to strain tensors by Hooke’s law: 
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where S expressed by Eq. (15) is the elastic compliance tensor. The components of S, S11, S12, 
and S44 are 7.68  1012, 2.14  1012, and 12.7  1012 1/Pa, respectively [17]. The 
transformation of the fourth-rank tensor S by Eq. (8) is needed. The strain tensor  
expressed by Eq. (14) is substituted for Eq. (11) and then the eigenvalues i are calculated. 
As a result, using Eq. (16), the relationship between the Raman wavenumber shifts is and 
the anisotropic biaxial stresses xx and yy are obtained as follows [35]: 
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where b is so-called the b coefficient which is used for the evaluation of isotropic biaxial 
strain biaxial in strained Si substrates using the Raman wavenumber shift of the LO phonon 
mode 3 [21,47]. 

Authors (year) Sample p/02, q/02, r/02 b cm-1 Citation 
Anastassakis et al. (1970)a Si bar 1.25, 1.87, 0.66 721 4 (9%) 

Chandrasekhar et al. (1978)b Si bar 1.43, 1.89, 0.59 696 18 (40%) 
Anastassakis et al. (1990)c Si bar 1.85, 2.31, 0.71 830 15 (33%) 

Nakashima et al. (2006)d 
Strained Si 
substrate 

---------- 723 1 (2%) 

JEITA (2007)e 
Strained Si 
substrate 

---------- 769 1 (2%) 

Othersf-j 
Strained Si 
substrate 

---------- 1040 ~ 715 6 (13%) 

aReference 14, bReference 15, cReference 16, dReference 12, eReference 39, f-jReference 46, 47, 71, 78, and 79. 

Table 2. Various PDPs suggested so far and statistics of citations. 

Various PDPs have so far been suggested by many researchers. The suggested PDPs and the 
citation count are shown in Table 2. Forty-five papers were confirmed. As shown in Table 2, 
the values of PDPs are fluctuated. Thirty-seven of forty-five papers, approximately eighty-
two percent papers, referred PDPs suggested by the Cardona’s group in 1970-1990. 
Nakashima et al. examined the b coefficient in detail using strained Si substrates by Raman 
spectroscopy and high-resolution XRD in 2006 [21]. Furthermore, the detailed investigation 
of the b coefficient was performed in the working group of Japan electronics and 
information technology industries association (JEITA) in 2007 [48]. Eight organizations 
attended the working group: three companies for XRD measurements, three companies and 
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one University for Raman measurements, and one company for Rutherford back scattering 
(RBS) measurements. The b coefficient of 769 cm-1 was obtained [16]. Extreme care is 
needed to choose appropriate PDPs. 

In this study, the validity of three sets of PDPs was evaluated by liquid-immersion Raman 
spectroscopy: first, p/02 = 1.25, q/02 = 1.87, and r/02 = 0.66 reported by Anastassakis et 
al. in 1970 [49], second, p/02 = 1.43, q/02 = 1.89, and r/02 = 0.59 reported by 
Chandrasekhar et al. in 1978 [50], and third, p/02 = 1.85, q/02 = 2.31, and r/02 = 0.71 
reported by Anastassakis et al. 1990 [51]. The first set of PDPs was obtained from the first 
investigation. The second set appears to be the most commonly used, and the third set is the 
most recently reported among the three sets of PDPs. 

The relationship between Raman wavenumber shifts is and the anisotropic biaxial 
stresses xx and yy are obtained by substituting PDPs shown above for Eq. (17). When 
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2.3. Methodology of measurements for nondiagonal stress components 

In the case of the induction of stress with the only diagonal stress components, strain-
modified phonon eigenvectors is which are obtained by solving the secular equation 
expressed by Eq. (11) coincide with the coordinate xyz. In this case, the Raman tensors of Si 



 
Advanced Aspects of Spectroscopy 256 

one University for Raman measurements, and one company for Rutherford back scattering 
(RBS) measurements. The b coefficient of 769 cm-1 was obtained [16]. Extreme care is 
needed to choose appropriate PDPs. 

In this study, the validity of three sets of PDPs was evaluated by liquid-immersion Raman 
spectroscopy: first, p/02 = 1.25, q/02 = 1.87, and r/02 = 0.66 reported by Anastassakis et 
al. in 1970 [49], second, p/02 = 1.43, q/02 = 1.89, and r/02 = 0.59 reported by 
Chandrasekhar et al. in 1978 [50], and third, p/02 = 1.85, q/02 = 2.31, and r/02 = 0.71 
reported by Anastassakis et al. 1990 [51]. The first set of PDPs was obtained from the first 
investigation. The second set appears to be the most commonly used, and the third set is the 
most recently reported among the three sets of PDPs. 

The relationship between Raman wavenumber shifts is and the anisotropic biaxial 
stresses xx and yy are obtained by substituting PDPs shown above for Eq. (17). When 
PDPs reported by Anastassakis et al. in 1970 are used, 

 1 2.30 ' 0.12 'xx yy        , (19-1) 

 2 0.12 ' 2.30 'xx yy        , (19-2) 

 3 2.00 ' 2.00 'xx yy        . (19-3) 

When PDPs reported by Chandrasekhar et al. in 1978 are used, 

 1 2.31 ' 0.37 'xx yy        , (20-1) 

 2 0.37 ' 2.31 'xx yy        , (20-2) 

 3 1.93 ' 1.93 'xx yy        . (20-3) 

When PDPs reported by Anastassakis et al. in 1990 are used, 

 1 2.88 ' 0.54 'xx yy        , (21-1) 

 2 0.54 ' 2.88 'xx yy        , (21-2) 

 3 2.30 ' 2.30 'xx yy        . (21-3) 

2.3. Methodology of measurements for nondiagonal stress components 

In the case of the induction of stress with the only diagonal stress components, strain-
modified phonon eigenvectors is which are obtained by solving the secular equation 
expressed by Eq. (11) coincide with the coordinate xyz. In this case, the Raman tensors of Si 

 
Stress Measurements in Si and SiGe by Liquid-Immersion Raman Spectroscopy 257 

remains in the same form expressed by Eq. (13). On the other hand, shear stress causes a 
deviation between the phonon wave vector and is, i.e., in the case of the induction of stress 
with the nondiagonal stress components, is no longer coincide with the coordinate xyz 
[52]. The difference between i and the coordinate xyz requires a change of the Raman 
tensors. The new Raman tensors Ri is expressed by: 

      1 1 2 2 3 3'* '* ' ' '* ' ' '* ' 'i i i iR R R R           , (22) 

where i* and i are the strain-modified eigenvectors for the introduction of stress with the 
nondiagonal and only diagonal stress components, respectively. Assuming the stress tensor 
shown by Eq. (12), the Raman tensors Ri changes to Ri: 
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where  indicates nonzero components (each value is not always the same), some of which 
depend on the eigenvalues obtained by solving the secular equation of Eq. (11). R2* has the 
same form as the Raman tensor R2 because of xy = yz = 0. Therefore, R2 corresponds to the 
TO phonon mode with the eigenvector in the y direction. On the other hand, R1* and R3* no 
longer correspond to purely transverse and longitudinal modes, respectively, because their 
eigenvectors do not coincide with the x and z axes, respectively. Consequently, the Raman 
intensity is changed by the nondiagonal stress components obeying the Raman polarization 
selection rules. The nondiagonal stress components can be evaluated by analyzing the 
dependence of the Raman spectra on the relative polarization direction between the sample 
orientation and the electrical fields of incident and scattered light. The methodology is 
described as follows. 

The methodology for evaluating complicated stress states was reported by Ossikovski et al 
[33]. They employed an experimental configuration that used oblique incident light to 
observe the forbidden modes, i.e., the TO phonon modes. In our experiments, the high-NA 
liquid-immersion lens was used to observe the TO phonon modes. High spatial resolution 
was preserved in liquid-immersion Raman spectroscopy. 

First, a stress tensor is considered, and then the strain tensor is calculated by Hooke’s law by 
Eq. (14). The strain tensor is substituted for the secular equation of Eq. (11). Three phonon 
eigenfrequencies of Si have been determined so far. Si is a nonpolar cubic crystal, that is, 
there is no difference between the TO phonon modes and LO phonon mode [52]. As a result, 
the three determined phonon eigenfrequencies are independent of the phonon wave vector. 
Second, the Raman tensors are determined using Eq. (22). Their forms change when the 
nondiagonal stress components are nonzero. Subsequently, the Raman intensity of each 
phonon mode is calculated by the Raman polarization selection rules given by Eq. (1). Third, 
each Raman spectrum is considered to be a Lorentzian function i() [35]: 
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where , i, and  are the Raman shift, the phonon eigenfrequencies , and the half width at 
half maximum of the spectrum, respectively. It is considered difficult to analyze each 
spectrum of the TO and LO phonon modes. Therefore the effective phonon eigenfrequency 
eff is used as a representative value. The effective value is the weighted average of the 
phonon eigenfrequencies relative to their intensities, as expressed by the following equation 
[26]: 

 i i
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i T
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  , (25) 

where IT is the total intensity of the three phonon modes. Eq. (25) is valid because the strain-
induced splitting between the TO and LO phonon modes is small, compared to . An 
example of a spectrum with the effective phonon eigenfrequency and the spectra of the TO 
and LO phonon modes are shown in Fig. 5. A uniaxial stress xx of 1.0 GPa is assumed in 
the calculation. In Fig. 5, the Raman spectra with the eigenfrequencies of 1, 2, and 3 
appear, which correspond to the optical phonon modes with the eigenvectors x, y, and z, 
respectively. The dashed line shows the Raman spectrum with the weighted average 
eigenfrequency. The Raman signal of the TO phonon modes with the eigenvectors x and y 
are obtained by the z polarization due to the high-NA lens (the component of z polarization 
is enlarged for ease to view). 

 
Figure 5. Raman spectrum with effective phonon frwuency and raman spectra with 1, 2, and 3 

Finally, the dependence of the Raman spectra on the polarization direction between the 
sample orientation and the electrical fields of incident and scattered light is obtained as 
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follows. The electrical fields of incident and scattered light are fixed in the y direction. 
Regarding ei, because the high-NA liquid-immersion lens is used, the z polarization can be 
obtained: 

 
2

0
1 1

1
ie

 

 
 

  
  

 

, (26) 

where  is the component of the z polarization. For  = 0, this is correct in the (001) Si 
backscattering geometry.  was experimentally determined. Eq. (1) shows that for the 
Raman intensity, the rotations of the polarization directions of incident and scattered light 
are equivalent to the rotation of the sample, although the period for the sample rotation is 
half compared to those for the polarization rotations. In the experiments, the sample was 
rotated from 0 to 180, which is represented by the following equations: 

 Ri*rot = TRi*T, (27) 

  
cos sin 0
sin cos 0
0 0 1

T
 

  
 
 

  
 
 

, (28) 

where Ri*rot and T are the Raman tensors after rotation by  and the transformation matrix, 
respectively. 

Fig. 6 shows the dependence of the effective Raman shifts on the sample rotation angle for 
the various stress states including hydrostatic stress, uniaxial stress, biaxial stress, and stress 
with the nondiagonal components, which are represented by: 
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. (31) and (32) 

The above stress states correspond to the load of 1.0 GPa. A unique profile can be obtained 
for each stress state, as shown in Fig. 6. The profile for the hydrostatic stress remains 
constant all over the sample rotation angles because the degeneracy of the long-wavelength 
optical phonons does not lift under the hydrostatic stress. It should be noted that the profile 
becomes asymmetric only for the stress state with the nondiagonal components. As a result, 
the shear stress in Si is considered to be detectable by analyzing the dependence of the 
effective Raman shifts on the sample rotation angle. 
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Figure 6. Effective Raman shift dependence on sample rotation angle for hydrostatic, uniaxial, biaxial, 
and shear stress. 

2.4. Samples 

(001)-oriented SSOI substrates were used as the samples [53,54]. Fig. 7(a) shows the cross 
sectional TEM image of the SSOI substrate. The structure of SSOI was strained Si 
layer/buried oxide (BOX) layer/Si substrate, which is the simplest structure among the 
strained Si substrates. The low-power consumption operation can be achieved due to the 
structure of Si on insulator (SOI) [55,56]. The thicknesses of the strained Si layers were 30, 
50, and 70 nm. An isotropic biaxial tensile stress state exists in the strained Si layer. 

 
Figure 7. (a) Cross sectional TEM image of SSOI, (b) cross sectional TEM image of SSOI nanostructure, 
and (c) schematic of SSOI nanostructure 

For Si, three long-wavelength optical phonon modes are degenerate at the center of the 
Brillouin zone. On the other hand, the degeneracy lifts after the induction of stress and the 
frequency of each mode individually shifts depending on the stress. For the isotropic biaxial 
tensile stress, the frequency of each mode shifts on the lower-frequency side and splits into 
singlet and doublet. In the case of (001) Si backscattering geometry, the singlet and doublet 
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correspond to the LO and TO phonon modes, respectively. Fig. 8 shows the optical phonon 
frequencies for Si and SSOI. Generally, the LO phonon mode which is Raman active under 
the (001) Si backscattering geometry is measured and the isotropic biaxial stress in the 
strained Si layer is evaluated using the b coefficient shown in Table 2.  

 
Figure 8. Optical phonon frequencies for Si and SSOI 

SSOI nanostructures were fabricated with arbitrary forms by electron beam (EB) lithography 
and reactive ion etching (RIE). Fig. 7(b) and (c) show the cross sectional TEM image and the 
schematic of the SSOI nanostructure. The coordinate system in the experiments is also 
shown in Fig. 7(b) and (c). The SSOI lengths (Ls) were 5.0, 3.0, 2.0, 1.5, 1.0, 0.8, and 0.5 m. 
The SSOI widths (Ws) were 1.0, 0.5, 0.2, 0.1, and 0.05 m. The SSOI nanostructure shapes 
were anisotropic. Therefore, the stress states are also considered anisotropic. The stress 
component in the z direction is considered to be zero because of free-standing surface. As a 
result, the stress tensors in the SSOI nanostructures are considered to be expressed by Eq. 
(12). 

SiGe nanostructures were fabricated as the same manner. SiGe with approximately 30% Ge 
concentration was epitaxially grown on a Si substrate. The thickness of the SiGe layer was 
approximately 35 nm. The Ls and Ws of the SiGe nanostructures were the same as those of 
the SSOI nanostructures. The cross sectional TEM image and the schematic of the SiGe 
nanostructure are shown in Fig. 9(a) and (b), respectively. As shown in the TEM image, 
overetching of the Si substrate is confirmed. 

 
Figure 9. (a) Cross sectional TEM image of SiGe nanostructure and (b) schematic 
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Figure 10. 10 TEM image of SiN film on Si substrate 

A 80-nm-thick SiN film was deposited on a Si substrate by low-pressure vapor deposition. 
The inner stress of the SiN film was compressive due to its high density [10]. The 
compressive stress of approximately 1.0 GPa was observed by wafer bowing 
measurements [57]. Subsequently, the SiN film was etched to form an edge structure by EB 
and RIE. The cross-sectional TEM image of the sample is shown in Fig. 10. The stress 
distribution in Si around the SiN film edge was reproduced using the edge force model [58]. 
According to this model, the nondiagonal stress component, i.e., shear stress component, is 
induced in Si at the edge of the SiN film. 

The stress distribution around the edge of the stress film is validated using the following 
equations of the edge force model [58]: 
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where xx and zz are the normal stress components in the direction of the x and z axes, 
respectively. xz is the nondiagonal stress component (shear stress component). Fx is the 
tangential stress at the interface of the stress film and a substrate at the edge of the stress 
film, which is represented by f  t, where f and t are the inner stress and the film thickness, 
respectively [58]. Each stress component is a function of x and z, which correspond to the 
lateral and depth directions of the substrate, respectively. The displacement along the y 
direction can be ignored because of the geometry. The plane strain assumption gives the 
stress components xx, yy, zz, and xz. Therefore, the stress tensor is represented by: 
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Fig. 11 shows the stress distribution in the substrate around the edge of the stress film, as 
calculated by Eq. 33. The inner stress of the film is assumed to be compressive (−1.0 GPa), 
and the film thickness is 80 nm. The positive and negative values indicate tensile and 
compressive stresses, respectively. First, large stress is induced around the edge of the stress 
film. The stress distribution around the edge is steep, especially for the stress components 
zz and xz. This fact indicates that high spatial resolution is needed to evaluate the 
nondiagonal stress component. Second, the opposite stress components xx and zz are 
confirmed between the region under the stress film and the space region; tensile stress 
appears in the region under the stress film, whereas compressive stress appears in the space 
region. 

 
Figure 11. Stress distributions in Si calculated by (a) Eq. (33-1), (b) Eq. (33-2), and (c) Eq. (33-3). 

2.5. Experimental configurations 

We selectively obtained each optical phonon mode in Si by controlling incident and 
scattered electrical fields using polarizers and by sample rotation, which was based on the 
Raman polarization selection rules expressed by Eq. (1). Fig. 12 shows the various 
polarization configurations in liquid-immersion Raman spectroscopy. In the case of 
configuration (a), the LO phonon mode is Raman active. As shown in Fig. 12(a), the 
directions of the incident and scattered electrical fields are parallel to each other. The 
parallel-polarization configuration is generally applied in conventional Raman 
spectroscopy. On the other hand, the cross-polarization configuration by rotating the 
polarizer by 90 for the scattered light shown in Fig. 12(b) results in the fact that the TO 
phonon modes are Raman active. The TO phonon modes are excited by the z polarization 
due to the high-NA liquid-immersion lens. In this case, the peak separation of the two TO 
phonon modes is needed in the analysis. In the case of configuration (c), the sample is 
rotated by 45 in the parallel-polarization configuration. In this case, one of the two TO 
phonon modes is Raman active. In the experiments, we applied the configurations (a) and 
(c) to separately obtain the LO and TO phonon modes. 
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For the measurements of nondiagonal sress components in Si, the dependence of the Raman 
spectra from Si at the edge of the SiN film on the relative polarization direction between the 
sample orientation and the electrical fields of incident and scattered light was analyzed in 
detail. The experimental polarization configuration in liquid-immersion Raman 
spectroscopy is shown in Fig. 13. Both of the polarizations of the excitation laser and the 
scattered light were in the y direction. The sample was rotated from 0 to 180, as shown in 
Fig. 13. 

 
Figure 12. Polarization configurations in oil-immersion Raman spectroscopy: (a) LO active, (b) two TOs 
active, and (c) one of TOs active configuration  

 
Figure 13. Polarization configuration for measurments of nondiagonal stress components in Si 

Second harmonic generation of a neodymium-doped yttrium aluminum garnet (Nd:YAG) 
laser was used as the excitation source light in liquid-immersion Raman spectroscopy, the 
optical penetration depth of which is approximately 450 nm into Si [44]. The focal length of 
the spectroscope and the number of grating grooves were 2,000 mm and 1,800 mm1, 
respectively. Therefore, the high-wavenumber resolution of approximately 0.1 cm-1 was 
obtained. The detail explanations of the equipment are shown in Ref. 59. High-NA liquid-
immersion lenses were used in this study. An oil-immersion lens with NA of 1.7 was used 
for the excitation of the TO phonon modes in the SSOI substrate with the 70-nm-thick 
strained Si layer. The refraction index n of the oil was 1.8. The oil-immersion lens with NA 
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of 1.4 (n = 1.5) was used for the measurements of the anisotropic biaxial stress states in the 
SSOI nanostructures and the strained SiGe nanostructures. A water-immersion lens with 
NA of 1.2 (n = 1.3) was used for the measurements of the nondiagonal stress components. 
High spatial resolution was achieved owing to the high-NA liquid-immersion lens. The 
beam spot size was approximately 275, 334 and 390 nm for NA of 1.7, 1.4, and 1.2 liquid-
immersion lenses, respectively, according to 0.88/NA [60]. For the oblique incident light 
configuration as shown in Fig. 1, NA of the objective was 0.7. The glancing angles were 30 
and 90, as shown above. 

2.6. Stress calculation 

Stress calculations in the SSOI nanostructures were performed by finite element method 
(FEM). The results of FEM were compared with the values of the anisotropic biaxial stresses 
xx and yy obtained by oil-immersion Raman spectroscopy. The virtual biaxial thermal 
expansion of Si was used and the nodes between the interface of SSOI and BOX were fixed 
in the FEM calculations. The initial stress value of SSOI before the etching was defined as 1.1 
GPa, which was equal to the value obtained by the Raman measurements. The number of 
meshes was constant for all the SSOI nanostructures: the number of nodes was 13,226 and 
the number of elements was 11,500. The averaged stress value in the circle area with a 
diameter of 334 nm corresponding to the beam spot size at the center of the SSOI 
nanostructure was compared with the measured data. For the depth direction, the stress 
values throughout the SSOI thickness were averaged because the optical penetration depth 
of the excitation light was large enough. 

3. Results and discussion 

3.1. Excitation of TO phonon modes in oil-immersion Raman spectroscopy 

Fig. 14 shows the Raman spectra of the LO phonon modes from the SSOI substrate in the 
oblique incident light configurations with the glancing angles of 30 and 90. Two peaks are 
seen in the Raman spectra because the excitation light ( = 532 nm) penetrates the strained Si 
layer, the BOX layer, and reaches the Si substrate. Therefore, the wavenumber on the high-
frequency side (defined to be 520 cm−1 in this study) originates from the Si substrate, and the 
wavenumber on the low-frequency side originates from the strained Si layer with the 
isotropic biaxial tensile stress state. The Raman intensities obtained in the 30 and 90 
configurations are almost the same, which is consistent with the calculations shown in Fig. 
2. Fig. 15 shows the Raman spectrum from the SSOI substrate in the TO active configuration. 
The glancing angle was 30. The fitting curves for the strained Si layer and the Si substrate 
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From the results, the intensity ratio of the TO phonon mode from the strained Si layer 
obtained in the TO active configuration to the LO phonon mode from the strained Si layer 
obtained in the LO active configuration was calculated to be approximately 0.04. This value 
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is almost the same as the theoretical value shown by Eq. (3). Using the oblique incident light 
configuration, the TO phonon modes were excited even for (001) Si. It is possible to 
completely eliminate the intensity of the LO phonon mode in the oblique incident light 
configuration in theory. Nevertheless, as shown in Fig. 15, the LO phonon mode was 
observed in the TO active configuration. This result is considered that there are 
misalignments of polarization between the incident/scattered light and the orientation of the 
Si substrate. It is considered that this behavior easily happens because the intensity of the 
LO phonon mode is much higher than that of the TO phonon mode. 

 
Figure 14. Raman spectra in 30° and 90° configurations  

 
Figure 15. Raman spectrum in TO active configuration with fitting curves 
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is almost the same as the theoretical value shown by Eq. (3). Using the oblique incident light 
configuration, the TO phonon modes were excited even for (001) Si. It is possible to 
completely eliminate the intensity of the LO phonon mode in the oblique incident light 
configuration in theory. Nevertheless, as shown in Fig. 15, the LO phonon mode was 
observed in the TO active configuration. This result is considered that there are 
misalignments of polarization between the incident/scattered light and the orientation of the 
Si substrate. It is considered that this behavior easily happens because the intensity of the 
LO phonon mode is much higher than that of the TO phonon mode. 
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Fig. 17 shows the result of fitting each peak. The LO phonon mode is detected irrespective of 
the TO active condition. This fact arises because the incident light with the polarization in 
the [010] Si direction generates even in configuration (c) shown in Fig. 12 due to 
depolarization effects [24]. It is considered difficult to avoid the depolarization effects for the 
SSOI substrate. On the other hand, it is reported that the contribution of the LO phonon 
modes can be decreased for the SSOI nanostructures because the depolarization effects relax 
due to the nanostructure [24]. It is considered that the peak separation of the LO and TO 
phonon modes is needed for the SSOI substrate to analyze the Raman spectrum obtained in 
the TO active configuration, while not necessary for the SSOI nanostructure. 

 
Figure 16. Raman spectra from SSOI in TO and LO active configurations  

 
Figure 17. Raman spectrum in TO active configuration  with fitting curves 

The wavenumber shift of the LO phonon mode for the strained Si layer in the TO active 
configuration was −4.56 cm−1, which is consistent with the value of −4.60 cm1 for the Raman 
peak obtained in the LO active configuration. Furthermore, the Raman peak intensity from 
the Si substrate in the TO active condition is higher than that in the LO active configuration. 
This behavior indicates that the Raman peak that originates from the LO phonon mode is 
superimposed onto the Raman peak that originates from the TO phonon mode. We claim 
that the TO phonon mode was excited by using the high-NA oil-immersion lens. 
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Fig. 18 shows the Raman spectra from SSOI obtained by conventional Raman spectroscopy 
with the use of the NA = 0.7 objective. The dashed and solid lines denote the Raman spectra 
in the LO and TO active configurations, respectively. The light-exposure time of 3600 s for 
the TO active configuration is 400 times longer than that of 9 s (0.25% of 3600 s) for the LO 
active configuration. The intensity ratio of the TO to LO phonon modes are anticipated by 
the calculation shown in Table 2. In Fig. 18, the Raman intensity in each configuration is 
close to one another. Furthermore, the difference of the peak positions of the strained-Si 
layer in each configuration is confirmed, similarly to the results in oil-immersion Raman 
spectroscopy. These results indicate that the TO phonon mode was excited even in 
conventional Raman spectroscopy. However, the signal to noise ratio of the Raman intensity 
is bad. Moreover, the extremely long time measurements are necessary. In fact, it is difficult 
to perform mapping for obtaining biaxial-stress distributions in conventional Raman 
spectroscopy. We consider that it is important to use the high-NA liquid-immersion lens in 
order to excite TO phonon mode effectively and obtain biaxial-stress distributions in a 
realistic time. 

 
Figure 18. Raman spectra from SSOI with use of dry objective. 
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Fig. 18 shows the Raman spectra from SSOI obtained by conventional Raman spectroscopy 
with the use of the NA = 0.7 objective. The dashed and solid lines denote the Raman spectra 
in the LO and TO active configurations, respectively. The light-exposure time of 3600 s for 
the TO active configuration is 400 times longer than that of 9 s (0.25% of 3600 s) for the LO 
active configuration. The intensity ratio of the TO to LO phonon modes are anticipated by 
the calculation shown in Table 2. In Fig. 18, the Raman intensity in each configuration is 
close to one another. Furthermore, the difference of the peak positions of the strained-Si 
layer in each configuration is confirmed, similarly to the results in oil-immersion Raman 
spectroscopy. These results indicate that the TO phonon mode was excited even in 
conventional Raman spectroscopy. However, the signal to noise ratio of the Raman intensity 
is bad. Moreover, the extremely long time measurements are necessary. In fact, it is difficult 
to perform mapping for obtaining biaxial-stress distributions in conventional Raman 
spectroscopy. We consider that it is important to use the high-NA liquid-immersion lens in 
order to excite TO phonon mode effectively and obtain biaxial-stress distributions in a 
realistic time. 
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that the apparent anisotropic natures of biaxial stress states were observed in the case of 
using PDPs reported in 1970 and 1978. The differences in the biaxial stresses are 530 and 170 
MPa for PDPs reported in 1970 and 1978, respectively, which are inconsistent with the 
results of XRD. On the other hand, the isotropic nature was clearly observed in the case of 
using PDPs reported in 1990. As a result, PDPs of p/02 = 1.85, q/02 = 2.31, and r/02 = 
0.71 reported by Anastassakis et al. in 1990 are considered the most accurate for evaluating 
stress in Si among the three sets of PDPs. 

Figs. 20(a) and (b) show the Raman spectra from the SSOI nanostructures with W = 1.0 and 
0.05 m, respectively, in configuration (c). Ls of the nanostructures were both 5.0 m. We 
subtracted the signal of the Si substrate fitting curves from the raw data in order to analyze 
the spectra from the SSOI nanostructures in detail. From Fig. 20(b), the signal from the SSOI 
nanostructure even with W = 50 nm can be clearly observed. This observation is attributed to 
the high spatial resolution in oil-immersion Raman spectroscopy. 

 
Figure 19. Biaxial stresses xx and yy in SSOI obtained by oil-immersion Raman spectroscopy using 
three sets of PDPs. 

 
Figure 20. Rama spectra from SSOI nanostructures with Ws of (a) 1.0 and (b) 0.05 m. L is both 5.0 m. 

1.5
1.4
1.3
1.2
1.1
1.0
0.9
0.8

St
re

ss
 (G

Pa
)

 1970
 1978
 1990

 0.53 0.18

0.04

xxyy xxyy xxyy

In
te

ns
ity

 [a
rb

. u
ni

t]

535530525520515510505
Raman shift [cm-1]

In
te

ns
ity

 [a
rb

. u
ni

t]

535530525520515510505
Raman shift [cm-1]

(a) (b)

Raw data

Si sub. fitting curve
Strained Si peak

SSOI width = 1.0 m SSOI width = 0.05 m



 
Advanced Aspects of Spectroscopy 270 

The normalized Raman spectra as a function of L are shown in Fig. 21. W was fixed to 0.2 
m. The peaks from bulk Si are shown for comparison. The peak positions of strained Si 
gradually shift toward the high-frequency side with the decrease in L from 5.0 to 0.5 m, as 
shown in Fig.21. Using Eq. (21), the anisotropic biaxial stresses xx and yy in the SSOI 
nanostructures were calculated, as shown in Fig. 22. Figs. 22(a) and (b) show the results for 
the SSOI nanostructures with the thickness of 50 and 30 nm, respectively. The results of the 
Raman measurements were compared with those of FEM. The example of the FEM 
calculations is shown in Fig. 23. Fig. 23 shows the three dimensional distribution of the xx 
component for the SSOI nanostructure with L = 1.0 and W = 0.2 m. From the results of FEM, 
the stress relaxation is confirmed at the edge of the SSOI nanostructure, while large tensile 
stress remains in the center of the SSOI nanostructure and at the interface of the strained Si 
layer and the BOX layer. There is a good correlation between the results of oil-immersion 
Raman spectroscopy and FEM, as shown in Fig. 22. xx decreases with the decrease in L for 
the SSOI nanostructures with the thickness of 50 and 30 nm, while yy remains almost 
constant. Moreover, the values of yy for the SSOI nanostructures with the thickness of 30 
nm are larger than those of 50 nm. Therefore, the thin SSOI nanostructures had immunity to 
the stress relaxation. Using oil-immersion Raman spectroscopy, the evaluation of the 
anisotropic biaxial stress states was accomplished for the SSOI nanostructures. It is 
considered that the results obtained in this study have important implications for the SSOI 
nanostructure fabrication. 

 
Figure 21. Normalized Raman spectra from SSOI nanostructures as a function of L in (a) LO and (b) TO 
active configurations. 
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The normalized Raman spectra as a function of L are shown in Fig. 21. W was fixed to 0.2 
m. The peaks from bulk Si are shown for comparison. The peak positions of strained Si 
gradually shift toward the high-frequency side with the decrease in L from 5.0 to 0.5 m, as 
shown in Fig.21. Using Eq. (21), the anisotropic biaxial stresses xx and yy in the SSOI 
nanostructures were calculated, as shown in Fig. 22. Figs. 22(a) and (b) show the results for 
the SSOI nanostructures with the thickness of 50 and 30 nm, respectively. The results of the 
Raman measurements were compared with those of FEM. The example of the FEM 
calculations is shown in Fig. 23. Fig. 23 shows the three dimensional distribution of the xx 
component for the SSOI nanostructure with L = 1.0 and W = 0.2 m. From the results of FEM, 
the stress relaxation is confirmed at the edge of the SSOI nanostructure, while large tensile 
stress remains in the center of the SSOI nanostructure and at the interface of the strained Si 
layer and the BOX layer. There is a good correlation between the results of oil-immersion 
Raman spectroscopy and FEM, as shown in Fig. 22. xx decreases with the decrease in L for 
the SSOI nanostructures with the thickness of 50 and 30 nm, while yy remains almost 
constant. Moreover, the values of yy for the SSOI nanostructures with the thickness of 30 
nm are larger than those of 50 nm. Therefore, the thin SSOI nanostructures had immunity to 
the stress relaxation. Using oil-immersion Raman spectroscopy, the evaluation of the 
anisotropic biaxial stress states was accomplished for the SSOI nanostructures. It is 
considered that the results obtained in this study have important implications for the SSOI 
nanostructure fabrication. 
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SSOI nanostructures. The crystal structure of SiGe remains diamond type, i.e., the 
methodology of evaluation for the anisotropic biaxial stress in Si shown above can be 
directly applied to strained SiGe. 

 
Figure 22. Biaxial stresses xx and yy as a function of L for (a) 50-nm-thick and (b) 30-nm-thick SSOI 
nanostructures. 

 
Figure 23. Three dimensional stress distribution obtained by FEM. 
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Figure 24. Raman spectra of TO and LO phonon modes from SiGe nanostructures. 
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SiGe is accomplished by oil-immersion Raman spectroscopy similar to evaluating strained 
Si. However, it is considered that the evaluation of strained SiGe is more difficult than that 
of Si. There are several unknown parameters for measuring stress in strained SiGe, e.g., 
PDPs of SiGe, precise Ge concentration, and peak position of stress-free SiGe. Various 
parameters have so far been suggested [64-70]. These problems are now under investigation. 
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Figure 24. Raman spectra of TO and LO phonon modes from SiGe nanostructures. 
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calculated to be 0.09 in the water-immersion Raman measurements. Fig. 26 shows the 
comparison between the measured and calculated data of the Raman shifts dependences on 
the sample rotation angle. The experimental results were obtained by high-NA water-
immersion Raman spectroscopy. The measurement position was the region at the edge of 
the SiN film (the edge under the SiN film rather than in the space region). Features 
indicating the induction of stress with the nondiagonal component are clearly observed in 
the experimental results; the profiles of the Raman shift dependence on the sample rotation 
angle are asymmetric relative to 45 from 0 to 90 (or relative to 135 from 90 to 180). As 
previously shown, this behavior indicates that the shear stress component xz is induced in 
Si at the edge of the SiN film. From Fig. 26, there is a good correlation between the measured 
and calculated data. On the other hand, disagreements appear around sample rotation 
angles of 45 and 135. One possible explanation is that the polarization of the electrical 
fields of the incident and scattered light is modified by the SiN film. This modification is not 
included in the calculation. 

 
Figure 25. Raman shifts of TO and LO phonon modes for SiGe nanostructures as a function of L. 

 
Figure 26. Comparison between measured and calculated data of Raman shift dependences on sample 
rotation angle. 
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The Raman shifts appear to be small. This is explained as follows. The stress induced at the 
edge of the SiN film is localized in width and depth. It is considered that the measured 
stress is averaged in the region of approximately 390 and 450 nm which are the spot size and 
optical penetration depth of the laser, respectively. From the water-immersion Raman 
measurements, xz was approximately 0.1 GPa. This value was consistent with the result 
obtained by the edge force model after the correction for the spot size and the optical 
penetration depth of the laser (the results are not shown) [46,58]. The methodology 
described here has the potential to measure complicated stress states in Si and SiGe even 
those with nondiagonal stress components. 

4. Conclusion 

We demonstrated the measurements of the complicated stress states in Si by high-NA 
liquid-immersion Raman spectroscopy. The z polarization was obtained due to the high-
NA liquid-immersion lens, which allows for exciting the forbidden modes, the TO phonon 
modes, even under the (001) Si backscattering geometry. First, the TO phonon mode of the 
strained Si layer was observed in oil-immersion Raman spectroscopy. The peak positions 
of the strained Si layer were clearly separated in the TO and LO active configurations, 
although the Si substrate peaks remain at the same position in each configuration. This 
behavior indicates that the biaxial isotropic tensile stress state in the strained Si layer 
gives rise to the splitting of the optical phonon modes in Si. From the results, the LO 
phonon mode was more affected by biaxial stress than the TO phonon mode, which was 
consistent with the result obtained by solving the secular equations. Using the TO phonon 
mode as well as the LO phonon mode, the anisotropic biaxial stress states in the SSOI 
nanostructures were measured. As a result, the clear dependences of the biaxial stresses 
xx and yy on L and thickness were observed. xx decreased with the decrease in L, 
especially under L = 1.5 m, while yy remains almost constant. The values of yy for the 
SSOI nanostructures with the thickness of 30 nm are larger than those of 50 nm, which 
indicates that the thin SSOI nanostructures had immunity to the stress relaxation. The 
results obtained by oil-immersion Raman spectroscopy were consistent with the FEM 
calculations. We also measured the anisotropic biaxial stress states in the strained SiGe 
nanostructures by the same technique. Consequently, the clear dependence of the Raman 
shifts on L and W were observed similarly to the results for the SSOI nanostructures. 
Furthermore, the stress with the nondiagonal component, the shear stress component, in 
Si was measured by water-immersion Raman spectroscopy. As a result, the asymmetric 
profile was obtained for the dependence of the Raman shifts on the sample rotation angle. 
This behavior indicates that the shear stress component xz is induced in Si at the edge of 
the SiN film. There is a good correlation between the measured and calculated data. High-
NA liquid-immersion Raman spectroscopy enabled us to measure the complicated stress 
states in strained Si and SiGe with high spatial resolution even those with the 
nondiagonal stress component. 
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gives rise to the splitting of the optical phonon modes in Si. From the results, the LO 
phonon mode was more affected by biaxial stress than the TO phonon mode, which was 
consistent with the result obtained by solving the secular equations. Using the TO phonon 
mode as well as the LO phonon mode, the anisotropic biaxial stress states in the SSOI 
nanostructures were measured. As a result, the clear dependences of the biaxial stresses 
xx and yy on L and thickness were observed. xx decreased with the decrease in L, 
especially under L = 1.5 m, while yy remains almost constant. The values of yy for the 
SSOI nanostructures with the thickness of 30 nm are larger than those of 50 nm, which 
indicates that the thin SSOI nanostructures had immunity to the stress relaxation. The 
results obtained by oil-immersion Raman spectroscopy were consistent with the FEM 
calculations. We also measured the anisotropic biaxial stress states in the strained SiGe 
nanostructures by the same technique. Consequently, the clear dependence of the Raman 
shifts on L and W were observed similarly to the results for the SSOI nanostructures. 
Furthermore, the stress with the nondiagonal component, the shear stress component, in 
Si was measured by water-immersion Raman spectroscopy. As a result, the asymmetric 
profile was obtained for the dependence of the Raman shifts on the sample rotation angle. 
This behavior indicates that the shear stress component xz is induced in Si at the edge of 
the SiN film. There is a good correlation between the measured and calculated data. High-
NA liquid-immersion Raman spectroscopy enabled us to measure the complicated stress 
states in strained Si and SiGe with high spatial resolution even those with the 
nondiagonal stress component. 
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1. Introduction 

In the early to mid-90’s, NMR studies were being published that recognized the power of 
magic angle spinning (MAS) to increase resolution in materials that were not strictly solids 
by averaging differences in magnetic susceptibility and residual dipolar coupling inherent 
in these samples. The method of utilizing MAS for non-solid materials to produce liquid-like 
NMR lines was termed High-Resolution Magic Angle Spinning (HR-MAS). A few of the first 
HR-MAS examples included investigation of resins for combinatorial chemistry,[1] solvent 
swollen polystyrene gels,[2] and lipid systems.[3] Then in 1996, Maas et al. [4] advanced the 
field of HR-MAS NMR by adding a magnetic field gradient along the magic angle (see 
Figure 1). Like high resolution solution NMR, this gradient improved sensitivity and 
resolution with the ability to more easily select coherence pathways and by reducing 
indirect dimension (t1) noise.[4] 

There are currently commercially available HR-MAS probes with magic angle gradients 
from companies like Bruker BioSpin Corporation (Billerica, MA),[5] Agilent Technologies 
(Santa Clara, CA),[6] JEOL USA, Inc. (Peabody, MA),[7] and Doty Scientific, Inc. (Columbia, 
SC).[8] In addition to magic angle gradients, many of these probes also have a deuterium 
(2H) lock channel, allowing improved ease of shimming and long term stability. With the 
emergence of commercially available probes, HR-MAS NMR has become more popular in 
the last few years, especially in the biological and biomedical fields. This popularity is 
mainly due to the heterogeneous nature of tissues and cells that are well suited for HR-
MAS. Multiple HR-MAS NMR studies involving different tissue biopsies, like brain, kidney, 
liver, and muscle tissues for metabonomics studies, as well as identification of abnormal 
tissues (i.e. cancerous tissues) have been reported.[9-11] HR-MAS NMR has also been 
applied to the characterization of foodstuffs, including the assignment of metabolites in 
tomatoes and apples, the study of biopolymers in fruit cuticles, quantification of n-3 fatty 
acids content in different fish species, and tracking the chemistry of coffee beans during the 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



 
Advanced Aspects of Spectroscopy 280 

roasting process.[12, 13] These types of biological and foodstuff HR-MAS NMR investigations 
highlight the diverse range of information that can be obtained.  

The application of HR-MAS NMR to material science was initially focused almost 
exclusively on the analysis of solid-phase (i.e. utilizing support resins) organic and peptide 
synthesis, or analysis of combinatorial solid-phase results. In these studies, the material was 
swollen in appropriate solvents such that the mobility of the attached ligands was increased, 
allowing high resolution NMR spectra to be obtained. The application of HR-MAS to solid 
state synthetic chemistry remains an active area of research, but will not be discussed in 
detail. The readers are encouraged to consult several very extensive reviews in this area.[14-
16] In comparison to the numerous HR-MAS NMR studies on biological and solid-phase 
synthetic chemistry systems, there are fewer examples that focus on the use of this technique 
to material science. This chapter will review the application of HR-MAS NMR to a wide 
range of systems, including ceramics, zeolites, liquid crystals, ionic liquids, and surface 
modified nanoparticles.  

1.1. How HR-MAS works 

Materials that are crystalline or rigid solids (for example resins, ceramics, etc.) exhibit an 
extremely broad NMR signal due to extensive homo- and hetero-nuclear dipolar coupling, 
chemical shift anisotropy (CSA), and quadrupolar interactions. A variety of solid state NMR 
techniques have been developed to improve the resolution and sensitivity including the use 
of multiple pulse sequences, cross polarization, high power decoupling, multiple quantum 
NMR and fast MAS NMR. For example, solid state 1H MAS NMR has found a number of 
applications in material characterization.[17] Even with these advances, solution-like NMR 
spectra are rarely realized for solid samples.  

For samples that are in the liquid/solid classification, motional averaging will partially 
reduce or remove many of these broadening interactions. It is also possible to swell or 
plasticize a material to increase the local mobility, thereby reducing the magnitude of these 
interactions.[18] Even for liquid environments in a heterogeneous sample, differences in the 
magnetic susceptibility within the material can drastically reduce the observed resolution. 
For these types of dynamically averaged or susceptibility broadened systems, MAS even at 
moderate speeds will produce high resolution NMR spectra: this is the niche of HR-MAS 
NMR. 

This improved resolution due to MAS arises because the Hamiltonians describing the 
dipolar, CSA and magnetic susceptibility interactions all contain an orientational component 
that scales as (3cos2θ-1), where θ is the angle between the rotor spinning axis and the 
magnetic field (Figure 1). When a sample is spun about an axis that is at the “magic angle” 
(θ = 54.7o) these interactions vanish. A simplistic schematic of a HR-MAS stator is pictured 
in Figure 1. As mentioned before, the main difference between a standard MAS stator and 
an HR-MAS stator is the magic angle gradient coil that can produce a gradient along the 
rotor spinning axis.  
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NMR and fast MAS NMR. For example, solid state 1H MAS NMR has found a number of 
applications in material characterization.[17] Even with these advances, solution-like NMR 
spectra are rarely realized for solid samples.  

For samples that are in the liquid/solid classification, motional averaging will partially 
reduce or remove many of these broadening interactions. It is also possible to swell or 
plasticize a material to increase the local mobility, thereby reducing the magnitude of these 
interactions.[18] Even for liquid environments in a heterogeneous sample, differences in the 
magnetic susceptibility within the material can drastically reduce the observed resolution. 
For these types of dynamically averaged or susceptibility broadened systems, MAS even at 
moderate speeds will produce high resolution NMR spectra: this is the niche of HR-MAS 
NMR. 

This improved resolution due to MAS arises because the Hamiltonians describing the 
dipolar, CSA and magnetic susceptibility interactions all contain an orientational component 
that scales as (3cos2θ-1), where θ is the angle between the rotor spinning axis and the 
magnetic field (Figure 1). When a sample is spun about an axis that is at the “magic angle” 
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Figure 1. Schematic of a HR-MAS stator with a magic angle gradient along the rotor spinning axis.  

For samples where residual dipolar interactions or differences in magnetic susceptibility are 
small, HR-MAS NMR reduces the observed line widths to be similar to those observed in 
solution high resolution NMR spectroscopy. For liquids adsorbed into/onto materials MAS 
speeds between 1 and 2 kHz may result in improved resolution, while for 
plasticized/swollen materials MAS speeds between 4 and 10 kHz may be necessary to obtain 
the desired resolution. Care must also be taken to ensure that the residual spinning 
sidebands (due to incomplete averaging) fall outside the spectral window of interest. 

As an example of the enhanced resolution that can be achieved under HR-MAS two 
different swollen polymer systems are shown in Figure 2. These anion exchange membranes 
(AEM) operate in methanol solution, and readily adsorb significant amounts of water and 
methanol from the solution during use. Our group is interested in identifying the different 
chemical environments that these solvent molecules see within the membrane, as well as 
directly measuring the diffusion rates for these different species. Under static conditions, the 
water and methanol are not resolved in the NMR spectrum (Figure 2A, green). This lack of 
chemical shift resolution precludes any information about the local membrane environment 
being obtained. The broadening is caused by the magnetic susceptibility differences between 
the rigid AEM and the methanol solution. In this example, minimal MAS of ~750 Hz (Figure 
2A, red) was sufficient to average the magnetic susceptibility allowing individual solvent 
environments to be easily observed. Increasing the spinning speed to 4 kHz removed the 
spinning side bands from the spectral region of interest, but did not dramatically increase 
the resolution of the solvent resonances. In this swollen AEM example, signals from the 
actual membrane are not observed at 4 kHz (only the swelling solvent is observed) 
indicating that the dipolar interactions present in the membrane remain much larger than 
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the MAS speed. Since the protons from the membrane are not readily observable, it provides 
a unique opportunity to further study the solvent behavior in the membrane without 
interference. Additional discussion of this system is presented in Section 2.1.1. The second 
example, involves the swelling of a polyButadiene-AcryloNitrile (pBAN) polymer in CDCl3. 
Inspection of Figure 2B (green) shows that under static conditions this rather soft material 
produces a relatively unresolved NMR spectrum. Even after extensive solvent swelling, the 
NMR spectrum is essentially unchanged (Figure 2B, red). With HR-MAS (4 kHz spinning) 
the resolution is dramatically enhanced, enabling a more detailed analysis of the pBAN 1H 
NMR spectra.  

 
Figure 2. The improved resolution observed using 1H HR-MAS NMR for the A) methanol swollen 
anion exchange membrane, and B) the CDCl3 swollen pBAN (polyButadiene-AcryloNitrile) polymer. 

With the dramatic increase in resolution observed utilizing HR-MAS, the arsenal of 
standard solution NMR techniques can be implemented for HR-MAS experiments, 
including solvent suppression, gradient-assisted sequences, and multiple-dimensional 
experiments. These can include INEPT (Insensitive Nuclei Enhanced by Polarization 
Transfer), COSY (COrrelation SpectroscopY), NOESY (Nuclear Overhauser Effect 
SpectroscopY), TOCSY (TOtal Correlation SpectroscopY), HETCOR (HETeronuclear 
CORrelation), HMQC (Heteronuclear Multiple Quantum Coherence), and HMBC 
(Heteronuclear Multiple Bond Correlation) to name a few. As an example, a gradient-
assisted 2D 1H-1H HR-MAS COSY NMR spectra for an ionic liquid adsorbed on an 
aluminum oxide membrane is shown in Figure 3. These types of correlation experiments 
could not be realized without the resolution afforded by HR-MAS. Additional discussion of 
this IL material is presented in Section 2.3.1.  

It is also important to note that because anisotropic interactions (dipolar, CSA) are still 
present within these HR-MAS samples (though greatly reduced by molecular motion), it is 
also possible to apply some solid state NMR techniques during HR-MAS experiments. For 
example, to measure the residual homonuclear dipole-dipole interaction it is possible to 
incorporate a dipolar recoupling sequence to re-introduce this interaction under MAS. This 
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allows the incoherent NOE exchange process to be replaced by a coherent polarization 
transfer process. These types of HR-MAS recoupling experiments have been demonstrated 
using DQ COSY for solid state synthesis samples,[19] while our group has incorporated a 
radio frequency dipolar recoupling (RFDR) sequence into the standard NOESY experiment 
for lipid membranes, including the extension of this dipolar recoupling into a mixing period 
during 1H-13C Heteronuclear correlation experiments.[20] 

 
Figure 3. The gradient 2D 1H HR-MAS NMR COSY spectrum for the ionic liquid [MBPyrr]+[TFSI]- 
adsorbed into an inorganic aluminum oxide membrane. Even though the individual J couplings were 
not resolvable, these types of correlation experiments can still be realized under HR-MAS. 

1.2. Experimental protocol and limitations 

Many HR-MAS samples contain liquids or liquid-like materials. These samples require 
special care to prevent dehydration that can occur in a standard rotor with only a rotor cap. 
Various inserts are commercially available for packing of HR-MAS samples and can be seen 
in Figure 4. These inserts provide a tight seal to prevent dehydration or loss of solvent 
during MAS experiments. The inserts used generally depend on the sample size and need of 
the user. Examples of various insert options from Bruker BioSpin for a standard 4 mm rotor 
are shown in Figure 4. For ~12 μL samples, a Kel-F® bottom spacer (or a half drilled out 
rotor) and a top spacer with a seal screw can be utilized (Figure 4B, 4F and 4G). The top 
spacer insert (Figure 4F) contains a small hole in the top. When placed into the rotor at the 
properly gauged distance, any additional liquid will protrude through this hole. A 
Kimwipe® can then be utilized to remove this liquid, followed by using a small Kel-F® 



 
Advanced Aspects of Spectroscopy 284 

screw to seal the insert (Figure 4B) and prevent dehydration. For ~50 μL volumes, a 
standard rotor can be utilized with the above top spacer and seal screw (Figure 4B, 4F, 4L). 
In addition to the spacers, a 30 μL disposable insert is also available (Figure 4I). The 
disposable Kel-F® inserts use a plug and screw cap to keep the sample well sealed (Figure 
4B, 4H). The inserts are efficient if multiple samples need to be run, as samples can be 
packed into inserts and then easily placed into and removed from rotors, without having to 
wash the rotors between runs, and without having to own a large number of MAS rotors. 

 
Figure 4. The tools and inserts used for HR-MAS NMR. These include A) the specialized tool for screw 
cap insertion, B) the sealing screw cap, C) the upper Teflon® insert, D) lower Teflon® insert for 30 μL 
volume, E) screw for insertion/extraction of top insert, F) top Kel-F® insert, G) bottom Kel-F® insert for 
12 μL sample volume, H) plug for disposable insert, I) disposable 30 uL Kel-F® insert, J) 4 mm rotor 
cap, K) disposable inserted partially in a 4 mm rotor, L) 4 mm zirconia MAS rotor. All these parts are for 
the Bruker HR-MAS system, and may vary between vendors. 

Temperature regulation is important in HR-MAS NMR for both sample purposes, and 
experimental reasons. The temperature of the bearing gas in many probes can be regulated 
to maintain a stable sample temperature; however, there is additional frictional heating that 
comes from spinning the rotor. To compensate for MAS related heating of the sample, the 
HR-MAS probe temperature should be calibrated at various MAS speeds and changes made 
to the temperature of the bearing gas to regulate the sample at the desired temperature. 
Temperature calibration of a HR-MAS probe has been discussed in literature.[21] This study 
utilized both methanol and glucose as NMR thermometers to determine the impact of MAS 
on temperature. Temperature changes measured at 2, 4, 6, and 8 kHz MAS where found to 
be 0.8 ± 0.1, 2.2 ± 0.1, 5.0 ± 0.1, and 7.9 ± 0.2 K in methanol and -0.3 ± 0.1, 1.2 ± 0.2, 3.0 ± 0.2, 
and 6.1 ± 0.1 K for glucose.[21] 
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Like all high resolution NMR techniques where resonances can be very narrow, it is important 
to be able to shim a sample to achieve the best possible resolution. Unlike standard high 
resolution NMR probes, the HR-MAS probes have the samples spinning at the magic angle, 
therefore the standard shimming protocols cannot be utilized. Instead, a combination of the 
standard shims must be used to address inhomogeneity of the B0 field. By placing the probe so 
that the rotor is in the (x, z) plane in the laboratory frame, a combination of the laboratory 
shims can be used to express the Z shims along the magic angle. To obtain the equivalent 
response of a Z shim in standard shimming protocol, i.e. the Z shim along the magic angle  
( MAS

ZB ), the user needs to optimize a combination of the Z and X room temperature shims 

given by the linear relationship (1 / 3) ( 2 / 3)MAS LAB LAB
Z Z XB B B  . Likewise, the equivalent of 

a Z2 shim is given by 2 2 2( ) 2 2MAS LAB LAB
XZZ X YB B B


   and the equivalent Z3 shim is defined using 

3 3 2 2 2 3( )(2 / 3 3) (1 / 6) (5 / 3) (5 / 3 6)MAS LAB LAB LAB LAB
Z Z XZ X Y Z XB B B B B


     . The higher order Z 

shims map directly as 4 4(7 / 18)MAS LAB
Z ZB B   and 5 5(1 / 6 3)MAS LAB

Z ZB B  .[22] For the 

experimental examples discussed in this chapter, the authors typically only adjusted the shims 
up through 3

MAS
ZB . The Bruker Biospin Manual for High Resolution Magic Angle Spinning 

Spectroscopy points out that in theory shimming could be performed with just laboratory 
shims X, XZ,XZ2, Z4, and Z5.[23] In reality, additional shims can be used to compensate for any 
inefficiency in the shim coil. A previous study has shown that once good shims are obtained, 
those shims can be utilized for samples with the same detection volume and position, for 
example the same sample size in the same type of rotor.[24] The shims should be independent 
of solvent because any susceptibility differences caused by solvent will be averaged out by 
MAS and does not affect the shims.[24] Piotto et al. also demonstrated shimming issues 
involved in systems containing water. In many cases, improved shims will be detected in an 
increase in lock signal. Deuterated water (HDO), however, has a strong chemical shift 
dependence on the temperature. When a sample spins, there can be a temperature gradient 
across the sample which can cause a portion of the HDO resonances to shift and broaden. If 
the probe is shimmed again based on the lock level from the water resonance, then any other 
signal in the spectra will most likely be deshimmed as those signals do not have as large of a 
chemical shift temperature dependence. With this in mind, Piotto et al. emphasize that 
shimming should be performed based on line shape, not lock level and attention should be 
taken when working with materials containing water.[24] More recently the MAGIC 
SHIMMING method has been described which utilizes a conventional homospoil gradient 
pulse to perform gradient shimming on MAS probes. This techniques does not require a 
gradient along the magic angle, and will reduce some of the trial and error presently inherent 
with manual shimming of HR-MAS probes.[25] 

2. HR-MAS NMR spectroscopy in materials characterization 

In this section a brief review of HR-MAS NMR studies involving the characterization of 
materials is presented. The majority of studies involved modified surfaces or surface 
interactions, and demonstrates the characterization need that HR-MAS NMR can fulfill.  
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2.1. Polymers 

For rigid polymer materials the dipolar interactions are very large, leading to broadening of 
the NMR resonances, and can be characterized using standard solid state MAS NMR 
techniques. As noted before, these rigid polymers are not readily observed under HR-MAS 
conditions. For solvent swollen polymers the increased mobility of the polymer segments 
leads to a semi-solid regime where the moderate spinning speeds of HR-MAS are sufficient 
to produce high resolution NMR spectra. For example see the improved resolution observed 
for CDCl3 swollen pBAN (Figure 2B). This ability to obtain spectra for mobile domains or 
components is the basis for the majority of HR-MAS polymer studies. A variety of different 
solvents are employed in combinatorial and solid phase synthesis, many of these with 
multiple 1H resonances. In addition, there may be reasons to avoid having to dry the sample 
prior to introducing a deuterated solvent. In these cases, complicated solvent suppression 
techniques may be required.[26] It has been demonstrated that diffusion-filter HR-MAS 
spectra (see PFG discussion, Section 3.1) can provide suppression of solvent resonances 
based on differential diffusion behavior.[27]  

One example of using HR-MAS NMR for characterizing polymer materials is the 
demonstration of the cyclic polyamide receptor threading onto the highly flexible 
polyethylene glycol (PEG) polymer chain attached to a polystyrene bead. Distinct PEG 
resonances for the threaded and non-threaded complexes could be easily resolved under 
HR-MAS conditions, while 2D NOESY spectra showed cross-peaks between the aromatic 
protons (δ ~ +8.87 ppm) of the rotaxane and the methylene protons (δ ~ +3.55 ppm) of the 
PEG polymer chain.[28] In another study, the complexation of Zn and Ru metalloporphyrins 
to beads functionalized with pyridyl ligands revealed that supermolecular interactions and 
changes in the dynamics are directly probed by HR-MAS techniques.[29]  

The vulcanization of butadiene rubber (BR) with different curing systems has also been 
monitored by 1H and 13C HR-MAS NMR. This rubber is a very mobile system, with the 
increased resolution afforded by HR-MAS allowing the chemical identity of cross links to be 
determined, and revealing that α-substitution or addition depended on the disulfide cross-
linkers employed.[30, 31] Other HR-MAS studies observed the impact of cross-linking in 
solvent swollen poly(amidoamine) polymers, the nature of water interactions in these same 
class of polymers, [32, 33] or the cross-linking performance in silicon-containing soybean-oil 
copolymers.[34] HR-MAS NMR has also been used to study the functionalization of poly 
hydroxyethyl methacrylate (HEMA) cryogels,[35] cyclomaltoheptaose polymers,[36] the 
synthesis of hyper-branched bis (hydroxymethyl) propionic acid (bis-MPA) polymers as a 
function of catalysts,[37] and polymers for nanoparticle stabilization.[38] 

HR-MAS NMR has found use in investigation of porous polyalkylvinyl ether polymer 
particles being used for stationary phases in chromatographic applications. These 
measurements were performed using the same solvent as HPLC and allowed details about 
the polymer structure and mobility to be evaluated; these properties are expected to impact 
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the chromatographic process.[39] Interactions between solution molecules and the polymer 
component of HPLC stationary phases (C18, C30 and PEAA)[40] or the interaction with 
molecularly imprinted polymers [41] have also been investigated using HR-MAS NMR. 
These studies used saturation transfer difference pulse sequences to identify those 
molecules that were involved in binding to the larger stationary phase.  

The NMR spectroscopic characterization of polymer degradation is commonly directed 
towards analysis of the small degradation fragments that are solvent soluble. By using HR-
MAS NMR the hydrolytic degradation of the biodegradable photo-initiated cross linked 
poly(DL-lactide)-dimethacrylate (PDLLA) polymer network was directly monitored. 
Swelling these polymers in the solvent dimethyl sulfoxide (DMSO) and a combination of 1D 
and 2D (COSY, NOESY) experiments allowed the different signals in the PDLLA chain to be 
identified. Degradation in a base was shown to occur through hydrolysis of the ester bonds 
within the poly(lactide) segment.[42] HR-MAS has also been used to study the role of partial 
hydrolysis in controlling the composition of hydrophobic polyacrylamide gels.[43] 

2.1.1. Example: HR-MAS NMR investigations of anion exchange membranes 

The increased resolution achieved with 1H HR-MAS on the solvent swollen anion exchange 
membrane (AEM) was demonstrated in Figure 2. Due to differences in the magnetic 
susceptibility between the swelling solution and the polymer membrane, the water and 
methanol resonances were not resolved under static conditions. Under HR-MAS four 
distinct NMR resonances were observed for the solvent species; two water resonances and 
two methanol resonances. Based on line widths and PFG HR-MAS diffusion measurements 
(Section 3.2.1) the higher ppm shifted water and methanol were assigned to bulk (or free) 
methanol or water within the membrane, while the lower ppm shifted water and methanol 
resonances exhibit slower diffusion rates and were assigned to water or methanol associated 
(bound) within the membrane. The increased resolution obtained under HR-MAS was 
further exploited to explore the interchange of water and methanol between the different 
binding environments within the AEM using 2D HR-MAS NMR NOESY exchange 
experiments (Figure 5). At short mixing times (1 ms) no correlations were observed between 
any of the resonances. With increasing mixing time (> 10 ms), cross peaks were observed 
between free water and membrane-associated water, plus cross peaks between free 
methanol and membrane-associated methanol, resulting from physical exchange of water 
(red dashed lines) or methanol (red dashed lines) between the free and unbound 
environments. With long mixing times (> 200 ms), NOE correlation between methanol and 
water were observed (green dashed line), and result from through space NOE 
magnetization exchange (not physical spatial exchange). Interestingly, these NOE 
correlations were only observed between associated water and associated methanol, as well 
as free water and free methanol, supporting the assignment and indicating that the spatial 
contact of water and methanol is maintained in these associate membrane environments. 
Additional exchange studies are ongoing. 
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Figure 5. 2D 1H HR-MAS NMR NOESY spectrum (500 ms mixing time) of an anion exchange 
membrane swollen in a 1N methanol solution. The increased spectral resolution obtained for the 
swelling solvent made it possible to detect exchange between free and associated water and between 
free and associated methanol (red dashed lines), as well as NOE magnetization exchange between free 
water and methanol and associated water and methanol (green dashed lines). 

2.2. Ceramics, zeolites, catalysts surfaces and composites 

Due to the rigid or crystalline nature of ceramics, zeolites, catalysts or inorganic/organic 
composites, solid state MAS NMR spectroscopy remains the dominant NMR 
characterization method, and can involve a range of nuclei and multi-pulse NMR 
techniques. In contrast, the limited number of HR-MAS NMR studies is directed towards 
the investigation of gas/solid adsorption or intercalation within these materials. For 
example, the degradation of the pesticide diethyl parathion and the chemical warfare agent 
(CWA) simulant diisopropyl fluorophosphates in functionalized montmorillonite clay using 
31P HR-MAS NMR has been reported. The HR-MAS removed susceptibility effects present 
from the clay material, and allowed a direct measure of the decomposition kinetics. The 
adsorption of organosilanes on the MgCl2 in Ziegler-Natta catalysts has been investigated 
using 1H HR-MAS, and demonstrates differential binding (differential mobility) to the Mg 
surface with changing surface coverage and as a function of the degree of saturation in the 
Mg coordination sites.[44]The polymer mobility in the condensed sol-gels produced from 
organosilanes and phenyl siloxanes was also evaluated.[45]  

2.3. Ionic liquids and liquid crystals  

HR-MAS NMR should be an ideal tool for the characterization of ionic liquids (ILs) and 
liquid crystals (LC) due to the high viscosities commonly encountered in ILs, and the 
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thermal- or concentration-induced ordering transitions of LCs. Ionic liquids are interesting 
compounds, and continue to be used for a wide range of material science applications. ILs 
are used as liquid electrolytes in energy storage and production devices, solvents for CO2 
capture and green chemistry, solutions for biomass processing, nanostructured synthesis 
and solvents for catalysis reactions. For many of these applications room temperature ionic 
liquids (RTIL) are utilized as neat solutions without another solvent. Strong attractions 
between the IL cation and anion component may lead to the formation of important 
structural motifs that could be missed or changed with the introduction of a solvent. For 
NMR characterization, solvent-IL interactions may also mask subtle changes in the chemical 
shift produced by other molecular interactions of interest. In the case of ILs, it is now 
recognized that HR-MAS NMR provides a powerful tool for the characterization of these 
systems.  

One of the earliest reports involving HR-MAS NMR of ILs studied silica-immobilized ILs 
suspended in DMSO,[46] which produced nearly liquid-like resolution. In this same study, 
they were also able to obtain 2D 1H-13C HR-MAS NMR HMQC spectra of these attached ILs. 
Another study explored the use of ILs as a solvent or chemical reaction media. The standard 
solution NMR of compounds dissolved in these ILs suffered from low resolution, produced 
by the high viscosities of the ILs, dynamic range issues due to the lack of deuterated ILs, and 
concerns about chemical shift referencing due to the high magnetic susceptibility of ILs. To 
demonstrate the capabilities of HR-MAS NMR, Rencurosi and co-workers[47] dissolved 
para-methoxy benzyl acetate and a glucopyranoside in a series of different ILs. Even at 
moderate spinning speeds there was significant improvement in resolution, and the 
chemical shift referencing became consistent with that observed in solution NMR using 
traditional deuterated solvents. In addition, they were able to follow acetylation of para-
methoxybenzyl alcohol directly in the ILs. The increased resolution inherent in this 
technique was also important for investigations of CO2 interactions with imidazolium based 
ILs using 13C HR-MAS NMR.[48] 1H HR-MAS NMR has also been used to probe the 
interaction of the RTIL N-methylimidazolium chloride ([Hmim]+Cl-) with the silica surface 
of Aerosil. This adsorption was monitored through changes in chemical shift with increased 
IL loading and Cl- salt concentration. Based on the magnitude of the chemical shift 
variations, the interaction was found to preferentially involve the H(2) position of Hmim+, 
and was a physisorption versus a chemisorption process.[49] In another study, the dynamics 
of IL’s confined in monolithic silica ionogels were followed by 1H HR-MAS NMR and 
relaxation experiments, and demonstrated that the IL maintained liquid like behavior with 
very little reduction in motions even as the pore size diminished from 12 nm to 1.5 nm.[50] 
Surprisingly, only a single 1H HR-MAS NMR diffusion study of a non-biological LC 
material confined in nanopores has been reported.[51] 

2.3.1. Example: HR-MAS NMR investigation of ionic liquids on surfaces 

While many RTILs are “liquids” at room temperature, they can be highly viscous, making 
standard solution NMR analysis on the neat ILs challenging (as noted above). In our 
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laboratory, a novel series of quaternary ammonium and cyclic pyrrolidinium RTIL have 
been studied using different NMR techniques. This includes pulse field gradient (PFG) 
NMR to measure diffusion and 14N NMR relaxation experiments to determine IL molecular 
reorientation times.[52] More recently, we have explored using 1H HR-MAS NMR to 
characterize the interactions between IL and metal oxide surfaces. Figure 6A shows the 1H 
HR-MAS NMR spectra of the neat ionic liquid, N-methyl-N-(n-butyl) pyrrolidinium 
bis(trifluoromethanesufonyl) imide ([MBPyrr]+[TFSI]-). The changes in the NMR spectrum 
for the neat solution under static conditions (top) and under MAS conditions (bottom) 
demonstrate the simple resolution enhancing properties of HR-MAS (previously discussed 
in Section 1.1). The static NMR spectrum revealed distorted line shapes reflecting poor 
magnetic field homogeneity across the sample volume, along with broadening (FWHM ~ 
115 Hz) due to differences in local magnetic susceptibility within the sample. The broad line 
width is commonly encountered when working with highly viscous RTIL that are not 
dissolved into solvents. Increasing the temperature (within the limitations of the 
instrumentation) will improve the resolution for these RTIL, but may not be desirable in 
some instances. Not surprisingly, even slow spinning (~1 kHz) of the neat RTIL provides an 
immediate improvement in the resolution. For the ([MBPyrr]+[TFSI]-) example, the line 
width are reduced to ~ 3 Hz (~40 fold reduction), such that small 1H-1H spin-spin J coupling 
are clearly resolved (Figure 6A, bottom). 

 

 
 

Figure 6. The 1H HR-MAS NMR of the ionic liquid [MBPyrr]+TFSI- at 298K as a A) neat liquid and B) 
adsorbed (20 wt%) into an aluminum oxide ANOPORE inorganic membranes (200 nm pore diameter). 
The spectra in the top portion of each figure were obtained under static conditions, with the spectra in 
the bottom portions of each figure obtained under MAS conditions. 
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The loss of resolution is even more dramatic when [MBPyrr]+[TFSI]- is adsorbed into the 
small pores (200 nm) of an inorganic aluminum oxide membrane. The 1H NMR spectrum of 
the static sample is now a broad (~2780 Hz) featureless line providing no chemical shift 
resolution. Under HR-MAS the individual 1H resonances become resolved, with a line width 
on the order of 37 Hz. While the individual J couplings are no longer resolved as they were 
in the neat IL case, the resolved chemical shifts allow one to compare directly with the neat 
IL. In the adsorbed [MBPyrr]+[TFSI]-, the n-butyl methyl group protons (H-8) and the ring 
methylene protons (H-3) show a very small chemical shift change (Δδ = 0.007 ppm) due to 
adsorption with the ANOPORE membrane. In contrast the methyl group (H-4) and the n-
butyl methylene protons (H-5) reveal an asymmetric line shape with chemical shift 
variations ranging from Δδ = +0.01 to +0.02 ppm. This result suggests that while the 
adsorption process is weak, it occurs preferentially through the IL N+ with the surface. The 
ability to resolve such small differences under HR-MAS NMR is important in identifying 
these surface interactions. 

Even though the 1H HR-MAS NMR spectra for the surface adsorbed [MBPyrr]+[TFSI]- does 
not reveal resolvable J coupling, it is still possible to obtain a 2D COSY spectrum for this 
material, as shown in Figure 3. This correlation experiment immediately confirms the 
chemical shift assignments for the neat IL sample, and clarifies differences seen for the IL 
dissolved in a solvent. The 2D 1H HR-MAS NOESY NMR spectra for the IL [MBPyrr]+[TFSI]- 
adsorbed into the ANAPORE membrane is shown in Figure 7. Interestingly there are 
numerous cross peaks observed even at moderate mixing times, reminiscent of the liquid-
ordered phase observed in lipid bilayers (For example see Ref. [20, 53, 54]). These through-
space correlations are stronger than those observed in the neat IL (not shown), and suggest 
that an increase in the dipolar-dipolar interactions is occurring for the surface adsorbed 
species. This argues that local motions have become reduced for the adsorbed species. There 
are also some missing or weak correlations (dashed circle) implying distinct conformations 
present for the n-butane chain on the adsorbed species. Also of interest is the appearance of 
new chemical environments for the adsorbed IL. This includes a weak resonance at δ = +4.8 
ppm which is assigned to residual water, but shows no correlations with the IL. There are 
two additional 1H environments at δ = +5.2 and +5.3 ppm, which are attributed to additional 
surface water species on the aluminum oxide surface. The environment at δ = +5.2 ppm 
shows a through space NOE correlation with a new resonance near 2 ppm. This small 
resonance is buried under the shoulder of the dominant methylene (H-2) resonance and has 
not been presently assigned. These types of correlation experiments demonstrate the 
capabilities and information that can be obtained from HR-MAS studies of ILs, and suggest 
future efforts along these lines are warranted. 

2.4. Surface modified nanoparticles 

HR-MAS NMR studies of surface modified nanoparticles (NP) are closely related to those 
of the polymer resin studies mentioned in the previous sections, with accurate 
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characterization of the surface-attached ligands being the primary objective. For NPs the 
solvent plays the role of suspending or dispersing the material, in contrast to the role of 
swelling that the solvent plays in analysis of resins. For HR-MAS NMR studies of NPs, the 
optimal solvent provides both high solubility, and good dispersion (prevents aggregation) 
of the NPs. 
 

 
Figure 7. The 2D 1H HR-MAS NOESY NMR correlation spectra for the ionic liquid [MBPyrr]+[TFSI]- 

adsorbed into an inorganic aluminum oxide membrane (pore size 200 nm). The spectrum in A) shows 
numerous through space correlation between the protons of the IL, while B) shows the spectral 
expansion for the water and surface associate-water species and corresponding NOE correlations.  

HR-MAS NMR studies of surface modified NPs include the 1D and 2D 1H NMR 
investigation of modified gold (Au) NPs using a wide range of high resolution correlation 
experiments: COSY, TOCSY and HMQC.[55] This revealed that the relative signal sensitivity 
(intensity) depends on the distance between the detected 1H and the surface of the Au NP. 
This distance correlation is either a function of reduced local dynamics, or spin-spin T2 
relaxation effects governed by the Au surface. Another study involved the active molecular 
compounds Aloin A and Aloesin extracted from the leaf of Cape Aloe, and was able to show 
how these compounds selectively stabilize Au NPs preferentially through the glucose 
component.[56] HR-MAS NMR has also been used to identify the binding motif of peptides 
on the Au NP surface.[57] While HR-MAS NMR is typically employed to overcome 
anisotropy of magnetic susceptibility or residual dipolar interactions, Poito and co-
workers[58, 59] have reported an interesting set of experiments that demonstrated HR-MAS 
can be employed to overcome paramagnetic effects present in iron oxide NPs. Through a 
careful analysis of these iron oxide systems, the surface structure and ligand binding 
(chelation) configuration was determined, and in several cases were quite different from the 
standard single point attachment proposed by others.[58] 
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1H HR-MAS NMR has also been used to look at the surface modification in polymer based 
NPs, including the monitoring of multiple synthetic steps employed during the peptide-
surface modification of poly(vinylidene fluoride) (PVDF) nanoparticles,[60] or the surface 
modification of Dendron based NPs.[61] Polystyrene embedded silver clusters produced by 
a thermolysis reactions have also been characterized using HR-MAS NMR.[62]  

2.5. Surface immobilized linkers and catalysts and chiral stationary phases 

HR-MAS NMR spectroscopy has also been extensively used in investigating the mobility of 
linkers and catalysts attached to other materials, including 1H and 31P HR-MAS NMR 
studies of phosphine, bisphosphinoamine linkers and corresponding metal catalysts.[63-66] 
These investigations demonstrate very nicely that the surface mobility as probed by HR-
MAS is strongly dependent on the swelling solvent employed in the studies.[67] The 
grafting of organotin catalysts to polystyrene for the tranesterification reaction between 
ethyl acetate and n-octanol or the ring-opening polymerization of -caprolactone has been 
followed by both 1D and 2D 1H, 13C and 119Sn HR-MAS NMR.[68-70] While the catalytic 
activity of the attached tin was unchanged following numerous cycles, the NMR revealed 
there was actually a change in the liquid-solid interface with a reduction in the mobility of 
the undecyltin trichloride catalyst at the resin surface. For experiments with rapid catalytic 
turnover rate there was a reduction in performance. This reduction in activity was reversible 
with solvent extraction, and was confirmed by HR-MAS to involve the change of the Sn 
environment back to the original state.[69] The use of 119Sn HR-MAS NMR has also been 
demonstrated to provide a quantitative measure of the tin loading in supporting 
catalysts.[71] This HR-MAS NMR study was also the first to incorporate the ERETIC 
(electronic reference to access in vivo concentration) method.  

HR-MAS NMR techniques have been used to characterize the surfaces of silica and 
polystyrene particles modified with chiral agents that allow identification of different 
enantiomers. In one study the NMR was able to probe regiochemistry of the surface 
chemistry, along with monitoring the stability against decomposition of the polystyrene 
resins.[72] Another investigation used 2D transfer NOESY NMR experiments to evaluate the 
stereoselective binding of molecules to the chiral stationary phase based on the negative 
cross-peaks associated with the transfer NOE effect.[73] 

2.6. Soil and humic materials 

While standard solid state MAS NMR techniques have become common in the 
investigations of humic, soil and coal materials, the implementation of HR-MAS techniques 
for these materials has been more limited. The ability of HR-MAS to identify different 
motional regimes has proven powerful in the elucidation of the chemistry at water/soil 
interfaces.[74-79] These NMR studies show that at this interface fatty acids, aliphatic esters 
and alcohols are the prominent species, and that aromatic functional groups are protected 
by hydrophobic regions and are not directly accessible to the penetrating water,[74] while 
surface polymethylene groups may control the sorption properties of organo-clay 
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complexes.[76, 80] These types of studies have been extended to three-dimensional (3D) 
HMQC-TOCSY to further increase the resolution of the highly overlapping spectra from 
humic materials.[81] 

3. PFG HR-MAS NMR to measure diffusion in materials characterization 

Modern HR-MAS probes include a gradient coil that can produce a magnetic gradient along 
the long axis of the MAS rotor which is set at the magic angle (θ = 54.7o). Standard MAS 
probes have also been combined with micro-imaging gradient systems in which gradient 
coils wrapped around the stator were not employed, but instead rely on imaging gradients 
that were external to the probe. [82] This is not the common configuration, and has been 
replaced by significant development efforts from the instrumental vendors involving the 
integration of gradients directly into the HR-MAS probes. With the gradient coil along the 
magic angle pulsed field gradient (PFG) experiments can be performed under MAS 
conditions. Fortuitously, enhanced T2 times are generally observed under MAS allowing 
PFG experiments with longer diffusion times to be implemented than would have been 
accessible with static conditions.  

During the PFG diffusion experiments, the application of a gradient “tags” a spin with a 
phase that is related to its spatial position. Figure 8A provides a pictorial representation of 
the dephasing of spins around the magic angle caused by the magic angle gradient. If the 
position of the spin does not change during the diffusion period (Δ), this dephasing is 
refocused and the original signal intensity (S0) is recovered. If on the other hand the spin 
changes spatial position (diffuses) during Δ, the dephasing for that spin is not refocused, 
and the signal intensity decreases. The loss in signal intensity with increasing gradient 
strength is related to the self-diffusion rate with the classic Stejskal-Tanner equation: 

  (1) 

where S is the experimental amplitude of the signal,  is the gyro magnetic ratio, g is the 
gradient strength,  is the gradient pulse length, Δ is the diffusion time, and the D is the 
diffusion constant.[83] By fitting this decay the diffusion constant can be determined. Figure 
8B shows an example of the signal intensity loss observed during diffusion experiments for 
the different two water environments present in swollen AEM with increasing gradient 
strength.  

PFG diffusion HR-MAS NMR experiments can also be used to obtain diffusion-filtered 
NMR spectra through the separation of different motional regimes present in complex 
mixtures. This filtering is accomplished by selecting Δ times where the signal intensity (Eqn. 
1) for the fast diffusing components has been highly attenuated, while the slow diffusing 
components have significant signal intensity remaining. Practical aspects of diffusion 
measurements using HR-MAS have been previously discussed by Viel et al. [84] A 
significant finding from this study was that sample volume played a role in the reliability of 
diffusion rates measured. It was shown that small volumes (~12μL) exhibit reproducible 



 
Advanced Aspects of Spectroscopy 294 

complexes.[76, 80] These types of studies have been extended to three-dimensional (3D) 
HMQC-TOCSY to further increase the resolution of the highly overlapping spectra from 
humic materials.[81] 

3. PFG HR-MAS NMR to measure diffusion in materials characterization 

Modern HR-MAS probes include a gradient coil that can produce a magnetic gradient along 
the long axis of the MAS rotor which is set at the magic angle (θ = 54.7o). Standard MAS 
probes have also been combined with micro-imaging gradient systems in which gradient 
coils wrapped around the stator were not employed, but instead rely on imaging gradients 
that were external to the probe. [82] This is not the common configuration, and has been 
replaced by significant development efforts from the instrumental vendors involving the 
integration of gradients directly into the HR-MAS probes. With the gradient coil along the 
magic angle pulsed field gradient (PFG) experiments can be performed under MAS 
conditions. Fortuitously, enhanced T2 times are generally observed under MAS allowing 
PFG experiments with longer diffusion times to be implemented than would have been 
accessible with static conditions.  

During the PFG diffusion experiments, the application of a gradient “tags” a spin with a 
phase that is related to its spatial position. Figure 8A provides a pictorial representation of 
the dephasing of spins around the magic angle caused by the magic angle gradient. If the 
position of the spin does not change during the diffusion period (Δ), this dephasing is 
refocused and the original signal intensity (S0) is recovered. If on the other hand the spin 
changes spatial position (diffuses) during Δ, the dephasing for that spin is not refocused, 
and the signal intensity decreases. The loss in signal intensity with increasing gradient 
strength is related to the self-diffusion rate with the classic Stejskal-Tanner equation: 

  (1) 

where S is the experimental amplitude of the signal,  is the gyro magnetic ratio, g is the 
gradient strength,  is the gradient pulse length, Δ is the diffusion time, and the D is the 
diffusion constant.[83] By fitting this decay the diffusion constant can be determined. Figure 
8B shows an example of the signal intensity loss observed during diffusion experiments for 
the different two water environments present in swollen AEM with increasing gradient 
strength.  

PFG diffusion HR-MAS NMR experiments can also be used to obtain diffusion-filtered 
NMR spectra through the separation of different motional regimes present in complex 
mixtures. This filtering is accomplished by selecting Δ times where the signal intensity (Eqn. 
1) for the fast diffusing components has been highly attenuated, while the slow diffusing 
components have significant signal intensity remaining. Practical aspects of diffusion 
measurements using HR-MAS have been previously discussed by Viel et al. [84] A 
significant finding from this study was that sample volume played a role in the reliability of 
diffusion rates measured. It was shown that small volumes (~12μL) exhibit reproducible 

 
HR-MAS NMR Spectroscopy in Material Science 295 

diffusion rates, while larger volumes (~50μL, a full 4 mm rotor) produced inconsistent or 
unreliable data.  
 

 
Figure 8. A) Pictorial representation of the gradient produced along the magic angle of the rotor. B) The 
decay of two different water signals found in a 1N methanol solution of an AEM membrane with 
increasing gradient strength. Gradient strength values (G/cm) are shown above the stack plot.  

Three commonly used PFG diffusion pulse sequences are shown in Figure 9. The basic spin-
echo diffusion sequences is depicted in Figure 9A, but is limited by loss of signal intensity 
due to spin-spin T2 relaxation during the diffusion period Δ. Two variations of the 
stimulated echo (STE) sequence are shown in Figure 9B and 9C, and in this case spin-lattice 
T1 relaxation is occurring during the diffusion Δ period. For most materials T1 values are 
longer than T1 making these STE sequences the preferred choice for material analysis. It 
should be noted that all of the gradient pulses in these sequences are trapezoidal shaped to 
compensate for the inability of instrumentation to generate perfect rectangular gradients. 
Shaped pulses, like sine or trapezoidal shapes, are used to produce experimentally 
reproducible gradient pulses. The PFG stimulated echo with dipolar gradients and spoil 
gradient, depicted in Figure 9B, is beneficial for the use with many HR-MAS samples which 
exhibit differences in magnetic susceptibility across the sample.[85, 86] The PFG stimulated 
echo in Figure 9C has an additional delay to the PFG stimulated echo in Figure 9B that is 
utilized to address eddy currents within the sample.[87] 
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Figure 9. Diffusion pulse sequences. Pulse Field Gradient (PFG) A) Spin-Echo, B) PFG Stimulated Echo 
with dipolar gradients and spoil gradient based on Cotts el al. 13-interval sequence[85], and C) PFG 
Stimulated Echo with dipolar gradients and spoil gradient with an additional eddy current delay. GMAS 
indicates that the gradient is applied along the magic angle.  

3.1. Diffusion in zeolites, nanoparticles and liquid crystals 

As noted for other material studies, heterogeneities in the magnetic susceptibility or 
restricted molecular motions within zeolite crystallites lead to broadening of the NMR 
signal, such that resolution of individual species in mixtures becomes difficult. HR-MAS 
NMR resolves this issue, and has led to the utilization of PFG NMR diffusion experiments 
on organic mixtures in zeolites. This technique has been used to study the diffusion of n-
butane in silicalite-1,[88] ethane, water and benzene mixtures adsorbed to the zeolite 
NaX,[89] acetone-n-alkane (C6 to C9) mixtures in nanoporous silica,[90] or mixtures of n-
butane and iso-butane adsorbed in MFI zeolite. The increased resolution afforded by these 
PFG HR-MAS studies on mixtures reveal the obstructive influence of the isopropyl 
molecules or bulky benzene on the diffusion of other molecular species, [89, 91] and that the 
creation of acetone-alkane complexes greatly impacts the observed diffusion properties.[90] 

PFG HR-MAS NMR has also been used to obtain 2D DOSY (Diffusion Ordered 
SpectroscopY) spectra of surface modified iron oxide NPs. These results were able to 
distinguish between NP-bound and free ligands in these materials.[58] These types of PFG 
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HR-MAS NMR experiments should prove useful in understanding the surface-ligand 
dynamics present in modified NPs. 

Diffusion experiments using HR-MAS NMR has also been found useful in the analysis of 
transport properties in lipid membranes.[92-94] Due to the anisotropic molecular 
reorientation of these liquid crystalline (LC) systems, significant dipolar coupling remains, 
leading to broad lines and short relaxation times. However dipolar coupling can be reduced 
through the use of MAS. Surprisingly, the use of PFG HR-MAS NMR for non-biological LCs 
is more limited, with the single investigation of local molecular dynamics of the 
thermotropic LC 4’-pentyl-4-cyanobiphenyl (5CB) confined in Bioran glasses with pore 
diameters of 30 nm and 200 nm being reported. By utilizing PFG techniques it was possible 
to measure the diffusion constants as a function of temperature through the isotropization 
temperature of the liquid crystal, thus demonstrating that for this case there is only a minor 
reduction in the diffusion rates with molecular confinement.[51] 

3.2. Diffusion in polymers 

There is extensive literature on the use of PFG NMR to measure diffusion of polymer 
solutions and melts, along with PFG diffusion measurements of different species adsorbed 
into polymers, including gases, water, organic solvents and electrolytes. There have been a 
limited number of examples where the improved resolution afforded by HR-MAS NMR was 
coupled with PFG. This work includes the development of diffusion filtered HR-MAS NMR 
techniques to study the gelation process of super-molecular gels,[95] along with a 
combination diffusion-filtering and a spin-echo enhanced (T2 –filtered) experiment on DMF-
swollen resins.[96] These techniques allowed the identification of free and surface bound 
molecules, while eliminating the signal from the immobile bulk resin matrix. In complex 
mixtures there may be future avenues for HR-MAS to resolve subtle differences in the local 
chemical environments as demonstrated in the following example. 

3.2.1. Example of HR-MAS diffusion in anion exchange membranes 

As discussed in Section 2.1.1, four distinct resonances were observed in the 1D 1H HR-MAS 
NMR spectra of AEM polymers swollen in a 1N methanol solution. In Figure 10A, NMR 
spectra for three AEM polymers with different ion exchange capacities (IEC) are shown. 
Two resonances were observed for both water and methanol, and were assigned to free (F) 
and membrane-associated (A) environments. From this HR-MAS data it is easy to see that 
there is a correlation between chemical shift of the associated species and the IEC of the 
membrane, with both the associated water and methanol resonance shifting to lower ppm 
with decreasing IEC. This decrease in chemical shift is most likely due to a change in 
hydrogen bonding between the solvent components and the membrane, reflecting how 
strongly the solvent molecules are associated with the membrane. Recall that the resolution 
of these individual environments was not observable in the static NMR spectra (Figure 2A). 
Using 1H HR-MAS PFG diffusion experiments, the self-diffusion constants were obtained 
for each of these four different environments, which were not accessible from the static data. 



 
Advanced Aspects of Spectroscopy 298 

Because the 1H signal for the AEM membrane is not readily observable under HR-MAS 
conditions, the diffusion rates obtained for the resolved solvent resonances were not biased 
by the polymer membrane. Figure 10B shows the signal decay for the associate methanol 
environment as a function of gradient strength for the three different IEC levels. The magic 
angle gradients were used to perform diffusion measurements utilizing a PFG Stimulated 
Echo with dipolar gradients and spoil gradient with a Δ=100ms (Figure 9B). The signal decay 
shows that there is a correlation between diffusion rate and IEC, exhibiting a faster diffusion 
rate with increasing IEC values. A more detailed analysis of this work is forth coming, but this 
example demonstrates the power of combining HR-MAS and PFG diffusion experiments.  

 
Figure 10. A) 1H HR-MAS NMR spectra with the assigned free [F] and associated [A] water and 
methanol environments. B) The diffusion rates for the associated methanol in three different anion 
exchange membranes with varying ion exchange capacity (IEC) values. The colored peaks in the 1H HR-
MAS NMR spectra correlate to the colored symbols in the diffusion plot of the associated methanol 
peak of IEC = 2.2 (█), 1.9 (●), and 1.7 mequiv/g (▲). 

4. Conclusions 

The application of HR-MAS NMR to the characterization of materials or material interfaces 
that exist in the semi-solid range has been demonstrated. A wide variety of different 
material systems have been explored, showing that this technique can provide resolution 
and dynamic information where standard solution or solid state NMR techniques were 
unsuccessful. HR-MAS NMR is a powerful tool for the detailed characterization of modified 
surfaces and surface adsorbed species. This technique also provides a direct probe of 
differences in local mobility as reflected by line width variations. Through the combination 
of the enhanced resolution afforded by HR-MAS with pulse field gradient (PFG) 
capabilities, selective filtering and diffusion measurements of complex heterogeneous 
materials can also be realized. The ability to resolve and obtain diffusion rates for multiple 
environments in materials will prove beneficial for understanding the diffusion process in 
mixed chemical systems. While HR-MAS NMR is considered a mature, relatively routine 
technique, the application to the materials field is expected to continue being an active area 
of development. It is hoped that this review will encourage researchers to explore the 
application of HR-MAS NMR techniques to their different material systems.  



 
Advanced Aspects of Spectroscopy 298 

Because the 1H signal for the AEM membrane is not readily observable under HR-MAS 
conditions, the diffusion rates obtained for the resolved solvent resonances were not biased 
by the polymer membrane. Figure 10B shows the signal decay for the associate methanol 
environment as a function of gradient strength for the three different IEC levels. The magic 
angle gradients were used to perform diffusion measurements utilizing a PFG Stimulated 
Echo with dipolar gradients and spoil gradient with a Δ=100ms (Figure 9B). The signal decay 
shows that there is a correlation between diffusion rate and IEC, exhibiting a faster diffusion 
rate with increasing IEC values. A more detailed analysis of this work is forth coming, but this 
example demonstrates the power of combining HR-MAS and PFG diffusion experiments.  

 
Figure 10. A) 1H HR-MAS NMR spectra with the assigned free [F] and associated [A] water and 
methanol environments. B) The diffusion rates for the associated methanol in three different anion 
exchange membranes with varying ion exchange capacity (IEC) values. The colored peaks in the 1H HR-
MAS NMR spectra correlate to the colored symbols in the diffusion plot of the associated methanol 
peak of IEC = 2.2 (█), 1.9 (●), and 1.7 mequiv/g (▲). 

4. Conclusions 

The application of HR-MAS NMR to the characterization of materials or material interfaces 
that exist in the semi-solid range has been demonstrated. A wide variety of different 
material systems have been explored, showing that this technique can provide resolution 
and dynamic information where standard solution or solid state NMR techniques were 
unsuccessful. HR-MAS NMR is a powerful tool for the detailed characterization of modified 
surfaces and surface adsorbed species. This technique also provides a direct probe of 
differences in local mobility as reflected by line width variations. Through the combination 
of the enhanced resolution afforded by HR-MAS with pulse field gradient (PFG) 
capabilities, selective filtering and diffusion measurements of complex heterogeneous 
materials can also be realized. The ability to resolve and obtain diffusion rates for multiple 
environments in materials will prove beneficial for understanding the diffusion process in 
mixed chemical systems. While HR-MAS NMR is considered a mature, relatively routine 
technique, the application to the materials field is expected to continue being an active area 
of development. It is hoped that this review will encourage researchers to explore the 
application of HR-MAS NMR techniques to their different material systems.  

 
HR-MAS NMR Spectroscopy in Material Science 299 

Author details 

Todd M. Alam* and Janelle E. Jenkins 
Sandia National Laboratories, Department of  
Nanostructured and Electronic Materials, Albuquerque, NM, USA 

Acknowledgement 

Sandia National Laboratories is a multi-program laboratory managed and operated by 
Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the 
U.S. Department of Energy’s National Nuclear Security Administration under contract DE-
AC04-94AL85000. The authors would like to acknowledge Michael Hibbs (Sandia) for 
providing the anion exchange membranes. 

5. References 

[1] Sarkar S. K., Garigipati R. S., Adams J. L., Keifer P. A. (1996) An NMR Method To 
Identify Nondestructively Chemical Compounds Bound to a Single Solid-Phase-
Synthesis Bead for Combinitorial Chemistry Applications, J. Am. Chem. Soc. 118:2305-
2306. 

[2] Stöver H. D. H., Frѐchet J. M. J. (1991) NMR Characterization of Cross-Linked 
Polystyrene Gels, Macromolecules 24:883-888. 

[3] Gross J. D., Costa P. R., Dubacq J.-P., Warschawski D. E., Lirsac P.-N., Devaux P. F., 
Griffin R. G. (1995) Multidimensional NMR in Lipid Systems. Coherence Transfer 
Through J Couplings Under MAS, J. Magn. Reson. Ser. B 106:187-190. 

[4] Maas W. E., Laukien F. H., Cory D. G. (1996) Gradient, High Resolution, Magic Angle 
Sample Spinning NMR, J. Am. Chem. Soc. 118:13085-13086. 

[5] Bruker BioSpin, (2012) Biological Tissue Analysis. Available: http://www.bruker-
biospin.com/probes_hrmas.html. Accessed 2012 April 10. 

[6] Agilent Technologies, (2012) Nano Probes. Available: http://www.chem.agilent.com/en-
US/Products/Instruments/magneticresonance/nmr/probes/liquids/nano/pages/default.a
spx. Accessed 2012 April 10. 

[7] JEOL, (2012) FGMAS. Available: http://www.jeol.cn/?p=1232. Accessed 2012 April 10. 
[8] Doty Scientific, (2012) HR-MAS MAG Probe. Available:  

http://www.dotynmr.com/solids/HRMASMAG.htm. Accessed 2012 April 10. 
[9] Lindon J. C., Beckonert O. P., Holmes E., Nicholson J. K. (2009) High-Resolution Magic 

Angle Spinning NMR Spectroscopy: Application to Biomedical Studies, Prog. Nucl. Mag. 
Res. Sp. 55:79-100. 

[10] Zietkowski D., Davidson R. L., Eykyn T. R., De Silva S. S., deSouza N. M., Payne G. S. 
(2010) Detection of Cancer in Cervical Tissue Biopsies Using Mobile Lipid Resonances 

                                                                                    
* Corresponding Author 



 
Advanced Aspects of Spectroscopy 300 

Measured with Diffusion-Weighted 1H Magnetic Resonance Spectroscopy, NMR 
Biomed. 23:382-390. 

[11] Beckonert O., Coen M., Keun H. C., Wang Y., Ebbels T. M. D., Holmes E., Lindon J. C., 
Nicholson J. K. (2010) High-Resolution Magic-Angle-Spinning NMR Spectroscopy for 
Metabolic Profiling of Intact Tissues, Nat. Protoc. 5:1019-1032. 

[12] Valentini M., Ritota M., Cafiero C., Cozzolino S., Leita L., Sequi P. (2011) The HRMAS-
NMR Tool in Foodstuff Characterization, Magn. Reson. Chem. 49:S121-S125. 

[13] Vermathen M., Marzorati M., Baumgartner D., Good C., Vermathen P. (2011) 
Investigation of Different Apple Cultivars by High Resolution Magic Angle Spinning 
NMR. A Feasibility Study, J. Agric. Food Chem. 59:12784-12793. 

[14] Shapiro M. J., Gounarides J. S. (2001) High Resolution MAS-NMR in Combinatorial 
Chemistry, Biotechnology Bioengineering (Combinatorial Chemistry) 71:130-148. 

[15] Power W. P. (2003) High Resolution Magic Angle Spinning - Applications to Solid 
Phase Synthetic Systems and Other Semi-Solids, Annual Reports NMR Spectroscopy 
51:261-295. 

[16] Shapiro M. J., Gounarides J. S. (1999) NMR Methods Utilized in Combinatorial 
Chemistry Research, Progress Nuclear Magnetic Resonance 35:153-200. 

[17] Brown S. P. (2012) Applications of High-Resolution 1H Solid-State NMR, Solid State 
Nuclear Magnetic Resonance 41:1-27. 

[18] Schröder H. (2003) High Resolution Magic Angle Spinning NMR for Analyzing Small 
Molecules Attached to Solid Support, Comb. Chem. High T. Scr. 6:741-753. 

[19] Thieme K., Zech G., Kunz H., Spiess H. W., Schnell I. (2002) Dipolar Recoupling in 
NOESY-Type 1H-1H NMR Experiments Under HRMAS Conditions, Organic Letters 
4:1559-1562. 

[20] Alam T. M., Holland g. P. (2006) 1H-13C INEPT MAS NMR Correlation Experiments 
with 1H-1H Mediated Magnetization Exchange to Probe Organization in Lipid 
Biomembranes, J. Magn. Reson. 180:210-221. 

[21] Nicholls A. W., Mortishire-Smith R. J. (2001) Temperature Calibration of a High-
Resolution Magic-Angle Spinning NMR Probe for Analysis of Tissue Samples, Magn. 
Reson. Chem. 39:773-776. 

[22] Sodickson A., Cory D. G. (1997) Shimming a High-Resolution MAS Probe, J. Magn. 
Reson. 128:87-91. 

[23] Engelke F., Maas W. E. (1997) High Resolution Magic Angle Spinning Spectroscopy User 
Manual Version 1.0: Bruker Instruments, Inc. 50 p. 

[24] Piotto M., Elbayed K., Wieruszeski J. M., Lippens G. (2005) Practical Aspects of 
Shimming a High Resolution Magic Angle Spinning Probe, J. Magn. Reson. 173:84-89. 

[25] Nishiyama Y., Tsutsumi Y., Utsumi H. (2012) MAGIC SHIMMING: Gradient Shimming 
with Magic Angle Sample Shimming, J. Magn. Reson. 216:197-200. 

[26] Smallcombe S. H., Patt S. L., Keifer P. A. (1995) WET Solvent Suppression and Its 
Applications to LC NMR and High-Resolution NMR Spectroscopy, J. Magn. Reson., A 
117:295-303. 



 
Advanced Aspects of Spectroscopy 300 

Measured with Diffusion-Weighted 1H Magnetic Resonance Spectroscopy, NMR 
Biomed. 23:382-390. 

[11] Beckonert O., Coen M., Keun H. C., Wang Y., Ebbels T. M. D., Holmes E., Lindon J. C., 
Nicholson J. K. (2010) High-Resolution Magic-Angle-Spinning NMR Spectroscopy for 
Metabolic Profiling of Intact Tissues, Nat. Protoc. 5:1019-1032. 

[12] Valentini M., Ritota M., Cafiero C., Cozzolino S., Leita L., Sequi P. (2011) The HRMAS-
NMR Tool in Foodstuff Characterization, Magn. Reson. Chem. 49:S121-S125. 

[13] Vermathen M., Marzorati M., Baumgartner D., Good C., Vermathen P. (2011) 
Investigation of Different Apple Cultivars by High Resolution Magic Angle Spinning 
NMR. A Feasibility Study, J. Agric. Food Chem. 59:12784-12793. 

[14] Shapiro M. J., Gounarides J. S. (2001) High Resolution MAS-NMR in Combinatorial 
Chemistry, Biotechnology Bioengineering (Combinatorial Chemistry) 71:130-148. 

[15] Power W. P. (2003) High Resolution Magic Angle Spinning - Applications to Solid 
Phase Synthetic Systems and Other Semi-Solids, Annual Reports NMR Spectroscopy 
51:261-295. 

[16] Shapiro M. J., Gounarides J. S. (1999) NMR Methods Utilized in Combinatorial 
Chemistry Research, Progress Nuclear Magnetic Resonance 35:153-200. 

[17] Brown S. P. (2012) Applications of High-Resolution 1H Solid-State NMR, Solid State 
Nuclear Magnetic Resonance 41:1-27. 

[18] Schröder H. (2003) High Resolution Magic Angle Spinning NMR for Analyzing Small 
Molecules Attached to Solid Support, Comb. Chem. High T. Scr. 6:741-753. 

[19] Thieme K., Zech G., Kunz H., Spiess H. W., Schnell I. (2002) Dipolar Recoupling in 
NOESY-Type 1H-1H NMR Experiments Under HRMAS Conditions, Organic Letters 
4:1559-1562. 

[20] Alam T. M., Holland g. P. (2006) 1H-13C INEPT MAS NMR Correlation Experiments 
with 1H-1H Mediated Magnetization Exchange to Probe Organization in Lipid 
Biomembranes, J. Magn. Reson. 180:210-221. 

[21] Nicholls A. W., Mortishire-Smith R. J. (2001) Temperature Calibration of a High-
Resolution Magic-Angle Spinning NMR Probe for Analysis of Tissue Samples, Magn. 
Reson. Chem. 39:773-776. 

[22] Sodickson A., Cory D. G. (1997) Shimming a High-Resolution MAS Probe, J. Magn. 
Reson. 128:87-91. 

[23] Engelke F., Maas W. E. (1997) High Resolution Magic Angle Spinning Spectroscopy User 
Manual Version 1.0: Bruker Instruments, Inc. 50 p. 

[24] Piotto M., Elbayed K., Wieruszeski J. M., Lippens G. (2005) Practical Aspects of 
Shimming a High Resolution Magic Angle Spinning Probe, J. Magn. Reson. 173:84-89. 

[25] Nishiyama Y., Tsutsumi Y., Utsumi H. (2012) MAGIC SHIMMING: Gradient Shimming 
with Magic Angle Sample Shimming, J. Magn. Reson. 216:197-200. 

[26] Smallcombe S. H., Patt S. L., Keifer P. A. (1995) WET Solvent Suppression and Its 
Applications to LC NMR and High-Resolution NMR Spectroscopy, J. Magn. Reson., A 
117:295-303. 

 
HR-MAS NMR Spectroscopy in Material Science 301 

[27] Warrass R., Wieruszeski J.-M., Lippens G. (1999) Efficient Suppression of Solvent 
Resonances in HR-MAS of Resin-Supported Molecules, J. Am. Chem. Soc. 121:3787-3788. 

[28] Ng Y.-F., Meillon J.-C., Ryan T., Dominey A. P., Davis A. P., Sanders J. K. M. (2001) Gel-
Phase MAS NMR Spectroscopy of a Polymer-Supported Pseudorotaxane and Rotaxane: 
Receptor Binding to an "Inert" Polyethylene Glycol Spacer, Angew. Chem. Int. Ed. 
40:1759-1760. 

[29] de Miguel Y. R., Bampos N., de Silva K. M. N., Richards S. A., Sanders J. K. M. (1998) 
Gel Phase MAS 1H NMR as a Probe for Supramolecular Interactionas the Solid-Liquid 
Interface, Chem. Commun. 2267-2268. 

[30] Hulst R., Seyger R. M., van Duynhoven J. P. M., van der Does L., Noordermeer J. W. M., 
Bantjes A. (1999) Vulcanization of Butadiene Rubber by Means of Cyclic Disulfides. 3. A 
2D Solid State HRMAS NMR Study on Accelerated Sulrfur Vulcanizates of BR Rubber, 
Macromolecules 32:7521-7529. 

[31] Hulst R., Seyger R. M., Van Duynhoven J. P. M., van der Does L., Noordermeer J. W. 
M., Bantjes A. (1999) Vulcanization of Butadiene Rubber by Means of Cyclic Disulfides. 
2. A 2D Solid State HRMAS NMR Study of Cross-Link Structures in BR Vulcanizates, 
Macromolecules 32:7509-7520. 

[32] Calucci L., Forte C., Ranucci E. (2007) Water/Polymer Interactions in a 
Poly(amidoamine) Hydrogel Studied by NMR Spectroscopy, Biomacromolecules 8:2936-
2942. 

[33] Annunziata R., Tranchini J., Ranucci E., Ferruti P. (2007) Structural Characterisation of 
Poly(Amidoamine) Networks Via High-Resolution Magic Angle Spinning NMR, Magn. 
Reson. Chem. 45:51-58. 

[34] Sacristán M., Ronda J. C., Cádiz V. (2009) Silicon-Containing Soybean-Oil-Based 
Copolymers. Synthesis and Properties, Biomacromolecules 10:2678-2685. 

[35] Van Camp W., Dispinar T., Dervaux B., Du Prez F. E., Martins J. C., Frtizinger B. (2009) 
'Click' Functionalization of Cryogels Conveniently Verified and Quantified Using High-
Resolution MAS NMR Spectroscopy, Macromolecular Rapid Communications 30:1328-
1333. 

[36] Crini G., Bourdonneau M., Martel B., Piotto M., Morcellet M., Richert T., Vebrel J., Torri 
G., Morin N. (2000) Solid-State NMR Characterization of Cyclomaltoheptoase (-
Cyclodextrin) Polymers Using High-Resolution Magic Angle Spinning with Gradients, 
J. Applied Polymer Science 75:1288-1295. 

[37] Komber H., Ziemer A., Voit B. (2002) Etherification as Side Reactions in the Hyperbranched 
Polycondensationof 2,2-Bis(hydroxymethyl)propionic Acid, Macromolecules 35:3514-3519. 

[38] Favier I., Gómez M., Muller G., Picurelli D., Nowicki A., Roucoux A., Bou J. (2007) 
Synthesis of New Functionalized Polymers and their use as Stabilizers of Pd, Pt, and Rh 
Nanoparticles. Preliminary Catalytic Studies, J. Applied Polymer Science 105:2772-2782. 

[39] Bachmann S., Hellriegel C., Wegmann J., Händel H., Albert K. (2000) Characterization 
of Polyalkylvinyl Ether Phases by Solid-State and Suspended-State Nuclear Magnetic 
Resonance Investigations, Solid State Nuclear Magnetic Resonance 17:39-51. 



 
Advanced Aspects of Spectroscopy 302 

[40] Schauff S., Friebolin V., Grynbaum M. D., Meyer C., Albert K. (2007) Monitoring the 
Interactions of Tocopherol Homologues with Reversed-Phase Stationary HPLC Phases 
by 1H Suspended-State Saturation Transfer Difference High-Resolution Magic Angle 
Spinning NMR Spectroscopy, Anal. Chem. 79:8323-8326. 

[41] Courtois J., Fischer G., Schauff S., Albert K., Irgum K. (2006) Interactions of Bupivacaine 
with a Molecularly Imprinted Polymer in a Monolithic Format Studied by NMR, Anal. 
Chem. 78:580-584. 

[42] Melchels F. P. W., Velders A. H., Feijen J., Grijpma D. W. (2010) Photo-Cross Linked 
Poly(DL-Lactide)-Based Networks. Structural Characterization by HR-MAS NMR 
Spectroscopy and Hydrolytic Degradation Behavior, Macromolecules 43:8570-8579. 

[43] Feng Y., Billon L., Grassl B., Khoukh A., Francois J. (2002) Hydrophobically Associated 
Polyacrylamides and their Partially Hydrolyzed Derivatives Prepared by Post-
Modification. 1. Synthesis and Characterization, Polymer 43:2055-2064. 

[44] Busico V., Causà M., Cipullo R., Credendino R., Cutillo F., Friederichs N., Lamanna R., 
Serge A., Castelli V. V. A. (2008) Periodic DFT and High-Resolution Magic-Angle-
Spinning (HR-MAS) 1H NMR Investigation of the Active Surfaces of MgCl2-Supported 
Ziegler-Natta Catalysts. the MgCl2 Matrix., J. Phys. Chem. C 112:1081-1089. 

[45] Linder E., Brugger S., Steinbrecher S., Plies E., Mayer H. A. (2001) Investigations on the 
Mobility of Novel Sol-Gel Processed Inorganic-Organic Hybrid Materials, J. Mater. 
Chem. 11:1393-1401. 

[46] Brenna S., Posset T., Furrer J., Blümel J. (2006) 14N NMR and Two-Dimensional 
Suspension 1H and 13C HRMAS NMR Spectrscopy of Ionic Liquids Immobilized on 
Silica, Chem. Eur. J. 12:2880-2888. 

[47] Rencurosi A., Lay L., Russo G., Prosperi D., Poletti L., Caneva E. (2007) HRMAS NMR 
Analysis in Neat Ionic Liquids: A Powerful Tool to Investigate Complex Organic 
Molecules and Monitor Chemical Reactions, Green Chemistry 9:216-218. 

[48] Carvalho P. J., Álvarez V. H., Schröder B., Gil A. M., Marrucho I. M., Aznar M., Santos 
L. M. N. B. F., Coutinho J. A. P. (2009) Specific Solvation Interaction of CO2 on Acetate 
and Trifluoroacetate Imidazolium Based Ionic Liquids at High Pressures, J. Phys. Chem. 
B 113:6803-6812. 

[49] Lungwitz R., Spange S. (2008) Structure and Polarity of the Phase Boundry of N-
Methylimidazolium Chloride/Silica, J. Phys. Chem. C 112:19443-19448. 

[50] Le Bideau J., Gaveau P., Bellayer S., Néouze M.-A., Vioux A. (2007) Effect of 
Confinement on Ionic Liquids Dynamics in Monolithic Silica Ionogels: 1H NMR Study, 
Phys. Chem. Chem. Phys. 9:5419-5422. 

[51] Romanova E. E., Grinberg F., Pampel A., Kärger J., Freude D. (2009) Diffusion Studies 
in Confined Nematic Liquid Crystals by MAS PFG NMR, J. Magn. Reson. 196:110-114. 

[52] Alam T. M., Dreyer D. R., Bielwaski C. W., Ruoff R. S. (2011) Measuring Molecular 
Dynamics and Activation Energies for Quanternary Acyclic Ammonium and Cyclic 
Pyrrolidinium Ionic Liquids using 14N NMR Spectroscopy, J. Phys. Chem. A 115:4307-
4316. 



 
Advanced Aspects of Spectroscopy 302 

[40] Schauff S., Friebolin V., Grynbaum M. D., Meyer C., Albert K. (2007) Monitoring the 
Interactions of Tocopherol Homologues with Reversed-Phase Stationary HPLC Phases 
by 1H Suspended-State Saturation Transfer Difference High-Resolution Magic Angle 
Spinning NMR Spectroscopy, Anal. Chem. 79:8323-8326. 

[41] Courtois J., Fischer G., Schauff S., Albert K., Irgum K. (2006) Interactions of Bupivacaine 
with a Molecularly Imprinted Polymer in a Monolithic Format Studied by NMR, Anal. 
Chem. 78:580-584. 

[42] Melchels F. P. W., Velders A. H., Feijen J., Grijpma D. W. (2010) Photo-Cross Linked 
Poly(DL-Lactide)-Based Networks. Structural Characterization by HR-MAS NMR 
Spectroscopy and Hydrolytic Degradation Behavior, Macromolecules 43:8570-8579. 

[43] Feng Y., Billon L., Grassl B., Khoukh A., Francois J. (2002) Hydrophobically Associated 
Polyacrylamides and their Partially Hydrolyzed Derivatives Prepared by Post-
Modification. 1. Synthesis and Characterization, Polymer 43:2055-2064. 

[44] Busico V., Causà M., Cipullo R., Credendino R., Cutillo F., Friederichs N., Lamanna R., 
Serge A., Castelli V. V. A. (2008) Periodic DFT and High-Resolution Magic-Angle-
Spinning (HR-MAS) 1H NMR Investigation of the Active Surfaces of MgCl2-Supported 
Ziegler-Natta Catalysts. the MgCl2 Matrix., J. Phys. Chem. C 112:1081-1089. 

[45] Linder E., Brugger S., Steinbrecher S., Plies E., Mayer H. A. (2001) Investigations on the 
Mobility of Novel Sol-Gel Processed Inorganic-Organic Hybrid Materials, J. Mater. 
Chem. 11:1393-1401. 

[46] Brenna S., Posset T., Furrer J., Blümel J. (2006) 14N NMR and Two-Dimensional 
Suspension 1H and 13C HRMAS NMR Spectrscopy of Ionic Liquids Immobilized on 
Silica, Chem. Eur. J. 12:2880-2888. 

[47] Rencurosi A., Lay L., Russo G., Prosperi D., Poletti L., Caneva E. (2007) HRMAS NMR 
Analysis in Neat Ionic Liquids: A Powerful Tool to Investigate Complex Organic 
Molecules and Monitor Chemical Reactions, Green Chemistry 9:216-218. 

[48] Carvalho P. J., Álvarez V. H., Schröder B., Gil A. M., Marrucho I. M., Aznar M., Santos 
L. M. N. B. F., Coutinho J. A. P. (2009) Specific Solvation Interaction of CO2 on Acetate 
and Trifluoroacetate Imidazolium Based Ionic Liquids at High Pressures, J. Phys. Chem. 
B 113:6803-6812. 

[49] Lungwitz R., Spange S. (2008) Structure and Polarity of the Phase Boundry of N-
Methylimidazolium Chloride/Silica, J. Phys. Chem. C 112:19443-19448. 

[50] Le Bideau J., Gaveau P., Bellayer S., Néouze M.-A., Vioux A. (2007) Effect of 
Confinement on Ionic Liquids Dynamics in Monolithic Silica Ionogels: 1H NMR Study, 
Phys. Chem. Chem. Phys. 9:5419-5422. 

[51] Romanova E. E., Grinberg F., Pampel A., Kärger J., Freude D. (2009) Diffusion Studies 
in Confined Nematic Liquid Crystals by MAS PFG NMR, J. Magn. Reson. 196:110-114. 

[52] Alam T. M., Dreyer D. R., Bielwaski C. W., Ruoff R. S. (2011) Measuring Molecular 
Dynamics and Activation Energies for Quanternary Acyclic Ammonium and Cyclic 
Pyrrolidinium Ionic Liquids using 14N NMR Spectroscopy, J. Phys. Chem. A 115:4307-
4316. 

 
HR-MAS NMR Spectroscopy in Material Science 303 

[53] Huster D., Gawrisch K. (1999) NOESY NMR Crosspeaks Between Lipid Headgroups 
and Hydrocarbon Chains: Spin Diffusion or Molecular Disorder?, J. Am. Chem. Soc. 
121:1992-1993. 

[54] Huster D., Arnold K., Gawrisch K. (1999) Investigation of Lipid Organization in 
Biological Membranes by Two-Dimensional Nuclear Overhauser Enhancement 
Spectroscopy J. Phys. Chem. B 103:243-251. 

[55] Zhou H., Du F., Li X., Zhang B., Li W., Yan B. (2008) Characterization of Organic 
Molecules Attached to Gold Nanoparticle Surface Using High Resolution Magic Angle 
Spinning 1H NMR, J. Phys. Chem. C 112:19360-19366. 

[56] Krpetic Z., Scarì G., Caneva E., Speranza G., Porta F. (2009) Gold Nanoparticles 
Prepared Using Cape Aloe Active Compounds, Langmuir Lett. 25:7217-7221. 

[57] Krpetic Z., Nativo P., Porta F., Brust M. (2009) A Multidentate Peptide for Stabilization 
of Facile Bioconjugation of Gold Nanoparticles, Bioconjugate Chem. 20:619-624. 

[58] Polito L., Colombo M., Monti D., Melato S., Caneva E., Prosperi D. (2008) Resolving the 
Structure of Ligands Bound to the Surface of Superparamagnetic Iron Oxide 
Nanoparticles by High-Resolution Magic-Angle Spinning NMR Spectroscopy, J. Am. 
Chem. Soc. 130:12712-12724. 

[59] Polito L., Monti D., Caneva E., Delnevo E., Russo G., Prosperi D. (2008) One-Step 
Bioengineering of Magnetic Nanoparticles via a Surface Diazo Transfer/Azide–Alkyne 
Click Reaction Sequence, Chem. Commun. 621-623. 

[60] Deshayes S., Maurizot V., Clochard M.-C., Berthelot T., Baudin C., Déléris G. (2010) 
Synthesis of Specific Nanoparticles for Targeting Tumor Angiogenesis Using Electron-
Beam Irradiation, Radiation Phys. Chem. 79:208-213. 

[61] Costantino L., Gandolfi F., Bossy-Nobs L., Tosi G., Gurny R., Rivasi F., Vandelli M. A., 
Forni F. (2006) Nanoparticulate Drug Carriers Based on Hybrid poly(D,L-Lactide-co-
Glycolide)-Dendron Structures, Biomaterials 27:4635-4645. 

[62] Conte P., Carotenuto G., Piccolo A., Perlo P., Nicolais L. (2007) NMR-Investigations of 
the Mechanism of Silver Mercaptide Themolysis in Amorphous Polystyrene, J. Mater. 
Chem. 17:201-205. 

[63] Blümel J. (2008) Linkers and Catalysis Immobilized on Oxide Supports: New Insights 
by Solid-State NMR Spectroscopy, Coordination Chemistry Reviews 252:2410-2423. 

[64] Posset T., Rominger F., Blümel J. (2005) Immobilization of Bisphosphinoamine Linkers 
on Silica: Identification of Previously Unrecongnized Byproducts vis 31P CP/MAS and 
Suspension HR-MAS Studies, Chem. Mater. 17:586-595. 

[65] Guenther J., Reibenspies J., Blümel J. (2011) Synthesis, Immobilization, MAS and HR-
MAS NMR of a New Chelate Phosphine Linker System, and Catalysis by Rhodium 
Adducts Thereof, Adv. Synth. Catal. 353:443-460. 

[66] Posset T., Guenther J., Pope J., Oeser T., Blümel J. (2011) Immobilized Sonogashira 
Catalyst Systems: New Insights by Multinuclear HRMAS NMR Studies, Chem. Commun. 
2011:2059-2061. 

[67] Blümel J. (2008) Linkers and Catalysts Immobilized in Oxide Supports: New Insights by 
Solid-State NMR Spectroscopy, Coordination Chemistry Reviews 252:2410-2423. 



 
Advanced Aspects of Spectroscopy 304 

[68] Pinoie V., Poelmans K., Miltner H. E., Verbruggen I., Biesemans M., Van Assche G., Van 
Mele B., Martins J. C., Willem R. (2007) A Polystyrene-Supported Tin Trichloride 
Catalyst with a C11-Spacer. Catalysis Monitoring Using High-Resolution Magic Angle 
Spinning NMR, Organometallics 26:6718-6725. 

[69] Poelmans K., Pinoie V., Verbruggen I., Biesemans M., Deshayes G., Duquesne E., 
Delcourt C., Degée P., Miltner H. E., Dubois P., Willem R. (2008) Undecyltin Trichloride 
Grafted onto Cross-Linked Polystyrene: An Effecient Catalyst for Ring-Opening 
Polymerization of -Caprolactone, Organometallics 27:1841-1849. 

[70] Deshayes G., Poelmans K., Verbruggen I., Camacho-Camacho C., Degée P., Pinoie V., 
Martins J. C., Piotto M., Biesemans M., Willem R., Dubois P. (2005) Polystyrene-
Supported Organotin Dichloride as a Recyclable Catalyst in Lactone Ring-Opening 
Polymerization: Assessment and Catalysis Monitoring by High-Resolution Magic-
Angle-Spinning NMR Spectroscopy, Chem. Eur. J. 11:4552-4561. 

[71] Pinoie V., Biesemans M., Willem R. (2008) Quantitative Tin Loading Determination of 
Supported Catalysts by 119Sn HRMAS NMR using a Calibrated Internal Signal 
(ERETIC), Organometallics 27:3633-3634. 

[72] Porto S., Seco J. M., Espinosa J. F., Quiñoá E., Riguera R. (2008) Resin-Bound Chiral 
Derivatizing Agents for Assignments of Configuration by NMR Spectroscopy, J. 
Organic Chem. 73:5714-5722. 

[73] Hellriegel C., Skogsberg U., Albert K., Lämmerhofer M., Maier N. M., Linder W. (2004) 
Characterization of a Chiral Stationary Phase by HR-MAS NMR Spectroscopy and 
Investigation of Enatioselective Interaction with Chiral Ligates by Transferred NOE, J. 
Am. Chem. Soc. 126:3809-3816. 

[74] Simpson A. J., Kingery W. L., Sahw D. R., Spraul M., Humpfer E., Dvorstak P. (2001) 
The Application of 1H HR-MAS NMR Spectroscopy for the Study of Structures and 
Associations of Organic Components at the Solid-Aqueous Interface of a Whole Soil., 
Environ. Sci. Technol. 35:3321-3325. 

[75] Simpson A. J., Simpson M., Smith E., Kelleher B. P. (2007) Microbially Derived Input to 
Soil Organic Matter; Are Current Estimates Too Low?, Environ. Sci. Technol. 41:8070-
8076. 

[76] Feng X., Simpson A. J., Simpson M. (2006) Investigating the Role of Mineral-Bound 
Humic Acid in Phenanthrene Sorption, Environ. Sci. Technol. 40:3260-3266. 

[77] Shirzadi A., Simpson M. J., Kumar R., Baer A. J., Xu Y., Simpson A. J. (2008) Molecular 
Interactions of Pestisides at the Soil-Water Interface, Environ. Sci. Technol. 42:5514-5520. 

[78] Combourieu B., Inacio J., Delort A.-M., Forando C. (2001) Differentation of Mobile and 
Immobile Pesticides on Anionic Clays by 1H HR MAS NMR Spectroscopy, Chem. 
Commun. 2214-2215. 

[79] Colnago L. A., Martin-Neto L., Pérez M. G., Daolio C., Ferreira A. G., Camargo O. A., 
Berton R., Bettiol W. (2003) Application of 1H HR/MAS NMR to Soil Organic Matter 
Studies, Ann. Magn. Reson. 2:116-118. 

[80] Simpson A. J., Simpson M., Kingery W. L., Lefebvre B. A., Moser A., Williams A. J., 
Kvasha M., Kelleher B. P. (2006) The Application of 1H High-Resolution Magic-Angle 



 
Advanced Aspects of Spectroscopy 304 

[68] Pinoie V., Poelmans K., Miltner H. E., Verbruggen I., Biesemans M., Van Assche G., Van 
Mele B., Martins J. C., Willem R. (2007) A Polystyrene-Supported Tin Trichloride 
Catalyst with a C11-Spacer. Catalysis Monitoring Using High-Resolution Magic Angle 
Spinning NMR, Organometallics 26:6718-6725. 

[69] Poelmans K., Pinoie V., Verbruggen I., Biesemans M., Deshayes G., Duquesne E., 
Delcourt C., Degée P., Miltner H. E., Dubois P., Willem R. (2008) Undecyltin Trichloride 
Grafted onto Cross-Linked Polystyrene: An Effecient Catalyst for Ring-Opening 
Polymerization of -Caprolactone, Organometallics 27:1841-1849. 

[70] Deshayes G., Poelmans K., Verbruggen I., Camacho-Camacho C., Degée P., Pinoie V., 
Martins J. C., Piotto M., Biesemans M., Willem R., Dubois P. (2005) Polystyrene-
Supported Organotin Dichloride as a Recyclable Catalyst in Lactone Ring-Opening 
Polymerization: Assessment and Catalysis Monitoring by High-Resolution Magic-
Angle-Spinning NMR Spectroscopy, Chem. Eur. J. 11:4552-4561. 

[71] Pinoie V., Biesemans M., Willem R. (2008) Quantitative Tin Loading Determination of 
Supported Catalysts by 119Sn HRMAS NMR using a Calibrated Internal Signal 
(ERETIC), Organometallics 27:3633-3634. 

[72] Porto S., Seco J. M., Espinosa J. F., Quiñoá E., Riguera R. (2008) Resin-Bound Chiral 
Derivatizing Agents for Assignments of Configuration by NMR Spectroscopy, J. 
Organic Chem. 73:5714-5722. 

[73] Hellriegel C., Skogsberg U., Albert K., Lämmerhofer M., Maier N. M., Linder W. (2004) 
Characterization of a Chiral Stationary Phase by HR-MAS NMR Spectroscopy and 
Investigation of Enatioselective Interaction with Chiral Ligates by Transferred NOE, J. 
Am. Chem. Soc. 126:3809-3816. 

[74] Simpson A. J., Kingery W. L., Sahw D. R., Spraul M., Humpfer E., Dvorstak P. (2001) 
The Application of 1H HR-MAS NMR Spectroscopy for the Study of Structures and 
Associations of Organic Components at the Solid-Aqueous Interface of a Whole Soil., 
Environ. Sci. Technol. 35:3321-3325. 

[75] Simpson A. J., Simpson M., Smith E., Kelleher B. P. (2007) Microbially Derived Input to 
Soil Organic Matter; Are Current Estimates Too Low?, Environ. Sci. Technol. 41:8070-
8076. 

[76] Feng X., Simpson A. J., Simpson M. (2006) Investigating the Role of Mineral-Bound 
Humic Acid in Phenanthrene Sorption, Environ. Sci. Technol. 40:3260-3266. 

[77] Shirzadi A., Simpson M. J., Kumar R., Baer A. J., Xu Y., Simpson A. J. (2008) Molecular 
Interactions of Pestisides at the Soil-Water Interface, Environ. Sci. Technol. 42:5514-5520. 

[78] Combourieu B., Inacio J., Delort A.-M., Forando C. (2001) Differentation of Mobile and 
Immobile Pesticides on Anionic Clays by 1H HR MAS NMR Spectroscopy, Chem. 
Commun. 2214-2215. 

[79] Colnago L. A., Martin-Neto L., Pérez M. G., Daolio C., Ferreira A. G., Camargo O. A., 
Berton R., Bettiol W. (2003) Application of 1H HR/MAS NMR to Soil Organic Matter 
Studies, Ann. Magn. Reson. 2:116-118. 

[80] Simpson A. J., Simpson M., Kingery W. L., Lefebvre B. A., Moser A., Williams A. J., 
Kvasha M., Kelleher B. P. (2006) The Application of 1H High-Resolution Magic-Angle 

 
HR-MAS NMR Spectroscopy in Material Science 305 

Spinning NMR for the Study of Clay-Organic Associations in Natural and Synthetic 
Complexes, Langmuir 22:4498-4503. 

[81] Simpson A. J., Kingery W. L., Hatcher P. G. (2003) The Indentification of Plant Derived 
Structures in Humic Materials Using Three-Dimensional NMR Spectroscopy, Environ. 
Sci. Technol. 37:337-342. 

[82] Pampel A., Zick K., Glauner H., Engelke F. (2004) Studying Lateral Diffusion in Lipid 
Bilayers by Combining a Magic Angle Spinning NMR Probe with a Microimaging 
Gradient System, J. Am. Chem. Soc. 126:9534-9535. 

[83] Stejskal E. O., Tanner J. E. (1965) Spin Diffusion Measurements: Spin Echoes in the 
Presence of Time-Dependent Field Gradient, J. Chem. Phys. 42:288-292. 

[84] Viel S., Ziarelli F., Pagès G., Carrara C., Caldarelli S. (2008) Pulsed Field Gradient Magic 
Angle Spinning NMR Self-Diffusion Measurements in Liquids, J. Magn. Reson. 190:113-
123. 

[85] Cotts R. M., Hoch M. J. R., Sun T., Marker J. T. (1989) Pulsed Field Gradient Stimulated 
Echo Methods for Improved NMR Diffusion Measurements in Heterogeneous Systems, 
J. Magn. Reson. 83:252-266. 

[86] Tanner J. E. (1970) Use of the Stimulated Echo in NMR Diffusion Studies, J. Chem. Phys. 
52:2523-2526. 

[87] Gibbs S. J., Johnson Jr. C. S. (1991) A PFG NMR Experiment for Accurate Diffusion and 
Flow Studies in the Presence of Eddy Currents, J. Magn. Reson. 93:395-402. 

[88] Pampel A., Fernandez M., Freude D., Kärger J. (2005) New Options for Measuring 
Molecular Diffusion in Zeolites by MAS PFG NMR, Chem. Phys. Lett. 407:53-57. 

[89] Pampel A., Engelke F., Galvosas P., Krause C., Stallmach F., Michel D., Kärger J. (2006) 
Selective Multi-Component Diffusion Measurement in Zeolites by Pulsed Field 
Gradient NMR, Micropor. Mesopor. Mat. 90:271-277. 

[90] Fernandez M., Pampel A., Takahashi R., Sato S., Freude D., Kärger J. (2008) Revealing 
Complex Formation in Acetone-n-Alkane Mixtures by MAS PFG NMR Diffusion 
Measurement in Nanoporous Hosts, Phys. Chem. Chem. Phys. 10:4165-4171. 

[91] Fernandez M., Kärger J., Freude D., Pampel A., van Baten J. M., Krishna R. (2007) 
Mixture Diffusion in Zeolites Studied by MAS PFG NMR and Molecular Simulation, 
Micropor. Mesopor. Mat. 105:124-131. 

[92] Gaede H. C., Gawrisch K. (2003) Lateral Diffusion Rates of Lipid, Water and a 
Hydrophobic Drug in a Multilamellar Liposome, Biophys. J. 85:1734-1740. 

[93] Gaede H. C., Gawrisch K. (2004) Multi-Dimensional Pulse Field Gradient Magic Angle 
Spinning NMR Experiments on Membranes, Magn. Reson. Chem. 42: 115-122. 

[94] Polozov I. V., Gawrisch K. (2004) Domains in Binary SOPC/POPE Lipid Mixtures 
Studied by Pulsed Field Gradient 1H MAS NMR, Biophys. J. 87:1741-1751. 

[95] Iqbal S., Rodríguez-Lansola F., Escuder B., Miravet J. F., Verbruggen I., Willem R. (2010) 
HRMAS 1H NMR as a Tool for the Study of Supramolecular Gels, Soft Matter 6:1875-
1878. 



 
Advanced Aspects of Spectroscopy 306 

[96] Chin J. A., Chen A., Shapiro M. J. (2000) SPEEDY: Spin-Echo Enhanced Diffusion 
Filtered Spectroscopy. A New Tool for High Resolution MAS NMR, J. Comb. Chem. 
2:293-296. 



 
Advanced Aspects of Spectroscopy 306 

[96] Chin J. A., Chen A., Shapiro M. J. (2000) SPEEDY: Spin-Echo Enhanced Diffusion 
Filtered Spectroscopy. A New Tool for High Resolution MAS NMR, J. Comb. Chem. 
2:293-296. 

Section 3 

 

 
 
 

Nano Spectroscopy 

 

  



 



 

Chapter 11 

 

 

 
 

© 2012 Cooke, licensee InTech. This is an open access chapter distributed under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, 
distribution, and reproduction in any medium, provided the original work is properly cited. 

Spectroscopic Analyses of Nano-Dispersion 
Strengthened Transient Liquid Phase Bonds 

Kavian Cooke 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/48086 

1. Introduction 

Transient liquid-phase (TLP) bonding is a material joining process that depends on the 
formation of a liquid at the faying surfaces by an interlayer that melts at a temperature 
lower than that of the substrate [1, 2, 3, 4, 5]. 

The TLP bonding is distinguished from brazing processes by the isothermal solidification of 
this liquid. This is accomplished since the interlayer is rich in a melting point depressant 
(MPD). Upon heating through the eutectic temperature, the interlayer will either melt or 
react with the base metal to form a liquid. During the hold time above the melting 
temperature, the melting point depressant (solute) into the base metal (solvent). This 
resulting solid/liquid interfacial motion via epitaxial growth of the substrate is termed 
‘‘isothermal solidification.’’ A homogeneous bond between the substrates is formed when 
the two solid/liquid interfaces meet at the joint centerline marking the end of the isothermal 
solidification stage.  

TLP bonding provides an alternative to fusion welding and has been extensively studied for 
joining particle-reinforced Al-MMCs [1]. The advantage of using this process is that, 
reinforcing particles are incorporated into the bond region either by using a particle 
reinforced insert layer or by the melt-back due to a eutectic reaction between the interlayer 
and the aluminum alloy [6]. It has been shown in the scientific literature that melt-back can 
be controlled by using thin interlayer materials. It has also been suggested that heating rate, 
interlayer composition and thickness are most important in reducing melt-back during TLP 
bonding. These parameters also determine the width of the liquid phase, removal of surface 
oxide film and particulate redistribution in the bonded region [16, 7,5].  

According to Bosco and Zok [8] there exists a critical interlayer thickness at which pore-free 
bonds are produced. The thickness of the interlayer must exceed that which is consumed 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
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through solid-state diffusion; otherwise, no liquid is formed at the bonding temperature. 
This sets a minimal requirement for the interlayer thickness, which can be determined using 
equation 1: 
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Where, 2hη is the total thickness of the reaction layer formed at the interlayer/MMC interface 
when the eutectic temperature is reached, Cη is the mass fraction of Ni in the reaction layer. 
The mass densities of the reaction layer and the Ni interlayer are ρη and ρNi respectively. On 
the other hand, Li et al. [5] suggested that a maximum thickness exists that minimizes 
particle segregation and maximises joint strength. The composition of the interlayer has also 
been shown by Eagar and McDonald [9] to be equally as important as the interlayer 
thickness. In the published literature, it has been shown that pure metal interlayers such as 
nickel [10, 11], silver [12,13] and copper [13, 15] can react with the metal surface by means of 
eutectic or peritectic reaction to displace surface oxides and regulates the bonding 
temperature. In joints made using these pure interlayers, the existing problems can be 
summarized as: parent metal dissolution particulate segregation [13, 14,15], void formation 
in particle segregated region [12] and low strength micro-bonds at particle-metal interfaces 
resulting from the poor wettability of molten interlayer on ceramic reinforcement [12,16]. 
Particle segregation has been shown by Stefanescu et al [17, 18] to be promoted by the slow 
movement of the solid-liquid interface during isothermal solidification. Li et al. [5] showed 
that during TLP bonding of Al-MMCs containing particulate reinforcements with diameters 
less than 30 μm, particle segregation to the interface occurred when a copper foil thickness 
between 5 and 15 μm was used. Earlier research used alloyed interlayers such as; Zn–Al, 
Cu–Al and Cu/Ni/Cu systems to decrease bonding temperature in air and to prevent 
particulate segregation [19]. While composite interlayers such as Al–Si–W mixed powder 
and Al–Si–Ti–SiC mixed powder were used to improve the densification of a thick reaction 
layer which formed at the joint. This layer was reinforced with a metallic phase and a 
ceramic phase [20].  

Recent studies into joining Al-MMCs have focused on decreasing bonding temperature by 
using Sn-based interlayers reinforced with silicon carbide. The results show that joint 
strength of Al6061 + 25% (Al2O3)p improved by approximately 100% when compared to 
unreinforced Sn-based joints formed by ultrasonic assisted soldering [21]. Yan et al. [22] 
developed a SiC particle reinforced Zn-based filler which was used to join SiCp/A356 
composite. The results indicated that with the use of ultrasonic vibration suitable particle 
distribution and reduced void formation were achieved. Cooke et al. [23, 24] used an 
electrodeposited Ni-Al2O3 nano-composite coatings to join Al-6061 MMC. The results 
showed that the use of Ni-Al2O3 nano-composite coatings can be used successfully to 
increase joint strength when compared to TLP bond produced using pure Ni-coating. The 
results also showed that coating thickness of 5μm can be used to control particle segregation 
during TLP bonding of Al-6061 MMC 
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In order to study the kinetics of TLP bonding, techniques such as wavelength dispersive 
spectroscopy, energy dispersive spectroscopy and x-ray diffraction spectroscopy are 
normally used, since the compositional changes across the joint region is the mechanism by 
which the process progresses to completion. In previous studies EDS, WDS and XRD has 
been used extensive for studying materials due in part to the flexibility that the techniques 
afford. In most papers, a choice is made between the two processes depending on the 
information that is required. The difference between these processes are that, the energy-
dispersive (ED) type records X-rays of all energies effectively simultaneously and produces 
an output in the form of a plot of intensity versus X-ray photon energy. The detector consists 
of one of several types of device producing output pulses proportional in height to the 
photon energy. Whereas the wavelength-dispersive (WD) type makes use of Bragg 
reflection by a crystal, and operates in 'serial' mode, the spectrometer being 'tuned' to only 
one wavelength at a time. Several crystals of different interplanar spacing are needed in 
order to cover the required wavelength range. Spectral resolution is better than for the ED 
type, but the latter is faster and more convenient to use. X-ray spectrometers attached to 
SEMs are usually of the ED type, though sometimes a single multi-crystal WD. This chapter 
examines the application of spectroscopic analyses such as EDS, WDS and XRD to the 
evaluation of nanostructure TLP bonds using Ni-Al2O3 nano-composite thin film as a filler 
material during TLP bonding of Al-6061MMC. The effects of process parameters on the 
mechanical and microstructural microstructural changes in the joint region will also be 
studied.  

1.1. Spectroscopic analysis techniques 

The characterization of materials using spectroscopic techniques such as energy 
dispersive spectroscopy or x-ray diffraction spectroscopy techniques is dependent on the 
generation of a beam of electrons which interacts with the sample to be analyzed. When 
electrons strike a anode with sufficient energy, X-rays are produced. This process is 
typically accomplished using a sealed x-ray tube, which consists of a metal target and a 
tungsten metal filament, which can be heated by passing a current through it resulting in 
the “boiling off” of electrons from the hot tungsten metal surface. These “hot” electrons 
are accelerated from the tungsten filament to the metal target by an applied voltage The 
collision between these energetic electrons and electrons in the target atoms results in 
electron from target atoms being excited out of their core-level orbitals, placing the atom 
in a short-lived excited state. The atom returns to its ground state by having electrons 
from lower binding energy levels make transitions to the empty core levels. The difference 
in energy between these lower and higher binding energy levels is radiated in the form of 
X-rays. This process results in the production of characteristic X-rays. X-rays are 
generated when the primary beam ejects an inner shell electron thus exciting the atom. As 
an electron from the outer shell drops in to fill the vacancy and de-excite the atom it must 
give off energy. This energy is specific to each individual element in the periodic table 
and is also specific to what particular electron dropped in to fill the vacancy. The 
conversion between energy, frequency, and wavelength is the well-known de Broglie 
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relationship: E = hν = hc/λ, where ν is the frequency, h is Planck’s constant (6.62 x 10-34 
joule-second), c is the speed of light (2.998 x 108m/sec), and λ is the wavelength of the 
radiation (in m). Based on this relationship, two distinct types of x-ray detector systems 
are used. These two types of detector systems are called Energy-Dispersive x-ray 
Spectrometry (EDS) and Wavelength-Dispersive x-ray Spectrometry (WDS). 

EDS spectrometer are most frequently attached to electron column instruments such as SEM 
or (EPMA). As the name implies is a method of x-ray spectroscopy by which x-rays emitted 
from a sample are sorted out and analyzed based on the difference in their energy level. An 
EDS system consists of a source of high-radiation; a sample, a solid-state detector (usually 
from lithium-drifted silicon (Si(Li)); and a signal processing electronics. When the sample 
atoms are ionized by a high-energy radiation, they emit characteristic x-rays. X-rays that 
enter the Si(Li) detector are converted into signals (charge pulses) that can be processed by 
the electronics into an x-ray energy histogram. This x-ray spectrum consists of a series of 
peaks representative of the type and relative amount of each element in the sample. The 
number of counts in each peak can be further converted to elemental weight concentration 
either by comparison standards or standardless calculations. In general, three principal 
types of data can be generated using an EDS detector: (i) x-ray dot maps or images of the 
sample using elemental distribution as a contrast mechanism, (ii) line scan data or elemental 
concentration variation across a given region, and (iii) overall chemical composition, both 
qualitative and quantitatively.  

As the name implies, WDS is a detection system by which x-rays emitted from the sample 
are sorted out and analyzed based on differing wavelength (λ) in the WDS, or crystal 
spectrometry. As in EDS or imaging mode, the beam rasters the sample generating x-rays of 
which a small portion enters the spectrometer. As the fluorescent x-rays strike the analyzing 
crystal, they will either past through the crystal, be absorbed, be scattered, or be diffracted. 
Those which satisfy Bragg’s Law; 2n dSin  .  

(where n = an integer, d = the interplanar spacing of the crystal, θ = the angle of incidence, 
and λ = x-ray wavelength) will be diffracted and detected by a proportional counter. The 
signal from this detector is amplified, converted to standard pulse size in the single channel 
analyzer and counted with a scalar or displayed as rate vs time on rate meter. By varying 
the positioning crystal one changes the wavelength that will satisfy Bragg’s Law. Therefore 
one can sequentially analyze different elements. By automating crystal movements one can 
dramatically speed up the analysis time. Typically the WDS analysis is used to gain the 
same type of information that the EDS is used for, qualitative and quantitative and 
quantitative information, line scan and dot maps for elemental distribution.  

1.2. X-ray diffraction  

X-ray diffraction (XRD) is another quantitative spectroscopic technique which reveals 
information about the crystal structure, chemical composition, and physical properties of 
materials and thin films. These techniques are based on observing the scattered intensity of 
an X-ray beam hitting a sample as a function of incident and scattered angle, polarization, 
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or (EPMA). As the name implies is a method of x-ray spectroscopy by which x-rays emitted 
from a sample are sorted out and analyzed based on the difference in their energy level. An 
EDS system consists of a source of high-radiation; a sample, a solid-state detector (usually 
from lithium-drifted silicon (Si(Li)); and a signal processing electronics. When the sample 
atoms are ionized by a high-energy radiation, they emit characteristic x-rays. X-rays that 
enter the Si(Li) detector are converted into signals (charge pulses) that can be processed by 
the electronics into an x-ray energy histogram. This x-ray spectrum consists of a series of 
peaks representative of the type and relative amount of each element in the sample. The 
number of counts in each peak can be further converted to elemental weight concentration 
either by comparison standards or standardless calculations. In general, three principal 
types of data can be generated using an EDS detector: (i) x-ray dot maps or images of the 
sample using elemental distribution as a contrast mechanism, (ii) line scan data or elemental 
concentration variation across a given region, and (iii) overall chemical composition, both 
qualitative and quantitatively.  

As the name implies, WDS is a detection system by which x-rays emitted from the sample 
are sorted out and analyzed based on differing wavelength (λ) in the WDS, or crystal 
spectrometry. As in EDS or imaging mode, the beam rasters the sample generating x-rays of 
which a small portion enters the spectrometer. As the fluorescent x-rays strike the analyzing 
crystal, they will either past through the crystal, be absorbed, be scattered, or be diffracted. 
Those which satisfy Bragg’s Law; 2n dSin  .  

(where n = an integer, d = the interplanar spacing of the crystal, θ = the angle of incidence, 
and λ = x-ray wavelength) will be diffracted and detected by a proportional counter. The 
signal from this detector is amplified, converted to standard pulse size in the single channel 
analyzer and counted with a scalar or displayed as rate vs time on rate meter. By varying 
the positioning crystal one changes the wavelength that will satisfy Bragg’s Law. Therefore 
one can sequentially analyze different elements. By automating crystal movements one can 
dramatically speed up the analysis time. Typically the WDS analysis is used to gain the 
same type of information that the EDS is used for, qualitative and quantitative and 
quantitative information, line scan and dot maps for elemental distribution.  

1.2. X-ray diffraction  

X-ray diffraction (XRD) is another quantitative spectroscopic technique which reveals 
information about the crystal structure, chemical composition, and physical properties of 
materials and thin films. These techniques are based on observing the scattered intensity of 
an X-ray beam hitting a sample as a function of incident and scattered angle, polarization, 
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and wavelength or energy. Similar to the EDS and WDS techniques discussed above X-ray 
diffraction is dependent on Bragg equation, which describes the condition for diffraction to 
occur in terms of the wavelength of the x-radiation (λ), the interplanar (“d”) spacings of the 
crystal, and the angle of incidence of the radiation with respect to the crystal planes (θ). As 
the spacing between atoms is on the same order as X-ray wavelengths crystals can diffract 
the radiation when the diffracted beams are in-phase.  

When the incident beam satisfies the Bragg condition, a set of planes forms a cone of 
diffracted radiation at an angle q to the sample. Since the cone of X-rays intersects the flat 
photographic filmstrip in two arcs equally spaced from the direct X-ray beam, two curved 
lines will be recorded on the photographic film. The distance of the lines from the center can 
be used to determine the angle q, which can then be used to determine the interplanar “d” 
spacing. X-ray powder diffractometers record all reflections using a scintillation detector (in 
counts per second of X-rays). The pattern of diffracted X-rays is unique for a particular 
structure type and can be used as a “fingerprint” to identify the structure type. Different 
minerals have different structure types, thus X-ray diffraction is an ideal tool for identifying 
different minerals.  

2. Electrodeposition of the nano-composite Ni/Al2O3 coating 

Composite coatings can be produced by co-deposition of fine inert particles into a metal 
matrix from an electrolytic or an electroless bath. This technique is getting interesting due to 
its ability to produce films with excellent mechanical properties such as wear resistance, 
corrosion resistance, and lubrication.  

The preparation of a composite coating is done in two steps. First, an effective dispersion of 
fine inert particles is produced in the electrolyte. Next, the preparation of the composite 
coating is made by the manipulation of electrochemical conditions. An effective dispersion 
of inert particles in the electrolyte promotes the adsorption opportunity of inert particles on 
the cathode. It causes a higher volume content of inert particles in the composite coating. 
The mechanical properties of the composite coating are also promoted with the 
enhancement of the volume content of inert particles in the coating. In electrodeposited 
composites, the particles to be dispersed in the metal matrix are maintained in suspension in 
the bath by agitation and they become incorporated in the coating by a process known as 
electrophoresis.  

A number of coating parameters were studied to determine the effect of each on the coating 
thickness: pH of the electrolyte, current density, electrolyte temperature, agitation frequency 
and deposition time [33]. Samples were coated for time intervals of 2, 4, 6, 8, 10, 15, 20 and 
30 minutes. After electrodeposition, coating thickness was determined using a light 
microscope. Figure 1(b) shows the relationship between coating thickness and deposition 
time when; the current density was set to 1.0A/dm2, pH 3.0, agitation frequency of 300 rpm 
and an electrolyte temperature of 50oC [25]. It was found that the coating thickness 
increased with increasing deposition time, in keeping with Faraday’s law governing 
electrode reactions during electrolysis [26]. 
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Figure 1. (a) TEM image of as-received nano-sized Al2O3 powder (b) Coating thickness as a function of 
electrodeposition time at 1.0 A/dm2 and 50oC [33]. 

In this study, Al -6061/Al2O3p samples of dimensions 10 × 10× 5mm were prepared to 800 
grit abrasive paper and polished to 1 μm diamond suspension after which they were 
cleaned in an acetone bath. Acid pickling took place in a solution of 15 wt.% HNO3 and 2 
wt.% HF at 50 oC for 2 minutes and then rinsed in distilled water. The plating solution was 
prepared by dissolving: 250 g/L NiSO4 6H2O, 45 g/L NiCl2.6H2O, 35 g/L H3BO3 and 1 g/L 
Saccharin in distilled water. The Ni- Al2O3 composite coating was produced by adding 50g/L 
of ceramic particles to a separately to the nickel bath. The particles were thoroughly mixed 
into the solution for two hours and kept in suspension in the bath with a magnetic stirrer 
rotating at 300 rpm. The coating solution was maintained at a temperature of 50oC and pH 
of 3.0 [33]. The thickness of Ni-Al2O3p coatings were controlled by the current density and 
plating time. The actual amount of Ni-Al2O3p electroplated onto a surface was determined 
by the weight gain after the plating process. The coating thickness was calculated by using 
the equations 2 and 3: 

 C
mass of coating m
Area x thickness A xt

    (2) 

The density of the composite coating ( C ) can be calculated by using Equation 3 (rule of 
mixtures) where vx is the volume fraction of alumina particles in the Ni-Al2O3 coating.  

 
2 3

(1 )C v Ni vAl O x x      (3) 

2.1. Spectroscopic analysis of the film structure and composition 

Wavelength dispersive spectroscopic (WDS) and X-ray diffraction (XRD) spectroscopic 
analyses of the coatings deposited were used to evaluate the distribution of the dispersion 
particles. Figure 2 shows an SEM micrographs of the coating produced by the co-
electrodeposition of Ni + 18vol% (nano-Al2O3)p. Examination of the coatings using a light 
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microscope revealed the absence of surface defects and interfacial void, however Al2O3 particle 
clusters were present in the coating. This was attributed to particle clustering in the powder 
prior to the coating process as indicated by the TEM image of the as-received Al2O3 powder 
shown in Figure 1(a). The volume fraction of Al2O3 present in the coating was studied by 
digital x-ray mapping and these results are shown in Figure 3. From Figure 3b and 3c, the 
areas which contains a high concentration of Al2O3 are easily identify and corresponds to Al 
and O which would confirm the compound to be Al2O3 since the base coating is Ni. 

 
Figure 2. (a) Surface of the Ni-Al2O3 coating and (b) Cross-section of the Ni-Al2O3 coating produced by 
electrodeposition [33].  

 
Figure 3. X-ray digital composition maps taken from the Ni-Al2O3 coating surface for; (a) Ni, (b) O and 
(c) Al [33]. 

3. Fundamentals of transient liquid phase bonding  

TLP bonding requires that the base metal surfaces are brought into intimate contact with a 
thin interlayer placed between the bonding surfaces. The interlayer can be added in the form 
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of a thin foil, powder or coating [27, 28] which is tailored to melt by eutectic or peritectic 
reaction with the base metal. The liquid filler metal wets the base metal surface and is then 
drawn into the joint by capillary action until the volume between components to be joined is 
completely filled.  

The driving force of TLP bonding is diffusion. A process which can be described by Fick’s 
first and second laws. The first law describes diffusion under steady-state conditions and is 
given by equation 4: 

 CJ D
x


 


  (4) 

Fick’s second law describes a non-steady state diffusion in which the concentration gradient 
changes with time and can be expressed as shown in equation 5:  
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Equation 6 shows a general solution for Equation-5 using separation of variables is [29]:  
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Where the error function solution for equation 6 is shown in equation 7:  
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If the following boundary conditions are applied to Equation-7, the concentration as a 
function of time can be calculated using Equation-8: 
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TLP bonding can be conducted by one of two distinct methods. Method-I employs a pure 
interlayer which forms a liquid through eutectic reaction with the base metal and Method-II 
employs an interlayer with a liquidus temperature near the bonding temperature [2]. 
Method-II is most commonly used as it reduces the overall process time by decreasing the 
volume of solute to be diffused from the interface before the liquid is formed. On the other 
hand, method-I can be considered to be more effective in TLP bonding as the eutectic 
reaction is able to displace surface oxides during bonding. TLP bonding process was first 
divided into five discrete stages by Duvall et al. [30]. These stages were: heating, melting, 
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dissolution of the base-metal, isothermal solidification and homogenization of the excess 
solute at the bond-line. Zhou later condensed the TLP process to three stages: base-metal 
dissolution, isothermal solidification and homogenization [7]. In later work by MacDonald 
and Eager [9] the second and third stage described by Duvall were combined to give four 
stages; heating, melting and parent metal dissolution, isothermal solidification and 
homogenization. Zhou [7] reclassified his earlier work to include a heating stage. The 
second stage was also expanded to be dissolution and widening.  

4. Effect of bonding variables on microstructural evolution 

This section investigates the effects of bonding variables on the chemical and 
microstructural homogeneity across the joint region. Factors affecting TLP bonding are; 
bonding temperature, bonding time, contact pressure and interlayer thickness and 
composition. Contact pressure can also affect the strength of the bond produced and this has 
been reported extensive in the scientific literature. However in this work, when bonding 
pressure increased beyond 0.1 MPa the result is rapid creep failure during the bonding 
process. Therefore the bonding pressure was held constant at 0.01MPa. The effects of these 
parameters were evaluated using WDS and XRD to study the change in chemical 
composition across the joint region as a function of bonding variable.  

4.1. Effect of bonding time on joint properties 

Wavelength dispersive spectroscopic analyses of joints bonded at 600oC using a 5 μm thick Ni-
Al2O3 coating as the interlayer as a function of bonding time as shown in Table 1. For joints 
bonded for 1 minute a large concentration of Ni remained at the interface after bonding. 
However, when the bonding time was increased to 30 minutes resulted in the elimination of 
the interface and an increase in the grain size within the joint. This disrupts the band of 
segregated particles at the interface (see Figure 4) and chemically homogenized the joint zone. 

 
Figure 4. Light micrographs of joint bonded with 5μm thick Ni–Al2O3 coating for: (a) 1 min (b) 30 min [23]. 
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The segregation of particles was accredited to the pushing of micro-Al2O3 particles by the 
solidifying liquid-solid interface. Stefanescu [18] showed that particle pushing can be 
assumed to be a steady-state condition under which the interface velocity can be assumed to 
be equal the rate of isothermal solidification. Li et al. [5] suggested that the segregation 
tendency is dependent on the relationship between the liquid film width produced at the 
bonding temperature, particle diameter and inter-particle spacing. When the liquid film 
width is large enough that sufficient particulate material is contained in the melt, particles 
will be pushed ahead of the solidifying liquid-solid interface resulting in particle 
segregation at the bond-line. However if the liquid film width is less than some critical 
value, segregation should not occur. 

In the reported studies on transient liquid phase diffusion bonding of Al-MMCs it was 
shown that the width of the segregated zone at the joint center increased with increasing 
bonding time. The opposite of this relationship was seen when using the Ni-Al2O3 coating. 
As the bonding time increased, the width of the segregated region decrease. This can be 
attributed to the heterogeneous nucleation of grains within the joint zone during 
solidification and this lead to grain refining at the joint. A high resolution SEM micrograph 
shown in Figure 5 revealed the presence of a nano-sized alumina particle at the center of a 
grain. EDX spectra of the particle showed Al and O in high concentrations with traces of Mg 
[23, 24, 33]. Comparing Gibbs free energy of formation at the bonding temperature for MgO 
(-1195 kJ/mol) and Al2O3 (-985 kJ/mol) it is found that Al2O3 is unstable in the presence of Mg 
hence it is like that some of the nano-size Al2O3 will decomposed to form MgAl2O4 
compound. WDS analysis across the joint zone as a function of bonding time indicated that 
the Ni volume at the joint center varied between 3.122 wt% after 1 minute and 0.37 wt% 
after 30 minutes bonding time (see Table 1).  

 

  
 

Figure 5. (a) SEM image of nano-particle present in the center of a grain (b) EDS analysis of nano-Al2O3 
particle [23] 
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Time (min) Fe / wt% Ni / wt% Si / wt% Mg / wt% Cu / wt% Al / wt% 
1 0.399 3.122 0.633 0.379 0.586 93.635 
5 0.677 0.849 0.863 1.047 0.71 79.375 
10 0.049 0.071 0.211 0.676 0.162 98.598 

30 0.028 0.037 0.091 0.458 0.087 99.153 

Table 1. WDS analysis of joints made at 600oC as a function of bonding time 

4.2. Effect of temperature on joint properties 

Wavelength dispersive spectroscopic analyses of the joint as a function of bonding 
temperature indicated that the Ni concentration at the interface decreased from 4.65 wt% to 
0.19 wt% as the bonding temperature is increased from 570 to 620oC (see Table 2). This was 
attributed to an increase in the diffusivity of Ni from the interface into the base metal as the 
temperature increased. A review of the scientific literature shows that the diffusivity of Ni 
increased from D570=4.69 x10-13 m2/s to D620= 1.58 x10-12 m2/s when the bonding temperature 
was increased from 570 to 620oC [10, 31].  

A study of the joint microstructure for a bond made at 570oC revealed the segregation of 
Al2O3 particles to the bond-line as shown in Figure 6(a). When the bonding temperature was 
increased to 590oC the width of the particle segregated zone within the joint decreased to 
approximately 150 μm as shown in Figure 6 (b). Further increase in bonding temperature to 
600oC also resulted in a reduction of the width of the segregated zone. A similar result was 
obtained when the bonding temperature was increased to 620oC (see Figure 6d). This 
observation was consistent with earlier literature, which suggested that the use of thin 
interlayers during bonding can help to control the degree of particle segregation taking 
place within the joint [5]. The micrographs indicate that the width of the particle segregated 
zone decreases with increasing bonding temperature. This can be attributed to particle 
pushing by the primary α-phase during solidification as shown in section 4.1 [17, 18].  

 
Figure 6. Light micrographs of joint region for bonding temperatures of (a) 570oC and (b) 590oC  
(c) 600oC and (d) 620oC. 
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Temperature Mg/ wt% Ni/ wt% Si/ wt% Fe/ wt% Al/ wt% 
570oC 2.53 4.65 0.72 0.35 91.75 
590oC 1.73 1.69 0.52 0.28 95.78 
600oC 1.52 0.35 0.41 0.21 97.51 
620oC 0.94 0.19 0.21 0.19 98.47 

Table 2. Wavelength dispersive spectroscopic analyses of joints made at 600oC for 10 minutes 
composition as a function of bonding temperature (wt %). 

4.3. Effect interlayer thickness on joint properties 

The effects of interlayer thickness on microstructural development across the joint region 
and subsequent effect on joint micro-hardness and shear strength were investigated. 
According to Bosco and Zok [8], there exists a critical interlayer thickness at which pore-free 
bonds are produced. This critical interlayer thickness should correspond to maximum joint 
strength. Therefore the objective in this section is to identify the critical interlayer thickness 
that maximizes joint strength. Joints made without the use of an interlayer resulted in the 
formation of a “planar interface” due to the presence of a layer of surface oxide, which 
prevents metal to metal contact (see Figure 7a). This was corroborated by studies on the 
solid-state diffusion bonding of Al-MMC [15]. The inability to achieve effective bonding in 
the solid-state highlights the need for low melting interlayers. When a 1μm thick Ni-Al2O3 

coating was used as the interlayer a thin joint zone was achieved (see Figure 7b). However a 
WDS analysis of this region indicated the presence of a higher concentration of Al2O3 when 
compared to bonds made using a pure nickel coating of the same thickness. This was 
attributed to the presence of nano-sized Al2O3 particles in the joint zone and the presence of 
residual surface oxide. 

 
Figure 7. Microstructure of joints bonded at 600oC for 10 min using (a) no-interlayer used (b) 1 μm thick 
Ni–Al2O3 coating (c) 9μm thick Ni –Al2O3 coating [32].  

Figures 8 show that the width of the segregated zone increased with increasing coating 
thickness. At a coating thickness of 2 μm a more chemically homogeneous joint was created 
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however WDS analysis showed pockets of oxide with the following composition 65.56 wt% 
and 28.15 wt% were still present at the interface. When the coating thickness was increased 
to 4 μm, a 95 μm wide segregated zone was at the joint center and the concentration of 
nickel remaining at the interface after bonding increased from 0.47 wt% with 3μm thick 
coating to 0.58wt% when a 4μm thick coating (see Table 3). Further increase in coating 
thickness to 5 μm, resulted in the formation of a 110 μm wide segregated zone while the 
nickel increased to 0.97 wt%.  
 

Interlayer 
thickness (µm) Mg / wt% Ni / wt% Si / wt% Fe / wt% Al / wt% 

1 0.46 0.37 0.53 0.22 98.42 

2 0.83 0.49 0.62 0.19 97.87 

3 0.98 0.47 0.67 0.21 97.67 

4 0.97 0.58 0.72 0.27 97.46 

5 0.84 0.97 0.53 0.18 97.48 

7 0.86 0.88 0.71 0.38 97.17 

9 1.05 1.01 0.69 0.24 97.01 

11 1.13 1.45 0.65 0.52 96.25 

13 0.99 1.63 0.67 0.97 95.74 

Table 3. WDS analysis of joints made at 600oC for 10 minutes as a function of interlayer thickness 

 

 
Figure 8. Width of the particle segregated zone formed at within the joint as a function of interlayer 
thickness for pure Ni coating and Ni–Al2O3 coating [32].  
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The increase in the width of the segregated zone was attributed to increased liquid 
formation with increasing coating thickness. As the width of the eutectic liquid increases 
more Al2O3 particles are immersed in the liquid phase. These particles are pushed by the 
solid/liquid interface during isothermal solidification [5].  

The width of the particle segregated zone was significantly lower than that achieved when 
pure Ni-coatings are used as the interlayer. The difference in the width of the segregated 
zone between joint bonded using pure Ni coating and Ni-Al2O3 coating was attributed to the 
presence of nano-size Al2O3 particle in the joint center and a reduction in the concentration 
of Ni (81.6 wt%) present in the coating, when Ni-Al2O3 is used (see Figure 13b).  

4.4. Effect of nano-sized particle on joint properties 

The effect of nano-sized particles on the microstructural development across the joint region 
was studied using energy dispersive spectroscopy (EDS). Figure 9(a) shows the 
microstructure of a joint bonded using a 5μm thick Ni coating dispersed with 50 nm Al2O3 
particles. From the micrograph a 50 μm wide particle segregated zone was seen within the 
joint center. Also present at the center of the joint are dark clumps, which EDS analysis 
suggested are oxide particles (Figure 10 a and b). The presence of the oxide clusters 
observed, are likely Al2O3 particles which agglomerated during the deposition process. 
When the coating particle size was increased to 500 nm Al2O3, a similar result was obtained 
(see Figure.9b). WDS analyses of the joints as a function of particle size indicated that the Ni 
concentration of 0.95 wt% and 0.79 wt% for samples bonded using 500 nm and 50 nm 
respectively. The lower concentration obtained when 50 nm particles are used suggest a 
faster diffusivity of Ni during the bonding process. This was attributed to greater surface 
contact between the uncoated Al-6061 sample and the Ni-Al2O3 coating surface. Analysis of 
the roughness using SEM indicated that the surface roughness increased from 0.1 μm for 
coatings containing 50 nm particles to 0.25 μm for coating containing 500 nm particles. 

 
Figure 9. Microstructure of joints bonded at 600oC for 10 min using (a) 5μm thick Ni-(50nm) Al2O3 (b) 
5μm thick Ni-(500nm) Al2O3 [32]. 
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Figure 10. EDS analyses of joints bonded at 600oC for 10 min using (a) 5μm thick Ni-(500 nm) Al2O3 (b) 
5μm thick Ni-(50 nm) Al2O3 [33] 

The micrograph shown in Figure 9 a thin segregated zone was formed at the joint center in 
both cases. The hypothesis is that the difference in the width of the segregated zone 
obtained is dependent on the differences in particle size, surface roughness of the coating 
and the distribution of the nano-sized particles in the joint zone during bonding. The 
presence of nano-Al2O3 along the interface was confirmed by TEM analyses which indicated 
that the nano-particles are arranged along the grain boundary as shown in Figure 11 which 
would impart a pinning effect as described by Orowan [24]. 

 
Figure 11. (a) TEM image of the bonded joint when nano-sized Al2O3 particles are used in the interlayer 
and (b) TEM image of a nano-Al2O3 particle located at a grain boundary [33]. 

5. Effect of bonding variable on the mechanical properties of the joint  

5.1. Effect of bonding time the joint shear strength  

The shear strength of joints made as a function of bonding time is shown in Figure 12 (a). 
The graph show that the shear strength increased with increasing bonding time from 68 
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MPa at 1 minute to 137 MPa at 30 minutes. When a Ni-Al2O3 coating was used as the 
interlayer for a bonding time of 10 minutes, shear strength of 136 MPa was recorded. 
However when a pure Ni coating was used under that same bonding conditions, shear 
strength of 117 MPa was achieved [23]. The differences in joint shear strengths obtained 
were attributed to the presence of a nano-sized dispersion of Al2O3 particles within the 
joint and the precipitation of nickel aluminide phases within the joint region. Shen et al. 
[34] showed that the increase in yield strength of the nano-particle reinforced aluminum 
alloy is related to particulate–dislocation interaction by means of the Orowan bowing 
mechanism. Orowan theory suggests nano-sized particles act as barriers to dislocation 
motion. This mechanism leads to dislocation pile-up and an increase in the joint shear 
strength [35].  

 

 
 

Figure 12. (a) Effect of bonding time on joint strength using 5μm thick Ni- Al2O3 coating at a bonding 
temperature of 600oC and (b) Effect of bonding temperature on joint shear strengths made using 5μm 
thick Ni-Al2O3 coatings for 10 minutes [23, 24]. 

The fractured surfaces of the shear tested joints were analyzed to identify the mechanism of 
joint failure. Figure 13(a) shows the fractured surface of a bond made for a bonding time of 1 
minute. The fractograph shows an undulating surface containing shear plastic deformation 
with some cleavage facets indicating a mixed failure mode. The fracture appeared to have 
propagated through the bond-line. The result of the fractographic analyses suggests that the 
mechanism of failure transitioned from brittle to ductile as the bonding time increases. 
When the bonding time was increased to 10 minutes (see Figure 18b). The surface was 
characterized by an undulating appearance of plastic deformation indicative of ductile 
mode of failure. Additionally, fractured micro-Al2O3 particles were observed at the fractured 
surface, indicating a transgranular fracture through the bond-line. 
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XRD analyses of the fractured surfaces of bonds made at 1 and 10 minutes are shown in 
Figure 14. The results indicated the presence of peaks for phases such as AlFe6Si (2θ=38o), 
Al9FeNi and AlFeSi. The literature showed that these ternary compounds forms readily in 
Al-Mg-Si-Fe-Ni systems through various peritectic reactions [17]. In addition, binary 
crystal phases such as Al3Ni, Ni3Si (2θ=78o). Al3Si and Al2O3 compounds were also 
identified.  

 

 
 

Figure 13. SEM micrograph the fractured surface of a bond made at 600oC with 5 μm thick Ni–Al2O3 

for: (a) 1 minute and (b) 10 minutes 

 

 
 

Figure 14. XRD analysis of the fractured surface of a bond made with 5 μm thick Ni–Al2O3 for  
(a) 1 minute and (b) 10 minutes and  

5.2. Effect of temperature on joint shear strength  

Joint shear strengths measured as a function of bonding temperature were obtained using a 
single lap shear test. A comparison of the joint shear strengths of bonds made at 570, 590, 
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600 and 620°C is shown in Figure 12(b). The test result show that the shear strength 
increased with increasing bonding temperature from 45 MPa at 570oC to 138 MPa 600oC. 
This increase in joint strength was attributed to the presence of nano-sized ceramic particles 
and the precipitation of intermetallic phases within the joint region. The formation of these 
nickel aluminide phases increased with increasing bonding temperature. Specimens bonded 
at 620oC gave the highest bond strength of 136 MPa. The effect of the nano-particles and the 
precipitated intermetallics on the composite was discussed by Zhang and Chan [45] and 
results in Orowan strengthening as discussed in the previous sections.  

In order to compare the effect of bonding temperature on joint failure mechanisms the 
fractured surfaces were examined using SEM. The results collected suggested that the 
ductility of the joint increased with increasing bonding temperature. For a bonding 
temperature of 570°C a mix failure mode was observed with both shear rupture dimples 
and cleavage planes (Figure 15a). An XRD analysis of the fractured surface indicated a high 
concentration of Al2O3 particles (see Figure 16a). This indicated that at this temperature the 
matrix-particle (M-P) interface was the weakest point for crack propagation giving the 
lowest joint strength of (53 MPa). Fracture propagation was observed through the bond-line. 
When the bonding temperature was increased to between 590°C and 620oC XRD analyses of 
the fracture indicated that the amount of intermetallic formed within the joint increased to 
include the binary compounds Al3Si, Al3Ni and Ni3Si which suggested that failure 
propagated through the bond-line. Additionally, peaks of the ternary phases AlFeSi (2θ=37 
and 68o) and Al9FeSi (2θ=78 and 84o). The presence of these compounds confirms the 
formation of peritectic reactions during bonding. At 620oC the fractured surface was 
characterized by shear ruptured dimples indicating a ductile failure mode which occurred 
in the parent metal adjacent to the bond-line.  

 

 
 

Figure 15. (a) SEM micrograph of the fractured surface of a joint made using a 5 μm thick Ni-Al2O3 
coatings at 570oC and (b) 620oC.  
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Figure 16. XRD spectrum of the fractured surface of a joint made using a 5 μm thick Ni-Al2O3 coatings 
at (a) 570oC and (b) 620oC.  

5.3. Effect of coating thickness on shear strength measurements 

Figure 17 (a) shows the variation in joint shear strength values as a function of coating 
thickness. The graph shows that the shear strength increased with increasing coating 
thickness from 53 MPa at 1 μm to 144 MPa at 11 μm. This increase in joint strength was 
attributed to three phenomena: the presence of nano-size Al2O3 particles in the joint center, 
the segregation of micro Al2O3 particle to the joint zone and the precipitation of intermetallic 
phases such as Al3Si, Ni3Si, Al3Ni, and Al9FeNi within the joint region. As discussed in the 
previous sections, for composites containing nano-sized particles, strengthening is often 
explained by the Orowan mechanism [36, 37]. Orowan bypassing theory shows that when 
smaller particle reinforcements are used the result is a more effective pinning of dislocation 
motion compared to when micro-particles are used. This mechanism leads to an increase in 
joint strength and hardness.  
 

 
 

Figure 17. (a) Joint shear strengths as a function of particle size using 5μm thick coatings (b) Shear 
strength profile plotted as a function of Ni-Al2O3 coating thickness. 
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When the coating thickness was increased beyond 11 μm, a decline in the strength of the 
joints was observed. At a coating thickness of 13 μm, a joint strength of 80 MPa was 
recorded. This reduction in joint strength was attributed to the formation of densely packed 
micro-Al2O3 particle-rich regions along the bond interface and also due to an increase in the 
volume of intermetallics compounds such as AlFe3Si within the joint. The literature shows 
that the volume fraction of the micro-Al2O3 particles within the joint is inversely 
proportional to the joint ductility. Therefore, as the width of the particle segregated zone 
increased the ductility of the joint decreases. This leads to embrittlement of the joint region 
and causes a reduction in joint strength [38,39, 40, 41]. The findings published in the 
scientific literature supports the results collected in this study.  

Fractured surfaces of the shear tested joints were analyzed to identify the mechanism of 
joint failure and the composition of the fractured surfaces. Figures 18 shows the 
micrographs of the typical fractured surfaces obtained for joints that were bonded using 
coating thickness ranging from 1 to 3μm, respectively. Fractographic analyses revealed that 
the fractured surface contained cleavage planes, which propagated through the bond-line. 
In addition, Al2O3 particles were visible at the fractured surface. Examination of the 
fractured surfaces revealed characteristics of a brittle fracture which suggest that insufficient 
eutectic liquid is formed when using coating thickness between 1 and 3μm. Composition 
analysis of the fractured surfaces using XRD indicated the presence of peaks for Al2O3, Ni3Si 
and Ni17Al3.9Si5.1O48 compounds.  

When an interlayer thickness of 11μm (see Figure 19a) was used, the fractured surface 
showed evidence of both shear plastic deformation and fractured micro- Al2O3 particles 
indicating a ductile transgranular fracture. Samples bonded at this condition had the highest 
shear strength. This indicated a critical combination of segregated micro- Al2O3 particles and 
nano-Al2O3. Crack propagation occurred in the base metal adjacent to the bond-line.  
The results suggest that within coating thickness range of 5 to 11μm, sufficient eutectic 
liquid is produced, which facilitate good particle to matrix bonding resulting increased joint 
strength. The XRD spectrum shown in Figure 19 (b) indicated the presence of Ni3Si, 
MgAl2O4 and Al2O3 compound at the fractured surface. Increasing the coating thickness 
beyond 11μm resulted in the gradual transition of the fracture mode from ductile to brittle. 
At a coating thickness of 13μm thick Ni-Al2O3 coating (see Figure 20), the surface is 
characterized by dimples along the interparticle regions indicating a ductile failure through 
the particle-rich regions along the bond-line. XRD analyses of the fractured surfaces indicate 
the presence of peaks for Al2O3, NiAl2O4 and AlFe3Si compound at the fractured surface (see 
Figure 20b).  

The results suggest that the ductility of the joint region increased with increasing coating 
thickness up to 9 μm. When the coating thickness was increased beyond 9 μm the joint 
region transitioned from ductile to brittle. These transitions were attributed to an increase in 
the volume of eutectic liquid that forms with increasing coating thickness leading to 
interparticle contact.  
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Figure 18. (a) SEM micrograph (b) cross-section (Mag. X10) and (c) XRD analysis of the fractured 
surface for a bond made with a 3 μm thick Ni–Al2O3 coating for 10 minutes at 600oC. 

 
Figure 19. (a) SEM micrograph (b) cross-section (Mag. X10) and (c) XRD analysis of the fractured 
surface for a bond made with an 11 μm thick Ni–Al2O3 coating for 10 minutes at 600oC. 

 
Figure 20. (a) SEM micrograph and (b) XRD analysis of the fractured surface for a bond made with a 13 
μm thick Ni–Al2O3 coating for 10 minutes at 600oC. 

5.4. Effect of interlayer particle size shear strength measurements 

Figure 17(b) show the joint shear strength graph as a function of interlayer particle size. The 
result indicated that joint shear strength increased with decreasing particle size from 138 
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MPa with 500 nm to142 MPa with 50 nm. This increase in joint shear strength was attributed 
to better distribution of nano-sized particles within the interlayer when smaller particle sizes 
are used. In both cases higher shear strengths were obtained than when pure Ni coating is 
used (117 MPa) [23]. The results indicate that joint strength of up to 90% that of the base 
metal (BM) is achievable when using a 50 nm diameter nano-sized particle-reinforced 
interlayer. Tjong [42] showed that the nano-particle size has a strong effect on the yield 
strength. The author suggested that a particle size of 100 nm is a critical value for improving 
the yield strength of nano-composites. Below this critical value the yield strength increases 
significantly with decreasing particle size. Similar results were obtained by Gupta and 
coworkers [43, 44]. Zhang and Chen [45] showed that the Orowan stress plays a major role 
in strengthening the nano-composites. 

Figure 21 shows the fractured surface for a bond made using a 5μm Ni- 50 nm Al2O3 
particle. The fractograph showed shear plastic deformation, indicative of ductile fracture 
with a crack propagating primarily through the bond-line and a section of the base metal 
adjacent to the bond-line. A similar result was obtained when a dispersed particle size of 50 
nm were used in the coating. XRD analyses of the fractured surfaces indicated the presence 
of peaks for Al2O3, NiAl2O4 and Al11Ni9 compound at the fractured surface.  

 
Figure 21. (a) SEM micrograph and (c) XRD analysis of the fractured surface for a bond made with 5 
μm thick Ni–(50nm) Al2O3 for 10 minutes at 600oC.  

6. Mechanism of joint formation 

The mechanism of bond formation using composite Ni-Al2O3 coating is discussed in this 
section. The experimental results and the scientific literature show that the joint formation 
during transient liquid phase diffusion bonding is completed in five distinct stages: 
interfacial contact and solid-state diffusion, eutectic melting and base metal dissolution, and 
isothermal solidification. These stages will be discussed thoroughly with reference to the 
change in composition across the joint region. Mathematical models for predicting the 
parameter settings when nano-composite coatings are used in joining will also be presented. 
The sub-section of this topic are as follows: 
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6.1. Interfacial contact and Solid-state diffusion 

The first stage of transient liquid phase bonding involved heating the sample to the bonding 
temperature. During this stage of bonding, two mechanisms are thought to occur 
simultaneously, firstly an increase in interfacial contact between the coating surface and the 
Al 6061 surface and secondly, solid-state diffusion along the coating/MMC contact interface. 
The initial contact area between the one side of the coating and the metal surfaces is only a 
small fraction of the theoretical area available, due to the presences of micro-asperities of the 
surface of both the metal sample and the coating. However, under the effects of heating and 
an external pressure an intimate contact can be establish at the bonding surfaces, as the 
micro-asperities suffer plastic deformation. As the temperature increases greater plastic flow 
is achieved at the interface and the percentage contact area increases. This increase in the 
contact area results in an increased diffusivity of the solute (Ni) into the base metal. During 
the heating stage Ni diffuses deep into the Al-MMCs resulting in the formation of complex 
intermetallic compounds.  

Figure 22(a) shows an SEM micrograph of a joint bonded using a 15μm thick Ni-Al2O3 

coating as the interlayer. The joint was made at a bonding temperature of 600oC for 1 minute 
and shows three distinct reaction layers at the interlayer/MMC interface. The nano- Al2O3 
particles that were co-electrodeposited with Ni can are clearly shown in Figure 22.  

The composition of the reaction layers was determined quantitatively by energy dispersive 
spectroscopy (EDS) analysis and is shown in Table 4. The formation of reaction layers (L2 
and L3) shown in Figure 22, occurred as a result of the inter-diffusion of Ni and Al. EDS 
analysis showed that L1 was composed of a Ni-Al layer dispersed with nano-sized Al2O3 
particles after a bonding time of 1 minute (see Table 4). Reaction layer L2 on the other hand 
appears to be a nickel-aluminide with compositions of 50.7 (at %) Ni and 46.70(at %) Al. The 
L3 layer contains approximately 24.30 (at %) Ni and 77.0 (at %) Al, which is likely to be NiAl3 
intermetallic. This compound is believed to form due to the low solubility of Ni in Al. This 
has been reported to be approximately 2.9 at% [46]. The saturation of the aluminum 
interface through the inter-diffusion of Ni and Al leads to the precipitation of the nickel 
aluminide intermetallic NiAl3.  

The phase diagram of the Ni + Al system indicates the thermodynamic stability of the γ’-
Ni3Al phase when formed in the nickel concentration range of about (74 to 76) at.% [46]. 
Additionally, the phase diagram of the (Ni + Al) system proposed by Nash et al. [47] 
showed that for aluminum concentrations exceeding 40 mol%, there exist three coexistence 
fields: (Al + NiAl3), (NiAl3 + Ni2Al3) and the non-stoichiometric intermetallic β -NiAl, which 
is formed in the concentration range 43mol% to 59 mol% aluminum. Rog et al. [48] 
determined the Gibbs free energy of formation for various intermetallic compounds forming 
in the Ni + Al system. The results showed that within the temperature range of 570oC to 
620oC (843K to 893K) the nickel aluminide compounds listed in Table 4 are formed. 

Based on the scientific literature, the compound formed in the reaction layer L3 is likely to be 
the NiAl3. This compound also appears on the right side of Equation 9 and is believed to 
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form due to low solubility of Ni in Al which has been reported to be approximately 2.9 at% 
[46]. The saturation of the aluminum interface through the diffusion of Ni can lead to the 
precipitation of the nickel aluminide intermetallic NiAl3. The composition of L2 indicates 
that the compound is likely NiAl. 
 

Phase o 1
fΔG (kJ.mol )  

Ni +Al = NiAl -133.0 +/- 1.0 
Ni+NiAl3= Ni2Al3 -144.1+/- 0.8 
2Ni +3Al = Ni2Al3 -311.0+/- 1.7 
Ni + 3Al =NiAl3 -166.8+/- 0.9 

Table 4. The standard Gibbs free energy values for the chemical reactions with nickel aluminides at 
870K [48] 

 

Layers 
Al / 
wt% 

Ni / wt% Si / wt%
Mg / 
wt% 

Compound 

L1 12.5 87.5 0 0 Ni +Al2O3 
L2 46.71 50.67 0.27 0 NiAl 
L3 72.84 24.31 0 0.55 NiAl3 
L4 72.84 24.31 0 0.55 NiAl3 

Table 5. Energy dispersive spectroscopic compositional analyses of the reaction layers developed 
during bonding (wt%) 

 
Figure 22. (a) SEM micrograph of joint bonded with a 15 μm Ni-Al2O3 coating for 1 min. 



 
Advanced Aspects of Spectroscopy 332 

form due to low solubility of Ni in Al which has been reported to be approximately 2.9 at% 
[46]. The saturation of the aluminum interface through the diffusion of Ni can lead to the 
precipitation of the nickel aluminide intermetallic NiAl3. The composition of L2 indicates 
that the compound is likely NiAl. 
 

Phase o 1
fΔG (kJ.mol )  

Ni +Al = NiAl -133.0 +/- 1.0 
Ni+NiAl3= Ni2Al3 -144.1+/- 0.8 
2Ni +3Al = Ni2Al3 -311.0+/- 1.7 
Ni + 3Al =NiAl3 -166.8+/- 0.9 

Table 4. The standard Gibbs free energy values for the chemical reactions with nickel aluminides at 
870K [48] 

 

Layers 
Al / 
wt% 

Ni / wt% Si / wt%
Mg / 
wt% 

Compound 

L1 12.5 87.5 0 0 Ni +Al2O3 
L2 46.71 50.67 0.27 0 NiAl 
L3 72.84 24.31 0 0.55 NiAl3 
L4 72.84 24.31 0 0.55 NiAl3 

Table 5. Energy dispersive spectroscopic compositional analyses of the reaction layers developed 
during bonding (wt%) 

 
Figure 22. (a) SEM micrograph of joint bonded with a 15 μm Ni-Al2O3 coating for 1 min. 
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6.2. Liquid formation and base-metal dissolution  

Immediately following the heating stage, eutectic melting ensues. According to Dmitry et al 
[50] there are two possible reactions which are capable of producing a liquid at the joint 
interface within this temperature range (570oC-620oC). Upon reaching a temperature of 
565oC, the L2 compound reacts with L4 (88.4%Al and 2.08 % Si) to form a eutectic liquid (E1) 
along the bond interface as predicted by Equation 9 [46]. The compound formed in L2 is 
consumed in the eutectic reaction and diffuses into the base metal. When the joint region 
was heated to 577oC a second eutectic liquid formed within L4 as predicted by Equation 10 
[49]. The formation of a eutectic liquid layer at the bond interface leads to faster inter-
diffusion between Al and the Ni interlayer and this results in a gradual change in the 
composition of the joint region.  

 
o565 CL (87%)Al (2%) Si (11%)NiAl1 3    (9) 

 
o577 CL (87.5%)Al (12.5%)Si2    (10) 

Dmitry et al. [50] carried out thermodynamic calculations of (Al-Mg-Si-Fe-Ni) quinary systems 
formed in aluminum alloys. The results showed that in alloys containing Al-Mg-Si-Fe-Ni, 
numerous ternary and quaternary reactions can occur that has the potential of producing a 
liquid phase. Some of the phases that contribute to these reactions are shown in Table 6. The 
XRD analysis of the fractured surfaces shown in the previous also indicated that presence of 
AlFe3Si. This phase is possibly a variant of the β-phase family listed in Table 6. 
 

Phase Designation Composition (wt%) Density (g/cm3) 
Al3Ni ε 42Ni 3.95 
Mg2Si M 63.2Mg; 36.8Si 4.34 

Al9FeNi T 4.5-14Fe; 18-28Ni 3.40 
Al5FeSi β 25-30Fe, 12-15 Si 3.45 

Al8FeMg8Si6 π 10.9Fe; 14.1Mg; 32.9Si 2.82 

Table 6. Chemical composition and density of phases formed in Al-Mg-Si-Fe-Ni system [50] 

6.3. Base metal dissolution  

Base metal dissolution is also an important part of the second stage of bonding. Research 
work published [1,2] on the mechanisms of TLP bonding showed that dissolution of the 
interlayer and base metal occurs simultaneously at the bonding temperature. In this study, 
holding at a bonding temperature above 577oC resulted in increased diffusion of Ni into the 
base metal and causes the liquid phase to spread between the bonding surfaces due to the 
effects of pressure and capillary action. The application of pressure enhances spreading of 
the liquid phase between the bonding surfaces due to capillary action. This spreading 
increases the contact area and induces the diffusion of Ni and Al into the liquid phase. This 
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results in more eutectic liquid formation and an increase in the width of the liquid phase at 
the joint, due to dissolution of a section of the base metal. Further increase in the bonding 
time to 5 minutes, resulted in the diffusion of the Ni into the base metal and away from the 
joint interface leading to the formation of eutectic or peritectic liquid along the grain 
boundary as indicated in the EDS analysis of the eutectic microstructure shown in Figure 23.  

 
Figure 23. (a) SEM micrograph of joint bonded using a 25 μm Ni foil for 5 min and (b) EDS analysis of 
the joint region. 

According to published studies [20,1] on the stages of TLP bonding, it is expected that 
dissolution of the interlayer and base metal occurs simultaneously at the bonding 
temperature followed by spreading of the liquid phase between the bonding surfaces. This 
spreading increased the bonded area and enhanced the diffusion of Ni and Al into the liquid 
phase. This continuing diffusion resulted in more liquid formation and an increase in the 
width of liquid phase. The maximum liquid width attained when using the Ni-Al2O3 
composite coating as the interlayer was found by Cooke et al [24] to be max 20.6 .oW w  

6.4. Isothermal solidification 

In TLP bonding, prolonged hold time at the bonding temperature for 10 minutes allowed for 
the diffusion of Al into the eutectic liquid which caused the composition of the liquid phase 
to become aluminum rich, resulting in a change in the eutectic composition (see Table 6). 
The change in the joint composition initiates the isothermal solidification stage of TLP 
bonding as a function of bonding time since the temperature and interlayer thickness is 
constant. When the bonding time is increased to 10 minutes the interface is eliminated and 
the grain size within the joint increased. This disrupts the band of segregated particles at the 
interface and homogenized the joint zone. When the bonding time was increased to 30 
minutes a corresponding increase was seen in grain size, resulting in more uniform 
distribution of micro-Al2O3 particles. In the reported studies on transient liquid phase 
diffusion bonding of Al-MMCs, it was shown that the width of the segregated zone at the 
joint center increased with increasing bonding time. The opposite of this relationship was 
seen when using the Ni-Al2O3 coating. As the bonding time increased, the width of the 
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segregated region decrease. This can be attributed to the heterogeneous nucleation of grains 
within the joint zone during solidification and this lead to grain refining at the joint. The 
high resolution SEM micrograph shown in Figure 33 revealed the presence of a nano-Al2O3 
particle at the center of a grain. EDX spectra of the particle showed Al and O in high 
concentrations with traces of Mg. Comparing Gibbs free energy of formation at the bonding 
temperature for MgO (-1195 kJ/mol) and Al2O3 (-985 kJ/mol) it is found that Al2O3 is unstable 
in the presence of Mg hence it is like that some of the nano-size Al2O3 will decomposed to 
form MgAl2O4 compound. 

The segregation of particles during isothermal solidification was accredited to the pushing 
of strengthening particles by the solidifying liquid-solid interface. Stefanescu [17, 18] 
showed that particle pushing can be assumed to be a steady-state condition under which the 
interface velocity can be assumed to be equal the rate of isothermal solidification This rate 
can be calculated using a model proposed by Sinclair [51]. The constant, ξ, signifies the 
solidification rate of the system. Increasing ξ results in faster solid-liquid interface motion, 
and a shorter duration of the isothermal solidification stage. The rate of isothermal 
solidification can be calculated using Equation 11. 
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Where k is a partition coefficient given by L
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 and D is the diffusivity of Ni into Al. The 

diffusivity at 570oC is 4.69 x10-13 m2/s, when the bonding temperature is increased to 620oC, 
the diffusivity also increased to 1.58 x10-12 m2/s. This increase in diffusivity is reflected in a 
faster solid-liquid interface rate ( ) and a shorter isothermal solidification stage.  

The final concentration of Ni  LC  was taken from the Al-Ni-Si phase diagram [30] to be 4.9 
wt % for the bonding temperature of 620°C. The diffusivity of Ni in Al at 620°C is D = 1.58 x 
10-12 m2/s [25, 31]. Using these values the predicted interface rate constant   -0.395μm/s 
was calculated from Equation 8. This solidification rate is significantly less than the critical 
interface velocity (16 -400 μm/s) required to engulf dispersed particle during solidification 
[26]. Li et al. [21] suggested that particle segregation tendency is dependent on the 
relationship between the liquid film width produced at the bonding temperature, particle 
diameter and inter-particle spacing. When the liquid film width is large enough that 
sufficient particulate material is contained in the melt, particles will be pushed ahead of the 
solidifying liquid-solid interface resulting in particle segregation at the bond-line. However 
if the liquid film width is less than some critical value, segregation should not occur. WDS 
analysis across the joint zone as a function of bonding time indicated that the Ni volume at 
the joint center varied between 3.67 wt% after 1 minute and 0.15 vol.% after 30 minutes 
bonding time. The relationship between the width of segregated region and the maximum 
liquid width that formed during bonding was determined by using equation 12.  
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Where δp is the average particle size, 1 is the inter-particle spacing in the as received MMC 
and 2  is the inter-particle spacing after bonding at the joint. By substituting δp = 28 μm, 

1 10 m  and 2 0   into Equation 6.3, the relationship between the width of the particle 
segregated zone and the maximum width of the eutectic liquid phase was found to be,

max0.74 .szS W This means that the width of the segregated zone is approximately 74% of 
the width of the maximum width of the eutectic liquid phase formed during bonding. 

7. Conclusion 

Transient liquid phase diffusion bonding of particle reinforced Al-6061 MMC using Ni-
Al2O3 interlayer was successfully achieved using nano-composite Ni-Al2O3 coating. The 
results obtained from the spectroscopic analyses using WDS and XRD showed that Ni-Al2O3 
coating the bonding process can be characterized in four distinct stages: interfacial contact 
and solid-state diffusion, which resulted in the formation of three reaction layers promoted 
by the diffusion of nickel into the aluminum base metal. The second stage of the joining 
process was the formation of an Al-Ni-Si eutectic liquid at the bonding temperature. It is 
supported that the reaction layers formed within the joint melted to form a liquid phase, 
followed by dissolution of the base metal (third stage) as the liquid spread between the 
bonding surfaces through capillary action. The final stage of bonding involved isothermal 
solidification at the bonding temperature in which the diffusion of Ni into Al results in a 
change in the composition of the liquid phase leading to solidification. 

The joint shear strength was studied as a function of bonding parameters, bonding time, 
bonding temperature, interlayer thickness and interlayer particle size. The results showed 
that the joint shear strength increased with increasing bonding time, bonding temperature 
and interlayer thickness. On the other hand the results showed that bond strength increased 
when the interlayer particle size was reduced from 500 nm to 50 nm. The increase joint shear 
strength seen when Ni-Al2O3 coating were used was attributed to the presence of highly-
dispersed nano-sized reinforcement particles in the joint region act to strengthen the joint 
region by Orowan bowing mechanism. 

The results showed that an optimum joint strength of 144 MPa can be achieved if the 
following bonding parameters are used: 30 minutes bonding time, 620oC bonding 
temperature, and 11 μm thick Ni–Al2O3 coating. Within the parameter ranges tested the 
bonding pressure had the lease effect on the joint shear strength of TLP bonded joints.  
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1. Introduction 

Volatile organic compounds (VOCs) are emitted as gases from certain solids or liquids. 
VOCs include a variety of chemicals, some of which may have short- and long-term adverse 
health effects. Concentrations of many VOCs are consistently higher indoors (up to ten 
times higher) than outdoors.  

The control of VOCs in the atmosphere is a major environmental problem. The traditional 
methods of VOCs removal such as absorption, adsorption, or incineration, which are 
referred to the new environmental condition have many technical and economical 
disadvantages. So in recent years, some new technologies called advanced oxidation 
processes (AOPs), such as biological process, photo-catalysis process or plasma technology, 
are paid more and more attention. 

Advanced oxidation processes (AOPs) are efficient novel methods useful to accelerate the 
non-selective oxidation and thus the destruction of a wide range of organic substances 
resistant to conventional technologies. AOPs are based on physicochemical processes that 
produce in situ powerful transitory species, principally hydroxyl radicals, by using chemical 
and/or other forms of energy, and have a high efficiency for organic matter oxidation.  

Among AOPs, photocatalysis has demonstrated to be very effective to treat pollutants both 
in gas and in liquid phase. The photo-excitation of semiconductor particles (TiO2) promotes 
an electron from the valence band to the conduction band thus leaving an electron 
deficiency or hole in the valence band; in this way, electron/hole pairs are generated. Both 
reductive and oxidative processes can occur at/or near the surface of the photo-excited 
semiconductor particle.  

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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Photocatalytic degradation of VOCs on UV-illuminated titanium dioxide (TiO2) is proposed 
as an alternative advanced oxidation process for the purification of water and air. 
Heterogeneous photo-catalysis using TiO2 has several attractions: TiO2 is relatively 
inexpensive, it dispenses with the use of other coadjutant reagents, it shows efficient 
destruction of toxic contaminants, it operates at ambient temperature and pressure, and the 
reaction products are usually CO2 and H2O, or HCl, in the case of chlorinated organic 
compounds. Decomposition path of VOCs with UV/TiO2 or UV/TiO2/doped ions is shown in 
Fig. 1. However, the formations of by-products, such as CO, carbonic acid and coke-like 
substances, were often observed. These by-product formations are due to low degradation 
rate of intermediate compounds that are formed by the partial oxidation of VOCs. In order 
to improve the VOC degradation rate, some authors reported on the enhancement of VOC 
degradation through the addition of anions (dopant = S, N, P, etc), cations (dopant = Pt, Cu, 
Mg, etc), polymers or co-doped with several ions on TiO2, while the difference between 
doping agents has not been discussed yet.  

 
Figure 1. Decomposition path of VOCs with UV/TiO2. 

In this chapter, toluene, p-xylene, acetone and formaldehyde were chosen as the model 
VOCs because they were regarded as representative indoor VOCs for determining the 
effectiveness and capacity of gas-phase air filtration equipment for indoor air applications, 
the photo-catalytic degradation characters of them by TiO2/UV, TiO2/doped Ag/UV and 
TiO2/doped Ce/UV was tested and compared. The effects of hydrogen peroxide, initial 
concentration, gas temperature, relative humidity of air stream, oxygen concentration, gas 
flow rate, UV light wavelength and photo-catalyst amount on decomposition of the 
pollutants by TiO2/UV were analyzed simultaneously. Furthermore, the mechanism of 
titania-assisted photo-catalytic degradation was analyzed, and the end product of the 
reaction using GC-MS analysis was also performed. 

2. Materials and methods 

2.1. Chemicals and experimental set-up 

Acetone, toluene, p-xylene and formaldehyde used in our experiment was analytical 
reagent. The TiO2 photocatalyst was prepared with 100 % anatase using the sol-gel method, 



 
Advanced Aspects of Spectroscopy 342 

Photocatalytic degradation of VOCs on UV-illuminated titanium dioxide (TiO2) is proposed 
as an alternative advanced oxidation process for the purification of water and air. 
Heterogeneous photo-catalysis using TiO2 has several attractions: TiO2 is relatively 
inexpensive, it dispenses with the use of other coadjutant reagents, it shows efficient 
destruction of toxic contaminants, it operates at ambient temperature and pressure, and the 
reaction products are usually CO2 and H2O, or HCl, in the case of chlorinated organic 
compounds. Decomposition path of VOCs with UV/TiO2 or UV/TiO2/doped ions is shown in 
Fig. 1. However, the formations of by-products, such as CO, carbonic acid and coke-like 
substances, were often observed. These by-product formations are due to low degradation 
rate of intermediate compounds that are formed by the partial oxidation of VOCs. In order 
to improve the VOC degradation rate, some authors reported on the enhancement of VOC 
degradation through the addition of anions (dopant = S, N, P, etc), cations (dopant = Pt, Cu, 
Mg, etc), polymers or co-doped with several ions on TiO2, while the difference between 
doping agents has not been discussed yet.  

 
Figure 1. Decomposition path of VOCs with UV/TiO2. 

In this chapter, toluene, p-xylene, acetone and formaldehyde were chosen as the model 
VOCs because they were regarded as representative indoor VOCs for determining the 
effectiveness and capacity of gas-phase air filtration equipment for indoor air applications, 
the photo-catalytic degradation characters of them by TiO2/UV, TiO2/doped Ag/UV and 
TiO2/doped Ce/UV was tested and compared. The effects of hydrogen peroxide, initial 
concentration, gas temperature, relative humidity of air stream, oxygen concentration, gas 
flow rate, UV light wavelength and photo-catalyst amount on decomposition of the 
pollutants by TiO2/UV were analyzed simultaneously. Furthermore, the mechanism of 
titania-assisted photo-catalytic degradation was analyzed, and the end product of the 
reaction using GC-MS analysis was also performed. 

2. Materials and methods 

2.1. Chemicals and experimental set-up 

Acetone, toluene, p-xylene and formaldehyde used in our experiment was analytical 
reagent. The TiO2 photocatalyst was prepared with 100 % anatase using the sol-gel method, 

 
Photo-Catalytic Degradation of Volatile Organic Compounds (VOCs) over Titanium Dioxide Thin Film 343 

and immobilized as a film (thickness 0.2 mm) on glass springs. Ethanol, tetrabutyl 
orthotitanate, diethanolamine, N,N-dimethylformamide and polyethylene glycol used as 
raw materials for photocatalyst preparation were of analytical grade and utilized without 
further purification. AgNO3, Ce(NO3)3•6H2O were used as Ag or Ce source for modified 
TiO2 samples. Deionized water was used throughout the study. 

A schematic diagram of the experimental system for photo-oxidation is shown in Fig. 2. The 
experiments were performed in a cylindrical photo-catalytic reactor with inner diameter 
18.0 mm. A germicidal lamp (wavelength range 200-300 nm) with the maximum light 
intensity at 254 nm was installed in the open central region. The desired amount of 
representative sample, that is acetone, toluene, p-xylene or formaldehyde, was injected into 
the obturator. Then, the photo-catalytic degradation was performed by transporting the gas 
across the photo-catalyst continuously when UV lamp was turned on. Glass spring coated 
by a TiO2 thin film was filled around the lamp. In whole experiment, humidity was 
controlled and adjusted with vapour. In some experiments it was replaced with a 15 W 
black-light lamp with a maximum light intensity output at 365 nm. After a stabilized period 
of about 3 h, the pollutant concentrations in the outlet gas became the same as in the inlet 
gas, and the experiment was started by turning on the UV lamp. Relative humidity of the 
reactor was detected with humidity meter. Oxygen concentration was controlled with 
oxygen detector. 

 
Figure 2. Schematic diagram of experimental set-up. 1- Minitype circulation pump; 2 - Germicidal 
lamp; 3 - Obturator (airproof tank, 125 L); 4 - Lacunaris clapboard; 5, 6 - Sampling spots; 7-10 – Inlet & 
Outlet; 11 - Temperature-humidity detector; 12 - Probe; 13 - Gas heated container; 14 - Humidity 
controller.  
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2.2. Photo-catalyst preparation 

Fig. 3 shows the schematic flow-chart of the experimental procedure.TiO2 precursor sols 
were prepared by adding tetrabutylorthotitanate (400 mL) into ethanol (960 mL) at room 
temperature. Then diethanolamine (69.1 mL) was added, and the mixture stirred for 2 hr. 
Subsequently, ethanol (120 mL), deionized water (25.2 g), 5 wt% AgNO3 or Ce(NO3)3 were 
added dropwise to the solution. After stirring for 15 min, N,N-dimethylformamide (16.8 
mL) was added. This reduced surface tension and made a smooth coating of the thin film on 
the carrier. The solution was then left to rest for 24 hr. Finally, polyethylene glycol (4.32 g) 
dissolved in ethanol (120 mL) at 50 °C was added dropwise to the solution. The final 
solution was left to sit for 12 hr, after which the TiO2 gel had formed. The prepared mixture 
could remain stable for months at ambient temperature. Thin film TiO2 photocatalyst was 
formed by dip-coating with a velocity of 5 cm/s. Glass springs were selected as the 
photocatalyst carrier due to their excellent transparency and long light diffusion distance. 
Fig. 4 was the sketch of glass spring structure. These were immersed in the TiO2 gel mixture, 
and then dried at room temperature. This was followed by calcination at 500 °C in a muffle 
furnace for 2 hr. The glass springs were coated repeatedly (total of five times) using this 
method to form a thin TiO2 photocatalyst film. The TiO2 film was very stable and durable, 
and no loss was observed during its application. 

 
 

 
 

Figure 3. Flowchart of photo-catalyst preparation. 
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Figure 4. Sketch of glass spring structure. 

2.3. Analytical methods 

The concentrations of acetone, toluene, and p-xylene were analyzed by a gas chromatograph 
(Model GC-14C, Shimadzu, Japan) with a flame ionization detector (FID). The oven 
temperature was held at 60 °C and detector temperature maintained constant at 100 °C. The 
end products of the reaction were detected by GC-MS. GC-MS analysis was conducted 
using an HP 6890N GC and HP 5973i MSD. A HP-5 capillary column (30m×0.32mm ID) was 
used isothermally at 60 °C. The carrier gas (helium) flow-rate was 30 cm/s, and the injector 
and detector temperatures were 150°C and 280°C, respectively. Intermediate products 
analysis was done by EI mode and full scan. Formaldehyde concentration in gas stream was 
determined by acetylacetone spectrophotometric method. HCHO absorbed by deionized 
water in acetic acideammonium acetate solution would react with acetylacetone to form a 
steady yellow compound. HCHO concentration in the gas stream was then determined by 
measuring light absorbance at 413 nm with a spectrophotometer (UV/Vis 722). Temperature 
and humidity were measured with a temperature-humidity detector (Model LZB-10WB, 
Beijing Yijie Automatic Equipment Ltd., China). 

The characteristics of the immobilized nano-structured TiO2 thin film were analyzed by 
field-emission scanning electron microscopy (FE-SEM, Model JSM 6700F, JEOL, Japan) and 
X-ray diffractometry (XRD, Rigaku, D-max-γA XRD with Cu Kα radiation, λ = 1.54178 Å). 
The surface area of the TiO2 film was also analyzed using gas adsorption principles 
(Detected by Micromeritics, American Quantachrome Co., NOVA 1000). The synthesized 
samples had a BET surface area of 56.3 m2/g, compared with Degussa P25 TiO2 with a 
surface area of 50.2 m2/g. 

The degradation rates (%) of acetone, toluene, p-xylene and formaldehyde were calculated 
as follows: 

 100%i o

i

C C
C


     (1) 

where Ci is the inlet concentration, and Co is the outlet concentration at steady state. 
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3. Results and discussion 

3.1. SEM and XRD Images of the Photocatalyst 

FE-SEM analysis of the particle size and shape of the synthesized TiO2 sample showed it 
consisted of uniform nano-particles (Fig. 5). However, some cracks were found on the 
surface. A major contributor to these cracks could be the greater surface tension resulting 
from the small diameter (0.5 mm) of the glass springs and the high-temperature sintering 
process. In further experiments, we decreased the temperature from 500 °C to 450 °C. At the 
lower temperature, there were fewer cracks on the surface but they were not eliminated 
completely.  

 
Figure 5. SEM photographs and macroscopic morphology of the TiO2 thin film coated on a glass spring.  

The left and right photographs were taken at 1000× and 50 000× magnification, respectively. 

According to Scherrer’s equation (Eq. 2) and XRD patterns, the particle size of TiO2 (D) was 
calculated to be 35 nm. 

 / cosD k      (2) 

The crystalline phase of the TiO2 catalyst was analyzed by XRD (Fig. 6). All the diffraction 
peaks in the XRD pattern could be assigned to tetragonal anatase TiO2, with lattice constants 
of a=0.3785 nm, b=0.3785 nm, and c=0.9514 nm. 

 
Figure 6. XRD spectrum of anatase crystalline phase of the TiO2 catalyst 
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3.2. Effect of doped Ag/TiO2 or Ce/TiO2 on decomposition of VOCs 

The characters of catalyst are important for the degradation of VOCs. Fig. 7 illustrates the 
degradation rates of acetone, toluene, and p-xylene (ATP) as functions of irradiation time 
when pure TiO2, Ag-TiO2 and Ce–TiO2 were used. As controls, blank experiments in the 
absence of TiO2 had been studied. The results corresponded to the flow-rate of 1 L/min, 
initial concentration of 0.1 mol/m3 and relative humidity of 35%. It was found that all the 
conversions of ATP in the TiO2/UV, Ag-TiO2/UV and Ce-TiO2/UV processes were increased 
with irradiation time. Table 1 shows the degradation rates for both catalysts after 8-h photo-
catalytic reaction. It can be seen from Fig. 7 and Table 1 that the doping of silver or cerium 
ions could improve the photo-activity of TiO2 effectively. Furthermore, the degradation 
character of the photo-catalyst was in the order Ce-TiO2＞Ag-TiO2＞TiO2. Besides, the 
results of blank experiments in the absence of TiO2 showed that the removal efficiency of 
ATP was very low. For example, the removal efficiency of acetone was merely 6.3% after 8 h 
and lower than 46.5% for pure TiO2, which means that TiO2 plays an important role in 
photo-catalytic reaction. 
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Figure 7. Effect of doped Ag/Ce/TiO2 on decomposition of ATP. 

 

Catalyst TiO2 Ag-TiO2 Ce-TiO2 
η (acetone, %) 46.5 55.5 82.0 
η(toluene, %) 43.2 46.4 76.2 
η (p-xylene, %) 29.8 31.2 77.8 

Table 1. ATP degradation rates for different catalysts after 8 hrs. 

Fig. 8 illustrated the effect of doped Ag/Ce/TiO2 on decomposition of HCHO. The conditions 
were as follows: flow-rate of 3 L/min, initial concentration of 0.1 mg/m3, relative humidity of 
35%. It was found that conversions of HCHO in the TiO2/UV, Ag-TiO2/UV and Ce-TiO2/UV 
processes were increased with irradiation time. It could be seen that the doping of silver or 
cerium ions could improve the photo-activity of TiO2 effectively. Furthermore, the 
degradation character of the photo-catalyst was in the order Ce-TiO2 > Ag-TiO2 > TiO2. 
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The reason was as follows: Ag/Ce doping could narrow the band gap. The narrower band 
gap will facilitate excitation of an electron from the valence band to the conduction band in 
the doped TiO2, thus increasing the photo-catalytic activity of the material. At the same time, 
silver or cerium species could create a charge imbalance, vacancies and unsaturated 
chemical bonds on the catalyst surface. It will lead to the increase of chemisorbed oxygen on 
the surface. Surface chemisorbed oxygen has been reported to be the most active oxygen, 
and plays an important role in oxidation reaction. Herein, silver or cerium modified TiO2 
might have better activity for the oxidation of VOCs. Furthermore, samples after Ag/Ce 
doping treatment showed a slight change of colour from white to yellowish. 

The photo-catalytic activity of Ce-TiO2 in the oxidative degradation of VOCs being higher 
than that of Ag-TiO2 may be explained as follows: Compared to Ag, Ce doping serves as an 
electron trap in the reaction because of its varied valences and special 4f level. For Ce3+-TiO2, 
the Ce 4 f level plays an important role in interfacial charge transfer and elimination of 
electron-hole recombination. So, Ce doping could enhance the electron-hole separation and 
the decomposition rate of VOCs could be elevated. Moreover, the valence electrons of TiO2 
catalyst are excited to the conduction band by UV light, and after various other events, 
electrons on the TiO2 particle surface are scavenged by the molecular oxygen to produce 
reactive oxygen radicals. Furthermore, redox reactions between the pollutant molecules and 
reactive oxygen radicals happened, VOC molecules were turned into harmless inorganic 
compounds, such as CO2 and H2O at the end. 

3.3. Effect of Hydrogen Peroxide 

Hydrogen peroxide is considered to have two functions in the photo-catalytic degradation. 
It accepts a photo-generated conduction band electron, thus promoting the charge 
separation, and it also forms OH•. The addition of H2O2 increases the concentration of OH• 
radicals since it inhibits the electron-hole recombination. 

Experiments were conducted to evaluate the effect of H2O2 on the toluene/p-xylene photo-
degradation. The conditions were as follows: flow rate of 1 L/min, initial concentration of 0.1 
mol/m3, relative humidity of 35%, and photo-catalyst of pure TiO2. As shown in Fig. 9, the 
removal efficiency of toluene or p-xylene increased with reaction time. 

In the first 3 h, the degradation rate of toluene or p-xylene without H2O2 was higher because 
of the competitive adsorption between toluene or p-xylene molecules and hydrogen 
peroxide. Then, more reactants and/or radical molecules were produced during the photo-
chemistry course, which led to the improvement of toluene or p-xylene decomposition. The 
final degradation rates of toluene and p-xylene with H2O2 were up to 97.1 and 95.4% after 8 
h, respectively.  

The degradation of acetone was studied with and without hydrogen peroxide (Fig. 10). 
Overall, the acetone removal efficiency increased with reaction time. Initially, the 
degradation rate of without H2O2 was higher than that of with H2O2 because of competitive 
adsorption between acetone and hydrogen peroxide after hydrogen peroxide addition to the  
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Figure 9. Effect of toluene/p-xylene degradation on hydrogen peroxide. 

sample chamber (10 mL per 30 min, 30 % H2O2, RH 35 %). As the reactants and/or 
byproducts accumulated on the catalyst, and there was no new super-oxidation 
supplied, the catalyst deactivated and the degradation rate increased slowly after 2 hr. 
Hydroxyl radicals were produced due to the presence of hydrogen peroxide (Eq. 3). 
This decreased recombination of electron-hole pairs, and consequently the final acetone 
degradation rate was up to 91.8 % after 8 hr. Consumption of hydroxyl radical likely 
played an important role in deactivation of the catalyst. An appropriate volume of 
hydrogen peroxide could enhance the degradation rate, while too much could decrease 
the degradation rate (Eq. 4).  
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 H2O2+e¯→•OH+OH¯  (3) 

 H2O2+•OH →H2O+HO2•      (4) 

 
Figure 10. Effect of acetone degradation on hydrogen peroxide.  
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pollutants may increase. At higher initial concentration, the UV light might be absorbed by 
gaseous pollutants rather than the TiO2 particles, which led to the reduction of the photo-
degradation efficiency. Moreover, at different initial concentrations, acetone was easiest to 
be destructed, while p-xylene was difficult to be removed among ATP from gas flow. 

 
Figure 11. Effect of ATP initial concentration on the photo-catalysis of ATP by TiO2. 

As a main indoor pollutant, the indoor formaldehyde concentration is usually below 0.5 
ppmv. It is worth discussing whether the low level of indoor HCHO can be decreased to a 
value below 0.1 mg/m3 (specified in the indoor air quality standard of China). So in our 
experiment, the HCHO concentrations in the experiment ranged between 0.1-0.5 mg/m3. The 
conditions were as follows: relative humidity of 35%, Ce-doped TiO2 as photo-catalyst, and 
irradiation time of 120min. The results showed that the photo-catalytic degradation rates 
decreased with increasing HCHO initial concentration, just illustrated in Fig. 12. 
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In gas-phase photo-catalyst, collision frequency between radicals and HCHO affected the 
removal efficiency. When formaldehyde molecule reaches to the catalyst surface, the photo 
oxidation will occur. At higher initial concentration, the UV light might be absorbed by 
gaseous pollutants rather than the TiO2 particles, which led to the reduction of the photo-
degradation efficiency. 

3.5. Effect of UV Light Wavelength 

In order to investigate the influence of the UV intensity on the photo-catalytic efficiency, the 
experiments were performed using two lamp configurations (254 and 365 nm). The effect of 
UV light wavelength on the efficiency of HCHO degradation is shown in Fig. 13. Just shown 
in Fig.13, 254 nm UV light provided more effective HCHO photo-degradation than 365 nm 
UV light. 

 
 
 
 
 
 

 
 
 
 
Figure 13. Effect of UV light wavelength on HCHO degradation. 

The effect of UV light wavelength on the efficiency of ATP degradation is shown in Fig.14. 
254 nm UV light provided more effective ATP photodegradation than 365 nm UV light. 
Degradation of ATP in the UV/TiO2 process followed the same trend.  
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Figure 14. Effect of UV wavelength on degradation of acetone, toluene, and p-xylene by TiO2/UV 
processes. 
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The different results obtained with 254 and 365 nm UV lamps were mainly due to the 
stronger UV irradiation from the 254 nm lamp (about 58 W/m2 on its surface) than that from 
the 365 nm lamp (30 W/m2 on its surface). This illustrates that the 254 nm UV lamp 
irradiated photons with higher energy, which led to more efficient degradation with 
TiO2/UV. 

3.6. Effect of gas flow rate 

The effect of gas flow rate on ATP degradation was studied at an initial concentration of 0.1 
mol/m3 and relative humidity of 35 %, just as shown in Fig. 15. When the flow rate was 
increased from 3–9 L/min, degradation of toluene and acetone decreased. With a flow 
rate >3 L/min the reactants have shorter residence time on the photocatalyst surface and 
consequently do not bind to the active sites. In general, an increase in gas flow rate results in 
two antagonistic effects. These are a decrease in residence time within the photocatalytic 
reactor, and an increase in the mass transfer rate. In our opinion, the decrease in degradation 
with increasing gas flow rate showed that the residence time of pollutant molecules with 
TiO2 is an important factor. However, the degradation rate at 1 L/min was the lowest. This 
was due to adsorption of active species on the catalyst, which led to a decrease in the 
reaction between pollutant molecules and active species. For p-xylene, the degradation rate 
was the highest when the flow rate was 7 L/min. From these results it can be concluded that 
gas flow rate remarkably influences the degradation rate. While both toluene and p-xylene 
are aromatic hydrocarbons, toluene is an unsymmetrical molecule and p-xylene is 
symmetrical. Consequently, the adsorption and degradation of toluene were greater than for 
p-xylene under the same flow rate. The highest degradation rates for acetone, toluene, and 
p-xylene were 77.7, 61.9, and 55 %, respectively. 
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(b) Toluene 

 
(c) P-xylene 

Figure 15. Effect of flow rate on the degradation of acetone, toluene, and p-xylene by TiO2/UV 
processes. 

The Langmuir–Hinshelwood (L–H) rate expression has been widely used to describe the 
gas–solid phase reaction for heterogeneous photocatalysis. Assuming that mass transfer is 
not the limiting step, and that the effect of intermediate products is negligible, then the 
reaction rate in a plug-flow reactor can be expressed as: 
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where k and K are the L–H reaction rate constant and the L–H adsorption equilibrium 
constant, respectively; and t is the time taken for ATP molecules to pass through the reactor. 
After integration of Equation (5) the following linear expression can be obtained: 

 
ln( / )
( ) ( )

in out

in out in out

C C kKT K
C C C C

 
 

  (6) 

where Cin and Cout are the inlet and outlet concentrations of ATP, respectively; and T is the 
recurrent time of VOCs in the reactor. 

If the L–H model is valid, a plot of ln(Cin/Cout)/(Cin-Cout) versus 1/(Cin-Cout) should be linear. 
This was the case with our data (Fig. 16), and the linearity correlation coefficients of acetone, 
toluene and p-xylene were 0.9989, 0.9995 and 0.9992, respectively. This result suggests that 
the reaction occurs on the photocatalyst surface through an L–H mechanism and not in the 
gas phase. 
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Figure 16. Plot of ln(Cin/Cout)/(Cin-Cout) and 1/(Cin-Cout). 

3.7. Degradation of Pure Individual VOCs and Their Mixture 

Gaseous-phase photo-degradation for pure individual VOCs (acetone, toluene, and p-
xylene) and their mixture was carried out in the continuous flow reactor system. The gas 
stream passed through the reactor at a flow rate of 5 L/min and contained 0.1 mol/m3 pure 
acetone, toluene, or p-xylene, or 0.3 mol/m3 of their mixture. The gas residence time was 72 s 
in the reactor. The experiment was run for 8 hr, and samples were collected at hourly 
intervals. 

Both acetone and p-xylene in the mixed gas degraded at much lower rates than their pure 
individual gases under the same conditions, just as shown in Fig. 17. However, the opposite 
trend was observed for toluene. Toluene has an unsymmetrical structure, which leads to 
instability and promotes adsorption and degradation of pollutant molecules on the catalyst 
surface according to the L-H mechanism. In addition, the byproducts of acetone and p-
xylene produced in the reaction could promote toluene degradation. In contrast, 
degradation of acetone and p-xylene in the mixed gas was reduced by competitive 
adsorption and catalysis of toluene. Among the pure gases and the mixture, acetone had the 
highest degradation efficiency. Furthermore, the efficiency of pure toluene degradation was 
lower than that of pure p-xylene degradation due to structural stability. 

3.8. Effect of gas temperature 

The effect of gas temperature on photo-catalytic degradation of gaseous toluene was 
investigated in the range of 25-50 °C (Fig. 18). The conditions were as follows: gas flow-rate 
of 1 L/min, relative humidity of 35%, irradiation time of 8 h, photo-catalyst of Ce-doped 
TiO2, and initial concentration of 0.1 mol/m3. Degradation efficiency of toluene gradually  
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(a) Acetone 

 
(b) Toluene 

 
(c) P-xylene 

Figure 17. Degradation with H2O2 of pure acetone, toluene, p-xylene, and their mixture. 
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increased when gas temperature was below 45 °C, but decreased at >45 °C. The increase in 
temperature would lead to the production of free radicals that could effectively collide with 
toluene molecules. Moreover, higher temperature may increase the oxidation rate of toluene 
at the interface. However, with increasing temperature, the adsorptive capacities of toluene 
on catalyst decreased, which led to the reduction of toluene removal efficiency. 

 
Figure 18. Effect of gas temperature on the photo-catalysis of toluene. 

3.9. Effect of photo-catalyst amount 

In photo-catalytic degradation of organic compounds, the optimal TiO2 concentration 
depends mainly on both the nature of the compounds and the reactor geometry. In this 
work, the influence of TiO2 amount on HCHO photo degradation was investigated. A set of 
gaseous experiments with different amount of TiO2 from 0 to 100mg was carried out at the 
RH of 35% and the initial HCHO concentration of 0.1mg/m3. The degradation rates of 
HCHO for different amount TiO2 were presented in Fig. 19. The photo-catalytic degradation 
efficiency increased with increasing the amount of TiO2 when TiO2 amount was lower than 
70mg. When the TiO2 amount was more than 70mg, the photo-catalytic degradation 
efficiency was decreased. So 70mg of TiO2 amount was the optional amount in our 
experiment. And the thickness of 70mg of TiO2 amount was about 0.2mm. 

 
Figure 19. Effect of TiO2 amount on HCHO degradation 
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At the same time, in our investigation, the effect of photo-catalyst concentration on the 
degradation of acetone in the gas flow was also analyzed in order to optimize the amount of 
TiO2. Different concentrations (15-105 mg/L) of TiO2 precursor sols were prepared by using 
different amounts of tetrabutyl orthotitanate. The conditions of the experiment were as 
follows: gas flow-rate of 1 L/min, relative humidity of 35%, Ce-doped TiO2 as photo-catalyst, 
and irradiation time of 8 h. BET surface area of the synthesized samples was tested (see 
Table 2). The results showed that BET surface area increased with increasing photo-catalyst 
amount. 
 

Sample concentration (mg/L) 15 30 45 60 75 90 105 
BET (m2/g) 50.2 66.2 68.2 72.2 78.3 88.8 88.9 

Table 2. BET surface area for synthesized photo-catalyst. 

Fig. 20 showed that the photo-catalytic degradation efficiency increased with increasing the 
amount of TiO2. It was suggested that increasing efficiency was due to the increase of the 
surface area. It could be observed that the degradation efficiency increased with increasing 
the amount of the catalyst until it reached a plateau at 90-105 mg/L of TiO2. This indicated 
that when the amount of TiO2 was overdosed, the surface area was saturated, and then the 
intensity of UV was attenuated because of decreased light penetration and increased light 
scattering. 

 
Figure 20. Effect of TiO2 amount on the photo-catalysis of acetone. 
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process under the experimental conditions. When the reaction time was 120min, the highest 
removal efficiency of HCHO was 60.2% when RH was 35%. 

 
Figure 21. Effect of RH on decomposition of HCHO. 

The enhancement of photo-catalytic reaction rate is frequently found in the presence of 
water vapor because hydroxyl groups or water molecules can behave as hole traps to form 
surface-adsorbed hydroxyl radicals. In photo-catalyst process, the hydroxyl radicals formed 
on the illuminated TiO2 can not only directly attack HCHO molecules, but also suppress the 
electron-hole recombination. However, higher RH can be attributed to the competition for 
adsorption between HCHO and hydroxyl radicals, thus decrease the removal efficiency of 
HCHO. 

3.11. Effect of oxygen concentration 

The effect of oxygen concentration on HCHO degradation was presented in Fig. 22.  

 
Figure 22. Effect of oxygen concentration on HCHO degradation. 
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The results corresponded to the initial concentration of 0.1mg/m3, relative humidity of 35% 
and reaction time of 120min. It is obvious that oxidation rates for HCHO increased with 
increasing O2 concentration under fixed conditions. As mentioned above, hydroxyl radical is 
an important factor to the HCHO photo-catalyst. At the same time, oxygen radical is also 
key factor for HCHO removal, which can react with HCHO on the TiO2 surface and turn 
HCHO into CO2 and H2O.  

3.12. Mechanism of photo-catalytic degradation of VOCs 

The heterogeneous photo-catalytic process used in pollutant degradation involved the 
adsorption of pollutants on the surface sites, and the chemical reactions of converting 
pollutants into carbon dioxide and water. Activation of TiO2 is achieved through the 
absorption of a photon (hv) with ultra-band energy from UV irradiation source. This results 
in the promotion of an electron (e−) from the valence band to the conduction band, with the 
generation of highly reactive positive holes (h+) in the valence band. This caused aggressive 
oxidation of the surface-adsorbed toxic organic pollutants and converts them into CO2 and 
water. 

In the degradation of toluene or p-xylene, the OH• radicals attack the phenyl ring of toluene 
or p-xylene, and some products, such as phenol, benzaldehyde or benzoic acid, may be 
produced during the reaction, and they were converted into CO2 and H2O at the end (Fig. 
23). We could also observe that acetone was easily destructed to CO2 and H2O by photo-
catalysts. By-products of toluene or p-xylene were detected by GC-MS, and involved 
phenol, benzaldehyde, aldehydes, alcohols, etc. 
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Figure 23. Suggested pathway for the photo-catalytic destruction of ATP. 

The reaction rate constant (k) was chosen as the basic kinetic parameter for ATP since it was 
important in determination of VOCs photo-catalytic activity. The first order kinetic 
equation: 
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was used to fit experimental data in Fig. 24 

where Co is the concentration of ATP remaining in the solution at t, and Ci is the initial 
concentration at t = 0. 

 
 
 
 
 
 

 
 
 
 
Figure 24. Kinetics of ATP degradation. 

The variations in ln(Ci/Co) as a function of irradiation time are given in Fig. 25. Reaction rate 
constant (k), linearity correlation coefficient (R) and intercept (b) data for the photo-catalytic 
destruction of ATP are exhibited in Table 3. The k of ATP could be ordered as follows: 
kAcetone>kToluene>kP-xylene, meaning that the decomposition capability of acetone was the best. 
The reason was probably due to molecular structure and molecular weight. 
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Figure 25. Relation between ln(Ci/Co) and irradiation time, and linear fits for ATP. 

 

 k (h-1) R b 
Toluene 0.1165 0.998 0.0102 
P-xylene 0.0797 0.980 -0.0668 
Acetone 0.1742 0.993 0.12 

Table 3. Values of k, R and b for the photo-catalytic destruction of ATP. 

During the HCHO decomposition by photo-catalytic processing, formic acid was identified 
as the intermediate from the photo-degradation of formaldehyde. In our experiment, ion 
chromatography (IC) was used to determine the byproducts by sampling the gas products 
into distilled water. The result in this study showed that formic acid was also found. The 
probably pathway of HCHO destruction was shown in Fig. 26. The related reactions of 
HCHO destruction were shown with equations (8)-(21). 

 

X : TiO2, Ag/TiO2 or Ce/TiO2 

Figure 26. Suggested pathway for the photo-catalytic destruction of HCHO 
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 HOHHCHO HCOOH         (11) 

 H2HHCHO CHO          (12) 

 H2HCHO CO        (13) 

 CHO O2 OHCO2        (14) 
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 CHO HO2 OH H CO2          (16) 

 CHO O OH CO        (17) 

 CHO O H CO2         (18) 

 HOH H2O CO2HCOOH            (19) 

 CO O CO2         (20) 

 CO OH CO2 H            (21) 

As mentioned in equation 7, k was the basic kinetic parameter for VOCs photo-catalytic 
activity. Fig. 27 showed the first order kinetic equation fitting the experimental data. 

 
Figure 27. Kinetics of HCHO degradation. 
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The variations in ln(Ci/Co) as a function of reaction time were given in Fig. 28. The reaction 
rate constant for TiO2、Ag/TiO2、Ce/TiO2 were 0.1871、0.2302、0.2724, respectively, which 
meant that Ce/TiO2 had the best photo-catalytic abilities among the catalysts. 

 
Figure 28. Relationship between ln(Ci/Co) and reaction time. 
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while p-xylene was difficult to remove from gas flow. (5) The degradation efficiency 
gradually increased with gas temperature and 45 °C had the best removal efficiency. (6) 35% 
was the optimal humidity for photo-catalyst process under the experimental conditions. (7) 
Higher concentration of oxygen was better for HCHO removal. (8) The flow rate greatly 
influenced the degradation rate. For acetone and toluene, the degradation rate was highest 
with a flow rate of 3 L/min. For p-xylene, the degradation rate was highest when the flow 
rate was 7 L/min. The highest degradation rates for acetone, toluene and p-xylene were 
77.7 %, 61.9 % and 55 %, respectively. (9) Illumination using a 254 nm light source was better 
than 365 nm. (10) The photo-catalytic degradation efficiency increased with increasing the 
amount of TiO2 when TiO2 amount was lower than 70mg. (11) In the gas mixture, acetone 
and p-xylene had much lower degradation rates than for their pure counterparts. The 
opposite trend was observed for toluene. Among acetone, toluene and p-xylene, the removal 
efficiency of acetone was highest both when pure and as a part of the gas mixture. (12) The 
photo-catalytic process used in pollutant degradation involved the adsorption of pollutants 
on the surface sites, and chemical reactions of converting pollutant into CO2 and H2O at the 
end. By-products of toluene or p-xylene were detected by GC-MS analysis, and involved 
phenol, benzaldehyde, aldehydes, alcohols, etc. The reaction rate constant (k) of ATP was 
sequenced kAcetone>kToluene>kP-xylene, meaning that the decomposition capability of acetone was 
the best, probably due to molecular structure and molecular weight. Formic acid was the 
main byproduct during the decomposition of HCHO. The reaction rate constant (k) of 
TiO2、Ag/TiO2、Ce/TiO2 was sequenced kCe/TiO2>kAg/TiO2>kTiO2, meaning that Ce/TiO2 had the 
best photo-catalytic abilities among the catalysts. 
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1. Introduction 

Lanthanum orthoferrite, LaFeO3, is one of the most common perovskite-type oxides having 
an orthorhombic perovskite structure (space group Pbnm), where the distortion from the 
ideal cubic structure occurs to form the tilting of the FeO6 octahedra. LaFeO3 has much 
practical interest for electroceramic applications due to their attractive mixed conductivity 
displaying ionic and electronic defects [1, 2]. The mixed ionic-electronic conductivity of 
LaFeO3 exhibits a linear response to oxygen pressure and provides oxygen sensor 
applications [3]. The excellent sensitivity and selectivity towards various toxic gases such as 
CO and NOx are observed as well [4]. Moreover, LaFeO3 nanoparticles exhibited good 
photocatalytic properties such as water decomposition and dye degradation under visible 
light irradiation [5, 6]. These properties are enhanced by the homogeneity and high surface 
area of the fabricated LaFeO3 particles. Fine particles with diameter of less than 100 nm are 
potentially required for these purposes.  

Besides, the orthoferrites are known to be prototype materials for magnetic bubble devices 
because of their large magnetic anisotropy with small magnetization [7]. LaFeO3 is an 
interesting model system of orthoferrite antiferromagnets showing a weak ferromagnetism. 
The Néel temperature, TN, of LaFeO3 is 738 K, which is the highest temperature in the 
orthoferrite family [8]. The magnetic moments of Fe3+ ions are aligned antiferromagnetically 
along the orthorhombic a-axis. But they are slightly canted with respect to one another due 
to the presence of Dzyaloshinskii-Moriya interaction. A weak ferromagnetic component 
parallel to the c-axis appears. The magnetization of LaFeO3 bulk crystals is considerably 
small, 0.044 B/Fe [8]. However, magnetic structures of small particles are often different 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
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from those of bulk ones. For instance, antiferromagnetic nanoparticles exhibit increasing net 
magnetization due to the presence of uncompensated surface spins [9, 10]. If the 
ferromagnetic behavior is promoted in LaFeO3, it should provide facile handling of their 
applications by using magnetic field. Magnetic properties of well-defined LaFeO3 
nanoparticles are worthy to investigate. 

It is well known that the wet-chemical methods offer large advantages for low-temperature 
oxide formation with high surface area, small particle size, and exact cation-stoichiometry. 
Several methods such as co-precipitation technique [11, 12], polymerized complex method 
[13], combustion synthesis [14], and sol-gel technique [15] were reported to prepare LaFeO3 
nanoparticles. For instance the formation of a single phase of LaFeO3 with the perovskite 
structure was observed at lower calcination temperatures of 300°C in [11, 12]. This 
temperature was much lower than that of conventional solid state reaction method. Recently 
we have successfully prepared LaFeO3 nanoparticles by using the new chemical synthesis 
method, so-called “hot soap method” [16, 17]. It showed high controllability over the 
formation of nanoparticles with narrow size distribution, which was performed in the 
presence of surfactant molecules at high temperatures. The hot soap method is based on the 
thermal decomposition of reaction precursors of organometallic compounds in polyol 
solvent. But the presence of surfactant molecules in the solution prevents aggregation of 
precursors during growth. It was widely applied to prepare nanoparticles of compound 
semiconductors [18] and metallic alloys [19]. However there were few reports on preparing 
oxide nanoparticles [20].  

In this paper we describe the details of our synthesis procedure of LaFeO3 nanoparticles by 
using the hot soap method. The magnetic properties of the resultant particles were also 
discussed as a function of the particle sizes. 

2. Experiment 

LaFeO3 nanoparticles were synthesized by the hot soap method. Their synthesis procedure 
is outlined in Figure 1. All chemicals used in this experiment were of reagent grade and 
used without any further purification. Iron acetylacetonate (Fe(acac)3) and lanthanum 
acetate (La(ac)3·1.5H2O) were preferred as iron and lanthanum sources, respectively, that 
were soluble in organic solvents such as polyethylene glycol (PEG 400). In a typical 
synthesis procedure, equal amounts of Fe(acac)3 (1.2 mmol) and La(ac)3 (1.2 mmol) were 
weighed out accurately and charged into a reaction flask with 20 mL of PEG 400. 
Coordinating organic protective agents of oleic acid (5 mmol) and oleylamine (5 mmol) were 
injected into the reaction mixture and the transparent brown solution was observed. 
Thereafter, the mixture solution was raised to 200°C and maintained for 3 h with stirring. 
Before cooling down to room temperature, 50 mL of ethanol was added to the reaction 
mixture, in order to precipitate the particles. The precipitated particles were rinsed with 
ethanol and dried at 100°C for 1 h. Some of the sample powders were heat-treated in air for 
6 h at various temperatures between 300 and 500°C.  
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Obtained sample powders were characterized by x-ray powder diffraction (XRD) with 
monochromatic Cu K radiation, infrared spectroscopy (IR), and thermogravimetry and 
differential thermal analysis (TG-DTA). Powder morphologies of the products were 
observed by scanning electron microscopy (SEM, Hitachi S-4300) at 20 kV and transmission 
electron microscopy (TEM, Topcon EM-002B) at 200 kV. The BET surface areas were 
measured by using N2 absorption at 77 K. The magnetic properties were investigated using 
a vibrating sample magnetometer with high-sensitivity SQUID sensor (MPMS SQUID-VSM) 
and conventional transmission Mössbauer spectroscopy with a 925 MBq 57Co/Rh source. The 
velocity scale of Mössbauer spectra was calibrated with reference to -Fe.  

 
Figure 1. Flowchart of the procedure to prepare LaFeO3 nanoparticles. 

3. Results and discussion 

3.1. Thermal decomposition of organometallic precursor 

Figure 2 shows the TG-DTA curves of the organometallic precursor obtained by the hot soap 
method. In the TG curve, there are four temperature regions based on weight loss: (1) RT ~ 
220°C, (2) 220 ~ 420°C, (3) 420 ~ 510°C, and (4) 510 ~ 600°C, in which the corresponding 
organic weight loss of 4%, 38%, 45% and 1% were observed, respectively. The small weight 
loss of the region (1) was ascribed to the evaporation of residual water and ethanol. While 
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the large weight loss of the region (2), accompanied with faint endo- or exothermal peaks in 
the DTA curve, corresponded to the sublimation and the decomposition of excessive organic 
substances such as PEG, oleic acid and oleylamine. The temperature range of the region (2) 
was coincident with the boiling points of individual substances of 250°C (PEG), 223°C (oleic 
acid) and 350°C (oleylamine). The region (3) comprised the combustion reaction of the 
residual organics and carbonate components as suggested by the large exothermal peaks at 
460°C and 500°C. The large weight loss was due to the decomposition of the most of the 
organics by oxidation and the release of NOx, H2O, CO and CO2 gases, together with the 
formation of LaFeO3 as discussed latter. Further heat-treatment in the region (4) gave no 
major weight loss anymore. 

 
Figure 2. TG-DAT curves of the precursor. The solid triangles indicate the set temperatures for the 
subsequent XRD and IR observations. 

In order to identify the structural changes of the resultant precursor after the heat- 
treatment, we measured XRD and IR spectra of heat-treated samples taken out from the TG-
DTA furnace immediately after reaching to the set temperatures. Figure 3 shows the XRD 
patterns of the heat-treated samples at various set temperature by TG-DTA. The XRD 
pattern of the precursor powder had no sharp diffraction lines resulting from the formation 
of perovskite type oxides. The broad bands centered at around 2 = 30° and 45° suggested 
the existence of disordered La2O3 phase [21]. Scarce changes in XRD patterns were observed 
up to the heating of 450 °C. However the XRD pattern of the specimen heated at 550 °C 
showed clear peaks attributed to LaFeO3 perovskite phase. The pattern showed only the 
presence of the orthorhombic LaFeO3 phase without the broad bands. Observed 
crystallization temperature between 450 and 550°C was very consistent with the thermal 
decomposition temperature of the precursor associated with the large exothermal peaks on 
the corresponding TG-DTA curves (Figure 2). 
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Figure 3. Typical XRD patterns of the obtained products heat-treated at various set temperatures in TG-
DTA furnace with no holding time. 

 
Figure 4. Corresponding IR spectra of the obtained products shown in Figure 3. 



 
Advanced Aspects of Spectroscopy 378 

The crystallization of LaFeO3 was fully accompanied with the decomposition of the organic 
substances. The corresponding IR spectra of the heat-treated samples at various set 
temperatures of TG-DTA are shown in Figure 4. The IR spectra clearly provided the evidence 
for the presence of organic substances in the precursor. The strong absorption bands at about 
2900 cm-1 were assigned to the olefinic C-H stretching bands. While the bands appearing at 
1400 ~ 1600 cm-1 were characteristics of the metal chelate compounds with carbonyl groups 
[22, 23]. Two strong peaks at 1550 and 1450 cm-1 were mainly assigned to the C=O 
asymmetric and symmetric stretching modes, respectively. The metal ions in the precipitate 
could be coordinated with large amount of organic molecules and the large weight loss (87%) 
at 500°C was confirmed after the thermal decomposition. With increasing the heat-treated 
temperature, the absorption bands assigned to the organic bonds were gradually decreased 
in intensity and nearly vanished at 550°C. Besides the strong new band appeared at 600 cm-1, 
that can be attributed to the Fe-O stretching vibration band due to the formation of LaFeO3 
phase [24]. These results fully agreed with the XRD phase-analysis findings. 

3.2. Formation of LaFeO3 nanoparticles 

As shown in Figure 2 in the previous section, a large weight loss of the precipitate started at 
220°C, much lower than the temperature of the combustion of the residual organics and the 
crystallization of LaFeO3. Moderate decomposition of organic substances in the precursor 
seemed to start prior to the combustion. The migration of metal ions should be facilitated 
even at the lower temperature. Therefore the long time heat-treatments below the 
combustion temperature were conducted to the precursors to prepare nanocrystalline 
particles. Figure 5 shows the XRD patterns of the samples heat-treated in air for 6 h at 
various temperatures below the combustion. The sample heated at 325°C showed the 
diffuse XRD pattern with no crystalline phases. While at 350°C, broad XRD peaks attributed 
to the LaFeO3 perovskite phase started to be observed. This temperature was much lower 
than the crystallization temperature deduced by the TG-DTA curves. The average grain size, 
t, of LaFeO3 particles estimated from the XRD peak broadening for the LaFeO3(121) lines 
was summarized in Table 1 by using the Scherrer equation: t = ���

�����, where λ is the x-ray 
wavelength, B is the line broadening at half the maximum intensity (FWHM) in radians, and 
θ is the Bragg angle. The particle size of LaFeO3 formed at 350°C was about 16 nm. With 
increasing the heat-treatment temperature, the XRD peaks became sharper because of the 
grain growth of the LaFeO3 particles.  
 

Heat-treatment 
temperature (°C) 

Crystallite size 
(nm) 

350 16 
450 20 
500 22 

Table 1. Average crystallite size of LaFeO3 nanoparticles as a function of the heat- treatment 
temperature. 
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Figure 5. Typical XRD patterns of the obtained products after the long time heat-treatment (6 h) at 
various temperatures. 

 
Figure 6. IR spectra of the obtained products after the long time heat-treatment (6 h) shown in Figure 5. 



 
Advanced Aspects of Spectroscopy 380 

Decomposition of organic substances after the heat-treatment below the combustion 
temperature was examined by IR spectroscopy. Figure 6 shows the IR spectra of long time 
(6h) heat-treated samples at various temperatures. The precursor should consist of 
organometallic composites derived from starting materials. The IR spectrum indicated the 
clear bands assigned to C-H stretching (~2900 cm-1) and C-O stretching (1400~1600 cm-1) of 
organic substances [22, 23]. With increasing the heat-treatment temperature, the intensities 
of initial bands steeply decreased and a new band assigned to Fe-O stretching (~600 cm-1) 
started to appear at 325°C. This temperature was slightly lower than the formation 
temperature of LaFeO3 nanoparticles confirmed by XRD observations. And the Fe-O 
stretching band was intensified monotonically with increasing the temperature. By the way, 
subsequent to diminishing the intensity of olefinic C-H stretching bands, new strong band 
appeared in the spectra at 1475 cm-1 in addition to a weak band at 843 cm-1. The former band 
could be assigned to aromatic C=C stretching vibration, while the latter was to aromatic C–
H bending one [25]. This result suggested that the framework of organic matrix in precursor 
was considerably changed after the long time heat-treatment below the combustion 
temperature. The heat-treatment seemed to promote carbonization of organic substances as 
well as the crystallization of LaFeO3 nanoparticles. 

SEM images of the obtained powders heat-treated in air at various temperatures for 6 h are 
shown in Figure 7. The precursor particles with and without heat-treatment at 325°C 
revealed the smooth surface with squamous and wrinkled structures, respectively. These 
surface morphologies should be very consistent with the amorphous nature of the resultant 
organic matrix. With increasing the heat-treatment temperature above 350°C, the particles 
were crowned by squamous surfaces. The macrosized particles seemed to be disaggregated 
into fine particles after the crystallization. In spite of the nanometric crystal size determined 
from the XRD profiles, the BET surface area of the obtained LaFeO3 particles at 350 and 
500°C were only 3.9 and 3.1 m2/g, respectively. The nanocrystalline fine particles formed in 
the precursors were strongly agglomerated with each other in present cases. The residual 
carbon matrix could also affect the morphology of the obtained powders. 

The structure of the LaFeO3 nanocrystallites was further analyzed by TEM micrograph. 
Figure 8 shows the TEM image and electron diffraction (ED) pattern of LaFeO3 nanoparticles 
obtained by the long time (6 h) heat-treatment at 350°C. The particulates consisted of an 
agglomeration of numerous spherical primary particles loosely aggregated together, in 
contrast to the SEM observations. The average diameter of the primary particles estimated 
from the TEM image was about 15 nm, which was well consistent with that from XRD. The 
high-contract dotted rings in the ED patterns indicated the good crystallinity of the LaFeO3 
nanoparticles. These rings were indexed as the LaFeO3 perovskite phase with random 
orientation. No diffraction spots attributed to the secondary phase were observed. 

3.3. Magnetic properties of LaFeO3 nanoparticles 

Room temperature Mössbauer spectra of obtained powders after the long time heat-
treatment (6h) at various temperatures are shown in Figure 9. The sample heated at 500°C, 
which had a larger crystallite size, showed a clear sextet pattern with a small amount of a  
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Figure 7. SEM images of the obtained products heat-treated at various temperatures. 

doublet component. The observed Mössbauer parameters showing antiferromagnetic 
ordering were fully consistent with those of the LaFeO3 bulk crystals [26]. The paramagnetic 
doublet patterns were dominant for other samples obtained at lower temperatures (350 and 
450°C) in spite of the formation of LaFeO3, as well as the non-crystalline samples at 300 and 
325°C. This behavior was attributed to superparamagnetism because of the fine crystallite 
size of LaFeO3 as discussed above. By the way, the doublet patterns showed asymmetric 
profiles. The asymmetric doublets were probably caused by the presence of iron ions in 
different environments such as surface or inner part of the crystals and/or the non-
crystalline matrix. But it was difficult to decompose such complex spectra into unique 
components. Therefore the spectra were simply analyzed to assume one asymmetric doublet 
with different widths. The fitted parameters are listed in Table 2. The isomer shift values of 
~0.3 mm/s for both doublet and sextet peaks indicated the Fe valence states in the all 
specimens were trivalent. No reduction occurred during the long time heat-treatment with 
organic substances. When looking in detail, the Mössbauer parameter of the doublet pattern 
indicated the systematic change depending on the heat-treatment temperature. The isomer 
shift gradually decreased while the quadrupole splitting gradually increased with 
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increasing the heat-treatment temperature. This result suggested the formation of strong Fe-
O bonds and ligand fields due to the crystallization of LaFeO3 particles. 

 
Figure 8. (a) TEM image and (b) its ED pattern of LaFeO3 nanoparticles obtained at 350°C. Diffraction 
rings are indexed as their corresponding LaFeO3 planes. 

Heat-treatment 
temperature 

(°C) 

Isomer shift 
(mm/s) 

Quadupole splitting 
(mm/s) 

Hyperfine filed
(kOe) 

Intensity 
(%) 

500 
0.369 - 517 65 
0.285 1.051 - 35 

450 
0.364 - 508 23 
0.292 1.008 - 77 

350 
0.355 - 512 21 
0.313 0.924 - 79 

325 0.329 0.891 - 100 
300 0.327 0.824 - 100 

Table 2. Fitted Mössbauer parameters obtained from the spectra in Figure 9. 

Magnetic measurements were performed on the heat-treated powders at various temperatures. 
The room-temperature magnetization curves of obtained samples are shown in Figure 10 as a 
function of the heat-treated temperature. LaFeO3 is known to be antiferromagnetic with weak 
ferromagnetism [8]. The net magnetization of LaFeO3 should be very small because of the 
antiferromagnetic order of the Fe3+ spins. Only a slight canting of the adjacent Fe3+ spins 
produced weak ferromagnetism. The spontaneous magnetization of LaFeO3 bulk crystals was 
only ~0.1 emu/g at room temperature [27]. However all samples seemed to have large 
magnetization, especially for the sample heat-treated at 350°C. The shape of hysteresis loops 
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showing the small spontaneous magnetization were characteristics of weak ferromagnetism. 
The maximum field applied of 60 kOe did not saturate the magnetization. This was mainly 
caused by antiferromagnetic ordering of the spins in the nanoparticles [27]. By the way, the 
sample prepared at 500°C showed the remarkable hysteresis gap than the other samples. 
Mössbauer spectra indicated that only the sample prepared at 500°C possessed predominant 
antiferromagnetic ordering at room temperature while the others were paramagnetic. The 
small hysteresis gaps of the samples obtained at lower temperatures (325~450°C) supported 
their superparamagnetic nature. 

 
Figure 9. Room temperature Mössbauer spectra of the obtained products heat-treated at various 
temperatures. 

The temperature dependence of magnetization behaviors under zero-field-cooling (ZFC) and 
field-cooling (FC) conditions measured in an external magnetic field of 200 Oe are shown in 
Figure 11. Magnetization of LaFeO3 particles obtained at 500°C was gradually  decreased 
with decreasing the temperature. This behavior was characteristic of the antiferromagnetic 
ordered states below the TN. The higher TN above the room temperature was confirmed by 
the Mössbauer spectroscopy. The difference of magnetization values between ZFC and FC 
curves was attributed to the residual paramagnetic components at room temperature. On the 
other hand, magnetization of other samples obtained at 300~450°C were smoothly increased  
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Figure 10. Room temperature magnetization curves of the obtained products heat-treated at various 
temperatures. 

with the decreasing temperature. These behaviors were very consistent with the paramagnetic 
nature of the obtained samples at room temperature. Moreover, the sharp cusps in the ZFC 
curves were observed for the samples obtained at 325~450°C. These were considered to be the 
superparamagnetic blocking temperature (TB), where the magnetization of LaFeO3 
nanoparticles begun to freeze [28]. The TB detected by the ZFC curves was summarized in 
Table 3. It was decreased steeply with decreasing the heat-treatment temperature coincident 
with the decreasing particle sizes. Besides, the observed TB values were very small, which 
indicated that the magnetic interactions between the obtained LaFeO3 nanoparticles were 
very weak. The surface of LaFeO3 nanoparticles was probably coated with the residual 
organic molecules to form the non-magnetic layers [29]. This assumption was fully supported 
by the IR spectra indicating the presence of carbonized components and the TEM micrograph 
showing the loosely aggregating LaFeO3 nanoparticles. It should be mentioned here that the 
sample heat-treated at 325°C indicated the superparamagnetism, showing the small cusp in 
the ZFC curve at 7.7 K. The sample seemed to contain the LaFeO3 nanoclusters, though it 
showed the non-crystalline XRD pattern. But the IR spectrum seemed to have good 
sensitivity to detect their formation as well as the magnetization measurement. By the way, in 
the case of conventional superparamagnetic behavior, the FC magnetization curves should 
increase continuously with decreasing the temperature below the TB. But the FC curve of the 
heat-treated sample at 450°C showed a small cusp on cooling as well as the ZFC curve. This 
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behavior suggested that the antiferromagnetic interactions between nanoparticles were 
present [28]. Long-range antiferromagnetic order was developed in associate with the grain 
growth of the LaFeO3 nanoparticles. 
 

Heat-treatment temperature (°C) Blocking temperature (K)
325 7.7
350 27.6
450 36.9

Table 3. Blocking temperature (TB) obtained from the ZFC curves shown in Figure 11. 

 
Figure 11. Temperature dependence of ZFC and FC magnetization curves at 200 Oe for the obtained 
products at various heat-treatment temperatures 
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In order to demonstrate the superparamagnetic behavior more directly, we measured the 
temperature dependence of their Mössbauer spectra down to 15 K. Figure 12(a) shows the 
typical law temperature Mössbauer spectra of the LaFeO3 nanoparticles obtained at 350°C. 
The spectrum measured at room temperature (see Figure 9) was well consistent with that of 
the LaFeO3 nanoparticles with average grain size of 16 nm reported in literature [26]. The 
spectrum was mainly composed of the super-paramagnetic doublet peak besides to the 
magnetically split sextet. The component showing the sharp sextet pattern could be 
attributed to the unexpected coarse LaFeO3 particles which had a good crystallinity, while the 
most of the particles exhibited the paramagnetic doublet pattern at room temperature. With 
decreasing the temperature, the paramagnetic spectra corresponded to the enlarged sextets 
due to the presence of magnetic order. Therefore the spectra were decomposed into three 
components. One was the sharp sextet for the coarse particles; second and third were the 
broad sextet and paramagnetic doublet for the nanoparticles, respectively. Relative intensity 
ratio of each component was plotted in Figure 12(b) as a function of the temperature. The 
relative area of the paramagnetic component varies almost linearly with decreasing the 
temperature below 100 K. According to the Mössbauer measurements, we defined the  

 
Figure 12. (a) Low temperature Mössbauer spectra of LaFeO3 nanoparticles obtained at 350°C, and  
(b) relative area of each component as a function of the temperature. The details are described in the text. 
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median blocking temperature (TBm), as a temperature where the doublet collapsed to 50% of 
its initial value. This analysis yielded the TBm of ~50 K, which was much higher than the 
superparamagnetic TB obtained by the magnetization measurement. It was well-known that 
the time scale of the superparamagnetic fluctuations becomes comparable to the time scale of 
the measurement [30]. The time scale of Mössbauer measurements (~10-9 s) was much faster 
than that of magnetization measurements (~10-1 s) and gave the higher TBm well above the TB. 
This phenomenon evidenced the presence of superparamagnetic relaxation of the obtained 
samples. 

Figure 13 shows the field dependent magnetization curves measured at lower temperature (5 
K) for the LaFeO3 nanoparticles prepared at various heat-treatment temperatures. The samples 
showed considerable magnetization at low temperature, though the net magnetization of 
LaFeO3 bulk crystals should be very small because of the antiferromagnetic order of the Fe3+ 
spins. A spontaneous magnetization of the bulk crystals was evaluated to 0.15 emu/g at 5 K 
[16]. We have recently reported that the LaFeO3 nanoparticles prepared at 350°C revealed an 
anomalous large spontaneous magnetization of 7.8 emu/g [16]. This phenomenon was almost 
reproducible. The spontaneous magnetization of the obtained powders exhibited the 
maximum value for the samples prepared at 350°C. The LaFeO3 nanoparticles with the 
average diameter of ~15 nm seemed to have large ferromagnetism instead of 
antiferromagnetism. The induced ferromagnetism in LaFeO3 nanoparticles was possibly 
associated with the uncompensated surface spins as reported in other antiferromagnetic 
nanocrystalline systems [9, 10]. It should be worth to mention that the induce magnetic 
moment per Fe3+ ion was evaluated to 0.34B for the sample obtained at 350°C. Taking into 
account that the moment of Fe3+ is 5B, a large fraction (~7%) of Fe3+ ions contribute to the 
magnetization of LaFeO3 nanoparticles. Magnetic structure of LaFeO3 nanoparticles should 
be strongly modified from the bulk one. 

By the way, all magnetization curves revealed clear hysteresis gaps with small loop shifts at 5 
K. The coercivity and the exchange bias field of each sample are summarized in Table 4 as 
well as the spontaneous magnetization. The exchange field was linearly increased with 
increasing the heat-treatment temperature. The exchange bias was generally attributed to the 
exchange coupling between the ferromagnetic shell and the antiferromagnetic core of the 
particles [31]. In the case of LaFeO3 particles, the uncompensated surface spins and/or the 
enhanced spin cantings near the surface region should cause the considerable magnetization. 
With the increasing particle size, the reliable antiferromagnetic core was formed to produce 
the large exchange coupling. 
 

Heat-treatment 
temperature (°C) 

Spontaneous 
magnetization (emu/g) 

Coercivity (Oe) Exchange bias (Oe) 

325 2.89 823 23 
350 5.90 1304 25 
450 2.94 2240 64 
500 1.40 1275 208 

Table 4. Magnetic parameters at 5 K of the obtained products at various heat-treatment temperatures. 
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Figure 13. Low temperature (5 K) magnetization curves of the obtained products heat- treated at 
various temperatures. The insets are the enlarged view of the central region. 

4. Conclusion 

Nanocrystalline LaFeO3 particles with an average diameter of 16 nm were prepared by using 
hot-soap technique. Crystalline LaFeO3 were formed at a relatively low heat-treatment 
temperature of 350°C without any phase segregation. This temperature was much lower than 
the combustion point of organic substances. With increasing the heat-treatment temperature, 
the grain size of LaFeO3 particles was increased. The LaFeO3 nanoparticles exhibited 
superparamagnetic behavior and had anomalous large net magnetization. The spontaneous 
magnetization reached the maximum when the precursor was heat-treated at 350°C. Moreover 
the particles exhibited the exchange bias properties with increasing the grain size of LaFeO3. 
The low blocking temperature observed by both magnetization and Mössbauer measurements 
indicated that the obtained nanoparticles at 350°C were magnetically isolated with each other. 

Author details 

Tatsuo Fujii*, Ikko Matsusue and Jun Takada 
Department of Applied Chemistry, Okayama University, Japan 
                                                                 
* Corresponding Author 



 
Advanced Aspects of Spectroscopy 388 

 
Figure 13. Low temperature (5 K) magnetization curves of the obtained products heat- treated at 
various temperatures. The insets are the enlarged view of the central region. 

4. Conclusion 

Nanocrystalline LaFeO3 particles with an average diameter of 16 nm were prepared by using 
hot-soap technique. Crystalline LaFeO3 were formed at a relatively low heat-treatment 
temperature of 350°C without any phase segregation. This temperature was much lower than 
the combustion point of organic substances. With increasing the heat-treatment temperature, 
the grain size of LaFeO3 particles was increased. The LaFeO3 nanoparticles exhibited 
superparamagnetic behavior and had anomalous large net magnetization. The spontaneous 
magnetization reached the maximum when the precursor was heat-treated at 350°C. Moreover 
the particles exhibited the exchange bias properties with increasing the grain size of LaFeO3. 
The low blocking temperature observed by both magnetization and Mössbauer measurements 
indicated that the obtained nanoparticles at 350°C were magnetically isolated with each other. 

Author details 

Tatsuo Fujii*, Ikko Matsusue and Jun Takada 
Department of Applied Chemistry, Okayama University, Japan 
                                                                 
* Corresponding Author 

Superparamagnetic Behaviour and Induced Ferrimagnetism  
of LaFeO3 Nanoparticles Prepared by a Hot-Soap Technique 389 

Acknowledgement 

The authors wish to thank their colleagues and students for their technical supports. In 
particular, the authors would like to acknowledge the contributions of Mr. Takuya Nonoyama 
for the sample preparations.  

5. References 

[1] Ming Q, Nersesyan MD, Wagner A, Ritchie J, Richardson JT, Luss D, Jacobson AJ, Yang 
YL (1999) Combustion synthesis and characterization of Sr and Ga doped LaFeO3. Solid 
State Ionics 122: 113-121. 

[2] Yoon JW, Grilli ML, Di Bartolomeo E , Polini R, Traversa E (2001) The NO2 response of 
solid electrolyte sensors made using nano-sized LaFeO3 electrodes. Sens Actuators B 76: 
483-488. 

[3] Hole I, Tybell T, Grepstad JK, Wærnhus I, Grande T, Wiik K (2003) High temperature 
transport kinetics in heteroepitaxial LaFeO3 thin films. Solid-State Electronics 47: 2279-
2282. 

[4]  Toan NN, Saukko S, Lantto V (2003) Gas sensing with semiconducting perovskite oxide 
LaFeO3. Physica B 327: 279–282. 

[5] Parida KM, Reddy KH, Martha S, Das DP, Biswal N (2010) Fabrication of 
nanocrystalline LaFeO3: An efficient solegel auto-combustion assisted visible light 
responsive photocatalyst for water decomposition. Int J Hyd Energy 35: 12161-12168. 

[6] Su H, Jing L, Shi K, Yao C, Fu H (2010) Synthesis of large surface area LaFeO3 
nanoparticles by SBA-16 template method as high active visible photocatalysts. J 
Nanopart Res 12: 967-974. 

[7] Szymczak R (1977) Temperature dependence of bubble domain structure in YFeO3 and 
DyFeO3 orthoferrites. Physica B+C 86-88: 1351-1353. 

[8] Treves D (1965) Studies on Orthoferrites at the Weizmann Institute of Science. J Appl 
Phys 36: 1033-1039. 

[9] Kodama RH, Berkowitz AE (1999) Atomic-scale magnetic modeling of oxide 
nanoparticles. Phys Rev B 59: 6321-6336. 

[10] Lee YC, Parkhomov AB, Krishnan KM (2010) Size-driven magnetic transitions in 
monodisperse MnO nanocrystals. J Appl Phys 107: 09E124-1-3. 

[11] Nakayama S (2001) LaFeO3 perovskite-type oxide prepared by oxide-mixing, co-
precipitation and complex synthesis methods. J Mater Sci 36: 5643-5648. 

[12] Li X, Zhang H, Zhao M (1994) Preparation of nanocrystalline LaFeO3 using reverse drop 
coprecipitation with polyvinyl alcohol as protecting agent. Mater Chem Phys 37: 132-
135. 

[13] Popa M, Frantti J, Kakihana M (2002) Lanthanum ferrite LaFeO3+d nanopowders 
obtained by the polymerizable complex method. Solid State Ionics 154-155: 437-445. 

[14] Wang JB, Liu QF, Xue DS, Li FS (2002) Synthesis and characterization of LaFeO3 nano 
particles. J Matter Sci Lett 21: 1059-1062. 



 
Advanced Aspects of Spectroscopy 390 

[15] Rajendran M, Bhattacharya AK (2006) Nanocrystalline orthoferrite powders: Synthesis 
and magnetic properties. J Eur Ceramic Soc 26: 3675-3679. 

[16] Fujii T, Matsusue I, Nakatsuka D, Nakanishi M, Takada J (2011) Synthesis and 
anomalous magnetic properties of LaFeO3 nanoparticles by hot soap method. Mater 
Chem Phys 129: 805-809. 

[17] Fujii T, Matsusue I, Nakanishi M, Takada J (2012) Formation and superparamagnetic 
behaviors of LaFeO3 nanoparticles. Hyperfine Interact 205: 97-100. 

[18] Murray CB, Noms DJ, and Bawendi MG (1993) Synthesis and Characterization of 
Nearly Monodisperse CdE (E = S, Se, Te) Semiconductor Nanocrystallites. J Am Chem 
Soc 115: 8706-8715. 

[19] Sun S, Murray CB, Weller D, Folks L, Moser A (2000) Monodisperse FePt Nanoparticles 
and Ferromagnetic FePt Nanocrystal Superlattices. Science 287: 1989-1992. 

[20] Shouheng Sun S, Zeng H, Robinson DB, Raoux S, Rice PM, Wang SX, and Li G (2004) 
Monodisperse MFe2O4 (M= Fe, Co, Mn) Nanoparticles. J Am Chem Soc 126: 273-279. 

[21] Sadaoka Y, Aono H, Traversa E, Sakamoto M (1998) Thermal evolution of nanosized 
LaFeO3 powders from a heteronuclear complex, La[Fe(CN)6]·nH2O. J Alloys Comp 278: 
135-141. 

[22] Tayyari SF, Bakhshi T, Ebrahimi M, Sammelson RE (2009) Structure and vibrational 
assignment of beryllium acetylacetonate. Spectrochim Acta A 73: 342-347. 

[23] Nakamoto K, McCarthy PJ, Martell AE (1961) Infrared Spectra of Metal Chelate 
Compounds. III. Infrared Spectra of Acetylacetonates of Divalent Metals. J. Am. Chem. 
Soc. 83: 1272-1276 

[24] Gosavi PV, Biniwale RB (2010) Pure phase LaFeO3 perovskite with improved surface 
area synthesized using different routes and its characterization. Mater Chem Phys 119: 
324-329. 

[25] El-Hendawy AA (2006) Variation in the FTIR spectra of a biomass under impregnation, 
carbonization and oxidation conditions. J Anal Appl Pyrolysis 75: 159–166. 

[26] Li X, Cui X, Liu X, Jin M, Xiao L, Zhao M (1991) Mössbauer spectroscopic study on 
nanocrystalline LaFeO3 materials. Hyperfine Interact 69: 851-854.  

[27] Shen H, Cheng G, Wu A, Xu J, Zhao J (2009) Combustion synthesis and characterization 
of nano-crystalline LaFeO3 powder. Phys Status Solidi A 206: 1420-1424. 

[28] Bedanta S, Kleemaann W (2009) Supermagnetism. J Phys D Appl Phys 42: 013001-1-27. 
[29] Mørup S, Frandsen S, Bødker F, Klausen SN, Lefmann K, LindgÅrd PA, Hansen MF 

(2002) Magnetic Properties of Nanoparticles of Antiferromagnetic Materials. Hyperfine 
Interact 144/145: 347-357. 

[30] Bødker F, Hansen MF, Koch CB, Lefmann K, Mørup S (2000) Magnetic properties of 
hematite nanoparticles. Phys Rev B 61: 6826-3838. 

[31] Ahmadvand H, Salamati H, Kameli P, Poddar A, Acet M, Zakeri K (2010) Exchange bias 
in LaFeO3 nanoparticles. J Phys D Appl Phys 43: 245002-1-5.   



 
Advanced Aspects of Spectroscopy 390 

[15] Rajendran M, Bhattacharya AK (2006) Nanocrystalline orthoferrite powders: Synthesis 
and magnetic properties. J Eur Ceramic Soc 26: 3675-3679. 

[16] Fujii T, Matsusue I, Nakatsuka D, Nakanishi M, Takada J (2011) Synthesis and 
anomalous magnetic properties of LaFeO3 nanoparticles by hot soap method. Mater 
Chem Phys 129: 805-809. 

[17] Fujii T, Matsusue I, Nakanishi M, Takada J (2012) Formation and superparamagnetic 
behaviors of LaFeO3 nanoparticles. Hyperfine Interact 205: 97-100. 

[18] Murray CB, Noms DJ, and Bawendi MG (1993) Synthesis and Characterization of 
Nearly Monodisperse CdE (E = S, Se, Te) Semiconductor Nanocrystallites. J Am Chem 
Soc 115: 8706-8715. 

[19] Sun S, Murray CB, Weller D, Folks L, Moser A (2000) Monodisperse FePt Nanoparticles 
and Ferromagnetic FePt Nanocrystal Superlattices. Science 287: 1989-1992. 

[20] Shouheng Sun S, Zeng H, Robinson DB, Raoux S, Rice PM, Wang SX, and Li G (2004) 
Monodisperse MFe2O4 (M= Fe, Co, Mn) Nanoparticles. J Am Chem Soc 126: 273-279. 

[21] Sadaoka Y, Aono H, Traversa E, Sakamoto M (1998) Thermal evolution of nanosized 
LaFeO3 powders from a heteronuclear complex, La[Fe(CN)6]·nH2O. J Alloys Comp 278: 
135-141. 

[22] Tayyari SF, Bakhshi T, Ebrahimi M, Sammelson RE (2009) Structure and vibrational 
assignment of beryllium acetylacetonate. Spectrochim Acta A 73: 342-347. 

[23] Nakamoto K, McCarthy PJ, Martell AE (1961) Infrared Spectra of Metal Chelate 
Compounds. III. Infrared Spectra of Acetylacetonates of Divalent Metals. J. Am. Chem. 
Soc. 83: 1272-1276 

[24] Gosavi PV, Biniwale RB (2010) Pure phase LaFeO3 perovskite with improved surface 
area synthesized using different routes and its characterization. Mater Chem Phys 119: 
324-329. 

[25] El-Hendawy AA (2006) Variation in the FTIR spectra of a biomass under impregnation, 
carbonization and oxidation conditions. J Anal Appl Pyrolysis 75: 159–166. 

[26] Li X, Cui X, Liu X, Jin M, Xiao L, Zhao M (1991) Mössbauer spectroscopic study on 
nanocrystalline LaFeO3 materials. Hyperfine Interact 69: 851-854.  

[27] Shen H, Cheng G, Wu A, Xu J, Zhao J (2009) Combustion synthesis and characterization 
of nano-crystalline LaFeO3 powder. Phys Status Solidi A 206: 1420-1424. 

[28] Bedanta S, Kleemaann W (2009) Supermagnetism. J Phys D Appl Phys 42: 013001-1-27. 
[29] Mørup S, Frandsen S, Bødker F, Klausen SN, Lefmann K, LindgÅrd PA, Hansen MF 

(2002) Magnetic Properties of Nanoparticles of Antiferromagnetic Materials. Hyperfine 
Interact 144/145: 347-357. 

[30] Bødker F, Hansen MF, Koch CB, Lefmann K, Mørup S (2000) Magnetic properties of 
hematite nanoparticles. Phys Rev B 61: 6826-3838. 

[31] Ahmadvand H, Salamati H, Kameli P, Poddar A, Acet M, Zakeri K (2010) Exchange bias 
in LaFeO3 nanoparticles. J Phys D Appl Phys 43: 245002-1-5.   

Section 4 

 

 
 
 

Organic Spectroscopy 

 

  



 



 

Chapter 14 

 

 

 
 

© 2012 Moreira et al., licensee InTech. This is an open access chapter distributed under the terms of the 
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Phenotiazinium Dyes  
as Photosensitizers (PS)  
in Photodynamic Therapy (PDT): Spectroscopic 
Properties and Photochemical Mechanisms 

Leonardo M. Moreira, Juliana P. Lyon, Ana Paula Romani,  
Divinomar Severino, Maira Regina Rodrigues and Hueder P. M. de Oliveira 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/48087 

1. Introduction 
Oscar Raab demonstrated, in 1900, that the light incidence on dyes can induce cell death 
[1]. A photosensitizer is a chemical compound that is activated by light of a specific 
wavelength that leads to tumor destruction [2]. Indeed, Photodynamic Therapy (PDT) is 
considered to have its origin in 1900 with the classical experiments by the german scientist 
Oscar Raab. Raab noticed that the exposure of Paramecium caudatum to acridine orange 
and later subjection to light resulted in death of this organism. Raab and his supervisor 
Hermann von Tappeiner later coined the term "photodynamic therapy" and applied PDT 
successfully for the treatment of cutaneous tumors using eosin. From that concept, 
photodynamic therapy (PDT) [3,4,5,6], as we known today, was founded. Since then, the 
development of other studies, culminating with those performed by Dougherty and co-
workers resulted in a non-invasive technique for cancer treatment and other diseases [7,8]. 
In fact, precancerous cells, certain types of cancer cells and microbial infections can be 
treated this way. 

Interesting data regarding the application of PDT against several diseases have been 
reported, since the employment of this therapy in different diseases has increased 
significantly. In fact, PDT has been used with phenotiazinium [methylene blue (MB) and 
toluidine blue] as photosensitizers against AIDS-related Kaposi's sarcoma, promoting 
complete sarcoma remission with excellent cosmetic results [9]. PDT with MB (and LED as 
light source), which is a very inexpensive system, has been applied against Leishmania, 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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promoting significant reduction in the size of the lesions, diminishing the parasitic load in 
the draining lymph node and healing the lesions in hamsters experimentally infected with L. 
amazonensis [10]. This therapeutic alternative is very interesting due to the resistance of this 
organism to pentavalent antimonials (SbV), which constitutes the mainstay pharmacological 
alternative for leishmaniasis, due to emergence of drug resistance [11]. 

Tumor, which is also called neoplasm or blastoma, is the abnormal growth of tissues. Sick 
cells with genetic disturb develop more rapidly than the normal cells, which provokes the 
development of the tumor (that can be malign or non-malign cells). When the growth of the 
tumor is a very fast and chaotic process, with tendency to arrive in other organs, generally is 
a malign tumor [4]. Cancer is the general name of all malign tumors. This term cancer is 
originated from latin and means “crab”. This name is due to the tendency of the tumor to be 
fixed in several biological tissues, which is correlated to the ability of the crab to be fixed in 
various surfaces [4]. 

Interestingly, the PDT procedure is easily performed in a physician's office or outpatient 
setting, which favors the application of this therapy in several environments, since PDT does 
not need great structural pre-requisites. In this context, it is important to notice that 
multicenter randomized controlled studies have demonstrated high efficacy and superior 
cosmetic outcome over standard therapies [12]. In fact, several cosmetic methodologies have 
been developed with PDT, such as resurfacing. For many non-oncologic dermatological 
diseases, such as acne vulgaris, viral warts and localized scleroderma, case reports and small 
series have confirmed the potential of PDT [12]. After the development of topical 
photosensitizers 5-aminolevulinic acid (ALA) or its methyl ester (MAL), PDT has gained 
worldwide popularity in dermatology, since these drugs do not induce prolonged 
phototoxicity as the systemic photosensitizing hematoporphyrin derivatives do [12]. PDT 
has essentially three steps. First, a light-sensitizing liquid, cream, or intravenous drug 
(photosensitizer) is applied or administered. Second, there is an incubation period of 
minutes to days. Finally, the target tissue is then exposed to a specific wavelength of light 
that activates the photosensitizing medication.  

More than one million cases of skin cancer were diagnosed during 2008 in the U.S.A. and its 
worldwide incidence has risen throughout the last four decades. Squamous cell carcinoma 
(SCC) is the second most frequent skin cancer, only after basal cell carcinoma (BCC) [13]. In 
the 20th century, SCC was mainly linked to occupational sun exposure, whereas in the last 
decades the strongest link has been to ultraviolet (UV) radiation. On one hand, UVB 
exposure leads to direct DNA damage by pyrimidine dimer formation. On the other hand, 
UVA induces formation of reactive oxygen species which indirectly also cause DNA 
damage. Other factors such as the phototype, the genetic predisposition or the immune 
response are also involved in the carcinogenic process [13]. 

It is also important to notice that photoantimicrobial agents, that is, chemical compounds 
that exhibit increased inactivation of microorganisms when exposed to light, have been 
known also for over a century [14]. While there are several studies regarding the use of 
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photosensitizers against bacterial and viral targets, the clinical use of photosensitizers in 
antimicrobial therapy has been developed very slowly through small scale trials. This is 
particularly a surprise considering the efficacy exhibited, especially by cationic 
photosensitizers, against pathogenic drug-resistant bacteria such as methicillin-resistant 
Staphylococcus aureus and vancomycinresistant Enterococcus faecium [14]. Furthermore, the 
exponentially increasing threat of microbial multidrug resistance has highlighted 
antimicrobial photodynamic inactivation (APDI) as a promising alternative treatment for 
localized infections [15]. APDI involves the direct application of the PS to the infected tissue 
rather than being injected intravenously, as the usual procedure for cancer treatment with 
PDT [15]. 

The photodynamic process involves photophysical and photochemical steps, which can be 
applied with several aims, such as therapies against cancer or infections. PDT light sources 
include laser, intense pulsed light, light-emitting diodes (LEDs), blue light, red light, and 
many other visible lights (including natural sunlight). Photosensitizer drugs may become 
activated by one or several types of light. The optimal light depends on the ideal 
wavelength for the particular drug used and target tissue. 

Electron and energy transfer in the excited state govern the efficiency of a variety of 
photoinduced processes, including photosynthesis, light to energy conversion in 
semiconductor devices, cell damage induced by solar exposition and photodynamic action 
[16,17,18]. It is well reported that photophysical behavior of a dissolved dye depends on the 
nature of its environment, i.e., the solvent influences the spectra characteristics of the solute 
molecules [19]. Several factors influence the visible spectral behavior of dissolved dye 
molecules, especially the solvent's polarity and its hydrogen-bond donor/acceptor capacities 
[19]. The properties can be determined by the solvent dielectric constant, ε, and 
solvatochromic parameters. The strong solvatochromic behavior can be observed for dye 
molecules with large dipole moment changes during transitions between two electronic 
states. The solvent can differentially stabilize the ground and/or the excited state in polar 
and non-polar solvents [19]. 

The series of phenothiazine [thionine, methylene blue (MB), azure A (AZA) and azure B 
(AZB)] derivatives (Fig. 1) are positive dyes used as a model for phototherapeutic agent as 
well as for dye sensitized solar energy converter [20,21] due to their appropriate biological, 
chemical, photochemical and photophysical properties [22,23,24]. 

The intersystem cross quantum yield and the singlet oxygen formation for MB is 0.52 
[25,26,27,28,29], the triplet lifetime is higher, approximately 3.0 μs, in air saturated aqueous 
solution, and up to 50 μs in nitrogen saturated aqueous solution. The singlet excited state 
has a lower lifetime, approximately 1,400 ps (Table 1), and it is due to the higher internal 
conversion and triplet formation, with a fluorescence quantum yield of 0.04 in methanol 
[30,31,32,33]. In addition, MB and and MB derivatives that have been used as photosensitizers 
in PDT showed a good biocompatibility (appropriate citotoxicity and phototoxicity) when 
used in vitro to attack key organelles in cells [14,21]. 
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Figure 1. Thionine derivatives. 

 

medium: water
Dye  (ps)

Thionine 314,40
Nile blue 372,75
Azure A 421,28
Azure B 1268,56 (48,89%) e 306,00 (51,11%)

Toluidine blue
Methylene blue

2179,65 (66,72%) e 358,03 (33,28%)
328,84

medium: ethanol
Dye  (ps)

Thionine 848,84
Nile blue 1170,03
Azure A 776,43
Azure B 724,78

Toluidine blue
Methylene blue

643,89
465,96

Table 1. Values of lifetime () of some dyes at 25C. 

The Fluorescence decays of dyes were obtained by single-photo-counting technique. The 
excitation source was a Tsunami 3950 Spectra Physics titanium-sapphire laser, pumped by a 
Millenia X Spectra Physics solid state laser. The laser was tuned that a third harmonic 
generator BBO crystal (GWN-23PL Spectra Physics) gave the 292 nm excitation pulses that 
were directed to an Edinburgh FL900 spectrometer. The spectrometer was set in L-format 
configuration, the emission wavelength was selected by a monochromator (680 nm), and 
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emitted photons were detected by a refrigerated Hamamatsu R3809U microchannel plate 
photomultiplier. The software provided by Edinburgh Instruments was used to analyze the 
individual decays. The quality of the fit was judged by the analysis of the statistical parameters 
reduced-2 and Durbin-Watson, and by the inspection of the residuals distribution. 

The dyes stock solutions were prepared in ethanol (6.0 x 10-5 M) and aliquots of these stock 
solutions were added, via a calibrated Hamilton microsyringe, to volumetric flasks 
containing water or ethanol, and the solutions were stirred for 30 minutes. The final 
concentrations of dyes were 1.0 x 10-6 M. All measurements were performed at 25°C using a 
cuvette with 0.2 cm of optical path. 

The excited state lifetime depends on the solvent [34,35]. The dependence of the lifetime on the 
viscosity and solvent dielectric constant indicates that the dye excited state deactivation 
process is slow as the medium viscosity increases. This effect is related to the partial inhibition 
or the higher friction on the dye substitute groups rotation, such as –CH3, -NH2, -N(CH3)2 and 
–N(CH2CH3)2 [36]. The lifetime values are in agreement with the results reported in the 
literature. Lee and Mills [37] showed the lifetime values for methylene blue aqueous solutions 
(358 ± 20 ps). Grofcsik et al [34] measured the lifetime of Nile blue excited state and oxazine 
720 in different solvents at 20 oC. The thionine dye photophysics is well known [38]. In an 
aqueous solution, thionine has a fluorescence lifetime of 320 ± 60 ps when excited at 610 nm 
[37,39]. In organic solvent, the increase of the thionine fluorescence lifetime (450 ps in ethanol 
and 760 ps in terc-butilic alcochol) results in a increasing of the fluorescence quantum yield 
[38]. The thionine lifetime differences observed in an aqueous medium and ethanol is quite 
high, which shows the effect of microenvironment polarity on the excited state decaying [38]. 
In our experiments, in an aqueous medium thionine has a useful lifetime of 314.4012 ps, which 
is in agreement with the results presented in the literature. 

The Nile blue lifetime in ethanol and water are 1420 and 418 ps, respectively. These results 
are higher than those that we found in our work. However, it should be taken into account 
that the temperatures used in our experiments are different from those whose results are 
different. It was shown that the lifetime of Nile blue depends on the temperature due to the 
intermolecular charge transfer [34,35,36]. This charge transfer process is facilitated by the 
presence of NH2 groups in molecule structure, such as on the Nile blue structure, which 
may change the lifetime values. Grofcsik et al [34] studied these probes in different solvents 
where it was observed that there is a relationship between the solvent permissivity and the 
excited state lifetime. It was shown that the lifetime is higher in nonpolar solvents, where 
protic solvents decreases the excited state lifetime. This behavior was observed in both dye 
molecules that were studied, which have a similar chemical structure. 

Grofcsik et al [34,35] have shown that there is a relationship between the excited state 
lifetime of Nile blue and Oxazine 720 with the acidity of the medium. As the hydrogen ion 
concentration increases it is observed a decrease of the excited state lifetime [40]. It was also 
observed for methylene blue, azure A, azure B and azure C [41]. The reason for the rapid 
decay in acid medium is due to the formation of dications from the monocations reaction in 
the excited state with hydrogen ions. These results indicate that the reaction in the excited 
state the additional protons are located on the nitrogen atom of the ring and not on the 
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terminal amine groups [40]. It is believed that for other compounds the results may be the 
same due to the similarity in the chemical structure of such molecules. 

Dutt et al [42] studied the fluorescence lifetime of cresila violet, Nile blue, oxazine 720 and 
Nile red, using different solvents, such as alcohols, polyalcohols, amides and some aprotic 
solvents. The authors showed that the lifetime values for these dyes are approximately 3.5 
ns for n-alcohols, which are higher than that for the Nile blue (1.62 ns in ethanol). This result 
is in agreement with our studies. When it is considered the behavior of bipolar solute in 
polar solvents, the hydrodynamic and dielectric contribution must be taken into account 
[42]. However, it is not well known how to measure these hydrodynamic and dielectric 
contributions individually. In the case of the four dyes, when in the presence of amides and 
aprotic solvents, as described above, the contributions are reasonably described by the 
hydrodynamic friction, where to describe the rotating relaxation in the presence of n-
alcohols; the dielectric friction must be included. 

Chen et al [43] studied the quantum yield of the methylene blue singlet oxygen as a function 
of the medium pH values. The authors showed that the protonated acid (3MBH2+) triplet 
state is similar to the base (3MB+) triplet state, and the quantum yield of the singlet oxygen 
formed is much higher in basic medium than that in acidic medium. The singlet oxygen 
formation increases as the pH of the medium is increased, while the singlet state lifetime 
decay the triplet state formation do not depend on the pH changes. It can be explained by 
the population decay rate of the singlet state due to the internal conversion to the 
fundamental state, and the intersystem crossing to the triplet state, which are much higher 
that the protonation rate [43,44]. Also [43] studied the behavior of methylene blue, 1,9-
dimethyl-methylene blue and toluidine blue in aqueous medium and methanol. The triplet 
state formation and the singlet oxygen quantum yield in water were very similar to that for 
methylene blue and for 1,9-dimethyl-methylene blue. The kinetic studies results for the 
singlet state decay of methylene blue in water and in methanol were 0.37 and 0.62 ns, 
respectively, where for toluidine blue the results were 0.28 and 0.40 ns, respectively. In the 
case of methylene blue the decay useful life of the singlet excited state in methanol is 
approximately two times higher than in water. The authors showed that there is no 
influence of the solution concentration on the singlet state lifetime, where the differences on 
the lifetime decays that were observed in water and methanol are not related to the 
methylene blue dimerization in water. The methylene blue lifetime decay decreases with the 
increase of the dielectric constant of protic solvents due to the interaction of the methylene 
blue with the polar solvent [45]. In protic alcohols and in aqueous solutions the methylene 
blue excited state lifetime is higher than of the fundamental state. Therefore, the differences 
between the singlet and triplet states decrease as the relaxation rate is increased. In the 
presence of aprotic solvents, such as acetone, acetonitrile, and dimethyl sulfoxide, the dipole 
excited state is lower in the fundamental state, where the energy differences observed is 
higher and the relaxation lifetime is longer [46]. 

The use of these dyes as singlet oxygen photosensitizer in PDT, as well as tumor cells 
removal are being investigated [47,48,49,50]. It is known that under laser irradiation in the 
presence of photosensitizer dyes, the tumor cells undergo necrosis or apoptosis and the rate 
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terminal amine groups [40]. It is believed that for other compounds the results may be the 
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of tumor cell removal through apoptosis increases [51,52,53]. This behavior has been related to 
the presence of singlet oxygen in the tumor cells [54,55]. The increase of cell removal through 
apoptosis is of great importance in the PDT treatment [50,56]. There are no side effects in the 
cell removal through apoptosis because it is a controlled cell removal process, where there is 
no inflammation of the laser irradiated tissue. In some cases changes in the PDT mechanism 
has been observed, type I via free radical and type II via oxygen singlet, which could be 
related to the interaction among the dyes and the cellular system [57,58,59,60]. These changes 
involve the aggregation of two or more dye molecules in the same site [61]. 

2. Photodynamic Therapy (PDT): Mechanism of action 
Selective tumor destruction without damaging surrounding healthy tissues can be reached 
by using PDT, which is treatment, activated by light, which requires the combination of 
three elements: a photosensitizer, visible or near-infrared light, and oxygen 
[62,63,64,65,66,67,68,69]. However, the precise mechanisms of PDT are not yet fully understood but 
two general mechanisms of photoinduced damage in biomolecules have been proposed: 
Type I and Type II [62,70,71]. Type I is the photodynamic mechanism in which the excited 
molecule induces radical formation that causes damage to biological targets (membranes, 
proteins and DNA), and an electron transfer event is the initial step [16]. In Type I 
mechanism, the photosensitizer in the excited state interacts directly with a neighbor 
molecules, preferentially O2, producing radicals or radical ions through reactions of 
hydrogen or electron transfer [72]. Frequently, these radicals react immediately with the O2 

generating a complex mixture of reactive oxygen species (ROS), such as hydrogen peroxide, 
superoxide radical and hydroxyl radical, which are capable to promote oxidation a great 
number of biomolecules [62]. 

It is believed that 1O2 produced through type II reaction is primarily responsible for cell 
death. It is known that several factors including the PS, the subcellular localization, the 
substrate and the presence of O2 contribute to this process [71]. The lifetime of 1O2 is very 
short (approximately 10-320 nanoseconds), limiting its diffusion to only approximately 10 
nm to 55 nm in cells [73]. Type I photoreaction of some PSs are primarily responsible for 
sensitization through radical formation under hypoxic conditions. In the presence of 
oxygen, 1O2 mediates photosensitization process, but the supplemental role of H2O2, OH• 
and O2• must also to be considered. Only substrates situated very close to the places of ROS 
generation will be firstly affected by the photodynamic treatment because the half-life of 1O2 
in biological systems is under 0.04 μs and its action radius being lower than 0.02 μm [71]. 
This assumption is due to the fact that ROS are highly reactive and present a very short half-
life. Type II is the photodynamic mechanism in which the photooxidation is mediated by 
singlet oxygen (1O2), where an energy transfer reaction from the photoexcited molecule to 
molecular oxygen is the initial step [16,62]. The process involves the excitation of the 
photosensitizer from a ground singlet state to an excited singlet state, where intersystem 
crossing to a longer-lived excited triplet state will occur. It is also important to point out that 
molecular oxygen is present in tissue with a ground triplet state. When the photosensitizer 
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and an oxygen molecule are in proximity, an energy transfer can take place that allows the 
photosensitizer to relax to its ground singlet state, and create an excited singlet state oxygen 
molecule. Additionally, energy is transferred from triplet protoporphyrin IX to triplet 
oxygen, resulting in singlet ground state protoporphyrin IX and excited singlet oxygen, 
which reacts with biomolecules, which can damage some cells in the treatment area. Singlet 
oxygen is the usual name associated to the three possible excited electronic states 
immediately superior to the ground state of molecular oxygen (triplet oxygen) [3]. 

Due to the short half-life and diffusion distance of singlet oxygen in aqueous media, PDT 
can be considered a highly selective form of cancer treatment, as only the irradiated areas 
are affected, provided that the photosensitizer is nontoxic in the absence of light [74]. This 
combination of light/photosensitizer/oxygen as a mode of disease treatment has expanded 
from an initial focus on cancer tumors to include application in certain non-neoplastic 
diseases including age-related macular degeneration (AMD), coronary heart disease, 
periodontal diseases, and microbial infections [75]. 

Singlet oxygen is a very aggressive chemical species and will very rapidly react with 
any nearby biomolecules, being that the specific targets depend directly on the physical-
chemistry properties of the photosensitizer used in the photodynamic process, which 
will result in no desired side effects, such as destructive reactions that will kill cells 
through apoptosis or necrosis. Therefore, depending on whether Type-I or Type-II 
mechanisms take place, the therapeutic efficiency of PDT may be completely altered. 
Therefore, the ratio of apoptotic versus necrotic cell death in tumors treated with PDT 
may depend on the competition between electron and energy transfer in the reaction 
site [16]. 

Oxidative stress generated by the photodynamic action occurs because in biological systems 
the singlet oxygen presents significantly low lifetimes, where the lifetimes of the singlet 
oxygen is lower than 0.04 μs, implying that its radius of action is also reduced, being usually 
lower than 0.02 μm [3]. Reactive oxygen species (e.g. hydroxyl radicals or superoxide) are 
their high reactivity and low specificity with a broad spectrum of organic substrates [76]. 
Various methods have been employed for the generations of hydroxyl radicals such as 
O3/UV, H2O2/UV, TiO2 photo-catalysis and photo assisted Fe(III)/H2O2 reaction. 

3. Photosensitizers 

3.1. Phenothiazinium dyes 

The phenothiazinium dyes were first synthesized in the late 19th century—e.g. both 
Methylene Blue (Caro) and Thionin (Lauth) in 1876—during what might be considered to be 
a ‘‘gold rush’’ period of chemical experimentation after the discovery of the first aniline 
dyes [77]. Among photobactericidal compounds, the phenothiazinium photosensitizers 
methylene blue (MB) and toluidine blue O (TBO) have often been used as lead structures, 
being effective photosensitizers with singlet oxygen quantum yields of approximately 0.40 
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and exhibiting low toxicity levels in mammalian cells [14]. Members of the phenothiazine 
class are known to cross the blood-brain barrier and to be relatively nontoxic [78,79]. 

The biomedical use of phenothiazinium dyes has begun with specimen staining for 
microscopy by various medical scientists, among whom were famous scientists such as 
Romanovsky, Koch and Ehrlich. The idea of structure—activity relationships in stains 
developed in this era, particularly by Paul Ehrlich, laid the foundations for modern 
medicinal chemistry, and these principles should be followed by those attempting the 
properly organized photosensitizer synthesis [77]. Cellular uptake is determined by a 
combination of charge type/distribution and lipophilicity, both of which characteristics may 
be controlled by informed synthesis. Due to the expansion of PDT into the antimicrobial 
milieu, a far greater scope for photosensitizer design exists now. For example, in the field of 
blood product disinfection, an ideal candidate photosensitizer would be effective in the 
inactivation of bacteria, viruses, yeasts and protozoan, but would remain non-toxic and non-
mutagenic in a human recipient. It is hardly surprising that none of the currently available 
agents fits all of these criteria [77]. 

Phenothiazinium dyes are cationic compounds with high redox potential that interacts with 
visible light inactivating several kinds of pathogenic agents in fresh plasma. 
Phenothiazinium dyes present great reactivity with the proteins and lipoproteins (cell 
membranes) and nucleic acids. These cationic compounds have limited capability to 
permeate the cell membrane as function of their elevated hydrophilic character [80]. 
Phenothiazinium dyes present significant action against encapsulated virus and some virus 
without capsule, such as parvovirus B19. As function of its genotoxic action, the 
employment of phenothiazinium dyes is prohibited in several countries, such as Germany80. 
On the other hand, the Methylene Blue is a highly hydrophobic compound with higher 
chemical affinity to the nucleic acids, which denotes its potential to application against 
virus. 

Phenothiazinium dyes are photocytotoxic, and can cause photoinduced mutagenic effects 
[81]. In living systems, DNA acts as an important target for phenothiazinium dyes. It has 
been proved that these dyes can photosensitize biological damage. Azure B (AZB) is an easy 
available phenothiazinium dye, and has been widely employed both in metal determination 
and DNA staining detection. Owing positive charges on its molecular structure, AZB can 
bind to the DNA polyanion in living systems through electronic interactions. So, the study 
of the interaction of AZB with DNA in vitro is of importance. 

Methylene Blue, MB (Figure 2) is a phenothiazinic dye current applied in PDT as therapeutic 
agent or photosensitizing compound. MB has a recognized antimicrobial effect in the dark 
(citotoxicity property) which can be increased, at oxygenated environment, by the incidence 
of light with a wavelength corresponding to its electronic absorption band [82,83]. 

Methylene Blue is a well-known photochemical oxidant. The photoreduction reaction of this 
dye by various types of electron donors has been studied quite often, and in most cases an 
electron transfer mechanism was proposed for explaining the observed results [84]. 
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Figure 2. Structure of Methylene Blue 

This molecule is particularly interesting for application in PDT due to its known physical 
chemical properties. For example, MB is a positive charged dye with three aromatic rings (6-
members) very soluble in ethanol. It is already used clinically in humans for the treatment of 
metahemoglobinemia, without significant side effects. Besides these characteristics, MB 
presents a quantum yield of singlet oxygen formation around 0.5, with a low reduction 
potential, intense light absorption in the region of 664 nm in water (within the 
phototherapeutic window). Also, it displays a high photodynamic efficiency causing 
apoptosis of cancer cells, by mono or polychromatic light excitation). Currently, MB is used 
by several european agencies for disinfection of blood plasma, due to its efficiency in 
photodynamic inactivation of microorganisms such as viruses [85], including HIV, hepatitis 
B and C [86,87]. 

MB has been clinically used as a photosensitizer drug for PDT in the treatment of different 
types of tumors [88]. Phototherapeutic application examples include treatment of bladder 
cancer, inoperable esophagus tumors, skin virulence, psoriasis and adenocarcinomas [89]. 
Additionally, an important point to be considered is the extremely low cost of a treatment 
based on this dye compared with other available photo-drugs.  

Although MB possesses a positive charge and the planar structure with delocalized charge, 
it has a tendency to form dimers, trimers or type H aggregated systems in the presence of 
certain additives, cell organelles or solvents, for example, water [90,91,92,93]. The development 
of self-aggregates compromises its photodynamic activity, impairing the production of 
singlet oxygen, principal phototoxic species in PDT. In self-aggregated states auto-
quenching processes occur where the excited monomers have the energy suppressed by 
collisions with other monomers that constitute the aggregate [94,95,96,97,98]. 

Often, treatment protocols require unusual preparation methods, or conditions that may 
have many distinct characteristics of the most ideal conditions. One example is that the MB 
in diluted aqueous solution, with concentration around 2x10-5 mol L-1, is found in 
monomeric form. However, its uses in topical treatments require concentrations higher than 
6x10-2 mol L-1, where self-aggregation and its consequences are significant [82]. 

Therefore, it is important to investigate the phenomena of MB self-aggregation present in 
solvent mixtures and / or interaction with biomolecules [90]. This study aims to investigate 
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changes in MB spectroscopic properties caused by self-aggregate formation induced by 
solvent mixtures. 

The MB is an oxazinic dye soluble in water or alcohol. It presents a quantum yield of oxygen 
singlet formation of about 0.5 and low reduction potential [25]. It is a dye with low toxicity, 
which absorb in the UV-visible light (máx = 664 nm; solvent: water) and shows good 
photodynamic efficiency to kill cancer cells, which can be excited by monochromatic and 
polychromatic light within the therapeutic window [82]. It is a hydrophobic dye, which 
forms aggregates when in the presence of aggregation agents such as polyelectrolyte, or 
when in the presence of solvents that induces the aggregation process. The aggregate 
formation changes photosensitization efficiency, decreasing the amount of singlet oxygen 
produced by light stimulation. The most important application of methylene blue (MB) is its 
use in PDT as a photosensitizer agent, in oncology and potentially in the treatment of other 
diseases, such as Leishmaniosis. 

Teichert et al.[99] used Candida albicans strains that are resistant to the conventional treatment 
of Candida infections, which were collected from HIV-positive patients. These strains were 
inoculated in the oral cavity of rats that, subsequently, were submitted to the topic 
application of 1 mL of Methylene Blue at concentrations of 250, 275, 300, 350, 400, 450 and 
500 μg mL-1. After 10 minutes of dye application, the authors employed the diode laser with 
wavelength of 664 nm with potency of 400 mW (687.5 seconds), resulting in an energetic 
density of 275 J/cm2 [100]. After one unique application, it was realized microbial culture 
exam of the respective samples and the individuals were sacrificed to the histological 
analysis of the tongue. The results obtained in this procedure demonstrated a complete 
elimination of the microorganisms, when the dye concentrations of 450 e 500 μg mL-1were 
employed. In the histological analysis, the rats that were treated with PDT had no 
inflammatory signals. The tongues of the control group rats presented high level of infection 
by Candida which was located in the keratin layers [100]. The respective authors concluded 
that the PDT is a potential alternative to the treatment of the fungi infection, emphasizing, as 
advantages of this technique, its topic character, simple methodology and, mainly, the 
unspecific characteristic of PDT, i.e., the possibility of to be applied to a great number of 
microorganisms. Moreover, PDT can be applied several times without risk of selection of 
resistant yeasts [100]. 

Azures A, B and C, are examples of photosensitizer agents, which have the cationic 
derivatives, such as the Azure Bf4. The organic ions can interfere through fluorescent 
radiation absorption that is emitted by excited molecules, resulting in a photobactericidal 
effect on the Staphylococcus aureus and Enterococcus faecium colonies. This behavior is related 
to the light stimulation wavelength because the organic compounds present in the system 
absorb electromagnetic radiation. However, only organic compounds that present double 
bond conjugated system, such as azure A, B or C, are capable to absorb the visible light 
radiation. 

It was observed that red visible light (600-700 nm) and nearinfrared are the wavelengths that 
can penetrate the human skin. The phenothiazinic dyes, such as Azures, absorb light in such 
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wavelengths with high intensity. They show the formation of aggregates due to the presence 
of aggregation agents such as polyelectrolytes, or due to the presence of solvents that favors 
the aggregate formation, such as water. The aggregate formation changes the 
photosensitization process efficiency, decreasing the amount of singlet oxygen produced by 
the light stimulus. The self-aggregation phenomenon can be minimized by adding charged 
groups in the dye structure, which results in an electrostatic repulsion interaction, increasing 
the hydrophilic behavior of the dye, such as Azure B and Azure BF4. 

Azures are phenotiazine compounds. This class of dye has low toxicity in the dark, constant 
composition, being synthesized with high yield. Azures present great selectivity to the 
tumor cells and significant photo stability, being not maintained in the body for long 
interval of time. These dyes can be applied through endovenous and topic ways. Azures 
present high bactericide ability, being very auspicious compounds to be applied as 
photosensitizes in PDT, especially due to their favorable photodynamic properties and low 
cost [101,102]. Azure dyes (including Azure B) are recalcitrant compounds used in the textile 
industry. For instance, Azure B has been used in a selective assay for detecting lignin 
peroxidase, the oxidative enzyme with the highest redox potential produced by white-rot 
fungi [103,104]. 

Azure B is a very sensitive dye and extremely susceptible to detect slight alterations in its 
chemical environment, presenting significant solvatochromic processes. Physico-chemical 
properties of Azure B have motivated the employment of Azure B as a chromogenic reagent 
for the spectrophotometric determination of several compounds, which are relevant to 
biological and environmental chemistry such as periodate [105]. This cited method is simple 
and rapid, offering advantages of sensitivity and wide range of determinations, without 
involvement of any stringent reaction conditions, being successfully applied to the 
determination of periodate in solution and in several river water samples. In its time, Azure-
C (AZC), and related phenothiazine compounds has been widely used for accelerating the 
oxidation of NADH, but not in connection to the NAD+ reduction process. 

Thionine has been a subject of many studies, as for example in a photochemical and 
electrochemical biosensor [106,107,108,109,110] and in photovoltaic cells [111]. Thionine is a 
positively charged tricyclic heteroaromatic molecule, which has been investigated for its 
photoinduced mutagenic actions [112,113], toxic effects, damage on binding to DNA [114] and 
photoinduced inactivation of viruses [115]. Thionins consist of 45–47 residues bound by three 
to four disulfide bonds, which includes α1-purothionin, βPTH, and β-hordothionin (βHTH) 
[116,117,118]. 

It has the ability to immobilize proteins and DNA and act as molecular adhesive [119]. 
Biophysical and calorimetric studies with three natural DNAs of varying base compositions, 
have shown the intercalative binding and high affinity of thionine to GC rich DNAs [120]. 
Thionine presented a high preference to the alternating GC sequences followed by the homo 
GC sequences contained in different synthetic polynucleotides [121]. AT polynucleotides 
presented a lower binding affinities but the alternating AT sequences had higher affinity 
compared to the homo stretches. The intercalation and the sequence of specific intercalative 
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binding of thionine were shown by fluorescence, viscosity experiments and circular dichroic 
studies, respectively [121]. 

Studies based on absorbance, fluorescence, circular dichroic spectroscopy, viscosity, thermal 
melting and calorimetric techniques were used to understand the binding of thionine, with 
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phenothiazine dye, may indicate that there are some interaction with mediators and 
biological molecules [126,127,128]. Photochemical and electrochemical properties of TBO have 
been used to develop new photovoltaic devices for energy conversion and storage [129]. The 
aggregation behavior of such dyes in phase solution can be studied by using several optical 
rotation and circular dichroism techniques, as it can be seen in some studies of the 
interaction of TBO molecules on the DNA surface [130]. It was suggested that both 
intercalative and electrostatic interactions of TBO with DNA, where it was pointed out that 
the electrostatic interaction play an important role on the formation of the bridged structure 
of TBO with DNA [131]. 

TB can also be used as an oxygen radical inactivation, biological sensitizer and complexing 
agent in biological systems avoiding pathological changes [132]. Due to its low toxicity and 
high water solubility in salt form, which has an intense absorption peak in the visible region 
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benzophenoxazine, a class which also includes Nile red, a phenoxazinone, here termed red 
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Nile blue (RNB) and Meldola’s Blue. It has been found to be localized selectively in animal 
tumors [136] and can retard tumor growth [137,138]. NB has been used as a photosensitizer for 
oxygen in PDT applications [139,140], in processes that depend on solvent polarity [141,142], as a 
stain for Escherichia coli in flow cytometry [143], as a DNA probe [144] and many other 
applications [145,146,147,148]. Due to their high fluorescence quantum yield together with their 
solvatochromism, they have been used as stains and imaging agents. These dyes present 
relatively low solubility in aqueous medium as well as their fluorescence is reduced 
significantly in in the presence of polar medium, which opens up new possibilities to 
develop aqueous analogues of these benzophenoxazines [149]. Together with the increase of 
the solubility in water, it is believed that the self-assembly process to form aggregates can be 
disrupted resulting in an enhancement of the fluorescence intensity [150]. 

NB shows thermochromic and solvatochromic behavior in its ultraviolet/visible spectra [151]. 
The variation in the absorption spectrum is due to the equilibrium between the monocation 
and the neutral molecule, where the monocationic form is the more stable in most solvents. 
In strong basic conditions the neutral form is observed, where in strong acidic conditions the 
dicationic and tricationic forms can be observed [152]. The fast decay processes study can be 
used to get information on the effect of medium condition, basic and acidic, on determining 
the excited state lifetime on the picosecond scale. It was shown that the reason for the faster 
decay in acidic conditions results from the formation of dications by reaction of excited state 
monocations with hydrogen ions [153]. 

Despite the photophysics of NB in pure solvents is well characterized in literature, the NB 
interaction with microheterogeneous systems, such as micelles, reverse micelles (RMs) and 
DNA is still not well understood. Electrochemical studies have shown that NB-DNA 
duplexes modified microelectrode can be used as a rapid and sensitive method to detect 
TATA binding to DNA in the presence of other proteins [154]. However, there are no many 
works done on its interaction with DNA [155,156,157,158]. In a work done on the interaction of 
NB with biomimicking self-organized assemblies (SDS micelles and AOT reverse micelles) 
and a genomic DNA (extracted from salmon sperm) (SS DNA), it has been shown that there 
are two different binding modes of NB with genomic DNA, electrostatic and intercalative 
modes [144]. There was no explanation for the mechanism related to these interaction 
modes. The electrostatic mode is believed to be responsible for electron transfer between the 
probe and DNA, which may result in a quenching process of the NB fluorescence emission 
intensity when in the presence of low concentration of DNA. The intercalative mode is 
believed to be the subsequent release of quenching due to the intercalation of the dye in 
DNA base pairs. In another study, it was shown that binding affinity of the probe is higher 
with SDS micelles than with the DNAs within its structural integrity in presence of the 
micelles. The complex rigidity of NB with various DNAs and its fluorescence quenching 
with DNAs has shown a strong recognition mechanism between NB and DNA [159]. 

NB was immobilized in two different surfaces, a nonreactive surface (SiO2), with its 
conduction band at much higher energies, and a reactive surface (SiO2), with a conduction 
band situated at lower energies. The former is used to directly probe the excited-state 
dynamics of the dye undisturbed by other competing processes. The latter is used to study 
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the charge injection process from the excited dye into the semiconductor nanocrystallites, 
acting as an electron acceptor. The transient absorption measurements of NB adsorbed on 
SiO2 colloids (inert support) show that the NB aggregates have a relatively short-lived 
excitonic singlet state ( = 40 ps) (Table 1). The lifetime of the excited singlet of the monomer 
in aqueous solution is  390 ps. NB aggregates that were immobilized on reactive surface 
also inject electrons into SnO2, resulting in the formation of the the cation radical, (NB)2+, of 
the NB aggregates and by the trapping of electrons the in SnO2 nanocrystallites. The 
monophotonic dependence of the formation of (NB)2+ on SnO2 surface supports the charge 
transfer from NB aggregates to SnO2. The rate constant for this heterogeneous electron 
transfer process is  3.3.108 s-1 [160]. 

4. Aggregation of photosensitizers and its influence in PDT 
Most of these dyes form aggregates in the ground state [161,162,163], even when the dye 
concentration is low (approximately 10-6 M) and in the presence of salts and aggregation 
inducing agents, such as anionic micelles, heparin, polyelectrolyte, liposome and vesicles. 
The planar structure of such dyes is a key factor that contributes to the approaching and 
dimerization of the dyes [164,165]. 

The presence of hydrophobic ligands in the dye structure facilitates the aggregate formation 
in polar medium. The effects of the planar structure of the dye, hydrophobicity and the 
interaction with cell membranes were observed in photosynthetic systems II of plants [166] 
and other systems [167]. Some studies have shown that the interaction among phenothiazines 
and cyclodextrins results in the aggregate formation with different sizes depending on the 
cyclodextrins cavity size [162,168]. 

Studies that were conducted previously have shown that methylene blue molecules form 
aggregates and the photophysical behavior changes depending on the ground state 
aggregation. It results in a decreasing of the fluorescence intensity and on the singlet oxygen 
formation [49]. These studies have shown that the interaction with micelles is responsible for 
the dimerization process and not the interaction with monomer of the surfactant, as it has 
been postulated in some works [169]. In this stage of the work it is important to study the 
nature of the aggregates formed in different negatives interfaces and in biological systems, 
more specifically in micelles, vesicles and mitochondria. 

It is well known that dimerization and medium composition effects changes the energy 
transfer process among triplets species and molecular oxygen and other triplet suppressors 
[170,171,172,173,174,175,176,177,178]. Some studies carried out using thionine and MB have shown some 
of these effects [179]. Azure A, azure B, thionine e MB are dimerized with different 
dimerization constants. 

The aggregation of ionic dyes cannot be assigned to a specific type of chemical interaction. 
There is a significant contribution of several influences, such as van der Waals interactions, 
intermolecular hydrogen bounds and pi-electrons interactions, being that, frequently, it is 
not trivial to evaluate the specific contribution of each one of these interactions [180]. 



 
Advanced Aspects of Spectroscopy 408 

The quantum behavior of extended aggregates of atomic and molecular monomers, 
containing from a just a few up to thousands of subunits, is attracting increasing attention in 
chemistry and physics, being that proeminent examples are aggregates of large dye 
molecules, chromophore assemblies describing the photosynthetic unit of assemblies of 
ultra-cold atoms [181]. 

According to their structure, dyes, such as phenotiazinium, exhibit J- or H-aggregates, 
which present very typical J- or H-absorption bands [182]. The aggregate absorption band is 
red-shifted in relation to the monomer absorption. These are the J-aggregates showing a 
very narrow band whose position is well-predicted by a theory ignoring intramolecular 
vibrations. By contrast, other dyes showed a shift towards the blue (i.e. higher absorption 
energies) and were termed H-aggregates (hypsochromic shift). Unlike the J-band, the line 
shape of the H-band generally shows a rich vibrational structure and has a width of the 
order of the monomeric band [183]. The J-band is polarized parallel to the rods, while the H-
band is polarized perpendicularly to the rod long-axis [184]. 

Self-organized J-aggregates of dye molecules, known for over 60 years, are emerging as 
remarkably versatile quantum systems with applications in photography, opto-electronics, 
solar cells, photobiology and as supramolecular fibres [185]. 

5. Future perspectives 
Photodynamic Therapy has been used in clinical applications with significant success. 
Several studies have focused on the suitable conditions to improve the clinical results, such 
as the optimization of the incident light intensity. Indeed, the importance of irradiance is a 
determinant of PDT-induced pain. The increased use of low irradiance PDT may have a 
considerable impact on pain, which currently is the main limiting factor to successful 
delivery of PDT in some patients [186].  

Another area of improvement of the PDT application is focused on the increase of the 
aqueous solubility of the photosensitizers. In fact, the photosensitizers require being suitable 
to several types of administration in biological medium. In this context, interesting 
photosensitizers that present low water solubility, such as C60, constitute an area of scientific 
efforts. C60 can be accumulated selectively in the target point. However, the biological 
application of C60 is limited due to its poor solubility in water [187]. To improve the 
solubility of C60 in water, several water-soluble derivatives have been synthesized. 
Furthermore, other solubilization methods for C60 have been explored using cyclodextins, 
calixerenes, micelles, liposomes, and poly(N-vinyl-2-pyrroridone) (PNVP). In general, core-
shell polymer micelles can be formed spontaneously by amphiphilic diblock copolymers 
due to association between hydrophobic blocks in water. The hydrophobic drugs can be 
incorporated into the hydrophobic core of the polymer micelle, and thus, the drugs can be 
solubilized in water. Nanosized water-soluble core-shell type polymer micelles can allow 
long circulation in the blood stream avoiding reticuloendothelial systems (RESs) and can be 
utilized for their enhanced permeability and retention (EPR) effect at solid tumor sites. 
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The production of ROS can be affected by factor, such as the aggregation and 
photobleaching of the photosensitizer. In fact, photosensitizers such as, for example, 
magnesium protoporphyrin (MgPpIX), have demonstrated that the aggregation and 
photobleaching reduce the photodynamic efficiency [188]. 

Low-level laser therapy has been used to speed up healing process of pressure ulcers due to its 
antiinflammatory, analgesic, anti-edematous, and scarring effects, since there is no consensus 
on its effect on infected ulcers [189]. It is an interesting topic to be evaluated in novel studies. 

It is known that Gram positive bacteria are more sensitive to PDT as compared to Gram 
negative species. However, the use of cationic photosensitizers or agents that increase the 
permeability of the outer membrane allows the effective killing of Gram negative organisms 
[190]. Some photosensitizers have an innate positive charge, but some approaches are focused 
on to link photosensitizers to a cationic molecular vehicle, such as poly-L-lysine [190]. 

Photodynamic therapy has been also applied in dentistry, in endodontic treatments, with 
auspicious results regarding the control of microbial infections associated to this type of 
odontologic therapy [191]. 

The increasing application of PDT has motivated the development of other therapeutic 
techniques, with similar principles. We can mention the case of Sonodynamic Therapy 
(SDT). In 1989, Umemura and co-workers first pioneered the development of non-thermal 
ultrasound activating a group of photosensitizers for treating tumor, which is called 
Sonodynamic Therapy (SDT) [192]. They reported that the photosensitive compounds 
activated by ultrasound can kill cancerous cells and suppress the growth of tumor. 
Otherwise, they also thought highly of that the ultrasound could reach deep-seated tumor 
and maintain the focus energy in a small volume because of exceedingly strong penetration 
ability and mature focusing technology [193]. Particularly, SDT was developed from the well-
known PDT but only put up low phototoxicity. Therefore, in recent years, along with the 
lucubration the SDT has attracted considerable attention and has been considered as a 
promising tumor treatment method [192]. 

Regarding the development of photosensitizers, it is important to register the relevant role 
of phthalocyanines. Phthalocyanines (Pcs) are highly delocalized p-conjugated organic 
systems and exhibit wide variety of roles in a various high technological areas such as 
semiconductor devices, liquid crystals, sensors, catalysts, non-linear optics, photovoltaic 
solar cells and PDT [194,195]. They are among the most important promising chemical 
compounds by advantage of their stability, photophysical, photochemical, redox and 
coordination properties. The properties of Pcs depend on their molecular composition with 
the number; position and nature of substituents and type of central metal play an important 
role in controlling their properties [194]. 

Indeed, Pcs have many considerable physical and chemical features, which have motivated 
the interest of several investigators because of their physico-chemical properties [195]. The 
presence of different substituents on the Pc ring also leads to increased solubility and 
supramolecular organizations with improved physicochemical characteristics, depending of 
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the interest in terms of application [194]. In fact, phthalocyanines are very versatile chemical 
systems, which allow great variability of adjustment of properties in the process of chemical 
synthesis. This great number of structural possibilities has been utilized in many fields, 
since the different phthalocyanines can be applied in quite different areas, such as gas 
sensors, semiconductor materials, photovoltaic cells, liquid crystals, optical limiting devices, 
molecular electronics, non-linear optical applications, Langmuir-Blodgett films, fibrous 
assemblies and PDT [195]. 

6. Conclusions 
The selection of photosensitizers that are more able to generate an efficient photodynamic 
action is one of the main questions involving PDT in the present days. The novel 
generations of photosensitizers is aiming to obtain the maximum quantum yield through 
the therapeutic window, avoiding spectral ranges that are absorbed by endogenous dyes, 
such as hemoglobin and melanin. In this way, the previous knowledge regarding the 
spectroscopic behavior of the new prototypes of photosensitizers is a relevant pre-requisite 
to the advancement of the types of applications and its respective repercussions, since the 
efficacy of the methodology depends on the capability of generations of reactive oxygen 
species (ROS) and reactive nitrogen species (RNS), which are intrinsically related to the 
optical profile of the photosensitizers. 
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1. Introduction 

Triarylmethane (TAM) dyes are organic compounds containing triphenylmethane 
backbones. TAM compounds are sometimes called leuco-TAMs (LTAMs) or leuco-bases. 
(Nair et al., 2006) LTAM molecules are the precursors of TAM+ dyes since TAM+ dyes are 
the oxidized form of LTAM molecules. Backbones of TAM molecules are also known to be 
an important group in intermediates in the synthesis of various organic functional 
compounds, including the preparation of polymers and supramolecules. (Bartholome & 
Klemm, 2006) 

TAM+ dyes potentially have numerous applications in the chemical, pharmaceutical, and life 
science industries, including as staining agents, ink dyes, thermal imaging materials, 
carbonless copying materials, drugs, leather, ceramics, cotton, and as a cytochemical 
staining agent. (Balko & Allison, 2000) A number of TAM+ dye molecules are well known, 
such as malachite green (MG), brilliant green, crystal violet, and pararosanilin, etc. The 
chemical structures of some of these well-known TAM+ dyes are shown in Fig. 1.  

 
Figure 1. Chemical structures of well-known TAM+ dyes. 
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Among them, MG is one of the most commonly used chemicals in dye chemistry. MG is 
a common green dye but it is absorbed into the human body in its carbinol and leuco 
forms (see the section on UV-Vis spectroscopy). MG is very active with the fungus 
Saprolegnia, which infects fish eggs in commercial aquaculture, and is known to be good 
for Ichthyophthirius in fresh water aquaria. (Indig et al., 2000) It has been known, 
however, for MG to be highly toxic to mammalian cells, even at low 
concentrations.(Plakas et al., 1999; Cho et al., 2003) Because of its low cost, effectiveness 
as an antifungal agent for commercial fish hatcheries, and ready availability, many 
people can be exposed to this dye through the consumption of treated fish. Since MG is 
similar in structure to carcinogenic triphenylmethane dyes, it may be a potential human 
health hazard.  

In addition, in their oxidized form, TAM+ dyes are highly absorbing fluorophores with 
extinction coefficients of ~2.0 × 105 mol−1cm−1 and high quantum yields. Their absorption 
maxima can easily be matched with the laser lines by simply changing the length of the 
conjugated chain and/or the heterocyclic moiety. Thus, TAM+ dyes can be employed as 
fluorescence labels and sensors of biomolecules in vivo because their spectra reach the near-
infrared region. Özer (2002) reported efficient non-photochemical bleaching of a TAM+ dye 
by chicken ovalbumin and human serum albumin, showing that dye–protein adducts can 
also form and suggesting that proteins may be primary, rather than indirect, targets of 
TAM+ action. However, the use of this substance has been banned in many countries 
because of its toxicity and possible carcinogenicity. Substitutive materials for MG 
compounds have thus been in considerable demand. Numbers of researchers (Gessner & 
Mayer, 2005) have been interested in developing TAM+ molecules. We developed Fischer’s 
base (FB) analogs of LTAM molecules (Keum et al., 2008, 2009, 2010, 2011, 2012), whose 
chemical structures contain a couple of heterocyclic FB rings and a substituted phenyl group 
on a central carbon of the molecules. The structures and numbering system for the Fischer’s 
base (FB) analogs of LTAMs are shown in Fig. 2.   

 
Figure 2. Structures and numbering systems for the FB analogs of symmetric and unsymmetric LTAM 
molecules. 

In this chapter, abbreviations (LTAM and Un-LTAM) will be used to designate the 
Fischer’s base analogs of symmetric and unsymmetric LTAMs, respectively. Note that 
“the general LTAM” in Section 2.2 denotes the LTAM/TAM+ dyes that contain no FB 
moieties. 
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2. Preparation 

2.1. General leuco-TAM and TAM+ molecules  

Generally, the Friedel-Crafts-type catalytic alkylation of aromatic rings with aromatic 
aldehydes is an effective method for TAM+ formation. (Li et al., 2008; Kraus et al., 2008) 
Several mild and efficient triaryl- and triheteroarylmethanes formations using [Ir(COD)Cl]2-
SnCl4, AuCl3, Cu(OTf)2, and Sc(OTf)3 as catalysts have also been reported. Grignard reagents 
or n-butyl lithium compounds have also been used for their preparation. A brief summary 
of the preparation methods of general LTAM/TAM+ molecules is shown in Fig. 3.  

 
Figure 3. The synthetic procedures for the commercially well-known LTAM molecules. 

Although a number of methods are available for the synthesis of triarylmethanes, most are 
multistep processes and/or require harsh reaction conditions. 

2.2. Fischer’s base analogs of Leuco-TAM 

Fischer’s base analogs of LTAM molecules can be obtained from a reaction of a molar excess 
of Fischer’s base and substituted aryl aldehydes. The prepared LTAM dyes consist of two FB 
rings on the central carbon, where a substituted phenyl ring is located. The LTAM molecules 
can be symmetric or unsymmetric, depending on the identity of the two FB rings. They are 
the precursors of the TAM+ dyes, which are structurally close to the polymethine dyes (e.g., 
Cy3, Cy5, etc.). (Ernst et al., 1989) 

2.2.1. Symmetric LTAM FB analogs 

The FB analogs of symmetric leuco-TAM molecules {2,2′-(2-phenylpropane-1,3-
diylidene)bis(1,3,3-trimethylindoline)} derivatives were obtained from the reaction of 5-
substituted benzaldehyde and excess (2- to 3-fold) FB in ethanol at room temperature for 2–4 
h, as shown in Fig. 4. The white precipitate was filtered from the reaction mixture and 
washed thoroughly with cold ethyl alcohol. Purification was carried out through 
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precipitation from acetone. TAM+ dyes were then obtained from a reaction of LTAM 
molecule with 2,3-dichloro-5,6-dicyano-1,4-benzoquinone (DDQ) in the presence of HCl, 
followed by separation of the deep blue form from the product mixtures by column 
chromatography in MC/MeOH (9:1).  

Melting points, yields, and other characteristic data of the prepared LTAM molecules are 
summarized in Table 1.  

 
Figure 4. Synthetic scheme for symmetrical LTAM molecules. 

2.2.2. Unsymmetric LTAM FB analogs 

Unsymmetric LTAMs (Un-LTAM) were obtained from a reaction of excess Fischer’s base 
with the substituted cinnamaldehydes, as shown in Fig. 5. The Un-LTAMs have two 
different FB skeletons on the central carbon, 1,3,3-trimethyl-2-methyleneindoline and 2-
allylidene-1,3,3-trimethylindoline groups. The symmetric TAM+ dyes with styryl-ring 
pendants are expected to possess elongated conjugation from the N+ center of the FB ring to 
the phenyl ring. However, these LTAM molecules were not successfully obtained from the 
reactions of Fischer’s base with the substituted cinnamaldehydes. 

 
Figure 5. Synthetic scheme for unsymmetrical LTAM molecules. 
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Experimentally, Un-LTAM molecules were formed as the sole product and no symmetrical 
LTAM dyes were formed. This suggests that the Michael-type addition of the second 
molecule of FB occurs on the δ-carbon and not on the β-carbon of the extended ,β-
unsaturated iminium salts that were formed from the reaction of FB and cinnamaldehydes. 
The mechanistic processes for the formation of Un-LTAM molecules are shown in Fig. 6.   

 
Figure 6. Mechanistic processes of the Michael-type addition of a FB molecule to the β and δ carbon of 
the α, β, γ, and δ-unsaturated iminium salts to form symmetrical and unsymmetrical LTAM dyes, 
respectively. 

Melting points, yields, and other characteristic data of the prepared LTAM and Un-LTAM 
molecules are summarized in Table 1.  
 

Compound 
LTAM moecule 

M.p. ( ͦ C) Yield (%)   Colour 
X Y 

LTAM 1 H H 146 75 white 
LTAM 2 H p-Cl 168 69 pink 
LTAM 3 H p-NO2 162(dec.) 67 reddish 
LTAM 4 Cl H 189 82 white 
LTAM 5 Cl p-NO2 182 89 orange 
LTAM 6 Cl m-NO2 118(dec.) 72 reddish 
LTAM 7 Cl 2-Cl, 5-NO2 204 65 orange 
LTAM 8 Cl p-(N) 218-219 89 white 
LTAM 9 Cl m-(N) 189-190 69 white 
 LTAM 10 Cl p-OMe 146 57 white 
 LTAM 11 Cl p-CHO 157 80 pale orange 
 LTAM 12 Benzo[e] H 181-182 21 pale green 
 LTAM 13 Benzo[e] m-(N) 152 48 pale lime 
Un-LTAM 1 H H 191 42 brown 
Un-LTAM 2 H p-NO2 186 46 brown 
Un-LTAM 3 Cl H 182 53 orange 
Un-LTAM 4 Cl p-NO2 177 55 orange 

Table 1. Melting points (M.p.), yields, and colours of the prepared LTAM and Un-LTAM molecules. 
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3. Spectroscopic Characterization 

Newly synthesized FB analogs of LTAM molecules are not expected to be fully planar 
because of steric crowding, rather they can be viewed as a screw or helical, and thus may 
possess propeller structures. Subsequently, they can adopt a conformation where all three 
rings are twisted in the same direction, making a right- or left-handed propeller. As an 
analogy to a common screw or bolt, right- and left-handed screws are nominated as M and 
P, respectively, as shown in the upper line of Fig. 7. The red arrows denote the direction of 
bond rotation, not the helical direction (blue arrows). Two rings rotate through a 
perpendicular conformation while one moves in the opposite direction.  

 
Figure 7. A new diastereomer can be formed via bond rotation (red arrows) of one diastereomer (blue 
arrows denote the helical direction between M and P isomers). 

Theoretically, three configurational isomers, ZE, EE, and ZZ, can be proposed for these 
dyes. Since the ZE isomers can have M and P conformations, ZE-LTAM molecules can be 
obtained as a racemic mixture from the synthetic reaction described previously. 

3.1. Diastereomeric identification for the prepared LTAM molecules by 1D 1H 
NMR and 2D NMR experiments 

The 1H NMR spectra of LTAM molecules display characteristic signals (three groups) in the 
aliphatic region, namely a triplet and two doublets (group A) in the range of 4.20–5.40 ppm, 
two singlets (group B) between ~2.90 and ~3.30 ppm, and four identical singlets (group C) at 
1.20–1.80 ppm. As a representative example, the 1H NMR spectrum of LTAM 4 in CDCl3 is 
shown in Fig. 8.  

 
Figure 8. 1H NMR spectroscopy of LTAM 4 as a representative example. 
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Judging from the chemical shifts of the signals in Fig. 8, group A may belong to sp2 protons, 
H2a and H2a' and allylic proton H1a'', and groups B and C may belong to N-Me (H10) and 
gem-dimethyl groups (H8 and H9), respectively. Interestingly, the gem-dimethyl groups show 
four well-separated singlets, indicating that these gem-dimethyl groups are diastereotopic. 
Thus, the gem-dimethyl groups are not identical and they have different chemical shifts in the 
NMR spectra. The most common instance of diastereotopic groups is when two similar groups 
are substituents on a carbon adjacent to a stereogenic center. These LTAM molecules may not 
be fully planar because of steric crowding and would thus be expected to exhibit chirality, 
having no stereogenic centers. No detailed discussions are not given for the resoncances in the 
range of 6 to 8 ppm, since the resonance in those ranges are of the general aromatic protons. 

The 1H and 13C resonances of the LTAM molecules were assigned using COSY and one-
bond 1H–13C correlations obtained by both direct-detection HETCOR and indirect detection 
HSQC experiments. COSY was used to identify peaks from the A and B rings. The HETCOR 
and HSQC identified the shifts of the proton-containing carbons. HMBC was used to 
differentiate between the two A and B rings of one half of the molecules because these rings 
were not identical.  

The HETCOR experiment identified the carbon shifts of those carbons with protons attached 
through one-bond coupling between 1H and 13C. Correlations between the protons such as 
H2a, H8, H9, H10 and H1a'', and their corresponding carbons are particularly useful for 
structure determination, as indicated in Fig. 9. 

 
Figure 9. HETCOR of LTAM 9 in the range of of 0-170 ppm.  
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Figure 10. Structures and NOE correlations of the ZE, EE, and ZZ isomers of LTAM molecules.  

The major chemical shift assignments within FB rings, A and B, of the molecules were 
mostly made using HMBC and NOE data. Since A and B rings are not identical, HMBC was 
needed to differentiate between the two groups of FB molecules. HMBC experiments have 
thus correlated C2 to H1a'', H2a, H8, H9, and H10 of ring A and correlated C2' to H1a'', 
H2a', H8', H9', and H10' in ring B. For the geometrical identification around the double 
bonds of the enamine moiety of the A and B (FB) rings, NOE experiments were carried out. 
Structures and NOE correlations of the ZE, EE, and ZZ isomers of the LTAM molecules are 
shown in Fig. 10. Determination of the configuration of the double bonds at positions 2–2a 
and 2'–2a' of the enamine moiety of the A and B (FB) rings was carried out by an NOE 
experiment. Strong NOE correlation was observed between the protons H10' (N-Me of B) at 
2.97 ppm and H2a' (the same subunit) at 4.42 ppm. In addition, H10 (N-Me of A) has NOE 
with H2''/H6'', whereas the gem-dimethyl, H8 and H9, exhibits NOE with H2a. These 
observations are compatible with a Z arrangement around the double bond of ring A.  
 

Compound H or C 
Z Ring E Ring Othersa 

δ (H) δ (C) δ (H) δ (C) δ (H) δ (C) 

LTAM 4 

2/2' - 151.6 - 151.3 - - 
2a/2a' 4.36(d) 97.3 4.42(d) 101.5 - - 
3/3' - 44.8 - 44.2 - - 

3a/3a' - 139.4 - 139.6 - - 
8/8' 1.32(s) 30.6 1.50(s) 28.6 - - 
9/9' 1.41(s) 30.8 1.68(s) 29.0 - - 

10/10' 3.26(s) 33.5 2.95(s) 29.2 - - 
1a'' - - - - 5.22(dd) 38.7 

2''/6'' - - - - 7.46(d) 127.6 

LTAM 5b 

2/2' - - - 155.8   
2a/2a' - - 4.42 100.5   
3/3' - - - 45.16   

3a/3a' - - - 139.6   
8/8' - - 1.39 30.6   
9/9' - - 1.60 28.6   

10/10' - - 2.97 29.0   
1a'' - - - - 5.19(t) 38.8 

2''/6'' - - - - 7.53(d) 128.8 
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Figure 10. Structures and NOE correlations of the ZE, EE, and ZZ isomers of LTAM molecules.  
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δ (H) δ (C) δ (H) δ (C) δ (H) δ (C) 
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3a/3a' - 139.4 - 139.6 - - 
8/8' 1.32(s) 30.6 1.50(s) 28.6 - - 
9/9' 1.41(s) 30.8 1.68(s) 29.0 - - 

10/10' 3.26(s) 33.5 2.95(s) 29.2 - - 
1a'' - - - - 5.22(dd) 38.7 

2''/6'' - - - - 7.46(d) 127.6 

LTAM 5b 

2/2' - - - 155.8   
2a/2a' - - 4.42 100.5   
3/3' - - - 45.16   

3a/3a' - - - 139.6   
8/8' - - 1.39 30.6   
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Compound H or C 
Z Ring E Ring Othersa 

δ (H) δ (C) δ (H) δ (C) δ (H) δ (C) 

LTAM 8b 

2/2' - - - 152.0 - - 
2a/2a' - - 4.41(d) 100.1 - - 
3/3' - - - 44.7 - - 

3a/3a' - - - 139.6 - - 
8/8' - - 1.41(s) 29.3 - - 
9/9' - - 1.51(s) 28.4 - - 

10/10' - - 2.97(s) 28.6 - - 
1a'' - - - - 5.07(t) 38.3 

2''/6'' - - - - 7.31(d) 122.9 

LTAM 10 

2/2' - 151.6 - 151.2 - - 
2a/2a' 4.30(d) 97.9 4.37(d) 102.3 - - 
3/3' - 44.9 - 44.3 - - 

3a/3a' - 139.6 - 139.9 - - 
8/8' 1.30(s) 30.8 1.47(s) 29.4 - - 
9/9' 1.39(s) 30.7 1.65(s) 28.6 - - 

10/10' 3.25(s) 33.7 2.94(s) 28.9 - - 
1a'' - - - - 5.15(dd) 37.8 

2''/6'' - - - - 7.35(d) 127.4 
aOthers denote the phenyl ring and connecting groups of the LTAM molecules. 
bCompound that has the EE configuration as the major isomer. 

Table 2. 1H and 13C NMR spectral data for LTAM molecules in CDCl3 (500 and 125 MHz, 
respectively). 

Similarly, H2a' and H9' have NOE correlations with H10' and H2''/H6'', respectively. These 
NOE phenomena indicate a ZE geometry around the double bonds of the enamine moieties 
of A and B (FB) rings, respectively. Selected 1H and 13C NMR spectral data for the major 
diastereomer of various LTAM molecules in CDCl3 (500 and 125 MHz, respectively) are 
listed in Table 2.  

3.2. Thermal diastereomerization  

3.2.1. Diastereomeric mixtures in equilibrium state 

The 1H NMR spectra of LTAM 4 became complicated upon thermal treatment. After 
approximately 2 h they exhibited three sets of signals corresponding to two other forms (a & 
b) in addition to the original major set, in CDCl3, as shown in Fig. 11. Two of the double 
bonds in the LTAM molecules can exist as ZE, EE, and ZZ isomers, which may account for 
the complexity of the spectra. Their existence is most likely due to geometrical isomerism 
with respect to restricted rotation around the C=C double bond of the FB moiety and the C-
CH(FB)(Ph) single bonds. 
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Figure 11. 1H NMR spectra of LTAM 4 at the thermal equilibrium state, showing three sets of analog 
peaks (major, a and b groups). 

Detailed analysis of the 1H NMR spectra of the LTAM compounds in the thermal 
equilibrium state is important for determining the presence of a mixture of ZE and EE or ZZ 
isomers. After thermal equilibrium of LTAM 4 in CDCl3, 2 h after sampling in an NMR tube 
at room temperature, three sets of complex signals were observed, namely triplet peaks at 
5.0–5.4 ppm, three doublets at 4.3–4.6 ppm, four singlets at 2.8–3.4 ppm, and eight singlets at 
1.3–1.7 ppm. Among these peaks, those signals assigned to the ZE isomers were a triplet at 
5.22 ppm, two doublets at 4.36 and 4.42 ppm, two singlets at 2.95 and 3.26 ppm, and four 
singlets at 1.3–1.7 ppm, as discussed previously. The residual peaks might belong to the EE 
and/or ZZ isomers.  

For identification of each of the diastereomers of LTAM 4 in organic solvents, 2D NMR 
experiments such as COSY, HMBC, and NOESY, were used at the equilibrium state. As an 
example, a COSY of diastereomeric mixtures of LTAM 4 in the range of 4.25–5.25 ppm in 
CDCl3 is given in Fig. 12.  

 
Figure 12. COSY of diastereomeric mixtures of LTAM 4 in the range of 4.25–5.25 ppm in CDCl3. 
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1H-1H COSY in the range of 4.25–5.25 ppm showed two individual sets of H1a'' and 
H2a/2a' protons for the diastereomeric structures ZE (solid and dot) and EE (dash-dot) 
isomers of LTAM 4, respectively. The methylene doublets of the ZZ isomers for this 
compound could not be detected due to their low concentration in the equilibrium state. 
Three sets of N-Me (H10 or H10') in the range of 2.8–3.4 ppm and the germinal methyl 
group (H8 and H9, and H8' and H9') could be easily distinguished through the visual 
peak ratios of the 1H NMR. 

 
Figure 13. HSQC of diastereomeric mixtures of LTAM 4, showing one-bond correlation of C2a-H2a, 
C2a'-H2a' for the ZE isomer and C2a-H2a for the EE isomer in the range of 95-130ppm.  

1H–13C correlations were obtained by both direct-detection HETCOR and indirect 
detection HSQC experiments. Fig. 13 shows some of the one-bond 1H–13C correlations. 
HSQC identifies the shifts of the carbons bearing protons of the major ZE and minor EE 
isomers. 

More particularly, HMBC can identify which protons belong to which unit. For the major 
ZE isomers, HMBC experiments have correlated C2 to H1a'', H2a, H8, H9, and H10 of 
ring A and correlated C2' to H1a'', H2a', H8', H9', and H10' in ring B. The gem-dimethyls 
(1.50 and 1.68 ppm) are correlated with C3' at 44.2 ppm. The H2a' at 4.42 ppm is 
correlated to the same C3', which allow us to assign it to the same subunit (B ring). 
Similarly, the N-Me at 2.95 ppm, correlated to the same C3', is also in the same subunit (B 
ring). The other gem-dimethyl groups (1.32 and 1.41 ppm) are correlated with C3 at 44.8 
ppm. The H2a at 4.36 ppm and the N-Me at 3.26 ppm are also correlated to the same C3, 
indicating that they are in the second subunit (A ring). The low-field HMBC of the 
diastereomeric mixtures of LTAM 4 is given in Fig. 14 and the high-field HMBC (< 95 
ppm) are not given here.  
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Figure 14. HMBC of the diastereomeric mixtures of LTAM 4 in the range of 95–155 ppm.   

For the minor concentration EE isomers, the HMBC experiments correlated C2 at 149 ppm to 
H1a'', H2a, H8, H9, and H10. Similar correlations of C3 were made for H2a, H4, H8, and H9. 
HMBC could further correlate C3a to H7, H8, and H9. Similar to the extremely minor ZZ 
isomers, HMBC correlated C2 to H1a'', H2a, H8, H9, and H10.  

Similar correlations of C3 were made to H2a, H4, H8, and H9. HMBC further correlated C3a 
to H7, H8, and H9. These correlations provided a clear distinction between diastereomeric 
isomers. H2a and N-Me were also coupled to the same C3, which confirms that all of the 
protons belong to the same isomer. As H9 or N-Me is coupled to C2''/C6'', the protons of the 
aromatic ring could be identified as a substructure of each isomer.  

2D NOESY showed spatial correlations for each of the diastereomeric mixtures for LTAM 
4 after reaching thermal equilibrium, as in Fig. 15. Namely, the spatial correlations labeled 
a–f in red were detected for the ZE isomer, and those labeled b', d', and f' in blue are 
detected for the EE isomer. In addition, one correlation, e' in green, was detected for the 
ZZ isomer.  

Unfortunately, a few of the 1H resonance peaks for the ZZ isomers were able to be detected, 
such as an N-methyl singlet and, very rarely, two gem-dimethyl peaks. This result indicates 
that the LTAM molecules equilibrate in a time-dependent manner, yielding a mixture of the 
ZE/EE/ZZ isomers in organic solvent (CDCl3).  
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Figure 15. 2D NOESY of the diastereomeric mixtures of LTAM 4 after reaching thermal equilibrium in 
CDCl3. 

This NOE phenomenon indicates a ZE geometry around the double bonds of the enamine 
moieties of A and B (FB) rings of the major isomer. However, the minor isomer contains 
two symmetric Fischer’s base units and 2D NOESY only showed the correlations of H2a'-
H10' (blue mark, b'), H8'-H2''/H6'' (blue mark, d') but no correlation of H10'-H2''/H6''. This 
suggests that the ZE geometry around the double bonds of the enamine moieties does not 
exist for the minor isomer. Although the spatial correlations of H2a-H9, H10-H2''/H6'' and 
H1a''-H10 were expected for the extremely minor ZZ isomer, the proton peaks H2a and 
H2a' of the ZZ isomer were too small to be correlated with other protons in the 2D 
NOESY experiment. One spatial correlation of H1a''-H10 (green mark, e') was detected. 
This NOE phenomenon indicates that three diastereomers, such as ZE, EE, and ZZ, are in 
equilibrium with various ratios among the diastereomeric isomers, depending on the 
NMR solvent used. 

The NMR data for the Z or E ring of the ZE isomer suggest that the signals for the geminal 
dimethyl group for the EE isomer should be shifted downfield compared to those of the 
ZZ isomer, whereas the signals of the N-methyl groups should be shifted upfield. The 
geminal dimethyl group signals for the EE isomer were shifted upfield compared to those 
of the ZE isomer, whereas the signals of the N-methyl and methylene groups were shifted 
downfield. 
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Compound Ring proton 
Diastereomer (ppm) 

ZE EE ZZ 

LTAM 1 

Z 

8-Me 1.31 - 1.37 
9-Me 1.41 - 1.57 
N-Me 3.28 - 3.32 
H2a 4.33 - N/A 

E 

8'-Me 1.51 1.44 - 
9'-Me 1.68 1.64 - 
N'-Me 2.97 3.00 - 
H2a' 4.41 4.53 - 

LTAM 2 

Z 

8-Me 1.33 - 1.38 
9-Me 1.42 - 1.55 
N-Me 3.29 - 3.33 
H2a 4.31 - N/A 

E 

8'-Me 1.52 1.46 - 
9'-Me 1.68 1.64 - 
N'-Me 2.99 3.01 - 
H2a' 4.36 4.47 - 

LTAM 4 

Z 

8-Me 1.32 - N/A 
9-Me 1.41 - N/A 
N-Me 3.26 - N/A 
H2a 4.36 - N/A 

E 

8'-Me 1.50 1.43 - 
9'-Me 1.68 1.63 - 
N'-Me 2.95 2.98 - 
H2a' 4.42 4.55 - 

LTAM 5 

Z 

8-Me 1.30 - N/A 
9-Me 1.39 - N/A 
N-Me 3.22 - 3.28 
H2a 4.31 - N/A 

E 

8'-Me 1.41 1.39 - 
9'-Me 1.65 1.60 - 
N'-Me 2.94 2.97 - 
H2a' 4.32 4.42 - 

LTAM 10 

Z 

8-Me 1.30 - N/A 
9-Me 1.39 - N/A 
N-Me 3.25 - 3.28 
H2a 4.30 - N/A 

E 

8'-Me 1.47 1.41 - 
9'-Me 1.65 1.60 - 
N'-Me 2.94 2.96 - 
H2a' 4.37 4.49 - 

LTAM 12 

Z 

8-Me 1.67 - N/A 
9-Me 1.77 - N/A 
N-Me 3.44 - N/A 
H2a 4.47 - N/A 

E 

8'-Me 1.90 1.83 - 
9'-Me 2.06 2.04 - 
N'-Me 3.08 3.11 - 
H2a' 4.52 4.60 - 

Table 3. Selected 1H resonances for some of the diastereomeric LTAMs. 
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Compound Ring proton 
Diastereomer (ppm) 

ZE EE ZZ 
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Table 3. Selected 1H resonances for some of the diastereomeric LTAMs. 
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Deshielding of the gem-dimethyl proton of the EE and the N-methyl proton of the ZZ isomer 
may be due to their relative proximity to the benzene ring, as indicated in the ZE isomers. 
Selected 1H resonances for the diastereomeric LTAMs are listed in Table 3.  

3.2.2. Dynamic behavior of LTAM molecules 

Interestingly, the stability of these molecules in solution depends upon the solvent media. 
Namely, they are inert in polar organic solvents such as acetone and DMSO, but they are 
unstable in nonpolar solvents such as benzene, THF, and chloroform. They equilibrate time-
dependently into a mixture of ZE/EE or ZE/EE/ZZ isomers, depending on the solvents used, 
as shown in Fig. 16.  

 
Figure 16. Dynamic behavior of LTAM 1 in CDCl3, showing diastereomeric isomerization. 

It has been reported (Keum et.al. 2008) that FB-analogs of LTAM molecules have very 
characteristic 1H NMR resonance patterns in the range of 1.0–5.4 ppm as a result of three 
consecutive protons (H2a, H2a', and H1a''), two N-methyl, and four diastereotopic gem-
dimethyl (8- and 9-Me) groups. Therefore, these characteristic peaks can be used to 
discriminate each of the diastereomers. (Ma et al., 2012) For example, 1H NMR data of the 3-
pyridinyl LTAM 9 showed the expected features (A  B) of resonances, viz. one triplet at 
5.25 ppm, two doublets at 4.31 and 4.34 ppm, two singlets at 2.95 and 3.25 ppm, and four 
singlets at 1.30–1.65 ppm. In contrast, the spectra of 4-pyridinyl LTAM 8 showed very 
interesting features in the range of 2.90–5.40 ppm. This compound showed one triplet at 5.07 
ppm, a doublet at 4.41 ppm, and a singlet at 2.97 ppm, as shown in C of Fig. 17. 



 
Advanced Aspects of Spectroscopy 438 

The isomerization pattern of LTAM 8 is quite surprising because no FB-analog of MG 
showed a LTAM 8-like feature (C  B) in the range of 2.90–5.40 ppm. Based upon quantum 
mechanical calculations (Keum et al., 2010), ZE would be expected to predominate over ZZ 
and EE in all media. Experimentally, the ZE isomers of LTAM compounds generally 
predominant in all organic media examined. The relative energy differences between the 
minor EE and extremely minor ZZ were 0.08 and 0.26 kcal/mol in CDCl3 and DMSO-d6, 
respectively. In addition, both of the spectra, A and C, converged to that displayed by B 
approximately 2–3 h after mixing the LTAM molecules with CDCl3 in the NMR tube. 

 
Figure 17. Characteristic proton resonance of the LTAM molecules in the range of 2.80~5.40 ppm in 
CDCl3 (A: ZE, B: mixture after reaching thermal equilibrium, and C: EE diastereomer); arrows show the 
directions of isomerization. 

3.2.3. Determination of diastereomeric ratios at equilibrium state 

Since the characteristic peaks can be used to discriminate each of the diastereomers, the 
equilibrium ratios among these diastereomeric isomers in various organic solvents can be 
determined by 1H NMR spectra. This is based on the intensities of either the N-methyl or 
gem-dimethyl signals corresponding to the three diastereomeric isomers at the equilibrium 
state. In some cases, the intensity of the H1a'' proton of the central carbon can be used. Since 
the N-methyl peaks show a well-separated singlet, it is more convenient to measure the ratio 
of the isomers. The cause of the isomerization of the LTAM compounds at room 
temperature is unclear. They belong to the group of conjugated enamine compounds. 
Enamine-imine tautomerism (C=C-NH and CH-C=N) may regulate ZE isomerization.  

For most of the LTAM molecules examined that are listed in Table 1, the ZE isomers are the 
most stable and they at the equilibrium state for almost 100% of the time in polar solvents 
(ET(30) > 42) and 60–80% in non-polar solvents (ET(30) < 42) at room temperature. The minor 
EE minor and extremely minor ZZ isomers at the equilibrium state were 18–44% and 0–11% 
in nonpolar solvents, respectively, depending on the molecules examined. The percent ratios 
among the diastereomeric isomers of LTAM molecules in the thermal equilibrium states 
vary according to the molecules examined and solvents used.  

However, some LTAM molecules, such as LTAMs 3, 5, and 8, are exceptional. Surprisingly, 
the pure EE isomers are obtained, unlike for the LTAM molecules described previously. 
These exceptional compounds contain a resonance-electron withdrawing (-R) substituent, 
particularly on the para-position of the phenyl ring. This indicates that substituents such as 
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temperature is unclear. They belong to the group of conjugated enamine compounds. 
Enamine-imine tautomerism (C=C-NH and CH-C=N) may regulate ZE isomerization.  
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(ET(30) > 42) and 60–80% in non-polar solvents (ET(30) < 42) at room temperature. The minor 
EE minor and extremely minor ZZ isomers at the equilibrium state were 18–44% and 0–11% 
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These exceptional compounds contain a resonance-electron withdrawing (-R) substituent, 
particularly on the para-position of the phenyl ring. This indicates that substituents such as 
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p-NO2, p-CHO, or p-(N) on the phenyl ring make the EE isomer more stable than the ZE 
isomer, which is predicted to be more stable theoretically. These are summarized in Table 4. 

Further detailed studies are needed to determine how the isomerization occurs and what 
causes the unusual stability of a certain diastereomer.  
 

Compound Solvent 
Percent ratio (%) 

Keqa Noteb 
ZE EE ZZ 

LTAM 4 
CDCl3 60.2 28.3 11.4 1.52 

ZE Aceton-d6 68.5 25.9 5.60 2.17 
DMSO- d6 91.5 8.5 - 10.76 

LTAM 5 
CDCl3 61.0 34.1 4.90 0.52 

EE Aceton-d6 59.9 34.8 5.30 0.53 
DMSO- d6 33.2 68.8 - 2.07 

LTAM 8 
CDCl3 63.3 31.3 5.40 0.46 

EE Aceton-d6 61.3 32.8 5.90 0.49 
DMSO- d6 36.4 63.6 - 1.75 

LTAM 9 
CDCl3 64.0 31.1 4.80 1.78 

ZE Aceton-d6 62.4 32.0 5.60 1.66 
DMSO- d6 59.2 40.8 - 1.45 

LTAM 10 
CDCl3 67.1 27.4 5.50 2.03 

ZE Aceton-d6 65.8 27.7 6.50 1.92 
DMSO- d6 80.7 13.0 6.30 4.18 

aKeq is the ratio of [ZE]/[EE+ZZ] or [EE]/[ZE+ZZ], depending on the identity of the major diastereomer.  
bThe major isomer in the solid state. 

Table 4. Percent ratios among the diastereomeric isomers of LTAM molecules at thermal equilibrium 
states. 

3.2.4. Free energy change of activation, ΔG‡ 

The rate constants for the formation of the EE (and ZZ) isomers were measured from a plot 
of ln(A−Aͦ) versus time (in min), according to the peak-intensity of the central proton at ~5.15 
ppm. As an example, excellent linearity was obtained with r = 0.999 and n = 6. The kobs and 
half-life (t1/2) for the isomerization of LTAM 4 were 5.95 × 10−4 s−1 and 19.4 min, respectively. 
The first-order rate constant is a sum of the rate constants for the backward and reverse 
reactions. From the rate constant obtained at room temperature, the obtained one-
temperature ΔG‡ value (Dougherty et al., 2006) for the ZE  EE isomerization of LTAM 4 in 
CDCl3 was found to be 21.8 kcal/mol. Similarly, the rate constants for the diastereomeric 
isomerization of LTAM molecules were measured and the one-temperature ΔG‡ values of all 
of them were obtained, using the equation 1 (Dougherty et.al. 2006) given below: 

 ΔG‡ =4.576 [10.319 + log (T/k)] kcal/mol  (1) 

These are summarized in Table 5. 
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Compound 
kobs 

x10-4 s-1 
t1/2 (min) 

Linearity 
ΔG‡ZE 


 EE ΔG‡EE 


 ZE 

r n 

LTAM 4 5.95 19.4 0.999 6 21.8 - 

LTAM 5 0.43 297 0.999 3 - 23.4 

LTAM 8 2.72 42.5 0.999 6 - 22.3 

LTAM 9 4.66 24.8 0.994 4 22.0 - 

LTAM 10 2.48 46.5 0.998 5 22.0 - 

LTAM 11 4.72 24.5 0.998 5 - 22.4 

LTAM 13 17.9 6.47 0.998 3 21.2 - 

Table 5. Rate constants and ΔG‡ values for the ZE/EE isomerization of LTAM molecules in CDCl3.  

It has been previously reported that the ZE isomerization of imines and their tautomeric 
isomers, enamines, has a very high energy barrier (ΔG‡ = 23 kcal/mol), unless the process is 
strongly accelerated by either acid/base catalysts or by push-pull substituents. (Liao & 
Collum, 2003). The isomerization rate was found to be slow on the NMR time-scale. 

3.3. UV-Vis spectroscopy of various forms of LTAM molecules 

FB analogs of TAM+ dyes were obtained from the reaction of FB analogs of LTAM molecules 
with DDQ in the presence of HCl, followed by separation of the deep blue form from the 
product mixtures by column chromatography in MC/MeOH (7:1). A reaction of TAM+ with 
an inorganic base such as NaOH gives the carbinol form of the LTAM molecule. Only the 
TAM+ cation shows deep coloration, in contrast to the LTAM and carbinol derivatives. This 
difference arises because only the cationic form has extended π-delocalization, which allows 
the molecule to absorb visible light.  

The colored forms, TAM+, of the prepared LTAM and Un-LTAM molecules have absorption 
maxima at 580–705 and 350–420 nm in ethanol for the x- and y-band, respectively. The 
carbinol form was detected at 325–385 nm in basic media. The leuco form of these molecules 
decomposed in HCl-saturated EtOH to form conjugated molecules observed at 385–435 nm. 
UV-Vis spectral data in CDCl3 of the colored and decomposed forms LTAM 4, and Un-
LTAM 4, as representative examples, are shown in Fig. 18. 

UV-Vis spectral data for various forms of LTAM and Un-LTAM molecules, compared to 
those of commercial TAM+ dyes, are summarized in Table 6.  
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Figure 18. UV-Vis spectral data of LTAM 4 (a) and Un-LTAM 4 (b) in EtOH, showing the various forms 
such as the TAM+ (a-1 and b-1) and decomposed forms (a-2 and b-2). 

 

Compounda 
Various structural forms (λmax) 

Leuco- (a) Carbinol- (b) b
TAM+- (c)c Decomposed 

dye (d) x-band y-band 
Crystal Violetd 265 266 585 - - 
Malachite Greene 265 265 620 430 - 
LTAM 1 284 343 609 426 385 
LTAM 4 296 327 578 370 391 
LTAM 5 298 - 588 380 390 
LTAM 8 302 363 595 377 318 
LTAM 9 295 - 556 368 382 
LTAM 11 298 - 591 - 403 
Un-LTAM 1 322 381 693 412 420 
Un-LTAM 2 326 383 686 414 415 
Un-LTAM 3 324 368 686 353 435 
Un-LTAM 4 326 384 704 417 425 

aNames of compounds are the same as in Table 1. bThe carbinol denoted a hydroxylated TAM+ dye. 
cSymbols (x-, y-band) are adopted from Ref. (Ernest et al., 1989) d,eData for acetonitrile. 

Table 6.  UV-Vis spectral data for various forms of LTAM and Un-LTAM compounds. 
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In the UV-Vis spectral data of Table 6, MG and crystal violet dyes show absorption maxima 
at 620 and 430 nm for the x- and y-band, respectively, whereas the absorption maxima of the 
vinyl-log of MG are red-shifted for both the x- and y-bands, i.e., 651 and 488 nm, 
respectively. This suggests that the vinyl effects of a vinyl unit may, to a large extent, behave 
like extended conjugation for both the x- and y-bands. Chemical skeletons for the N~N+ and 
C(phenyl)~N+ responsible for the x- and y-band, respectively, in the absorption spectra of 
various TAM+ dyes are shown in Fig. 19. 

Structurally, the FB analogs of symmetric and unsymmetric TAM+ dyes in this work can be 
characterized as Cy3 and Cy5 dyes, respectively, as closed-chain cyanines.(Ernst et al., 1989) 
It was reported that Cy3 is maximally excited at 550 nm and maximally emits at 570 nm in 
the orange-red part of the spectrum, whereas Cy5 is maximally excited at 649 nm and 
maximally emits at 670 nm, which is in the red part of the spectrum. Therefore, the x-band 
of the Un-TAM+ are expected to be higher than 650 nm and 550 nm, for the y- and x-band, 
respectively.  

 
Figure 19. Chemical skeleton for the N~N+ and C(phenyl)~N+ responsible for the x- and y-band, 
respectively, in the absorption spectra of various TAM+ dyes.  

From the reaction of Un-LTAM 4 with HClO4, the decomposed product {5-chloro-1,3,3-
trimethyl-2-((1E,3E)-4-(4-nitrophenyl)buta-1,3-dienyl)indolium perchlorate} was isolated, 
brown, yield 57%, M.p.= 257–258 °C, IR (KBr) 3072, 2984, 2934, 1707, 1596, 1340, and 1086 
cm−1, 1H NMR (DMSO-d6) δ 1.76 (6H, s), 4.03 (3H, s), 7.37 (1H, d, J = 15.3 Hz), 7.66 (1H, dd, J 
= 10.2, 15.3 Hz), 7.73 (1H, d, J = 9.0 Hz), 7.79 (1H, d, J = 15.3 Hz), 7.92 (2H, d, J = 6.9 Hz), 7.95 
(1H, d, J = 9.0 Hz), 8.09 (1H, s), 8.33(1H, dd, (J = 10.2, 15.3 Hz), and 8.33(2H, d, J = 6.9 Hz). 

4. Solid state structure 

4.1. LTAM molecules  

The X-ray crystal structure of LTAM 12, as a representative example, displays an 
orthorhombic crystal system with space group Pna21, with a residual factor of R1 = 0.0517. 
ORTEP diagrams of LTAM 12, showing atom numbering, are provided in Fig. 20(a).  

For LTAM 12, the C7-C8 and C7-C24 distances are 1.512 and 1.513 Å, respectively, i.e., 
typical lengths for C-C single bonds, and the enamine C8-C9 and C24-C25 bonds are 1.335 
and 1.335 Å, respectively, which are typical lengths for C=C bonds. The LTAM 12 molecules 
possess three-bladed propeller conformations, similar to earlier reports for various non-
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hetaryl LTAM dyes. The inter-plane angles between the aromatic rings A-B, A-C, and B-C in 
LTAM 12 are 81.29, 87.79 and 86.02°, respectively, as shown in Fig. 20(b).  

 
Figure 20. ORTEP diagrams with atom numbering scheme (a) and the propeller shape (b) of LTAM 12, 
showing the inter-plane angles. 

Selected bond lengths and bond angles for the LTAM molecules are listed in Table 7. 
 

Ring 
Bond length (Å) 

and 
LTAM molecule 

Bond angle (° ) 4 5 9 12 

A 

C7-C8 1.513 1.511 1.515 1.512 
C8-C9 1.330 1.341 1.334 1.335 
C9-N1 1.410 1.398 1.400 1.405 

C8-C9-N1 129.42 122.8 129.72 127.47 

B 

C7-C24 1.507 1.509 1.507 1.513 
C24-C25 1.332 1.334 1.330 1.335 
C25-N2 1.409 1.416 1.407 1.396 

C24-C25-N2 123.06 123.0 123.20 122.94 

Others 

C7-C8-C9 130.99 128.3 131.06 129.21 
C7-C8-H8 114.5 115.8 114.5 115.4 
C8-C7-H7 107.6 108.6 107.7 112.10 

C7-C24-C25 127.42 129.7 127.68 128.50 
C7-C24-H24 116.3 115.2 116.2 115.8 
C24-C7-H7 107.6 108.6 107.7 107.2 

Table 7. Selected bond lengths and bond angles of LTAM molecules. 

The dihedral angles H8-C8-C7-H7 and H24-C24-C7-H7 in LTAM 12 are 172.06° (θ1) and 
176.41° (θ2), respectively. The inter-plane angles and dihedral angles for the LTAM 
molecules are given in Table 8. 
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Compound 
Interplane anglesa (º) Dihedral anglesb (º) 

ring A-B ring B-C ring A-C 1 2 
LTAM 1 79.8 74.9 84.8 164.1 149.8 
LTAM 4 60.1 75.7 83.2 178.9 158.9 
LTAM 7 77.9 85.6 80.2 152.9 139.8 
LTAM 8 135.4 72.8 72.8 163.2 163.2 
LTAM 9 60.0 77.3 83.5 156.1 179.0 
LTAM 11 44.83 74.32 72.92 174.62 151.68 
LTAM 12 81.29 86.02 87.79 172.06 176.41 

aSymbols (A-B) and numbering systems are as indicated in Fig. 20(b). 
bSymbols (θ1 and θ2) are the dihedral angles H(8)-C(8)-C(7)-H(7) and H(24)-C(24)-C(7)-H(7), respectively.  

Table 8. Inter-plane angles and dihedral angles for LTAM molecules in the solid state. 

The C(7)=C(8) double bonds of the two 5-chloro Fischer’s base moieties have EE 
configurations in 1. In contrast, in 2, the C(14)=C(15) and C(2)=C(3) double bonds of the two 
5-chloro Fischer’s base moieties belong to the ZE configuration. The EE (for 1) and ZE (for 2) 
isomers formed as the sole product in each case, despite the fact that three isomers, namely 
ZE, EE, and ZZ, are possible for these dyes which result from the reaction of excess 5-chloro 
Fischer’s base and 4- and 3-pyridine carboxaldehyde.  

Compound 12 is stacked so that a dimer is formed in the unit cell of the crystal. The packing 
in the unit cell of LTAM 12 is distinct, as can be seen in Fig. 21. 

 
Figure 21. Molecular packing of LTAM 12, showing the formation of a dimer.  

4.2. Un-LTAM molecules  

The Un-LTAM 4 was only successfully crystallized from acetone. Unfortunately, crystal 
growth was unsuccessful for the remainder of the Un-LTAM molecules. Selected bond 
lengths and bond angles are listed in Table 9.  
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Ring Bond length (Å) Bond angle (°) 

A 
N1-C2 1.397 C2-N1-C7a 111.7 

N1-C10 1.439 C2-N1-C10 123.9 
C2-C7'' 1.345 C2-C7''-H7'' 117.1 

B 
N2-C2' 1.408 C2'-N2-C7a' 111.3 
N2-C10' 1.445 C7a'-N2-C10' 124.5 
C2'-C11'' 1.324 C2'-N2-C10' 123.1 

Conneting group 

C1''-C10'' 1.516 C9''-C10''-C11'' 110.92 
C9''-C10'' 1.516 C1''-C10''-C11'' 110.01 
C10''-C11'' 1.509 C9''-C10''-C11'' 110.92 
C8''-C9'' 1.328 C8''-C9''-C10'' 127.29 
C7''-C8'' 1.443 C11''-C2'-N2 122.42 

Table 9. Selected bond lengths and bond angles of Un-LTAM 4. 

The X-ray crystal structure of Un-LTAM 4 shows a triclinic crystal system with space group 
P-1. An ORTEP diagram of Un-LTAM 4, including the atom-numbering scheme, is shown in 
Fig. 22(a). 

 
Figure 22. ORTEP diagrams with atom numbering scheme (a) and the propeller shape (b) of Un-LTAM 
4, showing the inter-plane angles. 

The C9''-C10'' and C10''-C11''” distances are 1.516 and 1.509 Å, respectively, typical for C–C 
single bonds. The C7''-C8'' single bond distance, however, was 1.443 Å, which is shorter than 
a typical single bond and longer than a typical double bond. This is perhaps due to 
conjugation since the length (1.47 Å) of the central single bond of 1,3-butadiene is 
approximately 6 ppm shorter than that of the analogous single bond (1.53 Å) in butane. The 
two enamine C2=C7'' and C2'=C11'', and C8''=C9'' double bonds were 1.354, 1.324, and 1.328 
Å, respectively, which are typical C=C bond lengths. In the crystal, the three aromatic rings 
of 4 are linked to three different layers, viz. a vinyl FB, a FB, and a phenyl group. The 
unsymmetrical molecule is a distorted version of the well-known three-bladed propeller 
conformation. (Keum et al., 2011). The inter-plane angles of the aromatic rings A–B, A–C, 
and B–C in Un-LTAM 4 are 87.4°, 67.5°, and 61.5°, respectively (Fig. 22(b)). 
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Figure 23. Chemical structures of Un-LTAM , with ZEE and ZEZ configurations. 

The double bonds C2=C7'', C8''=C9'', and C2'=C11'' of Un-LTAM 4 have EEE configurations. 
The EEE isomers of these LTAM dyes are formed as the sole product in all cases, even 
though there are three possible isomers, the two other diastereomers being the ZEE and ZEZ 
isomers, as shown in Fig. 23. Generally, the central carbon-carbon double bond of these 
LTAM dyes is expected to have an E configuration. 

Although the presence of the ZEE and ZEZ diastereomers was generally expected to be 
found in organic solvents, none of these isomers were detected, unlike for the LTAM 
molecules examined previously. 

Fig. 24 shows the molecular packing diagram of Un-LTAM 4, showing the formation of the 
dimer, which is stacked in an alternating fashion in the unit cell of the crystal. The 
intermolecular distances in the dimer are 8.53 and 9.40 Å, for the FB and phenyl rings, 
respectively. 

 
Figure 24. Molecular packing diagram of Un-LTAM 4, showing formation of the dimer. 

5. Conclusion 
Novel Fischer’s base analogs of LTAM and Un-LTAM molecules and their corresponding 
TAM+ dyes have been successfully developed. 1H and 13C NMR assignments for the 
prepared LTAM molecules have been completed by 1D and 2D NMR experiments, 
including DEPT, COSY, HSQC, HMBC, and NOESY. The geometry of the double bond was 
ZE in most cases, as measured directly by NOESY. The EE and ZZ isomers have C2 
symmetry, and hence, the two FB rings of these isomers are identical. Therefore, the 1H 
NMR spectra of the EE and ZZ isomers are expected to be relatively simple compared to 
those of the ZE isomer. The novel LTAM molecules exist as a single isomer (ZE or EE) in the 
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dimer, which is stacked in an alternating fashion in the unit cell of the crystal. The 
intermolecular distances in the dimer are 8.53 and 9.40 Å, for the FB and phenyl rings, 
respectively. 

 
Figure 24. Molecular packing diagram of Un-LTAM 4, showing formation of the dimer. 

5. Conclusion 
Novel Fischer’s base analogs of LTAM and Un-LTAM molecules and their corresponding 
TAM+ dyes have been successfully developed. 1H and 13C NMR assignments for the 
prepared LTAM molecules have been completed by 1D and 2D NMR experiments, 
including DEPT, COSY, HSQC, HMBC, and NOESY. The geometry of the double bond was 
ZE in most cases, as measured directly by NOESY. The EE and ZZ isomers have C2 
symmetry, and hence, the two FB rings of these isomers are identical. Therefore, the 1H 
NMR spectra of the EE and ZZ isomers are expected to be relatively simple compared to 
those of the ZE isomer. The novel LTAM molecules exist as a single isomer (ZE or EE) in the 
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solid phase and they are equilibrated with other isomers in organic solvents. The percent 
ratios among the diastereomeric isomers of LTAM derivatives in the thermal equilibrium 
states vary according to the molecules examined and solvents used.  

UV-Vis spectral data shows various structural forms of the LTAM and Un-LTAM molecules, 
such as (a) leuco-, (b) colored TAM+, (c) carbinol-, and (d) decomposed-forms, similar to the 
commercially known TAM+ dyes, such as MG, crystal violet, etc. Particularly, UV-Vis 
spectroscopic data for the Un-TAM+ dyes showed absorptions in the near-IR region.  

X-ray crystal analysis showed that the ZE isomers were generally formed with a so-called 
three-bladed propeller conformation. These isomers stacked to form a dimer or double 
dimer. However, the EE isomers were also formed specifically for the LTAMs 3, 5, 8, and 11, 
which have a resonance-electron withdrawing (-R) group at the para-position of the phenyl 
ring. Further analysis of a variety of substituted LTAM molecules is required to determine 
what makes the diastereomer structures change in the solid state. 

Author details 

Sam-Rok Keum, So-Young Ma and Se-Jung Roh 
Korea University at Sejong Campus, South Korea 

Acknowledgement 

This research was supported by Basic Science Research Program through the National 
Research Foundation of Korea (NRF) funded by the Ministry of Education, Science and 
Technology (No.2012003244) and partly by the Brain Korea 21 project.  

6. References 
Anslyn, E.V. & Dougherty, D.A. (2006). Modern Physical Organic Chemistry, University 

Science Books, U.S. pp. 365-367.  
Balko L, Allison J. The direct detection and identification of staining dyes from security inks 

in the presence of other colorants, on currency and fabrics, by laser desorption mass 
spectrometry. J. Foren. Sci. 2003, 48: 1172–8. 

Bartholome, D. & Klemm, E. (2006). Novel Polyarylene−Triarylmethane Dye Copolymers, 
Macromolecules, Vol. 39 pp. 5646-5651.  

Cho BP, Yang T, Lonnie R, Blankenship L, Moody JD, Churchwell M, Beland FA. Culp S. J. 
Chem. Res. Toxicol. 2003, 19, 285.  

Ernst, L. A.; Gupta, R. K,; Mujumdar, R. B. & Waggoner, A. S. (1989). Cyanine dye labeling 
reagents for sulfhydryl groups, Cytometry Vol. 10, pp. 3-10. 

Fengling, S. F. & Xiaojun, P. X. (2005). Heptamethine Cyanine Dyes with a Large Stokes Shift 
and Strong Fluorescence: A Paradigm Excited-State Intramolecular Charge Transfer. 2. 
J. Am. Chem. Soc. Vol. 127, pp. 4170-4171.  

Gessner, T. & Mayer, U. (2005). Triarylmethane and Diarylmethane Dyes, Ullmann's 
Encyclopedia of Industrial Chemistry, Weinheim: Wiley-VCH, doi:10.1002/14356007.a27-179  



 
Advanced Aspects of Spectroscopy 448 

Indig GL, Anderson GS, Nichols MG, Bartlett JA, Mellon WS, Sieber F. Effect of molecular 
structure on the performance of triarylmethane dyes as therapeutic agents for 
photochemical purging of autologous bone marrow grafts from residual tumor cells. J. 
Pharm. Sci. 2000, 89: 88–99.  

Kraus, G. A.; Jeon, I.; Nilsen-Hamilton, M.; Awad, A. M.; Banerjee J. & Parvin, B. (2008). 
Fluorinated Analogs of Malachite Green: Synthesis and Toxicity, Molecules, Vol. 13, No. 
4, pp. 986-994; doi:10.3390/molecules13040986  

Keum, S. R.; Roh, S. J,; Lee, M. H.; Saurial, F. & Buncel, E. (2008). 1H and 13C NMR 
assignments for new heterocyclic TAM leuco dyes, (2Z,2’E)-2,2’-(2-phenyl propane-1,3-
diylidene)bis(1,3,3-trimethylindoline) derivatives. Part II. Magn. Reson. Chem. Vol. 46, 
pp. 872–877. 

Keum, S. R.; Roh, S. J.; Kim, Y.N.; Im, D.H. & Ma, S. Y. (2009). X-ray crystal structure of 
hetaryl leuco-TAM dyes, (2Z,2’E)-2,2’-(2-phenylpropane-1,3-diylidene) bis(1,3,3-
trimethyl indoline) derivatives. Bull. Korean Chem. Soc. Vol. 30, pp. 2608–2612. 

Keum, S. R.; Roh, S. J,; Ma, S. Y.; Kim, D. K. & Cho, A. E. (2010). Diastereomeric 
isomerization of hetaryl leuco-TAM dyes, (2Z, 2’E)-2,2’-(2-phenyl propane-1,3-
diylidene) bis(1,3,3-trimethylindoline) derivatives in various organic solvents. 
Tetrahedron, Vol. 66, pp. 8101–8107.  

Keum, S. R.; Lee, M. H.; Ma, S. Y.; Kim, D. K. & Roh, S. J. (2011). Novel unsymmetrical leuco-
TAM, (2E, 2’E)-2,2’-{(E)-4-phenylpent-2-ene-1,5-diylidene}bis(1,3,3-trimethyl indoline) 
derivatives: synthesis and structural elucidation. Dyes and Pigments, Vol. 90, pp. 233–238.  

Liao, S. & Collum, D. B. (2003). Lithium Diisopropylamide-Mediated Lithiations of Imines:  
Insights into Highly Structure-Dependent Rates and Selectivities, J. Am. Chem. Soc. Vol. 
125, pp. 15114-15127.  

Li, Z.; Duan, Z.; Kang, J.; Wang, H.; Yu, L. & Wu, Y. (2008). A simple access to 
triarylmethane derivatives from aromatic aldehydes and electron-rich arenes catalyzed 
by FeCl3, Tetrahedron Vol. 64, pp. 1924-1930.  

Ma, S. Y.; Kim, D. K.; Lim, H. Y.; Roh, S. J. & Keum, S. R. (2012). Unusual Stability of 
Diastereomers of the Isomeric Pyridine-based Leuco-TAM Dyes 2,2'-(2-(Pyridin-4 or 3-
yl) propane-1,3-diylidene)bis(5-chloro-1,3,3-trimethylindoline), Bull. Korean Chem. Soc. 
Vol. 33, pp. 681-684.  

Nair, V.; Thomas, S.; Mathew, S. C. & Abhilash, K. G. (2006). Recent advances in the 
chemistry of triaryl- and triheteroarylmethanes. Tetrahedron, Vol. 62, pp. 6731-6747.  

Özer, I. & Çaglar, A. (2002). Protein-mediated nonphotochemical bleaching of malachite 
green in aqueous solution. Dyes & Pigments, Vol. 54, pp. 11-16.  

Plakas, S. M.; Doerge, D. R.; Turnipseed, S. B. In Xenobiotics in Fish; Kluwer Academic and 
Plenum Publisher: NY. 1999; pp. 149.  

Keum, S. R.; Ma, S. Y.; Kim, D. K.; Lim, H. W. & Roh, S. J. (2012). Novel dimeric leuco-TAM 
dyes, 1,4-bis{(1E,3Z)-1,3-bis(1,3,3-trimethylindolin-2-ylidene)propan-2-yl}benzene 
derivatives: Structure and spectroscopic charactierization. Journal of Molecular structure, 
Vol. 1014, pp. 25-32.  

Keum, S. R.; Ma, S. Y.; Kim, D. K.; Lim, H. W. & Roh, S. J. (2012). Unsymmetric leuco-TAM 
dyes, (2E, 2’E)-2,2’-{(E)-4-phenylpent-2-ene-1,5-diylidene}bis(1,3,3-trimethylindoline) 
derivatives. Part II: X-ray crystal structure☆. Dyes and Pigments, Vol. 94, pp. 490–495. 



 
Advanced Aspects of Spectroscopy 448 

Indig GL, Anderson GS, Nichols MG, Bartlett JA, Mellon WS, Sieber F. Effect of molecular 
structure on the performance of triarylmethane dyes as therapeutic agents for 
photochemical purging of autologous bone marrow grafts from residual tumor cells. J. 
Pharm. Sci. 2000, 89: 88–99.  

Kraus, G. A.; Jeon, I.; Nilsen-Hamilton, M.; Awad, A. M.; Banerjee J. & Parvin, B. (2008). 
Fluorinated Analogs of Malachite Green: Synthesis and Toxicity, Molecules, Vol. 13, No. 
4, pp. 986-994; doi:10.3390/molecules13040986  

Keum, S. R.; Roh, S. J,; Lee, M. H.; Saurial, F. & Buncel, E. (2008). 1H and 13C NMR 
assignments for new heterocyclic TAM leuco dyes, (2Z,2’E)-2,2’-(2-phenyl propane-1,3-
diylidene)bis(1,3,3-trimethylindoline) derivatives. Part II. Magn. Reson. Chem. Vol. 46, 
pp. 872–877. 

Keum, S. R.; Roh, S. J.; Kim, Y.N.; Im, D.H. & Ma, S. Y. (2009). X-ray crystal structure of 
hetaryl leuco-TAM dyes, (2Z,2’E)-2,2’-(2-phenylpropane-1,3-diylidene) bis(1,3,3-
trimethyl indoline) derivatives. Bull. Korean Chem. Soc. Vol. 30, pp. 2608–2612. 

Keum, S. R.; Roh, S. J,; Ma, S. Y.; Kim, D. K. & Cho, A. E. (2010). Diastereomeric 
isomerization of hetaryl leuco-TAM dyes, (2Z, 2’E)-2,2’-(2-phenyl propane-1,3-
diylidene) bis(1,3,3-trimethylindoline) derivatives in various organic solvents. 
Tetrahedron, Vol. 66, pp. 8101–8107.  

Keum, S. R.; Lee, M. H.; Ma, S. Y.; Kim, D. K. & Roh, S. J. (2011). Novel unsymmetrical leuco-
TAM, (2E, 2’E)-2,2’-{(E)-4-phenylpent-2-ene-1,5-diylidene}bis(1,3,3-trimethyl indoline) 
derivatives: synthesis and structural elucidation. Dyes and Pigments, Vol. 90, pp. 233–238.  

Liao, S. & Collum, D. B. (2003). Lithium Diisopropylamide-Mediated Lithiations of Imines:  
Insights into Highly Structure-Dependent Rates and Selectivities, J. Am. Chem. Soc. Vol. 
125, pp. 15114-15127.  

Li, Z.; Duan, Z.; Kang, J.; Wang, H.; Yu, L. & Wu, Y. (2008). A simple access to 
triarylmethane derivatives from aromatic aldehydes and electron-rich arenes catalyzed 
by FeCl3, Tetrahedron Vol. 64, pp. 1924-1930.  

Ma, S. Y.; Kim, D. K.; Lim, H. Y.; Roh, S. J. & Keum, S. R. (2012). Unusual Stability of 
Diastereomers of the Isomeric Pyridine-based Leuco-TAM Dyes 2,2'-(2-(Pyridin-4 or 3-
yl) propane-1,3-diylidene)bis(5-chloro-1,3,3-trimethylindoline), Bull. Korean Chem. Soc. 
Vol. 33, pp. 681-684.  

Nair, V.; Thomas, S.; Mathew, S. C. & Abhilash, K. G. (2006). Recent advances in the 
chemistry of triaryl- and triheteroarylmethanes. Tetrahedron, Vol. 62, pp. 6731-6747.  

Özer, I. & Çaglar, A. (2002). Protein-mediated nonphotochemical bleaching of malachite 
green in aqueous solution. Dyes & Pigments, Vol. 54, pp. 11-16.  

Plakas, S. M.; Doerge, D. R.; Turnipseed, S. B. In Xenobiotics in Fish; Kluwer Academic and 
Plenum Publisher: NY. 1999; pp. 149.  

Keum, S. R.; Ma, S. Y.; Kim, D. K.; Lim, H. W. & Roh, S. J. (2012). Novel dimeric leuco-TAM 
dyes, 1,4-bis{(1E,3Z)-1,3-bis(1,3,3-trimethylindolin-2-ylidene)propan-2-yl}benzene 
derivatives: Structure and spectroscopic charactierization. Journal of Molecular structure, 
Vol. 1014, pp. 25-32.  

Keum, S. R.; Ma, S. Y.; Kim, D. K.; Lim, H. W. & Roh, S. J. (2012). Unsymmetric leuco-TAM 
dyes, (2E, 2’E)-2,2’-{(E)-4-phenylpent-2-ene-1,5-diylidene}bis(1,3,3-trimethylindoline) 
derivatives. Part II: X-ray crystal structure☆. Dyes and Pigments, Vol. 94, pp. 490–495. 

Section 5 

 

 
 
 

Physical Spectroscopy 

 

  



 



 

Chapter 0

Atomic and Molecular Low-n Rydberg
States in Near Critical Point Fluids*

Luxi Li, Xianbo Shi, Cherice M. Evans and Gary L. Findley

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/48089

1. Introduction

Since electronic excited states are sensitive to the local fluid environment, dopant electronic
transitions are an appropriate probe to study the structure of near critical point fluids (i.e.,
perturbers). In comparison to valence states, Rydberg states are more sensitive to their
environment [1]. However, high-n Rydberg states are usually too sensitive to perturber
density fluctuations, which makes these individual dopant states impossible to investigate.
(Nevertheless, under the assumption that high-n Rydberg state energies behave similarly to
the ionization threshold of the dopant, dopant high-n Rydberg state behavior in supercritical
fluids can be probed indirectly by studying the energy of the quasi-free electron, through
photoinjection [2–11] and field ionization [12–19].) Low-n Rydberg states, on the other hand,
are excellent spectroscopic probes to investigate excited state/fluid interactions.

The study of low-n Rydberg states in dense fluids began with the photoabsorption of
alkali metals in rare gas fluids [20, 21]. Later researchers expanded the investigation into
rare gas dopants in supercritical rare gas fluids [22–26], and molecular dopants in atomic
and molecular perturbers [27–36]. However, none of these previous groups studied dilute
solutions near the critical point of the solvent. (The single theoretical study of a low-n
Rydberg state in a near critical point fluid was performed by Larrégaray, et al. [35]; this
investigation predicted a change in the line shape and in the perturber induced shift of the
Rydberg transition.) These results from previous experimental and theoretical investigations
of low-n Rydberg states in dense fluids are reviewed in Section 2.

In this Chapter, we present a systematic investigation of the photoabsorption of atomic
and molecular dopant low-n Rydberg transitions in near critical point atomic fluids [37–40].
The individual systems probed allowed us to study (dopant/perturber) atomic/atomic
interactions (i.e., Xe/Ar) and molecular/atomic interactions (i.e., CH3I/Ar, CH3I/Kr,
CH3I/Xe) near the perturber critical point. The experimental techniques and theoretical
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methodology for this extended study of dopant/perturber interactions are discussed in
Section 3. Section 4 presents a review of our results for low-n atomic and molecular Rydberg
states in atomic supercritical fluids. The accuracy of a semi-classical statistical line shape
analysis is demonstrated, and the results are then used to obtain the perturber-induced energy
shifts of the primary low-n Rydberg transitions. A striking critical point effect in this energy
shift was observed for all of the dopant/perturber systems presented here. A discussion of
the ways in which the dopant/perturber interactions influence the perturber-induced energy
shift is also presented in Section 4. We conclude with an explanation of the importance of the
inclusion of three-body interactions in the line-shape analysis, and with a discussion of how
this model changes when confronted with non-spherical perturbers and polar fluids.

2. Perturber effects on low-n Rydberg states

2.1. Supercritical fluids

A supercritical fluid (SCF) exists at a temperature higher than the critical temperature and,
therefore, has properties of both a liquid and a gas [41]. For example, SCFs have the large
compressibility characteristic of gases, but the potential to solvate materials like a liquid.
Moreover, near the critical point the correlation length of perturber molecules becomes
unbounded, which induces an increase in local fluid inhomogeneities [41].

The local density ρ(r) of a perturbing fluid around a central species (either the dopant or a
single perturber) is defined by [42, 43]

ρ(r) = g(r) ρ ,

where g(r) is the radial distribution function and ρ is the bulk density. For neat fluids and for
most dilute dopant/perturber systems, the interactions between the species in the system are
attractive in nature. Thus, the perturber forms at least one solvent shell around the dopant (or
a central perturber). As the dilute dopant/perturber system approaches the critical density
and temperature of the perturber, the intermolecular interactions increase. This increase leads
to a change in the behavior of the local density as a function of the bulk density [41]. Therefore,
the changes in fluid properties near the critical point are due to the higher correlation between
the species in the fluid. These intermolecular correlations are usually probed spectroscopically
by dissolving a dopant molecule in the SCF. Since electronic excited states are incredibly
sensitive to local fluid environment, fluctuations in the fluid environment can be investigated
by monitoring variations in the absorption or emission of the dopant.

Fig. 1 gives three example spectroscopic studies of a dopant in near critical point SCFs. Fig
1a shows the energy position of an anthracene emission line for anthracene doped into near
critical point carbon dioxide [44]. Unfortunately, no emission data on non-critical isotherms
were measured in this fluorescence emission study. However, the maximum emission position
shows a striking critical effect in comparison to a calculated baseline. A more complete
investigation of temperature effects on the local density of SCFs via UV photoabsorption
[45] of ethyl p-(N,N-dimethylamino)benzoate (DMAEB) in supercritical CHF3 is presented
in Fig. 1b for three isotherms near the critical isotherm. The isotherms shown are at the
reduced temperature Tr [where Tr ≡ T/Tc with Tc being the critical temperature of the fluid]
of 1.01, 1.06 and 1.11. Although the three isotherms are evenly spaced, the photoabsorption
shifts are very similar on the Tr = 1.06 and Tr = 1.11 isotherms, while the shift on the
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Tr = 1.01 isotherm is significantly different. Therefore, the perturber induced shift is only
temperature sensitive near the critical point of the perturber. Urdahl, et al. [46, 47] studied
the W(CO)6 T1u asymmetric CO stretching mode doped into supercritical carbon dioxide,
ethane and trifluoromethane by IR photoabsorption. All three systems show similar behavior,
an example of which is presented in Fig. 1c. Again, the absorption band position changes
significantly along the critical isotherm near the critical density. However, extracting the data
presented in Fig. 1 is difficult. Moreover, most of the previous work [41] has used dopant
valence transitions as probes, and these states tend to be less sensitive to local environments
[1]. In the present work, we investigate near critical point SCFs using low-n Rydberg state
transitions as the probe. Since Rydberg states are hydrogen-like, it should be possible to model
these states within the statistical mechanical theory of spectral line-broadening.

Figure 1. (a) The energy of fluorescence emission for (•) anthracene doped into supercritical carbon
dioxide at a reduced temperature Tr � 1.01 plotted as a function of carbon dioxide number density ρCO2 .
The dashed line (- - -) is a reference line calculated using perturber bulk densities. Adapted from [44]. (b)
The perturber induced energy shifts of the photoabsorption maximum for DMAEB doped into
supercritical CHF3 at (•) 30.0◦C [i.e., Tr � 1.01], (�) 44.7◦C, and (�) 59.6◦C, plotted as a function of CHF3
number density ρCHF3 . Adapted from [45]. (c) The energy position of infrared absorption for the W(CO)6
CO stretching mode in supercritical carbon dioxide at (•) 33◦C [i.e., Tr � 1.01] and at (�) 50◦C, plotted as
a function of ρCO2 . Adapted from [46, 47]. The solid lines in (a) - (c) are provided as a visual aid.

2.2. Theoretical model

Due to the hydrogenic properties of Rydberg states, the optical electron is in general
insensitive to the structure of the cationic core. Therefore, both atomic and molecular Rydberg
transitions can be modeled within the same theory. In a very dilute dopant/perturber system,
assuming that the dopant Rydberg transition is at high energy [i.e. β (Eg − Ee) � 1,
β = 1 / (k T)], the Schrödinger equation is

H|Ψ� = E|Ψ� , (1)

where the eigenfunction |Ψ� is a product of the dopant electronic wavefunction |α� and the
individual perturber wavefunctions |ψi; α�. The Hamiltonian H in eq. (1) is the sum of several
individual Hamiltonians, namely the Hamiltonian for the free dopant, the Hamiltonian for the
free perturber, and the Hamiltonian for the dopant/perturber intermolecular correlation. The
Hamiltonian HFD for the free dopant is [48]

HFD = ∑
α

Eα|α��α| , (2)
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where α = e, g with e and g representing the excited state and ground state of the free dopant.
The Hamiltonian HFP for the free non-interacting perturber is given by [48]

HFP = −
N

∑
i

h̄2

2 m
∇2

i , (3)

where N is the total number of perturbing atoms in the range of the Rydberg optical electron.
Finally, the Hamiltonian HPD for the intermolecular interaction is [48]

HPD = ∑
α

∑
i
[Vα(ri) + V �(ri)] |Ψ��Ψ| , (4)

where V(r) is the dopant/perturber intermolecular potential, and V �(r) is the
perturber/perturber intermolecular potential. Therefore, the total Hamiltonian H is
[48]

H = HFD + HFP + HPD , (5)

which can be rewritten as a ground state Hamiltonian expectation value Hg and an excited
state Hamiltonian expectation value He.

The absorption coefficient function is given as the Fourier transform [48]

L(ω) ≡ 1
2 π

∫ ∞

−∞
dt e−i ω t � −→μ (0) · −→μ (t) � , (6)

where the autocorrelation function (i.e., � · · · �) is the thermal average of the scalar product of
the dipole moment operator (i.e., −→μ ) of the dopant at two different times. This autocorrelation
function can be resolved within the Liouville operator formalism to give [48]

� −→μ (0) · −→μ (t) � ≡ exp
[
ρP �ei Lg t − 1�g

]
, (7)

where the two-body Liouville operator Lg is defined by

Lg Ω = He Ω − Ω Hg = [Hg, Ω] + (Ee − Eg)Ω , (8)

where Ω is an arbitrary operator. However, if lifetime broadening is neglected, only the
dopant/perturber interaction and the dopant electronic energy change during the transition.
Therefore, the autocorrelation function can be rewritten as [48]

� −→μ (0) · −→μ (t) � ≡ ei ω0 t exp
[
ρP �ei ΔV t − 1 �g

]
, (9)

where ω0 is the transition frequency of the neat dopant, ρP is the perturber density, and
ΔV = Ve − Vg, with Ve and Vg being the excited-state dopant/ground-state perturber and
ground-state dopant/ground-state perturber intermolecular potentials, respectively.

In semi-classical line shape theory, the line shape function for an allowed transition is given
by [20],

L(ω) =
1

2 π

∫ ∞

−∞
dt e−i [ω(R) − ω0] t Z (β Vg + i t ΔV)

Z (β Vg)
, (10)
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2 m
∇2
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∑
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[
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]
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where Z is the partition function and R denotes the collection of all dopant/perturber
distances. Under the classical fluid approximation of Percus [49–51], the autocorrelation
function Φ(t) is given by a density expansion [20]

Φ(t) = ln Z (β Vg + i t ΔV) − ln Z (β Vg) = A1(t) + A2(t) + · · · , (11)

where [20, 25]

An(t) =
1
n!

∫
· · ·

∫ n

∏
j=1

d3Rj F(R1, . . . , Rn)

×
n

∏
j=1

[
exp(−i ΔV(Rj) t) − 1

]
.

(12)

In eq. (12), F(R1, . . . , Rn) is the Ursell distribution function [25, 26, 49–51], and ΔV(R) =
Ve(R) − Vg(R). The Ursell distribution function for two body interactions [25, 26] is F(R) =
ρP gPD(R), where gPD(R) is the perturber/dopant radial distribution function. The three body
Ursell distribution function is estimated using the Kirkwood superposition approximation
[52] to be

F(R1, R2) = ρ2
P [ gPP(|R1 − R2|) − 1 ] gPD(R1) gPD(R2) , (13)

where gPP(R) is the perturber/perturber radial distribution function. The density expansion
terms are multibody interactions between dopant and perturber over all space. A1(t)
is the dopant/perturber two-body interaction, A2(t) is the dopant/perturber three-body
interaction, and An(t) is the dopant/perturber n + 1 body interaction. Substitution of these
Ursell distribution functions into eq. (12) under the assumption of spherically symmetric
potentials, gives [25, 26, 37]

A1(t) = 4 π ρP

∫ ∞

0
dr r2 gPD(r)

[
e− i t ΔV(r) − 1

]
, (14)

and

A2(t) = 4 π ρ2
P

∫ ∞

0
dr1 r2

1 gPD(r1)
[
e− i t ΔV(r1) − 1

]

×
∫ ∞

0
dr2 r2

2 gPD(r2)
[

e− i t ΔV(r2) − 1
]

× 1
r1 r2

∫ |r1 + r2 |
|r1 − r2 |

s [ gPP(s) − 1 ] ds .

(15)

Since the strength of the interaction decreases as the number of bodies involved increases,
and since higher order interactions are more difficult to model, most line shape simulations
are truncated at the second term A2(t).

The autocorrelation function can be written as a power series expansion at t = 0, namely
[21, 48, 53, 54]

Φ(t) =
∞

∑
n=1

in

n!
mn tn , (16)

where the expansion coefficients mi are given by

mn =
1

(
√−1)n

dn

dtn Φ(t)
∣∣∣∣
t= 0

. (17)

455Atomic and Molecular Low-n Rydberg States in Near Critical Point Fluids



6 Will-be-set-by-IN-TECH

Using eq. (11) with A1(t) and A2(t) from eqs. (14) and (15), the first two expansion coefficients
become [25]

m1 = − 4 π ρP

∫ ∞

0
dr r2 gPD(r) ΔV(r) , (18)

and

m2 = m2
1 + 4 π ρP

∫ ∞

0
dr r2 gPD(r) ΔV(r)2

+ 8 π2 ρP
2
∫ ∞

0

∫ ∞

0
dr1 dr2 r1 r2 gPD(r1) gPD(r2)

× ΔV(r1) ΔV(r2)
∫ |r1 + r2|
|r1 − r2 |

s [ gPP(s) − 1 ] ds .

(19)

The above expansion coefficients are equivalent to the moments of the optical coefficient,
which are defined as [25]

mn =
∫

L(E) En dE . (20)

Thus, the perturber induced shift Δ(ρP) in the energy position of the optical coefficient
maximum is [25, 26]

Δ(ρP) = M1 =
m1
m0

=
∫

L(E) E dE
/∫

L(E) dE , (21)

while the full-width-half-maximum of the experimental absorption spectrum is proportional
to

M2 =

[
m2
m0

− M2
1

]1/2
=

[(∫
L(E) E2 dE

/∫
L(E) dE

)
− M2

1

]1/2
, (22)

where L(E) is the absorption band for the transition and E = h̄(ω − ω0) [h̄ ≡ reduced Planck
constant].

2.3. Previous studies

The interaction of dopant low-n Rydberg states with dense fluids has previously been the
subject of some interest both experimentally and theoretically [1, 22–36]. The first detailed
investigation of these interactions was a study of Xe low-n Rydberg states doped into the
dense rare gas fluids (i.e., argon, neon and helium) by Messing, et al. [25, 26]. In the same
year, Messing, et al. [27, 28] presented their studies of molecular low-n Rydberg states in
dense Ar and Kr. A decade later, Morikawa, et al. [34] probed the NO valence and low-n
Rydberg state transitions in dense argon and krypton. All of these experiments [25–28, 34]
used a basic moment analysis of absorption bands to determine the energy shifts of these
bands as a function of perturber number density. The photoabsorption energy shifts were
then simulated [25–28, 34] using eq. (18) for various assumptions of intermolecular potentials
and radial distribution functions. Messing, et al. also performed line shape simulations
under the assumption of a Gaussian line shape [25–28] for selected perturber number
densities. As molecular dynamics developed, research groups [30, 31, 33, 35, 36] returned
to absorption line shape simulations in an attempt to match the asymmetric broadening
observed experimentally.

456 Advanced Aspects of Spectroscopy



6 Will-be-set-by-IN-TECH

Using eq. (11) with A1(t) and A2(t) from eqs. (14) and (15), the first two expansion coefficients
become [25]

m1 = − 4 π ρP

∫ ∞

0
dr r2 gPD(r) ΔV(r) , (18)

and

m2 = m2
1 + 4 π ρP

∫ ∞

0
dr r2 gPD(r) ΔV(r)2

+ 8 π2 ρP
2
∫ ∞

0

∫ ∞

0
dr1 dr2 r1 r2 gPD(r1) gPD(r2)

× ΔV(r1) ΔV(r2)
∫ |r1 + r2|
|r1 − r2 |

s [ gPP(s) − 1 ] ds .

(19)

The above expansion coefficients are equivalent to the moments of the optical coefficient,
which are defined as [25]

mn =
∫

L(E) En dE . (20)

Thus, the perturber induced shift Δ(ρP) in the energy position of the optical coefficient
maximum is [25, 26]

Δ(ρP) = M1 =
m1
m0

=
∫

L(E) E dE
/∫

L(E) dE , (21)

while the full-width-half-maximum of the experimental absorption spectrum is proportional
to

M2 =

[
m2
m0

− M2
1

]1/2
=

[(∫
L(E) E2 dE

/∫
L(E) dE

)
− M2

1

]1/2
, (22)

where L(E) is the absorption band for the transition and E = h̄(ω − ω0) [h̄ ≡ reduced Planck
constant].

2.3. Previous studies

The interaction of dopant low-n Rydberg states with dense fluids has previously been the
subject of some interest both experimentally and theoretically [1, 22–36]. The first detailed
investigation of these interactions was a study of Xe low-n Rydberg states doped into the
dense rare gas fluids (i.e., argon, neon and helium) by Messing, et al. [25, 26]. In the same
year, Messing, et al. [27, 28] presented their studies of molecular low-n Rydberg states in
dense Ar and Kr. A decade later, Morikawa, et al. [34] probed the NO valence and low-n
Rydberg state transitions in dense argon and krypton. All of these experiments [25–28, 34]
used a basic moment analysis of absorption bands to determine the energy shifts of these
bands as a function of perturber number density. The photoabsorption energy shifts were
then simulated [25–28, 34] using eq. (18) for various assumptions of intermolecular potentials
and radial distribution functions. Messing, et al. also performed line shape simulations
under the assumption of a Gaussian line shape [25–28] for selected perturber number
densities. As molecular dynamics developed, research groups [30, 31, 33, 35, 36] returned
to absorption line shape simulations in an attempt to match the asymmetric broadening
observed experimentally.

456 Advanced Aspects of Spectroscopy Atomic and Molecular Low-n Rydberg States in Near Critical Point Fluids3 7

2.3.1. Xe in Ar, Ne and He

Figure 2. Photoabsorption spectra (relative units) of the Xe 6s and 6s� transitions doped into Ar at an
argon number density of ρAr = 1.47 × 1021 cm−3 and a temperature of 23.6◦C. a corresponds to eq. (23), b
to eq. (24), and c to eq. (25). For the 6s Rydberg state E0 = 8.437 eV and for the 6s� Rydberg state
E0 = 9.570 eV. Data from the present work.

When Xe 6s and 6s� Rydberg state transitions are excited in the presence of low density argon
or krypton, satellite bands appear on the higher energy wing of the absorption or emission
spectra [22–24]. These blue satellite bands increase with increasing perturber density [22–
24] and with decreasing temperature. Therefore, Castex, et al. [22–24] concluded that these
blue satellites are caused by the formation of dopant/perturber ground state and excited state
dimers. An example of the Xe 6s and 6s� Rydberg transitions in the presence of argon is shown
in Fig. 2. The primary Xe absorption transition, or [37]

Xe + hν
Ar−→ Xe∗ , (23)

is indicated in Fig. 2 as a. The XeAr dimer transitions that yield the blue satellite bands are
[22–24]

XeAr + hν
Ar−→ Xe∗ + Ar , (24)

and
XeAr + hν

Ar−→ Xe∗Ar . (25)

These transitions are indicated in Fig. 2 as b and c, respectively.

Detailed investigations [25] of the Xe 6s Rydberg state doped in supercritical argon indicated
that the energy position at the photoabsorption peak maximum shifted slightly to the red at
low argon density and then strongly to the blue (cf. Fig. 3a). Similar results, which are shown
in Fig. 3b, were then observed for the Xe 6s� Rydberg states in supercritical argon [26]. These
studies [25, 26] concluded that both the perturber-induced energy shift and the line shape
broadening were temperature independent. However, since the blue satellite bands grow
and broaden as a function of perturber number density, the energy position of the maximum
absorption (or the first moment from a moment analysis) is not an accurate energy position
for the primary Xe Rydberg transition. Thus, modeling the experimental first moment M1 and
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Figure 3. The perturber induced shift Δ of (a) the Xe 6s [25] and (b) the Xe 6s� [26] absorption maximum
plotted as a function of argon number density ρAr at different temperatures. In (a), the markers are (�)
25◦C; (◦) −83◦C; (�) −118◦C; (�) −138◦C; and (•) −163◦C. In (b), the markers are for temperature
ranges of (×) −23◦C to 27◦C; (•) −93◦C to −63◦C; (◦) −123◦C to −113◦C; (�) −138◦C to −128◦C; (�)
−158◦C to −148◦C; (�) −173◦C to −163◦C; and (�) −186◦C to −178◦C.

Figure 4. Photoabsorption spectra (relative units) of the CH3I 6s and 6s� transitions doped into Ar at an
argon number density of ρAr = 1.89 × 1021 cm−3 and a temperature of −79.8◦C. a corresponds to eq. (26)
and b to eq. (27). For the 6s Rydberg state E0 = 6.154 eV and E0 = 6.767 eV for the 6s� Rydberg state.
Data from the present work.

second moment M2 using eqs. (19) and (20) required three groups of intermolecular potential
parameters for different perturber density ranges.

The Xe 6s and 6s� Rydberg transitions [26] in supercritical helium and neon show a similar
perturber density dependence as that shown in Fig. 3. However, these two systems do
not form ground state or excited state dimers and, therefore, do not have blue satellite
bands. Thus, the moment analysis of the photoabsorption spectra presented a more accurate
perturber induced shift as a function of perturber number density. Because of the
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Figure 5. The line shape simulation of the CH3I 6s transition doped into supercritical argon using (- - -)
a semi-classical line shape function data [33] and using (· · ·) molecular dynamics [32] in comparison to
(—) the photoabsorption spectra at (a) ρAr = 2.0 × 1021 cm−3, (b) ρAr = 7.6 × 1021 cm−3, and (c)
ρAr = 2.0× 1022 cm−3. Experimental data are from the present work.

simplicity of the absorption bands, Messing, et al. [26] simulated the line shapes of the Xe
6s and 6s� transitions in both helium and neon at a single perturber number density using
eqs. (10) and (11). These simulations indicated that an accurate line shape could be obtained
without blue satellite bands [26]. Unfortunately, no temperature dependence was reported in
these papers [25, 26].

2.3.2. CH3I in Ar and Kr

Since CH3I is a molecular dopant, vibrational transitions as well as the adiabatic transition
appear in the photoabsorption spectra. The adiabatic transition is given by [37]

CH3I + hν −→ CH3I∗ , (26)

denoted a in Fig. 4, as well as one quantum of the CH3 deformation vibrational transition ν2
in the excited state, or

CH3I + hν −→ CH3I∗ (ν2) , (27)

denoted b, in Fig. 4.

Although vibrational transitions are apparent, CH3I [27–29, 32] has been investigated
extensively because of the “atomic” like nature of the adiabatic 6s and 6s� Rydberg transitions.
Messing, et al. [27, 28] extracted the perturber dependent shift Δ(ρP) of the CH3I 6s and 6s�
Rydberg states by performing a moment analysis on the photoabsorption bands using eq. (21).
This analysis indicated that Δ(ρP) tended first to lower energy and then to higher energy as ρP

increased from low density to the density of the triple-point liquid, similar to the trends shown
in Fig. 3 for Xe in Ar. However, Messing, et al. [27, 28] did not explore critical temperature
effects on Δ(ρP), nor did they correctly account for the vibrational bands on the blue side
of the adiabatic Rydberg transition. Messing, et al. [28] did attempt to model the CH3I 6s
Rydberg transition in argon using a semi-classical statistical line shape function under the
assumption that the adiabatic and vibrational transitions have exactly the same line shapes,
although no comparison between the experimental spectra and the simulated line shapes was
provided. Later researchers [30–33] concentrated on the simulation of the CH3I 6s Rydberg
state doped into argon using both molecular dynamics and semi-classical integral methods.
Egorov, et al. [33] showed that the semi-classical integral method can yield results comparable
to the molecular dynamics calculations of Ziegler, et al. [30–32]. Comparing the semi-classical
method and molecular dynamics simulation to experimental spectra (cf. Fig. 5) shows that
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Figure 6. Experimental (•) and calculated (—) energy shift of the NO (a) B�2Δ ← X2Π (v� = 7, 0) valence
transition, (b) A2Σ+ ← X2Π (v� = 0, 0) Rydberg transition and (c) C2Π+ ← X2Π (v� = 0, 0) Rydberg
transition plotted versus the reduced argon number density [34].

both methods can be used to simulate the experimental spectra with an appropriate choice of
intermolecular potentials.

2.3.3. NO in Ar

Morikawa, et al. [34] investigated valence and low-n Rydberg transitions doped into
supercritical argon. They used eq. (21) to determine the perturber induced shift Δ(ρP) for
several low-n Rydberg transitions as well as a valence transition. Under the assumption of
spherically symmetric potentials for the ground and excited states of the NO/Ar systems,
an accurate moment analysis using eq. (18) was performed (cf. Fig. 6). In The NO
valence state transition (cf. Fig. 6a) shows a slight perturber-induced red shift, which
differs significantly from the obvious blue shift of the low-n NO Rydberg state transitions
shown in Figs. 6b and c. Fig. 6 also shows that low-n Rydberg states make a more
sensitive probe to perturber effects than valence transitions. Later groups [35, 36] did line
shape simulations to model the experimental spectra. Larrégaray, et al. [35] measured the
NO 3sσ transition doped into supercritical argon at selected argon densities. Then, using
molecular dynamics they successfully modeled the line shape of the transition. Once the
intermolecular potentials and boundary conditions for the molecular dynamics simulations
had been set against experimental data, Larrégaray, et al. [35] calculated the line shape
for NO in Ar at the critical density and temperature. These calculations predicted that the
photoabsorption peak maximum position would shift to the blue when argon was near its
critical point. Later, Egorov, et al. [36] showed that similar results could be obtained using the
semi-classical approximation. Therefore, line shape simulations using molecular dynamics
and semi-classical line shape theory show comparable results.

3. Experiment techniques and theoretical methodology

3.1. Experimental techniques

All of the photoabsorption measurements presented in Sections 4 and 5 were obtained
using the one-meter aluminum Seya-Namioka (Al-SEYA) beamline on bending magnet 8
of the Aladdin storage ring at the University of Wisconsin Synchrotron Radiation Center
(SRC) in Stoughton, WI. This beamline, which was decommissioned during Winter 2007,
produced monochromatic synchrotron radiation having a resolution of ∼ 8 meV in the energy
range of 6 - 11 eV. The monochromatic synchrotron radiation enters the vacuum chamber
which is equipped with a sample cell (cf. Fig. 7). The photoabsorption signal is detected
by a photomultiplier that is connected to the data collection computer via a Keithley 486
picoammeter. The pressure in the vacuum chamber is maintained at low 10−8 to high 10−9
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Figure 7. Schematic of the copper experimental cell.

Torr by a Perkin-Elmer ion pump. The experimental copper cell is equipped with entrance
and exit MgF2 windows (with an energy cut-off of 10.9 eV) that are capable of withstanding
pressures of up to 100 bar and temperatures of up to 85◦C. This cell, which has a path length
of 1.0 cm, is connected to an open flow liquid nitrogen cryostat and resistive heater system
allowing the temperature to be controlled to within ± 0.5◦C with a Lakeshore 330 Autotuning
Temperature controller. The gas sample is added through a gas handling system (GHS), which
consists of 316-stainless steel components connected by copper gasket sealed flanges. The
initial pressure for the GHS and sample cell is in the low 10−8 Torr range.

During the initial bakeout, the GHS and the vacuum chamber were heated to 100◦C under
vacuum for several days to remove any water adsorbed onto the surface of the stainless steel.
The initial bake was stopped when the base pressure of the GHS and sample chamber is in
the low 10−7 or high 10−8 Torr range, so that upon cooling the final GHS base pressure was
10−8 − 10−9 Torr. Anytime a system was changed (either the dopant or the perturber), the
GHS was again baked in order to return the system to near the starting base pressure. This
prevented cross-contamination between dopant/perturber systems.

The intensity of the synchrotron radiation exiting the monochromator was monitored by
recording the beam current of the storage ring as well as the photoemission from a nickel
mesh situated prior to the sample cell. The light then entered the experimental cell through
a MgF2 window, traveled through the sample and then a second MgF2 window (cf. Fig. 7)
before striking a thin layer of sodium salicylate powder on the inside of a glass window that
preceded the photomultiplier tube. An empty cell (acquired for a base pressure of 10−7 or 10−8

Torr) spectrum was used to correct the dopant absorption spectra for the monochromator flux,
for absorption by the MgF2 windows, and for any fluctuations in the quantum efficiency of
the sodium salicylate window.

Two dopants (i.e. methyl iodide and xenon) and five perturbers (i.e. argon, krypton, xenon,
carbon tetrafluoride and methane) were investigated. All dopants and perturbers were used
without further purification: methyl iodide (Aldrich, 99.45%), argon (Matheson Gas Products,
99.9999%), krypton (Matheson Gas Products, 99.998%), and xenon (Matheson Gas Products,
99.995%). When CH3I was the dopant, the CH3I was degassed with three freeze/pump/thaw
cycles prior to use. Photoabsorption spectra for each neat dopant and each neat perturber
were measured to verify the absence of impurities in the spectral range of interest. The
atomic perturber number densities were calculated from the Strobridge equation of state [55]
with the parameters obtained from [56] for argon, [57] for krypton, and [58] for xenon. All
densities and temperatures were selected to maintain a single phase system in the sample cell.
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At temperatures below Tc, a change in density required a change in temperature, since the
isotherms are steeply sloped.

The sensitivity of the absorption spectra to local density required that the quality of a
data set be monitored by performing basic data analysis during measurements. Any
anomalies were corrected by immediately re-measuring the photoabsorption spectrum for the
problem density/temperature/pressure after allowing additional time for increased density
stabilization. Once a data set was obtained for non-critical temperatures, the photoabsorption
data for perturber densities on an isotherm near the critical isotherm were then measured.
For the near critical data set we selected a temperature that was +0.5◦C above the critical
temperature (chosen to prevent liquid formation in the cell during temperature stabilization
near the critical density and to minimize critical opalescence during data acquisition). Near
the critical density, the consistency of the density step is dependent on the slope of the critical
isotherm. If the critical isotherm has a small slope in this region, it becomes difficult to acquire
samples at a constant density step size due to our inability to vary the perturber pressure
practically by less than 0.01 bar and to the difficulties encountered in maintaining temperature
stability. For instance, near the critical density of xenon, a 1 mbar change in pressure or a
0.001◦C change in temperature causes a density change of 2.0 × 1021 cm−3. Maintaining the
necessary temperature stability (i.e., ± 0.2◦C) during the acquisition of data along the critical
isotherm is difficult with an open flow liquid nitrogen cryostat system and usually required
constant monitoring with manual adjustment of the nitrogen flow.

3.2. Theoretical methodology

3.2.1. Line shape function

The experimental line shapes were simulated using the semi-classical statistical line shape
function given in eq. (10). Rewriting eq. (10) in terms of the autocorrelation function allows
eq. (10) to be given as a Fourier transform, namely [25, 26, 33, 37]

L(ω) =
1

2 π
Re

∫ ∞

−∞
dt e−i ω t �ei ω(R) t � , (28)

where ω = ω(R) − ω0, with ω0 being the transition frequency for the neat dopant.
Eq. (28) neglects lifetime broadening and assumes that the transition dipole moment is
independent of R. In the substitution of the exponential density expansion [i.e., eq. (11)]
for the autocorrelation function, the general term An represents a (n+1)-body interaction [20].
However, since the strength of the interaction decreases as the number of bodies involved
increases, and since the higher order interactions are more difficult to model, our line shape
simulations are truncated at the second term A2(t), or three body interactions. Within this
approximation, eq. (28) becomes

L(ω) =
1

2 π
Re

∫ ∞

−∞
dt e− i ω t exp [A1(t) + A2(t) ] , (29)

where the two terms are recalled from eq. (14),

A1(t) = 4 π ρP

∫ ∞

0
dr r2 gPD(r)

[
e− i t ΔV(r) − 1

]
,
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and eq. (15),

A2(t) = 4 π ρ2
P

∫ ∞

0
dr1 r2

1 gPD(r1)
[
e− i t ΔV(r1) − 1

]

×
∫ ∞

0
dr2 r2

2 gPD(r2)
[

e− i t ΔV(r2) − 1
]

× 1
r1 r2

∫ |r1 + r2|
|r1 − r2|

s [ gPP(s) − 1 ] ds .

The required radial distribution functions (i.c., gPP and gPD) were obtained from the analytical
solution of the Ornstein-Zernike equation for a binary system within the Percus-Yevick (PY)
closure [59], while the Fourier transform for eq. (29) was performed using a standard fast
Fourier transform algorithm [60]. The line shape obtained from the transform of eq. (29) was
convoluted with a standard Gaussian slit function to account for the finite resolution (∼ 8
meV) of the monochromator. More detailed discussions are given below.

3.2.2. Fast Fourier transform

A Fourier transform has the general form [60]

F(ω) =
1

2 π

∫ ∞

−∞
f (t) e− i ω t dt . (30)

Since the line shape function is calculated numerically, the integration limits for eq. (30) must
be finite and, therefore, an appropriate integration range must be determined. For any Fourier
transformation, the integration limit and the total number of steps are related through [60]

δt × δω =
2 π

N
, (31)

where δ stands for the sampling interval (i.e., the step size) of the corresponding variable
and N is the total number of discrete points. Fourier transforms rely on the fact that data
are usually obtained in discrete steps and the generating functions f (t) and F(ω) can be
represented by the set of points

fk ≡ f (tk) , tk = k δt , k = 1, . . . , N ,

Fn ≡ F(ωn) , ωn = n δω , n = − N
2

, . . . ,
N
2

− 1 .
(32)

Therefore, the function F(ω) is determined point-wise using

F(ωn) =
1

2 π

∫ ∞

−∞
f (t) e− i ωn t dt =

1
2 π

N

∑
k=1

fk e− i ωn tk δt

=
δt

2 π

N

∑
k=1

fk e− i 2 π n k/N .

(33)

For simplicity, we will define the discrete Fourier transform from time to angular frequency
as eq. (33). When computing the Fourier transform from eq. (33), the quickest method is
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known as a fast Fourier transform (FFT) and requires that the number of steps N be a power
of 2. In our calculations, we use a Cooley-Tukey FFT algorithm [60] with N = 1024. The
requirements for calculating eq. (30) within this FFT algorithm are, therefore, a complex
array of the calculated values of the time dependent autocorrelation function truncated to
the second term.

Rewriting eq. (29) using Euler’s relation yields [38]

�ei ω(R) t � = Re �ei ω(R) t � + Im �ei ω(R) t � , (34)

where the real and the imaginary parts are given by

Re �ei ω(R) t� = exp [Re (A1(t) + A2(t) ) ] cos [Im (A1(t) + A2(t) ) ] ,

Im �ei ω(R) t� = exp [Re (A1(t) + A2(t) ) ] sin [Im (A1(t) + A2(t) ) ] .
(35)

In eq. (35),

Re[A1(t) + A2(t) ]

= 4 π ρP

∫ ∞

0
dr r2 gPD(r) [cos(ΔV(r) t) − 1 ]

+ 4 π ρ2
P

∫ ∞

0

∫ ∞

0
dr1 dr2 h(r1, r2) [cos(ΔV(r1) t) cos(ΔV(r2) t)

+ 1 − sin(ΔV(r1) t) sin(ΔV(r2) t)

− cos(ΔV(r1) t) − cos(ΔV(r2) t) ] ,

(36)

and

Im[A1(t) + A2(t) ]

= − 4 π ρP

∫ ∞

0
dr r2 gPD(r) [sin(ΔV(r) t) ]

− 4 π ρ2
P

∫ ∞

0

∫ ∞

0
dr1 dr2 h(r1, r2) [sin(ΔV(r1) t) cos(ΔV(r2) t)

+ cos(ΔV(r1) t) sin(ΔV(r2) t)

− sin(ΔV(r1) t) − sin(ΔV(r2) t) ] ,

(37)

with

h(r1, r2) = r1 gPD(r1) r2 gPD(r2)
∫ |r1 + r2|
|r1 − r2|

s [gPP(s) − 1 ] ds .

The output of the FFT is a complex function of frequency. The real portion of this complex
function is obtained and then convoluted with a standard Gaussian slit function. The final
output is the simulated line shape function. Since eqs. (29), (36) and (37) depend on both the
radial distribution functions and the ground-state and excited-state intermolecular potentials,
these are discussed in more detail below.

464 Advanced Aspects of Spectroscopy



14 Will-be-set-by-IN-TECH

known as a fast Fourier transform (FFT) and requires that the number of steps N be a power
of 2. In our calculations, we use a Cooley-Tukey FFT algorithm [60] with N = 1024. The
requirements for calculating eq. (30) within this FFT algorithm are, therefore, a complex
array of the calculated values of the time dependent autocorrelation function truncated to
the second term.

Rewriting eq. (29) using Euler’s relation yields [38]

�ei ω(R) t � = Re �ei ω(R) t � + Im �ei ω(R) t � , (34)

where the real and the imaginary parts are given by

Re �ei ω(R) t� = exp [Re (A1(t) + A2(t) ) ] cos [Im (A1(t) + A2(t) ) ] ,

Im �ei ω(R) t� = exp [Re (A1(t) + A2(t) ) ] sin [Im (A1(t) + A2(t) ) ] .
(35)

In eq. (35),

Re[A1(t) + A2(t) ]

= 4 π ρP

∫ ∞

0
dr r2 gPD(r) [cos(ΔV(r) t) − 1 ]

+ 4 π ρ2
P

∫ ∞

0

∫ ∞

0
dr1 dr2 h(r1, r2) [cos(ΔV(r1) t) cos(ΔV(r2) t)

+ 1 − sin(ΔV(r1) t) sin(ΔV(r2) t)

− cos(ΔV(r1) t) − cos(ΔV(r2) t) ] ,

(36)

and

Im[A1(t) + A2(t) ]

= − 4 π ρP

∫ ∞

0
dr r2 gPD(r) [sin(ΔV(r) t) ]

− 4 π ρ2
P

∫ ∞

0

∫ ∞

0
dr1 dr2 h(r1, r2) [sin(ΔV(r1) t) cos(ΔV(r2) t)

+ cos(ΔV(r1) t) sin(ΔV(r2) t)

− sin(ΔV(r1) t) − sin(ΔV(r2) t) ] ,

(37)

with

h(r1, r2) = r1 gPD(r1) r2 gPD(r2)
∫ |r1 + r2|
|r1 − r2|

s [gPP(s) − 1 ] ds .

The output of the FFT is a complex function of frequency. The real portion of this complex
function is obtained and then convoluted with a standard Gaussian slit function. The final
output is the simulated line shape function. Since eqs. (29), (36) and (37) depend on both the
radial distribution functions and the ground-state and excited-state intermolecular potentials,
these are discussed in more detail below.

464 Advanced Aspects of Spectroscopy Atomic and Molecular Low-n Rydberg States in Near Critical Point Fluids7 15

3.2.3. Radial distribution function

After significant investigation, we found that the most stable calculation technique for
obtaining radial distribution functions for this problem was the analytical solution of the
Ornstein-Zernike relation within the Percus-Yevick (PY) closure [59]. Although this solution
for a binary system yields four coupled integro-differential equations, dilute solutions (i.e.,
ρD � ρP) allows these equations to be reduced to the calculation of the perturber/dopant
radial distribution function gPD(r) and the perturber/perturber radial distribution function
gPP(r). This solution is given by [12, 59]

gPD(r) = r−1 e−β Vg(r) YPD(r)

gPP(r) = r−1 e−β V �
g(r) YPP(r) ,

(38)

where

YPD(r) =
∫ r

0
dt

dYPD(t)
dt

,

YPP(r) =
∫ r

0
dt

dYPP(t)
dt

,

(39)

with

d
dr

YPD(r) = 1 + 2 π ρP

∫ ∞

0
dt

(
e− β Vg(t) − 1

)
YPD(t)

×
[
e− β V �

g(r + t) YPP(r + t)

− r − t
|r − t| e− β V �

g(|r− t|) YPP(|r − t|) − 2 t
]

,

d
dr

YPP(r) = 1 + 2 π ρP

∫ ∞

0
dt

(
e− β V �

g(t) − 1
)

YPP(t)

×
[
e− β V �

g(r+ t) YPP(r + t)

− r − t
|r − t| e− β V �

g(|r− t|) YPP(|r − t|) − 2 t
]

,

(40)

and with Vg and V �
g being the ground state perturber/dopant and ground state

perturber/perturber intermolecular potentials, respectively.

3.2.4. Intermolecular potentials

Eqs. (29), (34) - (40) are explicitly dependent on the excited-state and ground-state
perturber/dopant intermolecular potentials through ΔV(r), and are implicitly dependent
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on the perturber/perturber and perturber/dopant ground-state intermolecular potential
via gPP(r) and gPD(r). Thus, these simulations require one to develop a single set of
ground-state and excited-state intermolecular potential parameters for each system. A
standard Lennard-Jones 6-12 potential, or

V(r) = 4 ε

[(σ

r

)12 −
(σ

r

)6
]

, (41)

was chosen for the atomic perturber/perturber ground-state intermolecular interactions,
and non-polar dopant/perturber ground-state intermolecular interactions. The ground-state
molecular perturber/perturber intermolecular potential was a two-Yukawa potential, or

V(r) = − κ0 ε

r

[
e− z1 (r− σ) − e− z2 (r − σ)

]
. (42)

The ground-state polar dopant/perturber intermolecular interactions were modeled using a
modified Stockmeyer potential

V(r) = 4 ε�
[(

σ�
r

)12

−
(

σ�
r

)6
]

− 1
r6 αPμD

2 , (43)

which can be rewritten in standard Lennard-Jones 6-12 potential form [12], with

ε = ε�
[

1 +
αP μD

2

4 ε� σ�6

]2

,

σ = σ�
[

1 +
αP μD

2

4 ε� σ�6

]−1/6

.

(The modified Stockmeyer potential includes orientational effects via an angle average that
presumes the free rotation of the polar dopant molecule.) An exponential-6 potential, given
by

V(r) =
ε

1 − (6/γ)

{
6
γ

eγ(1−χ) − χ−6
}

, (44)

was chosen for the excited-state dopant/ground-state perturber interactions. In eqs. (41) -
(44), ε is the well depth, σ is the collision parameter, αP is the perturber polarizability, μD is
dopant dipole moment, χ ≡ r/re (where re is the equilibrium distance), and γ is the potential
steepness.

The Lennard-Jones parameters for the atomic fluids and the modified Stockmeyer parameters
for the CH3I/Ar and CH3I/Kr interactions were identical to the parameters used to model
accurately the perturber-induced shift of the dopant ionization energy for methyl iodide in
argon [12–14, 61], krypton [12, 15, 61] and xenon [16, 61]. The parameters κ0, z1, z2, ε and σ
in eq. (42) were adjusted to give the best fit to the phase diagram of the perturber [61].The
parameters ε, σ, χ and γ in eq. (44) were adjusted by hand to give the “best” fit to the
experimental absorption spectra of the dopant low-n Rydberg states in each of the fluids
investigated here.
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Figure 8. Selected photoabsorption spectra (–, relative scale) and simulated line shapes (· · · ) for the Xe
6s Rydberg transitions at (a) non-critical temperatures and (b) on an isotherm (i.e., −121.8◦C) near the
critical isotherm. The data are offset vertically by the argon number density ρAr. The transition energy is
E0 = 8.424 eV for the unperturbed Xe 6s Rydberg transition.

4. Atomic perturbers

4.1. Xe low-n Rydberg states in Ar

4.1.1. Xe absorption

The Xe 6s and 6s� Rydberg states (where s and s� denote the J = 3/2 and J = 1/2 angular
momentum core state, respectively) were experimentally measured in dense argon. As is
discussed in Section 2.4.1, when Xe interacts with Ar, ground and excited state dimers form.
These dimers are evidenced by blue satellite bands that arise on the higher energy side of
the primary Rydberg transition. The Xe 6s Rydberg transition has two such blue satellite
bands corresponding to eqs. (24)-(25), whereas the Xe 6s� Rydberg transition has a single blue
satellite band corresponding to eq. (24) (cf. Fig. 2) [22–24]. The absence of the ground state
XeAr dimer to XeAr eximer transition [i.e., eq. (25)] for the Xe 6s� Rydberg state may be caused
by an extremely short lifetime preventing our ability to detect the transition or by the XeAr
eximer decomposing during the excitation.

The solid lines in Fig. 8 present selected experimental Xe 6s Rydberg transitions doped
into supercrtical argon at non-critical temperatures and along an isotherm near the critical
isotherm offset by the argon number density. (Similar data for the Xe 6s� Rydberg transitions
are not shown for brevity.) It can be clearly seen that the Rydberg transitions broaden as
a function of the argon number density. The maximum of the absorption band also shifts
first slightly to the red and then strongly to the blue, similar to the original observations of
Messing, et al. [25, 26]. Since the ground state interaction between Xe and Ar (or XeAr and Ar)
is attractive, the ground states are stabilized by the argon solvent shell. The slight red shift
observed at low argon number densities indicates that the xenon excited states (either Xe∗
or Xe∗Ar) are also stabilized by the argon solvent shell. As the density increases, however,
argon begins to shield the optical electron from the xenon cationic core, thereby decreasing
the binding energy of the optical electron . Thus, as the density of argon increases the energy
of the excited state also increases, leading to a blue shift in the transition energy at higher
densities. Although not shown, the overall blue shift of the 6s Rydberg transition band is
much larger than that of the 6s� band at the triple point liquid density of argon. This difference
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in overall shift is caused by the difference in the core state of the cation, since the J = 1/2 core
state has a permanent quadrupole moment. This permanent quadrupole moment increases
the interaction of the cationic core and the optical electron, thereby implying that the optical
electron is less perturbed by the argon solvent shell.

However, since the blue satellite bands also broaden and shift with increasing argon density,
the primary Xe transition becomes indistinguishable at medium to large argon number
densities. Thus, the argon-induced energy shift of the primary Xe transition cannot be
investigated directly using these data. Therefore, to probe perturber critical effects on the
dopant excited states, we must first accurately simulate the absorption spectra over the entire
argon density range at non-critical temperatures and on an isotherm near the critical isotherm.

4.1.2. Discussion

In order to simulate accurately the absorption spectra at high density, any line shape
simulation has to include the primary transition, denoted a in Fig. 2 and given by eq. (23), as
well as the two XeAr dimer transitions that yield the blue satellite bands, denoted b and c in
Fig. 2 and given by eqs. (24) and (25), respectively. For the simulation of Xe in Ar, we chose
to use eq. (41) for the ground state Ar/Ar, Xe/Ar, and XeAr/Ar interactions and eq. (44)
for the Xe∗/Ar and Xe∗Ar/Ar interactions. We also required that the simulation use a single
set of intermolecular potential parameters for the entire argon density range at non-critical
temperatures and along the critical isotherm. All intermolecular potential parameters except
the Ar/Ar ground state parameters were adjusted by hand to give the best simulated line
shape in comparison to the experimental data. The values of these parameters are given here
in Appendix A [37, 40].

The relative intensities of the simulated bands were set by comparison to the absorption
spectra of Xe doped into argon at argon number densities where all bands could be clearly
identified. Experimentally, at low argon number densities, the ratio of heights between the b
band and the primary transition is 0.2 for both the Xe 6s and 6s� Rydberg states in Ar. For the
Xe 6s Rydberg state in Ar, the ratio of heights between the c band and the primary transition
is 0.45. Although for concentrated Xe systems, the ratio of heights for the blue satellite
bands to the primary transition would increase with decreasing temperature or increasing
perturber number density, this is not the case for the very dilute Xe/Ar system investigated
here (i.e., [Xe] < 10 ppm for all argon number densities). Therefore, we can assume that the
intensity ratio of the blue satellite bands to the primary transitions stays constant at different
temperatures and different argon densities.

The dotted lines in Fig. 8 are the simulated line shapes for the Xe 6s transition at non-critical
temperatures (cf. Fig. 8a) and on an isotherm (−121.8◦C) near the critical isotherm (cf. Fig. 8b).
A similar figure for the Xe 6s� transition is not shown for brevity. Clearly, the simulated spectra
closely match the experimental spectra for all densities. Both the simulated and experimental
line shapes show a slight red shift at low argon number densities, followed by a strong blue
shift at high argon number densities. With these accurate line shape simulations, moment
analyses can be performed on the primary transition in order to investigate perturber critical
point effects, as well as to discuss trends in solvation of different dopant electronic transitions
in the same simple atomic fluid.
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in overall shift is caused by the difference in the core state of the cation, since the J = 1/2 core
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The dotted lines in Fig. 8 are the simulated line shapes for the Xe 6s transition at non-critical
temperatures (cf. Fig. 8a) and on an isotherm (−121.8◦C) near the critical isotherm (cf. Fig. 8b).
A similar figure for the Xe 6s� transition is not shown for brevity. Clearly, the simulated spectra
closely match the experimental spectra for all densities. Both the simulated and experimental
line shapes show a slight red shift at low argon number densities, followed by a strong blue
shift at high argon number densities. With these accurate line shape simulations, moment
analyses can be performed on the primary transition in order to investigate perturber critical
point effects, as well as to discuss trends in solvation of different dopant electronic transitions
in the same simple atomic fluid.
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Figure 9. (a) The argon induced shift Δ(ρAr), as approximated by eq. (21), of the primary transition for
the Xe 6s and 6s� Rydberg states as a function of argon number density ρAr at (•) non-critical
temperatures and (◦) along an isotherm near the critical isotherm. (b) An expanded view of Δ(ρAr)The
solid lines are a visual aid. See text for discussion.

A line shape analysis was performed on the accurate simulations of the primary Xe 6s and
6s� Rydberg transitions in order to determine the average argon induced shift Δ(ρAr) of the
primary transition, as approximated from the first moment [i.e., eq. (21)]. This moment
analysis is shown in Fig 9 as a function of reduced argon number density ρr , where ρr = ρAr/ρc
with ρc ≡ 8.076 × 1021 cm−3 [56]. Fig 9b shows an enhanced view of the perturber critical
region with a critical effect in Δ(ρAr) clearly apparent. The absence of the red shift observed
by Messing, et al. [25, 26] (cf. Fig. 3) results from our performance of a moment analysis on
a blue degraded band, instead of a direct non-linear least square analysis using a Gaussian fit
function on the primary transition. In other words, while the peak of the primary transition
red shifts slightly at low argon densities, the first moment of the band does not, due to the
perturber induced broadening.

General trends emerged in the behavior of the simulated line shape as a function of the
intermolecular potential parameters. For instance, we observed that the strength of the

asymmetric blue broadening of a band increases with increasing Δre ≡ r(g)
e − r(e)

e [where

r(i)
e is the equilibrium dopant/perturber distance for either the ground state dopant (i = g) or

the excited state dopant (i = e)]. However, the overall perturber-induced energy shift of the
band depended on the ground state intermolecular potential well depth ε(g) as well as Δre.
The slight red shift at low perturber number densities, however, was controlled by the excited
state intermolecular potential well depth ε(e). Comparison of the Xe 6s and 6s� transition in Ar
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shows that the 6s Rydberg state broadens and shifts to higher energies more quickly than does
the 6s� state. Since both transitions are excited from the same ground state (implying that the
ground state intermolecular potential parameters remain unchanged), Δre must decrease and
ε(e) increase in order to simulate the Xe 6s� Rydberg state in argon correctly. These general
trends proved helpful when determining the intermolecular potential parameters for new
systems.

Messing, et al. [25, 26] concluded that the argon induced energy shift is density dependent and
temperature independent. However, both our experimental absorption spectra and the line
shape simulations show a distinct temperature dependence near the argon critical point. To
test the sensitivity of the perturber critical point effect, we extracted the perturber dependent
shift Δ(ρAr) of the simulated primary Xe 6s transition in supercritical argon near the critical
density along three different isotherms (i.e., Tr = 1.01, 1.06 and 1.11, where Tr = T/Tc with
Tc = −122.3◦C). These data are shown in Fig. 10a and clearly indicate that the critical effect is
extremely sensitive to temperature and can be easily missed if the temperature of the system
is not maintained close to the critical isotherm.

Figure 10. (a) The calculated argon induced shift Δ(ρAr) doped into supercritical argon plotted as a
function of reduced argon number density at a reduced temperature Tr = 1.01 (◦), 1.06 (•) and 1.11 (�).
(b) The local densities (ρlocal = gmax ρbulk) of the first argon solvent shell around a central Xe atom plotted
as a function of reduced argon number density at a reduced temperature Tr � 1.01 (◦), 1.06 (•) and 1.11
(�). The solid lines are provided as visual aid.

If we return to the line shape equation [i.e., eq. (29)], we observe that the two-body interaction
term A1(t) and the three-body interaction term A2(t) depend on the difference between
the excited state and ground state intermolecular potentials and on the perturber/dopant
radial distribution function. Since the potential difference will not depend dramatically on
temperature, the critical point effect must be dominated by changes in the perturber/dopant
radial distribution function gPD(r). In Fig. 10b, we plot the local density of the first solvent
shell as a function of the bulk reduced argon number density on the same three isotherms.
The Tr = 1.01 isotherm shows a much larger density deviation near the critical density in
comparison to the other two isotherms. Thus, the argon induced blue shift is caused by
the first perturber shell shielding the cationic core from the optical election. This increase
in shielding decreases the binding energy of the electron, thereby increasing the excitation
energy.
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If we return to the line shape equation [i.e., eq. (29)], we observe that the two-body interaction
term A1(t) and the three-body interaction term A2(t) depend on the difference between
the excited state and ground state intermolecular potentials and on the perturber/dopant
radial distribution function. Since the potential difference will not depend dramatically on
temperature, the critical point effect must be dominated by changes in the perturber/dopant
radial distribution function gPD(r). In Fig. 10b, we plot the local density of the first solvent
shell as a function of the bulk reduced argon number density on the same three isotherms.
The Tr = 1.01 isotherm shows a much larger density deviation near the critical density in
comparison to the other two isotherms. Thus, the argon induced blue shift is caused by
the first perturber shell shielding the cationic core from the optical election. This increase
in shielding decreases the binding energy of the electron, thereby increasing the excitation
energy.
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4.2. CH3I low-n Rydberg states in Ar, Kr and Xe

4.2.1. CH3I absorption

The CH3I 6s and 6s� Rydberg states doped into supercritical argon, krypton and xenon were
investigated both experimentally and theoretically [38, 40] from low perturber number density
to the density of the triple point liquid, at both non-critical temperatures and on an isotherm
near (i.e., +0.5◦C) the critical isotherm of the perturber. The CH3I 6s and 6s� Rydberg states
show perturber-induced energy shifts and broadening similar to that observed for the Xe
low-n Rydberg states in supercritical argon. The peak positions of the absorption spectra shift
to the red slightly and then strongly to the blue as a function of perturber number densities.
This is similar to the behavior for CH3I in dense rare gases observed by Messing, et al. [27, 28].
Unlike Xe, which forms heterogenous dimers in argon, the CH3I/perturber interactions are
weaker. Thus, CH3I does not possess blue satellite bands caused by dimer or excimer
formation. However, CH3I does possess a strong vibrational transition on the blue side of
the adiabatic transition. Fig. 4 shows the absorption of both the 6s and 6s� Rydberg states of
CH3I and clearly illustrates the vibrational state, which represents the CH3 group deformation
vibrational band ν2. The solid lines in Figs. 11 - 13 represent selected photoabsorption spectra
for the CH3I 6s Rydberg transition doped into supercrtical argon, krypton and xenon, while
similar plots for the CH3I 6s� transition are not shown for brevity. Experimental spectra of
CH3I in Xe at number densities between 5.0 × 1021 cm−3 and 7.0 × 1021 cm−3 could not be
obtained, because of the large density deviation induced by small temperature fluctuations
(≈ 2.0 × 1021 cm−3 for a 0.001◦C temperature change) in this density region.

The experimental absorption of CH3I low-n Rydberg transitions shows that as the perturber
number density increases, the ν2 vibrational band broadens and shifts until it merges with the
adiabatic transition. Therefore, determining the perturber induced shift Δ(ρP) of the adiabatic
transition from a simple moment analysis of the spectra presented in Figs. 11 - 13 is not
possible, and we must perform an accurate line shape analysis of these data in order to extract
Δ(ρP) and investigate the perturber critical effect. However, some qualitative information
can be gleaned from Figs. 11 - 13. First, the rate of the broadening and the rate of shift for
both the adiabatic transition band and the ν2 vibrational transition band differ dramatically
for different perturbers. However, although not shown, the CH3I 6s and 6s� transitions have
almost the same perturber induced shift, which differs from the behavior observed for the Xe
in Ar system previously presented.

4.2.2. Discussion

Although CH3I in the rare gases does not form dimers or excimers, the accurate simulation
of the low-n Rydberg transitions must include both the adiabatic transition, given by eq.
(26) and denoted a in Fig. 4, as well as one quantum of the CH3 deformation vibrational
transition ν2 in the excited state, given by eq. (27) and denoted b in Fig. 4. For all of the
simulations presented here, we again chose eq. (41) for the ground-state perturber/perturber
intermolecular interactions. All of the ground-state dopant/perturber interactions, on the
other hand, were approximated with eq. (43). The excited-state dopant/ground state
perturber interactions were again modeled using eq. (44). All intermolecular potential
parameters except the Ar/Ar, Kr/Kr, Xe/Xe, CH3I/Ar, and CH3I/Kr ground state potential
parameters were adjusted by hand to give the best simulated line shape in comparison to
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our experimental absorption spectra. (The Ar/Ar, Kr/Kr, Xe/Xe, CH3I/Ar, and CH3I/Kr
ground-state potential parameters used are in accord with those employed in our earlier
studies of the quasi-free electron energy in rare gas perturbers [12].) Appendix A gives
the values for all intermolecular potential parameters used in the line shape simulations
presented here. The relative intensities of the simulated bands were fixed by comparison to the
absorption spectra of CH3I at perturber number densities where all bands (i.e., the adiabatic
and vibrational transitions) could be clearly identified. Experimentally, at low perturber
number densities the ratio of the vibrational band intensity to the adiabatic transition intensity
is 0.22 for both the CH3I 6s and 6s� Rydberg states in all three perturbers.

Figure 11. Selected photoabsorption spectra (—, relative units) and simulated line shapes (· · · ) for the
CH3I 6s Rydberg transition in argon at (a) non-critical temperatures and (b) on an isotherm (−121.8◦C)
near the critical isotherm. The data are offset vertically by the argon number density ρAr. The transition
energy is E0 = 6.154 eV for the unperturbed CH3I 6s Rydberg transition. The variation between
experiment and simulation is caused by other vibrational transitions and by perturber-dependent
lifetime broadening not modeled here.

The dotted lines in Figs.11 - 13 present the simulated line shapes (dotted lines) of the low-n
CH3I Rydberg transitions in the atomic perturbers at non-critical temperatures and on an
isotherm near the critical isotherm of the perturber. As was true for Xe in Ar, the simulated
spectra closely match the experimental spectra for all densities. Both the simulated and
experimental line shapes show a slight red shift at low perturber number densities, followed
by a strong blue shift at high perturber densities. Given the accuracy of the simulated
line shapes, simulated spectra for CH3I in Xe in the region where experimental data were
unobtainable are also presented in Fig. 13. We should note here that we were able to model the
CH3I 6s and 6s� Rydberg states in Ar using the same set of intermolecular potential parameters
for both states. This behavior was also observed for the CH3I 6s and 6s� Rydberg states in Kr.
With identical potential parameters, the perturber induced shift Δ(ρP) will be the same for the
6s and 6s� states. The independence of Δ(ρP) on the dopant cationic core state is different from
that observed for Xe low-n Rydberg states in Ar and will be discussed in more detail below.
The accurate line shape simulations allow Δ(ρP) for the adiabatic transitions to be extracted
using eq. (21).

As with Xe in Ar, the accurate line shape simulations allow a moment analysis to be performed
on the CH3I low-n adiabatic Rydberg transition to obtain the perturber induced shift Δ(ρP)
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line shapes, simulated spectra for CH3I in Xe in the region where experimental data were
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on the CH3I low-n adiabatic Rydberg transition to obtain the perturber induced shift Δ(ρP)
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Figure 12. Selected photoabsorption spectra (—, relative units) and simulated line shapes (· · · ) for the
CH3I 6s Rydberg transition in krypton at (a) non-critical temperatures and (b) on an isotherm (−63.3◦C)
near the critical isotherm. The data are offset vertically by the krypton number density ρKr. The
transition energy is E0 = 6.154 eV for the unperturbed CH3I 6s Rydberg transition. The variation
between experiment and simulation is caused by other vibrational transitions and by
perturber-dependent lifetime broadening not modeled here.

Figure 13. Selected photoabsorption spectra (—, relative units) and simulated line shapes (· · · ) for the
CH3I 6s Rydberg transition in xenon at (a) non-critical temperatures and (b) on an isotherm (17.0◦C) near
the critical isotherm. The data are offset vertically by the xenon number density ρXe. The transition
energy is E0 = 6.154 eV for the unperturbed CH3I 6s Rydberg transition. The variation between
experiment and simulation is caused by other vibrational transitions and by perturber-dependent
lifetime broadening not modeled here.

from eq.(21). The first moment of the simulated CH3I 6s adiabatic transition is plotted as
a function of the reduced perturber number density ρr in Fig. 14 for the 6s transition. (A
similar figure for the 6s� transition is not shown for brevity.) The first moment of the simulated
adiabatic band does not red shift at low perturber density, as was originally stated by Messing,
et al. [27, 28]. This absence of a red shift is again caused by the blue degradation of the
adiabatic transition, which places the average energy (i.e., the first moment) of the band to
the high energy side of the absorption maximum. The ground state interaction between CH3I
and the perturber is attractive, and therefore the ground state of the dopant is stabilized by
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the perturber solvent shell. The slight red shift of the absorption maximum observed at low
perturber number densities is indicative of the stabilization of the CH3I excited states by the
perturber solvent shell. As the density increases, however, perturber molecules begin to shield
the optical electron from the CH3I cationic core, thereby increasing the excitation energy of the
optical electron. Thus, as the perturber density increases, the energy of the excited state also
increases, leading to a blue shift at higher perturber densities.

The 6s and 6s′ Rydberg states correspond to an optical electron in the same Rydberg orbital,
but with the cation in a different core state: J = 3/2 for s and J = 1/2 for s′, where J is the
total angular momentum of the core. In our investigation of Δ(ρP) for Xe in Ar, we found that
Δ(ρP) of the 6s transition is 0.2 eV larger than that for the 6s′ transition, indicating that the
change in the core quadrupole moment affects the dopant/perturber interactions in a dense
perturbing medium. However, Δ(ρP) for the CH3I 6s and 6s′ Rydberg transitions near the
triple point density are identical to within experimental error for the perturbers argon and
krypton, and differ only slightly (i.e., 30 meV) for CH3I in xenon. The insensitivity of these
CH3I/perturber systems to the change in the CH3I cationic core is probably caused by the
large permanent dipole moment of CH3I, which masks the effect of the quadrupole moment.
Xenon, however, is extremely sensitive to electric fields because of its large polarizability.
Therefore, the slight difference between the xenon induced shifts of the CH3I 6s and 6s′
Rydberg transitions may well be caused by small changes in the permanent dipole moment of
CH3I influencing changes in the induced dipole or local quadrupoles in the xenon perturber.

A critical point effect on the 6s and 6s′ transition energies is also apparent in Fig. 14 for all
three perturbers. The CH3I 6s adiabatic transition in argon is blue-shifted by 20 meV near the
critical temperature and critical density, while those in krypton and xenon are blue-shifted
by 30 meV and 15 meV, respectively. Identical results are obtained for the CH3I 6s′ adiabatic
transitions in argon and krypton. However, a smaller critical effect of 5 meV is observed for
the CH3I 6s′ transition in xenon, which is related to the smaller overall blue shift of the CH3I
6s′ transition in comparison to the 6s transition.

In the low to medium density range, the energy of the absorption maximum for the 6s
and 6s′ CH3I Rydberg states has a larger red shift in xenon, which is caused by the larger
xenon polarizability. The CH3I Rydberg states also broaden more quickly in xenon. This
increased broadening is probably due to a combination of increased xenon polarizability and
an increase in the probability of collisional de-excitation due to the size of xenon. However,
Δ(ρP) is larger for argon than for krypton and xenon. This change is caused by an overall
decrease in the total number of perturber atoms within the first solvent shell surrounding the
CH3I dopant as the perturber atoms become larger. The variation in the critical point effect,
with krypton having a larger effect than argon and xenon, is caused by the strength of the
perturber/CH3I interactions in comparison to the perturber/perturber interactions, coupled
with the differences in the ground-state and excited-state dopant/perturber interaction
potentials. The CH3I/Kr ground state potential well depth is close (i.e., 24 K) to the Kr/Kr
potential well depth. This implies that the CH3I/Kr interactions near the krypton critical
point will be comparable to the Kr/Kr interactions, thereby leading to a large increase in the
local perturber density near the critical point of the perturber, and a larger critical point effect.
Similarly, the critical point effect decreases as one goes from krypton to argon to xenon because
the difference in well depth for all intermolecular potentials increases.
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the difference in well depth for all intermolecular potentials increases.
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Figure 14. (a) The perturber induced shift Δ(ρP), as approximated by a moment analysis [i.e., eq. (21)],
of the simulated primary transition for the CH3I 6s Rydberg state as a function of the reduced perturber
number density ρr for argon, krypton and xenon. (•), simulations obtained at noncritical temperatures;
(◦), simulations near the critical isotherm. (b) An expanded view of Δ(ρP) near the perturber critical
point. ρc = 8.0 × 1021 cm−3 for argon, ρc = 6.6 × 1021 cm−3 for krypton and ρc = 5.0 × 1021 cm−3 for
xenon [12]. The solid lines provide a visual aid. See text for discussion.

5. Conclusion

In this work, the structure of low-n Rydberg states doped into supercritical fluids was
investigated in several atomic perturbers. Both the experimental absorption spectra and full
line shape simulations over the entire perturber density range at non-critical temperatures
and along isotherms near perturber critical isotherms were presented for all dopant/perturber
systems. These accurate line shape simulations allowed us to extract the perturber-induced
energy shift Δ(ρP) from the simulated primary low-n Rydberg transitions. These shifts
showed a striking critical point effect in all dopant/perturber systems. Our group also
performed similar absorption measurements of atomic and molecular low-n Rydberg states
in molecular perturbers [39, 40] with similar results. Because of the brevity of this Chapter,
the details of these measurements cannot be presented here.

In all of the systems investigated [37–40], the dopant low-n Rydberg states are extremely
sensitive to the nature of the perturbing fluid. When these states are doped into supercritical
fluids, the surrounding perturbers interact with the central dopant causing shifts both in
the dopant ground state energy and in the excited state energy. At low perturber number
densities, the dopant/perturber interaction stabilizes the dopant ground state and the low-n
Rydberg state. As the perturber density increases, perturber/dopant interactions lead to

475Atomic and Molecular Low-n Rydberg States in Near Critical Point Fluids



26 Will-be-set-by-IN-TECH

the formation of a perturber solvent shell around the dopant core, thereby inducing local
perturber density inhomogeneities. This solvent shell begins to shield the optical electron
from the cationic core. Therefore, the dense perturber fluid increases the dopant excitation
energy, resulting in a blue shift of the abosrption band, which is observed experimentally.
The local density of the first perturber solvent shell is almost proportional to the perturber
bulk density at non-critical temperatures. However, near the critical isotherm and critical
density of the perturber, the dopant/perturber interactions strengthen due to the increased
perturber/perturber correlation length. This increased order yields a corresponding increase
of the local density in the solvent shell that, in turn, leads to a stronger shielding of the optical
electron from the cationic core. Thus, increased blue shifts of the low-n absorption bands are
observed in all dopant/perturber systems near the critical point of the perturber. The area
of this critical effect is demarcated by the turning points that bound the saddle point in the
thermodynamic phase diagram of the critical isotherm.

For fluids with similar compressibilities, the structures of low-n dopant Rydberg states
in the perturbing fluid show systematic behaviors. At non-critical temperatures, Δ(ρP) is
determined by the polarizability and size of the perturbing fluid. The larger the polarizability
and, therefore, the larger the size, the smaller the perturber-induced energy shift of the dopant
absorption bands. This is caused by the number of atoms that can exist between the optical
electron and the dopant cationic core, coupled with the strength of the shielding. The large
overall energy shift observed in the dopant low-n Rydberg states perturbed by CF4 [39, 40],
on the other hand, was caused by the larger compressibility of CF4 in comparison to the other
gases in this study [37, 38, 40]. This larger compressibility implies that CF4 is closer together
on average at high perturber number densities than are the other perturbers studied, which
increases the local density of CF4 and, therefore, increases the blue shift in this perturber.

The critical point effect, on the other hand, is dominated by the similarity of the perturber/
perturber interaction with the dopant/perturber ground state and dopant/perturber excited
state interactions, coupled with the overall local density of the system. In krypton, the
well depth of the ground state perturber/perturber intermolecular potential and the dopant/
perturber intermolecular potential shows greater similarity in comparison to that in Ar and
Xe. Moreover, the excited state CH3I/Kr interaction is slightly stronger than the ground
state Kr/Kr interaction. These facts dictate that the largest critical point effect for CH3I
in atomic perturbers is in Kr. Similarly, the largest overall critical effect was observed in
CH3I/CH4 [39, 40]. This large critical effect is caused by both the ground state and excited
state CH3I/CH4 interactions having strengths comparable to the CH4/CH4 interaction.
Although the excited state CH3I/CF4 interactions are comparable in strength to the CF4/CF4
interactions, the ground state CH3I/CF4 interactions are not close to those of CF4/CF4.
Similarly, the Xe/CF4 ground state interactions are comparable to the ground state CF4/CF4
interactions, but the excited state Xe/ground state CF4 interactions are weaker. Moreover, the
bulk critical density in CF4 is small in comparison to the rest of the perturbers investigated
here. This results in the CF4 critical effect on Δ(ρP) being the smallest one observed [39, 40].

These data sets also allowed us to generate a consistent set of intermolecular potential
parameters for various dopant/perturber systems, which are summarized in Appendix
A. Several general trends in these parameters can be observed. For atomic perturbers,
the steepness of the exponential-6 intermolecular potential (i.e., γ) used to model the
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dopant excited state/perturber intermolecular interaction decreases with increasing perturber
size and polarizability. This trend is reversed in molecular perturbers, were the larger,
more compressible CF4 has a steeper repulsive component in comparison to CH4. The
excited vibrational states of CH3I always have exponential-6 potentials with a smaller γ

in comparison to the CH3I adiabatic transition in the same perturbing gas. Moreover, the
vibrational states always have an equilibrium collision radius that is identical or larger than
the collision radius of the adiabatic transition. The excited state collision radii are always
larger than the ground state collision radii, as one would expect. However, the interaction
strength of the excited state (as gauged by the well depth) can be stronger or weaker than that
for the ground state of the same system. These changing interactions are what dominate
the variations observed in the critical effects for each of the dopant/perturber systems
investigated here.

An understanding of the structure of low-n Rydberg states in supercritical fluids is an
important tool in the investigation of solvation effects, since these studies can yield accurate
dopant/perturber ground state and excited state intermolecular potentials. We conclude
from the present work that the absorption line shapes can be adequately simulated within
a simple semi-classical line shape analysis. However, this work focused on highly symmetric
perturbers. Future studies should concern more asymmetric perturbers and polar perturbers.
Such an extension will require changing the calculation techniques involved in determining
the radial distribution functions as well as the type of Fourier transform used to simulate
the line shape. Since the excited state is sensitive to the structure of the perturbing fluid,
we anticipate that multi-site intermolecular potentials and angular dependent intermolecular
potentials will be needed as the perturber complexity increases, in order to model the full line
shape accurately.
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Appendix A. Intermolecular potential parameters

Below is a tablulated list of the intermolecular potential parameters used to simulate the
absorption line shapes in the various dopant/perturber systems presented or summarized
in this work [40].

ε/kB (K) re (Å) γ Ref.
Ar/Ar 119.5 3.826 – [37, 38]
Kr/Kr 172.7 4.031 – [38]
Xe/Xe 229.0 4.552 – [38]

CH4/CH4
a 141.5 3.704 – [39]

CF4/CF4 181.02 4.708 – [39]

Xe/Ar 200.0 4.265 – [37]
XeAr/Ar 195.0 4.310 – [37]

Xe/CF4 199.3 4.629 – [39]
CH3I/Ar 162.2 4.572 – [38]
CH3I/Kr 196.7 4.676 – [38]
CH3I/Xe 297.5 4.896 – [38]

CH3I/CH4 195.8 4.243 – [39]
CH3I/CF4 256.0 5.016 – [39]

Xe 6s/Ar 300.0 5.20 16.00 [37]
Xe 6s/CF4 135.0 6.55 12.25 [39]

CH3I 6s/Ar 110.0 6.30 12.75 [38]
CH3I 6s/Kr 245.0 6.20 11.30 [38]
CH3I 6s/Xe 400.0 6.39 10.25 [38]

CH3I 6s/CH4 145.0 6.55 10.10 [39]
CH3I 6s/CF4 185.0 6.84 12.10 [39]

Xe 6s�/Ar 400.0 4.98 16.00 [37]
CH3I 6s�/Ar 110.0 6.30 12.75 [38]
CH3I 6s�/Kr 245.0 6.20 11.30 [38]
CH3I 6s�/Xe 400.0 6.29 10.25 [38]

CH3I 6s�/CH4 145.0 6.55 10.10 [39]
CH3I 6s�/CF4 185.0 6.84 12.10 [39]

Xe(6s)Ar/Ar 250.0 5.25 16.00 [37]

CH3I 6s ν2/Ar 150.0 6.30 12.15 [38]
CH3I 6s ν2/Kr 225.0 6.30 10.75 [38]
CH3I 6s ν2/Xe 360.0 6.50 9.50 [38]

CH3I 6s ν2/CH4 105.0 6.65 9.95 [39]
CH3I 6s ν2/CF4 135.0 6.84 11.90 [39]

CH3I 6s� ν2/Ar 150.0 6.30 12.15 [38]
CH3I 6s� ν2/Kr 225.0 6.30 10.75 [38]
CH3I 6s� ν2/Xe 360.0 6.35 9.50 [38]

CH3I 6s� ν2/CH4 105.0 6.65 9.95 [39]
CH3I 6s� ν2/CF4 135.0 6.84 11.90 [39]

a Two-Yukawa potential with κ0 = 8.50 Å, z1 = 0.90 Å−1, and z2 = 4.25 Å−1.
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1. Introduction 

Absorption and fluorescence spectroscopies in the visible and/or infrared spectrum are good 
options when a fast and objective analysis is required. Spectroscopy is based on light-matter 
interactions. This interaction occurs in different ways, and each molecule or an ensemble of 
molecules will show a distinctive response. The vibrational spectroscopy provides a 
fingerprint of the vibrational levels of a molecule usually at mid-infrared (MIR) radiation 
(400-4000cm-1). The optical spectroscopy uses the ultraviolet-visible (UV-VIS) region (200-
1000nm) of the electromagnetic spectrum and interrogates the electronic levels of a 
molecule. The instrumentation used to generate and detect this radiation is less complex and 
cheaper compared to other spectroscopy techniques, such as nuclear magnetic resonance, X-
rays, etc. An absorption spectrum is obtained by irradiating a sample and measuring the 
light which is transformed into other forms of energy, e.g. molecular vibration (heat). A 
fluorescence spectrum is obtained only from fluorescent molecules, those that absorb and 
then emit radiation, acquiring the intensity of light emitted as a function of the wavelength. 
These spectra are characteristic for each molecule, because each one has different electronic 
levels and vibrational modes. These levels and modes are also influenced by the solvent of 
the molecule. 

Vibrational spectroscopy applied to the mid portion of the infrared spectrum provides the 
basis to develop several of the most powerful methods of qualitative and quantitative 
chemical analysis. Some of the advantages to use this technique are: the information is 
collected on a molecular level, almost any chemical group has IR bands, it is very 
environment-sensitive.[1-3] 

Optical fluorescence spectroscopy is highly sensitive and can provide different information 
about the molecules and the molecular processes such as the molecular interaction with the 
environment, the molecular bonding and concentration.[3, 4]   

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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Spectroscopic techniques in this range of the electromagnetic spectrum have shown 
applications in different areas, from analytical chemistry to the diagnosis of some types of 
cancer, detection of citrus diseases and of dental caries, with a high sensitivity and good 
specificity rates. This is possible because the analyzed systems are composed of different 
types and concentrations of molecules. Thus, the spectrum of samples obtained under 
different conditions will also be different. It is therefore possible to identify and also 
quantify different compounds. However, the spectral variation can be characterized and 
correlated only with difficulty. This is mainly due to the fact that other phenomena, such as 
scattering and/or absorption, happen with the emitted light. In some cases, there may be 
other molecules in the sample presenting absorption bands that overlap in the same spectral 
region of the compound of interest, this mainly happens for absorption spectroscopy. In 
other cases, as in the case of fluorescence spectroscopy, the excitation and emitted light can 
be absorbed by other molecules making the signal too weak to be detected. A solution to this 
problem may be statistical procedures applied where the spectral information is correlated 
with any parameter of interest. [3-5] 

A new application of a statistical method to process multi-layer spectroscopy information 
will be presented in this chapter. A brief review of the mathematical methods to analyze 
these spectroscopy data will be shown here, followed by two distinct examples. The first 
example is UV-VIS fluorescence spectroscopy, applied to detect the postmortem interval 
(PMI) in an animal model. The spectroscopy and statistical methods of analysis presented 
can be extended to other samples, like food and beverage. Here, a MIR absorption 
spectroscopy of liquid samples will be presented to detect and quantify certain compounds 
during the production of beer. Another system to measure liquid samples, which consists of 
a sample holder, will also be presented. This system offers a cheaper technique with a better 
signal compared to techniques used to analyze liquid samples in the MIR region. 

2. Pattern recognition in the complex spectral database – Example of 
fluorescence spectroscopy used in forensic medicine 

One of the limitations of conventional methods to determine the Postmortem Interval (PMI) 
of an individual is the fact that the measurements cannot be performed in real time and in 
situ. Several factors, environmental and body conditions influence the tissue decomposition 
and the time evolution, resulting in a poor resolution. Considering this limitation to 
determine the PMI, a possible solution is a new more objective method based on a tissue 
characterization of the degradation phases through optical information using fluorescence 
spectroscopy. If proven sensitive enough, this method shows a main advantage over 
conventional methods: less inter-variance and quantitative tissue information. These 
characteristics are relevant because they are less influenced by individual skills.[6] 

During the decomposition process a wide variety of organic materials are consumed by 
natural micro-organisms and other unknown compounds produced by them. Using an 
objective method based on the tissue characterization of the stages of degradation by means 
of optical information using ultraviolet-visible fluorescence spectroscopy, followed by a 
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statistical method based on PCA (Principal Component Analysis) made it possible to 
identify well features with time progression. The characteristic pattern of time evolution 
presented a high correlation coefficient, indicating that the chosen pattern presented a direct 
linear relationship with the time evolution. The results show the potential of fluorescence 
spectroscopy to determine the PMI, with at least a similar resolution compared to 
conventional methods.[6] 

Another attractive feature of optical technologies is the fact that in situ information is 
achieved through a noninvasive and nondestructive interrogation with a fast response. 
Conventional laboratory techniques to determine PMI are time consuming and also require 
the cadaver removal from the location where it was found to a forensic lab facility. This 
operation already introduces additional changes to the analysis.  

Fluorescence spectroscopy has been presented as a sensitive technique to biochemical and 
structural changes of tissues. The investigation of biological tissues is quite complex. 
Photons interact with biomolecules in several ways, and depending on the type of the 
interactions, they can be classified into three groups. The absorbers are the biomolecules that 
absorb photon energy. The fluorophores are biomolecules that absorb and emit fluorescent 
light. The scatterers are biomolecules that do not absorb the photons but change their 
direction. Several endogenous cromophores contribute and modify the final tissue 
spectrum. Distinct fluorophores emit light but the collected spectrum will be modified 
depending on the presence of absorbers and scatterers in the microenvironment on the path 
of the emitted photons and the probe interrogator. Taking into account all these light 
interactions that occur within the biological tissues, it is important to keep in mind that a 
tissue fluorescence spectrum is a result of the combination of all these processes occurring in 
the pathway between excitation and collection: excitation absorption and scattering, 
fluorescence emission, and fluorescence absorption and scattering.[5, 7] 

Tissue changes begin to take place in the cadaver as soon as there is cessation of life. Optical 
characteristics change, and these changes may be detected using fluorescence spectroscopy. 
With the cessation of the metabolic reactions, tissue modifications are induced by several 
distinct factors, e.g. lack of oxygen and adenosine triphosphate, and intestinal 
microorganism proliferation. In this type of analyses, we first aimed to establish a proof of 
concept that fluorescence spectral variations for distinct PMIs are higher than the variance 
observed within each PMI. If the results are positive, a spectral time behavior can then be 
determined, i.e. fluorescence spectral changes identifying each PMI. This proposed method 
can be used to determine an unknown PMI based on a comparative analysis of a spectral 
database pattern. There is a potential correlation of the tissue fluorescence changes and the 
PMI, even though the same limitations concerning the time course variability of the 
cadaveric phenomena are also present, the optical spectra information can provide a more 
objective estimation. 

Taking into account the resolution limitation to determine PMI in biological tissues, where 
the degradation process is non-homogenous and influenced by environment and cadaver 
intrinsic factors, the optical techniques may show a better PMI prediction when compared to 
current techniques.  
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The process using the principal component analysis is necessary to change the space 
analysis. For any type of spectroscopy, where space is determined by an analysis of light 
intensity in wavelengths of absorption or fluorescence, a change of base can be 
accomplished, where the variables become the variance of the dataset. We can explore this 
idea mathematically using a practical example. The set of spectra shown in figure 1 is a 
typical result of multiple samples. 
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Figure 1. Fluorescence spectra of different samples. 

In this case, we are dealing with intensities as a function of the wavelength, presented in a 
graphic form. These same curves can be represented in a matrix, as shown in table 1. In this 
form, each row corresponds to a single measurement, i.e., spectrum of a sample, and each 
column is the value of the wavelength considered, which makes up this spectrum. Thus, 
each array element is the intensity measured at a wavelength specific to a spectrum. 
 

Wavelength (nm) 540 541 542 543 ... ... 749 750 

Intensity Sample1 27.5 30.6 33.9 37.7 ... ... 199.9 198.4 

Intensity Sample2 25.5 26.7 29.6 35.9 ... ... 180.5 186.3 

... ... ... ... ... ... ... ... ... 

Intensity SampleN 24.1 25.3 27.9 30.2 ... ... 176.8 180.6 

Table 1. Fluorescence spectra in a matrix. 

The next procedure to be performed after inserting the data set into this matrix 
representation is the centralization of the data around their average value. By fixing one 
column (wavelength) at a time we can calculate the average value for all lines (samples). 
Table 2 shows the mean values obtained. 
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Wavelength (nm) 540 541 542 543 ... ... 749 750 

Intensity Media 25.7 27.53 30.47 34.6 ... ... 185.73 188.43 

Table 2. Matrix of mean values for each wavelength. 

In the next step, each of the intensity values of each sample should be subtracted from this 
average value in the respective wavelength. The results for our example are shown in table 3. 
 

Wavelength (nm) 540 541 542 543 ... ... 749 750 
Intensity Sample1 1.8 3.07 3.43 3.1 ... ... 14.17 9.97 
Intensity Sample2 -0.2 -0.83 -0.87 1.3 ... ... -5.23 -2.13 

... ... ... ... ... ... ... ... ... 
Intensity SampleN -1.6 -2.23 -2.57 -4.4 ... ... -8.93 -7.83 

Table 3. Normalized fluorescence spectra. 

It is important to note that this procedure resulted in a better match between the variables. 
The first values had higher intensities (approximately 8 times) than the wavelengths around 
750nm in relation to values around 540 nm. If this normalization of the data had not been 
performed, the outcome would have had a greater influence for the longer wavelengths, as 
if they possessed some kind of "privilege", which would not be correct from the standpoint 
that all the measured variables are also important. 

Since each element of the initial data array is represented by an element qij, we can consider 
this procedure performed using the equation 1: 

 ij ij jX q q   (1) 

Where: x ij is the element of our new data matrix; qij is the array element data corresponding 
to the i-th measurement variable j; jq  is the mean value of the variable j; 

As the data were previously normalized, i.e. centered on their mean values, we proceed 
with the construction of the correlation matrix, where we obtain information about a dataset 
that indicates how the variables are correlated. This is possible by calculating the product of 
the transposed data matrix by itself. In mathematical terms, if x is our new array of 
standardized data xij composed of elements, then the correlation matrix R formed by these 
correlation coefficients is given by: 

 T=  R X X     (2) 

A matrix whose elements are given by: 
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The rjj value is a standardized covariance between -1 and 1. It should be noted that the 
matrix is Hermitian (symmetric in the case of real variables, which is our case). We can also 
confirm that the elements along the main diagonal of the correlation matrix (elements where 
j = j’) correspond to the variance of the variable qj. As noted earlier, the correlation matrix R 
is Hermitian and therefore its eigenvalues are real and positive and its eigenvectors are 
orthogonal. For this procedure, it is important to note that the values of the wavelengths 
themselves are not taken into account in the mathematical calculation. The data selected for 
the next step are the rows and columns highlighted in table 3. 

After calculating all the elements of the correlation matrix, the diagonalization is necessary. 
The diagonalization process provides two sets of data. The first are the eigenvectors: vectors 
which constitute a new base having the direction and sense in which the initial data set has 
more tendencies to vary, i.e. the maximization of the variance. The second sets of data are 
the eigenvalues, which provide the weight information, i.e. the relevance of each of the 
directions of the eigenvectors. 

The eigenvalues are represented by the matrix K and the eigenvectors by the matrix V: 

 

1

2

0 ... 0
0 ... 0
... ... ... 0
0 0 ... n

K






 
 
   
 
  

   (4) 

As the diagonalized matrix was a correlation matrix, we assume that this new base formed 
by the set of eigenvectors of each R represents a percentage of the total variance; and the 
information contained in each eigenvector are unique and exclusive, since they are mutually 
orthogonal. Each λi in the K matrix represent the weight of the specific eigenvector. Through 
these eigenvalues we can determine which of the principal components explains the greatest 
amount of data. For the simple relationship between the value of each eigenvalue divided 
by the sum of all eigenvalues, i.e. /i i  , we can determine the weight (or representation) 

of each eigenvector. 

Once we determined the basis that maximizes the variance of the data set, which should be 
done by "projecting" the initial data matrix in this new basis through the product between 
the eigenvectors and the matrix of normalized data, we obtain: 

 = S V Q   (5) 

This data set designed in the new base (matrix S) is known as Score. The transformation of 
the basic matrix data S into the matrix Q by the base which maximizes the variances is 
known as Karhunen-Loève transformation. 

The matrix of scores representing the data in our new base is expressed in such a way that 
each column represents the projection of the initial data into one of the eigenvectors, or in 
other terms, in either direction variance. Each line of the S matrix still represents a measure, 
or spectrum, as shown in table 4. 
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 PC1 PC2 PC3 PC4 ... ... PC N-1 PCN 
Sample1 0.6 0.4 0.7 1.1 ... ... 2.0 1.7 
Sample2 0.8 1.2 1.4 2.2 ... ... 1.7 0.6 

... ... ... ... ... ... ... ... ... 
SampleN 0.2 2.1 0.1 0.3 ... ... 0.9 0.5 

Table 4. Presentation of the available data with the new basis  

Now, instead of analyzing the data obtained on the basis of the variables that were defined 
as the value of the intensity at each wavelength, these are considered in the space of the 
variances of these values. This change of base allows a significant reduction of the 
information in which the data are analyzed. 

Spectroscopy experiments measure intensity values in hundreds or thousands of 
wavelengths, providing up to hundreds or thousands of variables to be analyzed. 
Depending on the experiment, when calculating the principal components of this system we 
represent around 90% of the information system, i.e. the spectra obtained in only two 
components of this new base. The graph of two major principal components (PC1 versus 
PC2) provides a much better view to then analyze these data rather than the hundreds of 
dimensions we had obtained before. In other words, we now work with a significantly 
reduced number of variables, wavelengths, with no loss of information. On this new basis, 
each sample, which was previously represented graphically by a curve with hundreds of 
points, shall be represented by a single point only. This significant reduction and 
simplification makes it much easier to detect spectral patterns. 

We will now go back to the example of determining the postmortem interval - the set of 
measures shown in figure 1. Each sample is a fluorescence spectrum from different 
postmortem intervals. We apply the above procedure and obtain results on this new basis. 
For this case, the first two principal components show a representation greater than 91%. 
These results are shown in figure 2, where each point represents a spectrum. 

Comparing data of figure 2 to those of figure 1 a temporal evolution of standard 
measurements becomes obvious. Based on this analysis, each region of space PC1 x PC2 is 
characterized by a postmortem interval. So in terms of a practical application, if we have a 
spectrum obtained from an unknown postmortem interval, we just design it based on this 
new basis and thus allow matching of the region of space to this spectrum, represented by a 
new point. Thus, this procedure can be used to determine a postmortem interval using 
fluorescence spectroscopy for situations where this value is unknown. 

The present methodology and results shown by Estracanholli et al.[6, 8] demonstrated the 
use of fluorescence tissue spectroscopy to determine PMI as a valuable tool in forensic 
medicine. Two approaches were employed to associate the spectral changes with the time 
evolution of tissue modification. First, direct spectral changes were computed using inter-
spectra analysis, allowing establishing a pattern of the sample distribution with a time 
evolution. Second, the use of a statistical method based on PCA helped to identify features 
over time. In both cases, the characteristic time evolution pattern presented a high 
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correlation coefficient, indicating that the chosen pattern presented a direct linear 
relationship with time.  
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Figure 2. PC1 versus PC2 showing a more evident distinction between the samples. 

However, other cases of application of spectroscopic techniques require a more robust 
processing. One such case is the other example cited above, where the goal is to quantify 
various compounds in a complex sample containing various interferences, and this most 
often occurs in the regions of overlapping absorption (or transmission and emission) of 
compounds of interest. For these cases, the application of artificial neural networks is a 
powerful solution. 

3. Quantification of a composite with overlapping bands - Using 
vibrational spectroscopy in a beer sample 

Beer brewing is a relatively long and complex biotechnological process, which can generate 
a range of products with distinct quality and organoleptic characteristics, all of which may 
be relevant to determine the type of product that should be made. Failures during important 
steps such as saccharification and fermentation can lead to major financial losses, i.e. to a 
loss of a whole batch of beer. Currently, analyses of the physic-chemical processes are 
carried out offline using traditional tests which do not provide any immediate response, e.g. 
HPLC (High Performance Liquid Chromatography). In the case of micro- breweries, which 
currently increase, some of these tests cannot be performed at all, due to the prohibitive cost 
of these tests. Therefore, many breweries do not have a possibility to identify errors during 
the production and to take corrective actions early-on. Today, problems are detected only at 
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a later stage, towards the end of the brewing process. Currently, most systems used in the 
breweries consume time and can potentially compromise the quality of a whole batch. A 
solution to this problem is a new method consisting of a system to monitor in real time 
(online) the saccharification and fermentation steps of the wort. The amounts of alpha-
amylase and beta-amylase in the grain are correlated with the time required to convert all 
grain starch into sugars. [3, 9-11]  

The brewing-process is based on traditional recipes, a defined period of time and 
temperature. The amount of different types of enzymes in the grain when the wort is 
produced is, however, not known, since this amount depends on many factors, e.g. storage 
conditions, temperature, humidity, transport. Due to these factors, the saccharification step 
could be stopped, which would mean that a significant amount of starch would remain in 
the wort, and therefore the procedure would result in poor wort. Or, it is also possible that 
all starch may have been converted to sugar and that the process continues longer than 
necessary. It is therefore critical to obtain data concerning the amount of sugar and alcohol 
in the wort fast. It is possible to get these data, using absorbance data in the mid infrared 
region (MIR) and analyzing these statistically using PCA and Artificial Neural Network 
(ANN) to determine the amount of sugars and alcohol in the wort during the 
saccharification and the fermentation procedure. These optical techniques provide huge 
advantages because they can be easily adapted to the industrial equipment, providing real-
time responses with a high specificity and sensitivity. By applying these techniques, the 
procedure of saccharification and fermentation can be modified in each brewing step to 
increase the quality of the wort and eventually of the beer. This routine analysis during 
processing can also be used for other liquid samples. 

A main feature of ANN is its ability to learn from examples, without having been 
specifically programmed in a certain way. In the case of spectroscopy, satisfying results can 
be achieved when ANN is used with supervised training algorithms. The external 
supervisor (researcher) provides information about the desired response for the input 
patterns, i.e. where there is an “a priori knowledge” of the problem. A neural network can 
be defined as applying non-linear vector spaces between input and output. This is done 
through layers of neurons and activation functions, where the input values are added 
according to weight and "bias" specific, producing a single output value [12-14]. A network 
"feedforward" is progressive or shows no recursion, if the input vector and a layer formed 
by the values precede the output layer, as shown in figure 3.  

Formally, the activation function of the i-th neuron in the j-th layer is denoted by Fi,j(×); its 
output itself, j, can be calculated from the output of the previous layer itself, j-1,the weights 
Wi,k,j-1 (the index k indicates the neuron connected to the preceding layer) and bias bi, j 
according to the following formula 

 , , , , , 1 , 1i j i j i j i k j k j
k

s F b w s 

 
   

 
  (6) 
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Figure 3. Schematic architecture of a neural network (perceptron multilayer). 

The input and output values of the network being denoted by ξi and ηi respectively, the 
mapping can be determined due to a successive application of equation 6, which results for 
example in the following equation in the previous case: 

 
4 5 5

,3 ,3 , ,2 ,2 ,2 , ,1 ,1 ,1 , ,0
1 1 1

i i i i k k k k m m m m n n
k m n

F b w F b w F b w 
  

   
            

       (7) 

Since the choice of the activation function usually falls on the logistic sigmoid due to some 
of its mathematical properties (be class C ∞, for example), the above expression shows the 
relationship between ξi and ηi wich is defined by the weighing values and the bias. A very 
important characteristic of NN is its ability to learn, or the ability to reproduce the input-
output pairs predetermined by properly adjusting the weights and the bias from training 
data and according to an adjustment rule. The method of a “backpropagation” rule is 
probably the best known training, and it is especially suited for progressive architectures. 
This rule is based on the successive application of the maximum slope algorithm determined 
from the first derivatives of the error between the desired outputs obtained by the 
parameters of the internal network. The backpropagation can be summarized in the 
following steps: (1) initialize the network parameters, bi,j and wi,k,j (2) select an entry ξip 

training data and form the pair (ηip ,δip) , (3) calculate the error with a standard convenient 
Euclidean, e.g. 

 � � �∑ ���� � ������   (8) 

(4) Calculate the error derived from the above equation in relation to bi,j and wi,k,j (5) modify 
the parameters of the network according to the following rule and learning rate: 
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(6) Iterate steps (2) through (5) until a number of training cycles or stopping criteria has been 
achieved.[12, 13, 15, 16] 

We can show in our case of beer analysis to which extent this processing technique is 
powerful. It has been applied widely in the interpretation of spectral data. In this case, an 
infrared absorption spectrum was obtained by Fourier Transform Infrared (FTIR) 
spectrometer [1, 2], the spectra is show in figure 4 and figure 5. In this case, the research 
objective was to provide a new method to determine the concentration of sugars and 
ethanol in beer wort during beer saccharification and fermentation in a short processing 
time. In our example, compounds of interest to be quantified can be separated into four 
main types of sugars present in the sample: glucose, maltose, maltotriose, dextrin (sugar 
chain length) and ethanol. It is important to note that the maltose binding is composed of 
two molecules of glucose, maltotriose three molecules of glucose sugar and that dextrins are 
composed of a large number of glucoses. Thus, the fundamental basis of these sugars is the 
same, the glucose, being differentiated only by the number of basic elements connected.  

The absorption bands of these elements are expected to be so close that there is an overlap in 
the spectra, making the detection and quantification very complex. Figure 4 shows an 
example of absorption spectrum of a sample of ethanol, maltose 10%, and beer wort which 
contains some types of sugars. It is quite difficult to distinguish between the absorption 
spectra of the beer wort and the maltose, which contains certain types of sugars. 

If we consider also the presence of ethanol (which has an absorption band in the same 
spectral region as the sugar) in the fermentation step, the procedure becomes even more 
complex. In figure 5 the extent of absorption during the fermentation step is shown, where 
the sample had initially all sugars without ethanol and ends up having only a part of dextrin 
(no fermentable sugar) and ethanol. 

In this case, we first use the technique of principal component analysis in order to achieve a 
reduction of the number of variables to be analyzed. These spectra, which originally had 
about 1000 variables (wavelength where the absorbance is measured), can by these means 
represented by a few (two, in this case) variables, or principal components, with a high 
representation of information: 97.9%. The relationship between the two higher principal 
components is presented in figure 6 below. 

Each spectrum of figure 5 is represented in figure 6 by a single point. In this new base of 
analysis, the wavelengths do not have any more significance, but the variance is important 
now. Each pair (PC1, PC2) represents a specific concentration of sugar and ethanol, which 
changes during the fermentation process. It is computationally feasible at this time, to apply 
an artificial neural network based on the values of the pairs for each of these points. For the 
first time, this experiment should be performed as previously described: as a case of a 
supervised NN e.g. a multilayer perception network). Therefore a method is required as the 
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gold standard to calibrate or to train our neural network. One of the most widely accepted 
methods is the technique of HPLC (High Performance Liquid Chromatography). Using this 
technique, we can accurately quantify all the types of sugars of interest and the ethanol. The 
compounds of interest were measured using the standard method and assembling the 
ANN. In the neural network input (ηi) using ordered pairs of principal components and the 
output (ξi), the results obtained using the HPLC techniques show the amounts of 
compounds of interest, in this case, the sugars and the ethanol. 
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Figure 4. Absorption spectrum of a sample of ethanol, maltose 10%, and beer wort which contains 
certain types of sugars. 

A certain part of the data (approximately 1/3), must be separated first in order to perform a 
further validation step. With 2/3 of the remaining data, the neural network is performed in the 
training stage following the equations and the structures described before, where the weight of 
each neural layer is adjusted in order to converge the network. The adjustment can be done as 
often as necessary, until the output (ξi) is as close to the true (real) value as required.  

The training is complete, oncet the weight of the neurons has been adjusted, and the 
network has been converged with the desired error. The weight values should then be saved 
and stored before proceeding to the next step, which is the validation step: using the neural 
network to provide results of new spectra. With the data that were originally separated (1/3 
data) and the values of the weights defined by the training stage, the neural network is run 
again. At this stage, note that the backpropagation system should not be executed. Simply 
use the matrix of the weights saved, and insert the data that have been separated for this 
validation step as inputs for the new network. Thus, the network will be performed only in 
the forward direction, supplying in a very short time of processing the output values ξi. 
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These output values are compared with the expected values using the HPLC technique, 
using a correlation curve between the two techniques. If these results are satisfactory, the 
process of mounting the system to quantify the compounds of interest is complete, and can 
be passed on for practical use. 
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Figure 5. Absorption during the fermentation process. 

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

146.5 Hour

PC
2 

(8
%

)

PC1 (89,9%)

0 Hour

 
Figure 6. PC1 versus PC2 showing the time evolution of the fermentation process.  
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To be able to use spectroscopy with the neural processing requires using a standard method. 
We can simply use the PCA to reduce processing variables, entering the values of ordered 
pairs into the network, together with the weight values and collecting predetermined output 
results, in this case the amounts of sugars and ethanol. In the case of fermentation of the 
wort, using a number of principal components around three , a neural network comprising 
an input layer with 23 neurons and an output layer of 5 neurons , it is possible to quantify 
each type of sugar and ethanol with a quoted error of ± 0.2%. Here we exemplify our results 
showing the correlation between the value determined by the concentration of maltose 
using spectroscopy and HPLC technique (figure 7), where R2 and the coefficient slope is 
0.991 and 0.999 respectively. The results of a linear fit show a good agreement between the 
proposed new method and the standard procedure. This result allows the use of our 
technique in brewery, as it enables monitoring quality and making process control less time 
consuming.   
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Figure 7. Correlation between the standard method (HPLC) and proposed procedure (MIR absorption).  

4. Conclusion  

In the analysis of spectroscopic data, not only the technique to obtain the values of different 
properties is important, but the correct mathematical processing of the data is actually the 
main issue to obtain the correct information. Especially the distinctions of multiple values 
which are correlated to a specific class of phenomena are the hide information that can be 
conveniently extracted. During our exposition in this chapter, we have concentrated in 
demonstrating how powerful the correct spectroscopy analysis can be when the first 
obtained data have been correctly arranged, allowing a mathematical procedure that treats 
the information as a whole instead of concentrations in individual values. Many techniques 
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are today available for such procedures, but especially the Principal Component Analysis is 
quite powerful to be applied when spectral information is not restricted to a single 
wavelength, but rather to a large portion of the spectra. 

We have concentrated on a relevant case where the UV-VIS portion of fluorescence 
spectrum is obtained and applied to determine its correlation with the postmortem interval 
in an animal model. The fluorescence in this case is subject to many effects due to the 
biological tissue modification as a natural evolution once the living metabolic action has 
been interrupted. This is clearly the case where biochemical modification causes alteration 
of spectrum as a whole and the attempt to concentrate the observation on individual 
features may fail. With the application of PCA to collect data, rich information patterns 
made a high correlation between extracted information and the real postmortem time 
interval possible. The classification of patterns and congregations of collections of 
information create a distinction into groups of distinct PMI. Even though we have used the 
method for PMI determination, the method has been shown to be as well powerful in 
applications in the field of cancer diagnostic, fermentation processing in beverage 
production, quality control in industry, identification of plagues and other features of 
interest in agriculture. The level of application of the PCA technique can go beyond the 
identification of pattern and correlation with values and can also provide specific 
quantification of individual chemical components of the system which is investigated.  

To demonstrate this feature, we consider as an example the sugar quantification during beer 
production. These cases represent a bigger challenge to innumerous systems in several 
areas. Using the PCA procedure associated with a Neural Network (NN) we can quantify 
the composites in a sample, obtaining results comparably quickly. Here, we used the 
example of beer analysis. Using the MIR absorption spectroscopy of liquid samples, without 
any type of pre-procedure, we detected and quantified specific compounds (glucose, 
maltose, maltotriose, dextrin and ethanol) during the production of beer. The NN were used 
to determine the amount of these types of sugar and alcohol in the wort during the 
saccharification and fermentation. In the correlation between the values determined by the 
concentration of maltose spectroscopy with the HPLC technique we find the R2 and 
coefficient slope to be 0.991 and 0.999 respectively. Finally, the presentation of this chapter is 
to show the real power of the conjugation of spectroscopy techniques with data analyses. 
The field is clearly growing in diversity and importance.  
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1. Introduction 

Novel achievements of nano- and microelectronics are closely connected with working-out 
of new semiconductor materials. Among them the compounds II-VI (where A = Cd, Zn, Hg 
and B = О, S, Se, Te) are of special interest. Due to unique physical properties these materials 
are applicable for design of optical, acoustical, electronic, optoelectronic and nuclear and 
other devices [1-3]. First of all the chalcogenide compounds are direct gap semiconductors 
where the gap value belongs to interval from 0.01 eV (mercury chalcogenides) up to 3.72 eV 
(ZnS with zinc blende crystalline structure) As potential active elements of optoelectronics 
they allow overlapping the spectral range from 0.3 m to tens m if using them as 
photodetectors and sources of coherent and incoherent light. The crystalline structure of II-
VI compounds is cubic and hexagonal without the center of symmetry is a good condition 
for appearing strong piezoeffect. Crystals with the hexagonal structure have also 
pyroelectric properties. This feature may be used for designing acoustoelectronic devices, 
amplifiers, active delay lines, detectors, tensile sensors, etc. [1-2]. Large density of some 
semiconductors (CdTe, ZnTe, CdSe) makes them suitable for detectors of hard radiation and 
–particles flow [4-5]. The mutual solubility is also important property of these materials. 
Their solid solutions give possibility to design new structures with in-advance defined gap 
value and parameters of the crystalline lattice, transmission region, etc. [6]. 

Poly- and monocrystalline films of II-VI semiconductors are belonging to leaders in field of 
scientific interest during the last decades because of possibility of constructing numerous 
devices of opto-, photo-, acoustoelectronics and solar cells and modules [2-5]. However, 
there are also challenges the scientists are faced due to structural peculiarities of thin 
chalcogenide layers which are determining their electro-physical and optical characteristics. 
The basic requirements for structure of thin films suitable for manufacturing various 
microelectronic devices are as follows: preparing stoichiometric single phase 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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monocrystalline layers or columnar strongly textured polycrystalline layers with low 
concentration of stacking faults (SF), dislocations, twins with governed ensemble of point 
defects (PD) [7-8]. However, an enormous number of publications points out the following 
features of these films: tend to departure of stioichiometric composition, co-existing two 
polymorph modifications (sphalerite and wurtzite), lamination morphology of crystalline 
grains (alternation of cubic and hexagonal phases), high concentration of twins and SF, high 
level of micro- and macrostresses, tend to formation of anomalous axial structures, etc. [2-3, 
9]. Presence of different defects which are recombination centers and deep traps does not 
improve electro-physical and optical characteristics of chalcogenide layers. It restricts the 
application of the binary films as detector material, basic layers of solar energy 
photoconvertors, etc.  

Thus, the problem of manufacturing chalcogenide films with controllable properties for 
device construction is basically closed to the governing of their defect structure investigated 
in detail. We will limit our work to the description of results from the examination of 
parameters of localized states (LS) in polycrystalline films CdTe, ZnS, ZnTe by the methods 
of injection and optical spectroscopy.  

1.1. Defect classification in layers of II-VI compounds 

Defects’ presence (in the most cases the defects of the structure are charged) is an 
important factor affecting structure-depended properties of II-VI compounds [3, 5, 10]. 
Defects of the crystalline structure are commonly PD, 1-, 2-, and 3-dimensional ones [11-
12]. Vacancies (VA, VB), interstitial atoms (Ai, Bi), antistructural defects (AB, BA), impurity 
atoms located in the lattice sites (CA, CB) and in the intersites (Ci) of the lattice are defects of 
the first type. However, the antistructural defects are not typical for wide gap materials 
(except CdTe) and they appear mostly after ionizing irradiation [13-14]. The PD in 
chalcogenides can be one- or two-charged. Each charged native defect forms LS in the gap 
of the semiconductor, the energy of the LS is ∆Еi either near the conduction band (the 
defect is a donor) or near the valence band (then the defect is an acceptor) as well as LS 
formed in energy depth are appearing as traps for charge carriers or recombination centers 
[15-16]. Corresponding levels in the gap are called shallow or deep LS. If the extensive 
defects are minimized the structure-depending properties of chalcogenides are principally 
defined by their PD. The effect of traps and recombination centers on electrical 
characteristics of the semiconductor materials is considered in [16]. We have to note that 
despite a numerous amount of publications about PD in Zn-Cd chalcogenides there is no 
unified theory concerning the nature of electrically active defects for the range of 
chalcogenide vapor high pressures as well as for the interval of high vapor pressure of 
chalcogen [13-14, 17-18].  

Screw and edge dislocations are defects of second type they can be localized in the bulk of 
the crystalites or they form low-angled boundaries of regions of coherent scattering (RCS). 
Grain boundaries, twins and surfaces of crystals and films are defects of the third type. 
Pores and precipitates are of the 4th type of defects. All defects listed above are sufficiently 
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influencing on physical characteristics of the real crystals and films of II-VI compounds due 
to formation of LS (along with the PD) in the gap of different energy levels [17-20].  

2. Using injection spectroscopy for determining parameters of localized 
states in II-VI compounds 

2.1. Theoretical background of the injection spectroscopy method  

The LS in the gap of the semiconductor make important contribution to the function of the 
device manufactured from the material solar cells, phodetectors, -ray detectors and 
others), for example, carriers’ lifetime, length of the free path, etc., thus making their 
examination one of them most important problems of the semiconductor material science 
[3-5, 8, 13, 14, 18]. 

There are various methods for investigation of the energy position (Et), concentration (Nt) 
and the energy distribution of the LS [21-23]. However, their applicability is restricted by the 
resistance of the semiconductors, and almost all techniques are suitable for low-resistant 
semiconductors. At the investigation of the wide gap materials II-VI the analysis of current-
voltage characteristics (СVC) at the mode of the space-charge limited current (SCLC) had 
appeared as a reliable tool [24-25]. The comparison of experimental and theoretical CVCs is 
carried out for different trap distribution: discrete, uniform, exponential, double-
exponential, Gaussian and others [26-36]. This method is a so-called direct task of the 
experiment and gives undesirable errors due to in-advance defined type of the LS 
distribution model used in further working-out of the experimental data. The information 
obtained is sometimes unreliable and incorrect. 

Authors [37-40] have proposed novel method allowing reconstructing the LS energy 
distribution immediately from the SCLC CVC without the pre-defined model (the reverse 
task), for example, for organic materials with energetically wide LS distributions [41-42]. 
However, the expressions presented in [37-40], as shown by our studies [43-45], are not 
suitable for analysis of experimental data for mono- and polycrystalline samples with 
energetically narrow trap distributions. So, we use the principle 37-40 and obtain reliable 
and practically applicable expressions for working-out of the real experiments performed 
for traditional II-VI compounds. 

Solving the Poisson equation and the continuity equation produces SCLC CVC for 
rectangular semiconductor samples with traps and deposited metallic contacts, where the 
source contact (cathode) provides charge carriers’ injection in the material [24-25]: 
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where j current density passes through the sample; 
е electron charge; 
 drift carrier mobility; 
0 dielectric constant; 
 permittivity of the material 

E(x) is an external electric field changing by the depth of the sample; this field injects free 
carriers from the source contact (cathode) (x=0) to the anode collecting the carriers (x=d); 

nf(x) is the free carriers’ concentration at the injection;  

nf0 is the equilibrium free carriers concentration;  

( )
jtn x  is the concentration of carriers confined by the traps of the j-group with the energy 

level 
jtE ;  

ntj0 is the equilibrium carriers concentration trapped by the centers of the j-group; 

ns(x) is a total concentration of the injected carriers.  

The set of equations (1), (2) is commonly being solved with a boundary condition E(0)=0. 
The set is soluble if the function from nf and nt is known. We assume that all LS in the 
material are at thermodynamic equilibrium with corresponding free bands, then their 
filling-in by the free carriers is defined by the position of the Fermi quasi-level EF. Using the 
Boltzmann statistics for free carriers and the Fermi – Dirac statistics for the localized carriers 
we can write [39-40]: 
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where Nc(v) are states density in conduction band (valence band); 
Еc(v) is energy of conduction band bottom (valence band top); 
k is Boltzmann constant; 
T is the temperature of measurements; 
EF(x) is the Fermi quasi-level at injection; 

g is a factor of the spin degeneration of the LS which depends on its charge state having the 
following values: –1/2, 1 or 2 (typically g = 1) [15, 39-40]. 

The zero reference of the trap energy level in the gap of the material will be defined 
relatively to the conduction band or valence band depending on the type (n or p) of the 
examined material: EC(V)=0.  
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The set of equations (1)–(2) can also be reduced to integral relations. Detailed determination 
of these ratios presented in [37]. 
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where j, U are current density and voltage applied to the sample; 
d is the sample thickness; 

fcn , fan  are free carriers’ concentration in cathode and anode, respectively.  

Equations (5) and (6) determine SCLC CVCs in parametric form for an arbitrary distribution 
of LS in the gap of the material.  

At thermodynamic equilibrium the total concentration (
0sn ), the carriers concentration 

for those localized on the traps (
0t

n ), and the free carriers’ concentration in the 

semiconductor (
0f

n ) are in the function written as follows: 
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 in case when Eс – EF0  3kТ (3kТ= 0,078 eV at the room 

temperature; EF0 is the equilibrium Fermi level. It must be emphasized that this  
charge limits the current flow through the sample and determines the form of the SCLC 
CVC. 

The carriers’ injection from the source contact leads to appearance of the space charge  in 
the sample, formed by the free carriers and charge carriers localized in the traps, 

0 0 0
( ) [( ) ( )]i s s t f t fen e n n e n n n n        , where ni is the concentration of injected carriers.  

Under SCLC mode the concentration of injected carriers is considerably larger than their 
equilibrium concentration in the material and, at the same time, it is sufficiently lower than 
the total concentration of the trap centers ( 0f i tn n N  ) [24-25]. Thus, in further 

description we will neglect the second term in the expression written above (except some 
special cases). Then we have    ~

js t
j
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Using (5) and (6) we find the first and second derivatives of z from y: 
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As the SCLC CVC are commonly represented in double-log scale [24-25], equations (7), (8) 

are rewritten with using derivatives: 
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Further we will neglect the index а. 

As a result, the Poisson equation and the continuity equation give fundamental expressions 
for a dependence of the free carrier concentration in the sample nf (the Fermi quasi-level 
energy) and space charge density at the anode  on the voltage U and the density of the 
current j flowing through the structure metal-semiconductor-metal (MSM). 

Now let us consider the practical application of expressions (7) and (8) or (9) and (10) for 
reconstructing the trap distribution in the gap of the investigated material. We would 
restrict with the electron injection into n-semiconductor.  

If the external voltage changes the carries are injected from the contact into 
semiconductor; at the same time, the Fermi quasi-level begins to move between the LS 
distributed in the gap from the start energy EF0 up to conduction band. This displacement 
EF leads to filling-in of the traps with the charge carriers and, consequently, to the 
change of the conductivity of the structure. Correspondingly, under intercepting the 
Fermi quasi-level and the monoenergetical LS the CVC demonstrates a peculiarity of the 
current [24-25]. As the voltage and current density are in the function of the LS 
concentration with in-advanced energy position and the Fermi quasi-level value we 
obtain a possibility to scan the energy distributions. This relationship is a physical base of 
the injection spectroscopy method (ІS). 

Increase of the charge carriers dns in the material at a low change of the Fermi level position 
is to be found from the expression: 
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The carrier concentration on deep states can be found from the Fermi-Dirac statistics  
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where dns(E)/dE is a function describing the energy distribution of trapped carriers;  
h(E)=dNt/dE is a function standing for the energy trap distribution;  
E1, E2 are energies of start and end points for the LS distribution in the gap of the material.  

It is assumed that the space trap distribution in the semiconductor is homogeneous by the 
sample thickness then ( , ) ( )h E x h E . 

After substitution of (12) in (11) we obtain a working expression for the functions d/dEF and 
h(E) 
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Thus, at arbitrary temperatures of the experiment the task of reconstructing LS distributions 
reduces to finding function h(E) from the convolution (12) or (13) using known functions 
ns(EF) or d/dEF. The expression (12) is the most preferable [39-40]. In general case the 
solution is complex and it means determining the function h(E) from the convolution (12) or 
(13) if one of the functions ns or dns/dEF is known [43-45]. We have solved this task according 
the Tikhonov regularization method [46]. If the experiment is carried at low temperatures 
(liquid nitrogen) the problem is simplified while the Fermi-Dirac function in (13) may be 
replaced with the Heavyside function and, neglecting nf , we obtain  
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This equation shows that the function 1/e d/dEF - EF at low-temperature approximation 
immediately produces the trap distribution in the gap of the semiconductor. Using (7) and (8), 
we transform the expression (14) for practical working-out of the experimental SCLC CVC. As 
the free carrier concentration and the space charge density are to be written as follows:  
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the expression (14) will be  
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Using derivatives, ', " this expression is easily rewritten:  
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The expression (18) is also can be written with the first derivative () only. Denote  
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We obtained an expression used by authors [39-40] for analysis of energetically wide LS 
distributions in organic semiconductors.  
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To make these expressions suitable for the working-out of SCLC CVC for the 
semiconductors with energetically narrow trap distributions we write them with reverse 

derivatives 
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Solving the set of equations (3) and (7) gives energetical scale under re-building deep trap 
distributions. Using various derivatives we obtain  
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Using sets of equations (17) - (18) or (20) - (21) allows to find a function describing the LS 
distribution in the gap immediately from the SCLC CVC. To re-build the narrow or 
monoenergetical trap distributions (typical for common semiconductors) the most suitable 
expressions are written with derivatives. The first derivative  defines the slope of the CVC 
section in double-log scale relative to the current axis, the  defines the slope of the CVC 
section in double-log scale relative to the voltage axis. For narrow energy distributions this 
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Using derivatives, ', " this expression is easily rewritten:  
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The expression (18) is also can be written with the first derivative () only. Denote  
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We obtained an expression used by authors [39-40] for analysis of energetically wide LS 
distributions in organic semiconductors.  
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To make these expressions suitable for the working-out of SCLC CVC for the 
semiconductors with energetically narrow trap distributions we write them with reverse 

derivatives 
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Solving the set of equations (3) and (7) gives energetical scale under re-building deep trap 
distributions. Using various derivatives we obtain  
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Using sets of equations (17) - (18) or (20) - (21) allows to find a function describing the LS 
distribution in the gap immediately from the SCLC CVC. To re-build the narrow or 
monoenergetical trap distributions (typical for common semiconductors) the most suitable 
expressions are written with derivatives. The first derivative  defines the slope of the CVC 
section in double-log scale relative to the current axis, the  defines the slope of the CVC 
section in double-log scale relative to the voltage axis. For narrow energy distributions this 
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angle  is too large, and under complete filling-in of the traps it closes to [24-25]. However, 
it means the slope to the current axis is very small allowing finding the first and higher 
order derivatives with proper accuracy [44, 45, 48]. It is important that the narrowest trap 
distributions give the higher accuracy under determination of the derivatives , ,     ! 

If the distributions in the semiconductor are energetically broadened all expressions (17), 
(18), and (20) can be used as analytically identical formulas.  

As is seen from the expressions written above, in order to receive information about LS 
distribution three derivatives are to be found at each point of the current-voltage function in 
various coordinates. Due to experimental peculiarities we had to build the optimization 
curve as an approximation of the experimental data with it’s further differentiation at the 
sites. The task was solved by constructing smoothing cubic spline 47. However, the 
numerical differentiation has low mathematical validity (the error increases under 
calculation of higher order derivatives). To achieve maximum accuracy we have used the 
numerical modeling with solving of direct and reverse tasks.  

Under solving the direct task we have calculated the functions  - EF and 1/e d/dEF - EF on 
base of known trap distribution in the gap of the material (the input distribution) using the 
expressions (12) and (13). Then we have built the theoretical SCLS CVCs ((5), (6)). The 
mathematical operations are mathematically valid. To solve the reverse problem of the 
experiment CVCs were worked out using the differential technique based on expressions 
(17), (21), (18), (20). As a result we have again obtained the deep centers’ distribution in the 
gap of the material (output distribution). Coincidence of the input and output trap 
distributions was a criterion of the solution validity under solving the reverse task. Further 
the program set was used for numerical working-out of the experimental CVCs [43-45, 48].  

2.2. Determination of deep trap parameters from the functions 1/ed/dEF - EF 
under various energy distributions  

Now we determine how the energy position and the trap concentration under presence of 
the LS in the gap may be found for limit cases by the known dependence 1/ed/dEF - EF. In 
the case of mono-level the LS distribution can be written as ( ) ( )t Fh E N E E  , where  is a 
delta-function. 

After substituting this relationship in (12), (13) we obtain  
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The value of the last function at the maximum (EF=Et) is 
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Thus, building the function 1/ed/dEF - EF and finding the maximums by using (24) gives the 
concentration of discrete monoenergetical levels. The energy position of the maximum 
immediately produces energy positions of these levels.  

If the LS monotonically distributed by energy h(E)=ANt= const are in the gap of the material 
it is easy to obtain  
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In other words the trap concentration in the sample under such distributions is immediately 
found from the function 1/ed/dEF - EF. 

In general case when LS distribution in the gap of the material is described by the arbitrary 
function their concentration is defined by the area under the curve 1/ed/dEF - EF and at low 

temperatures can be found from the relationship
2
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such distributions from the SCLC CVC these distributions are energetically broadening 
depending on the temperature of experiment [43-45]. LS energy positions are again 
determined by the maximums of the curve.  

The correct determination of the trap concentration from the dependence 1/ed/dEF - EF may 
be checked out by using the function  - EF. In case of the mono-level where the Fermi quasi-

level coincides with the LS energy position, it is easy to obtain from (22) - [ ]
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for determination of Nt is analogous to that described above. 

Earlier [43-45] we have described the effect of experimental factors on accuracy of 
determining parameters of the deep centers by IC method. In Ref. [44, 45, 48] it was shown 



 
Advanced Aspects of Spectroscopy 508 

The value of the last function at the maximum (EF=Et) is 
 2

1 ,
1

Fm

t

F E

gNd
e dE kT g

 
    

 

or at g=1 - 1 .
4

Fm

t

F E

Nd
e dE kT

 
  

 
. 

Than 

 14 .
Fm

t
F E

dN kT
e dE

 
   

 
 (24) 

Thus, building the function 1/ed/dEF - EF and finding the maximums by using (24) gives the 
concentration of discrete monoenergetical levels. The energy position of the maximum 
immediately produces energy positions of these levels.  

If the LS monotonically distributed by energy h(E)=ANt= const are in the gap of the material 
it is easy to obtain  

 1( ) .t
F

dN h E
e dE


    (25) 

In other words the trap concentration in the sample under such distributions is immediately 
found from the function 1/ed/dEF - EF. 

In general case when LS distribution in the gap of the material is described by the arbitrary 
function their concentration is defined by the area under the curve 1/ed/dEF - EF and at low 

temperatures can be found from the relationship
2

1

( )
E

t
E

N h E dE  . Under reconstruction of 

such distributions from the SCLC CVC these distributions are energetically broadening 
depending on the temperature of experiment [43-45]. LS energy positions are again 
determined by the maximums of the curve.  

The correct determination of the trap concentration from the dependence 1/ed/dEF - EF may 
be checked out by using the function  - EF. In case of the mono-level where the Fermi quasi-

level coincides with the LS energy position, it is easy to obtain from (22) - [ ]
1Fm

t
t E

N
n

g



, 

then (1 )[ ]
Fmt t EN g n  . If g=1 then [ ] 2

Fmt E tn N , [2 ]
Fmt t EN n . 

If the LS distribution is a Gaussian function (
 

2

1 2( ) exp
22

t t

tt

N E E
h E

 

 
  
 
 

) the relationship 

for determination of Nt is analogous to that described above. 

Earlier [43-45] we have described the effect of experimental factors on accuracy of 
determining parameters of the deep centers by IC method. In Ref. [44, 45, 48] it was shown 

 
Injection and Optical Spectroscopy of Localized States in II-VI Semiconductor Films 509 

that the neglecting third order derivative or even the second order derivative does not lead 
to considerable decrease of the accuracy in determination of the LS parameters. It was 
demonstrated that under neglecting the 3rd order derivative '' in (20) the error in definition 
of the function h(E) at the point EF=Et is no more than 0.4%. At the same time this error is 
somewhat larger in the interval EF-Et~kT but is not larger than (4–7)%. Such a low error of 
the calculation of the LS parameters is caused by the interception of zero point and the 
derivative '' near the point EF=Et (commonly in the range of 0,2F tE E kT  ). As a result 

(regarding the absence of accurate experimental measurement of the 3rd derivative) it does 
not affect the differential working-out of CVCs in the most important section where the 
Fermi quasi-level coincides with the LS energy position.  

If the second order derivative in the working expressions is neglected the error of the 
defining the function h(E) in the most principal (EFEt) is about (30-40)%. In both cases the 
simplification of the expression (21) does not contribute errors to the definition of energy 
position of the traps’ level. Remember that the traditional method of SCLC CVC gives 60-
100% error of the traps’ concentration [24-25]. 

3. Methods of preparation and investigation of II-VI films   

Thin films CdTe, ZnS, ZnTe were prepared on glass substrates in vacuum by close-spaced 
vacuum sublimation (CSVS) [49-50]. For further electrical investigations we have deposited 
hard-melted metal conductive layers on the main substrate by electron beam evaporation 
(Mo – for CdTe, ZnS; Cr, Ti – for ZnTe). The up-source contact (In(Ag) or Cr in dependence 
on the conductivity type of the semiconductor) was deposited by the vacuum thermal 
evaporation. Under condensation of the films of binary compounds the chalcogenide 
stoichiometric powders were used.  

The common temperature of the evaporator was Тe = 973 К for zinc telluride, Тe = (1200÷1450) 
K for zinc sulfide and Тe = (933÷1023) K for cadmium telluride. The substrate temperature 
was changed in a wide range Тs = (323÷973) К. Time of deposition was varied: t = (10÷30) min.  

Morphology of the samples’ surfaces was investigated by optical and electron microscopy. 
Jeffries’ method was used to determine the arbitrary grain size (D) in the condensates. The 
films’ thickness (d) was measured by fractography and interferential methods. The element 
composition of the layers was studied by X-ray spectroscopy (XRS) analysis using the 
energy-dispersed X-ray analysis (EDAX) unit or by Rutherford back scattering (RBS) 
technique (if it was possible). Structural examinations of the films were carried out by the 
XRD-unit in Ni-filtered Kα radiation of Cu-anode. The XRD patterns were registered in the 
range of Bragg angles from 200 to 800. Phase analysis was provided by comparison of inter-
plane distances and arbitrary intensities from the samples and the etalon according to the 
ASTM data [51]. Structural properties of II-VI films are investigated in [20, 49-50, 54-56]. 

Dark CVC at different temperatures and  – Т dependencies of the sandwich-structures 
(MSM were examined in vacuum by standard techniques (Fig. 1) [21-22].  
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The power of electronic scheme was estimated by source of stable voltage AIP 120/0.75 that 
provided a possibility of precise voltage regulation in electric circle in the ranfe of U =0.1 ÷ 
120 V. 

A current that passed throught samples in the range of I = (10-9÷10-5) A measured by digital 
nanoampermeter. Voltage drop on sample was fixed by digital multimeters APPA-108N 
and UT70B. Sample temperature at inveatigation of electro-physical properties controlled by 
authomatic feedback temperature controller “OVEN TRM10”, input signal from it fed from 
chromel-alumel thermocouple. 

 
Figure 1. Typical electrical-type scheme for CVC and σ-T characteristic investigations of II-VI 
semiconductors films: 1 – heater holder; 2 – heater; 3 – glass substrate; 4 – lower conductive layer  
(Мо, Cr, Ti); 5 – collectors; 6 – thermocouple; 7 – II-VI film 

The current mechanisms were identified by the differential method developed in [52-53]. 
This technique completely analyses j–U, γ–U and d(log)/d(logU)-U functions, where 
=d(logj)/d(logU) and differentiates satellite and concurrent current mechanisms in the 
structures and defines the high-field mechanisms among all of them. When the CVCs of 
multilayered structures were determined by unipolar injection from the source contact the 
experimental curves were numerically studied by using low-temperature and high-
temperature approximations of the IS method [43-45, 48].  

PL spectra of CdTe, CdSe and ZnTe films were studied using the spectrometer SDL-1 undеr 
excitation of the samples by Ar-laser (λ=514 nm for CdTe and λ=488,8 nm for ZnTe). PL 
spectra from ZnS films are registered by MPF-4 Hitachi and xenon bulb (λ=325 nm). The 
temperature in all experiments was stable in the range 4.7÷77 К by using the system 
“UTREX” [49]. The films CdTe, ZnTe were investigated in the range of edge luminescence, 
the films ZnS were studied in the impurity energy range.  
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At interpretation of the PL data it was suggested that the radiation had appeared as a result 
of electrons’ transfer from the conduction (valence) band or shallow donor (acceptor) levels 
to the deep LS in the gap of the material. Then the activation energy of the processes are 
defined from the expression: 

 ( ),g i g a dE h E E E E E         (26) 

where Ea, Ed are energy levels of the donors and acceptors in the gap of the material.  

The set of methods for defining parameters of LS in the gap allowed to enhance the accuracy 
of data obtained and to examine traps and recombination centers with wide energy range. 

4. Determination of LS parameters of polycrystalline chalcogenide films 
by injection spectroscopy method and analysis of  – T functions  

4.1. General description of CVC and  – T functions 

Dark CVC of sandwich structures current-conductive substrate-film-upper drain contact 
were measured at different temperatures for examining electrical properties of Zn and Cd 
chalcogenide films and determination of parameters for LS in the gap of material. Besides 
that, the function conductivity-temperature was studied in ohmic sections of the CVC and in 
some cases in the square section of the CVC. Energy positions of donor (acceptor) centers in 
the films were found from dependencies log =ƒ(103/T) taking into account their Arrhenius-
like character [21-22]. 

As was shown by the study, the CVC of multilayered structures MSM is defined by the 
condensation conditions of chalcogenide films, their crystal structure, and material of 
bottom and upper metallic contacts. CVC of multilayered structures based on low-
temperature condensates of II-VI compounds were linear or sublinear. For ZnTe-based 
MSM structures the CVC were defined by the Pool-Frenkel mechanism, and the data were 
linearized in the coordinates   1 2log I U U  [52]. 

Fig. 2 plots typical double-log CVC measured at different temperatures. This figure also 
shows the function  – T measured at the ohmic section of the CVC.  

It is found out that the  – T function of low-temperature condensates are linear with the 
slope to the T axis decreasing at lowering the measurement temperature. These features are 
typical for the material with various types of donor (acceptor) impurities with different 
activation energy. The CVC of high-temperature condensates were somewhat others (Fig. 2). 
The linear sections are reveled, their slope to the T axis increases as the measurement 
temperature decreases. It is typical for compensated materials [21-22]. The compensation 
effect appears more visible under sufficiently low experimental temperatures when the 
electron concentration becomes close to that of acceptor centers. The slope of the straight 
lines to the T-axis increases from the value Ea/2k up to the value Ea/k, making it possible to 
define activation energy for donor and acceptor centers [21-22]. 
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Figure 2. CVC of the structure Cr/ZnTe/Ag at various temperatures: ● – Т = 298 К; ▲ – Т = 303 К; ▼ – Т 
= 308 К; ► – Т = 313 К;  – Т = 318 К; * – Т = 323 К, and the dependence log – 1/T obtained from the 
ohmic section of the CVC. The film is prepared at Тe = 973 К and Тs = 823 К 

CVC of multilayered structures where chalcogenide films are prepared at Ts > (500÷600) K 
were superlinear. As is analytically shown, they are determined by the unipolar injection 
from the drain contact. Typical SCLC CVCs of the examined films are plotted in Figs. 2-3. 
CVCs of high-temperature condensates in the range of high field strength a set of linear 
sections with various slopes to the U-axis was observed. As a rule, the sections with 
functions: I – U, I – U 2, I – U 3-5, I – U 8-10 were the most pronounced. In some cases after 
superlinear sections we have observed a square dependence I on U, which had further 
changed again to the supelinear one with a very large slope  (  13–25). The current 
jump was revealed and the samples were turn on the low-ohmic state as an irreversible 
process.  

 
Figure 3. Double-log SCLC CVC of multilayered structures Mo/CdTe/Ag and results of their 
differentiation. CdTe films are prepared at Te = 893 К and various Ts: 723 К (а); 823 К (b)  
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The features of the CVCs are clearly shown in functions  – logU giving a possibility to 
reveal a fine structure of the CVCs (Fig.3). Each point of this graph defines the slope of the 
CVC in double-log scale to the voltage axis. Dependencies  – logU were obtained by 
differentiating the CVC in every experimental point. As it was mentioned above, the 
problem mathematically reduces to the building smoothing cubic spline which 
approximates experimental data and its differentiation at the sites.  

The curves  – logU resulting from the working-out of the SCLC CVC showed 1-4 
maximums in correspondence to the sections of sharp current increase in the I – U 
dependencies. The most often values of ext were 8–10. Sometimes the functions  – lоgU 
were practically revealed.  

Horizontal sections with the almost constant slope  > 2 were also observed. It may be 
explained by the presence in the samples of sets of monoenergetical or quasi-
monoenergetical levels traps of various energy position and concentration or by availability 
of the exponential (or other form) LS energy distribution. The specific points of CVCs were 
used for calculating trap parameters in the material, the ohmic sections helped to find 
specific conductivity of the layers  = (104÷105) m. As a result we obtained the 
concentrational distributions of the traps in the gap of material h(E)-E, their energy position 
(Еt) and concentration (Nt). 

At the high voltage the CVCs are typical for the unipolar injection, but, according to [52-53] 
there some other current mechanisms leading to qualitatively similar current-voltage 
functions. Thus, we had to identify them additionally according to the procedure described 
in [52] by analyzing functions logI – logU,  – logU and log – logU. It allowed identifying 
high-voltage current mechanisms in the samples and defining (in some cases) their type.  

For further definition of the dominant current mechanism in the base chalcogenide layer we 
calculated the discrimination coefficient Qext in the extremum points of the function  – logU 
and compared it with coefficients typical for other mecahisms [52]. We have found 
Qext > 106÷107 almost in all cases, what is significantly larger than the values of Qext typical for 
the field trap ionization and the barrier –involved current mechanism in the material. This, 
in turn, points out [52-53] that the extremums in functions  – logU are caused by filling-in 
of the traps in the material with charge carriers injected from the metallic contact. Using 
various analytical methods allows to conclude with a good reliability that the CVC’s 
features for multilayered structures with high-temperature chalcogenide layers (Ts > 500 К), 
were caused namely by the SCLC mechanism. Further we have worked out the CVCs due to 
injection currents only.  

Fig. 4. illustrates a typical example of the CVC working-out. It is easy to see that the LS 
distributions are obtained under analysis of two different CVCs and they are in a good 
correlation. 

To make the distribution more precise we have plotted in the same picture the Gaussian 
curve. It is seen that for examined polycrystalline CdTe films there are trap distributions in 
the gap with a form closed to that of the Gaussian one with a small half width t. 
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Broadening energy levels in CdTe layers prepared by the vacuum condensation may be due 
to statististical dispersion of polar charge carriers’ energy caused by fluctuative irregularities 
of the film crystalline lattice. This effect is enhanced near the substrate where the most 
defective layer of the film is grown. This region was an object for determining LS 
parameters by the method of SCLC CVC.  

 
Figure 4. SCLC CVC and its derivative (U) for CdTe-based sandwich structures (а), and trap 
distribution in the gap of cadmium telluride (b):  – j(U); ▲ – (U) (а); the energy trap distribution is 
resulted from the high-temperature IS method (b) ( – first measurement;  - repeating measurement at 
somewhat other temperature); the Gaussian distributions (solid line) are presented for comparison.  

4.2. LS parameters from CVC and  – T functions 

SCLC CVC was used for determination of trap parameters in the films. The low level of 
scanning LS spectrum was defined by the position of the equilibrium Fermi level EF0, i.e. its 
position without charge carrier injection in the sample (ohmic section of the CVC), the upper 
limit was defined by the position of the Fermi quasi-level at the turn-on of the multilayered 
structures into low-ohmic state. The start position of the Fermi level was pre-defined by the 
equilibrium carrier concentration in the material, respectively, by the conductivity of the 
films. The calculations showed the position of the equilibrium Fermi level EF0 was coincide 
or was close to the energy of the deepest LS in the corresponding samples. The Fermi level is 
fixed by the traps because the concentration of free carriers in the films is close to the full 
concentration of LS located at grain boundaries and in bulk crystallites of condensates. As a 
result, the deepest trap levels located lower than the energy of the equilibrium Fermi level 
were not revealed in chalcogenide films by the SCLC CVC method.  

The possibility of revealing shallow traps in the samples (Et  0.21 eV, for ZnTe films) is 
restricted by their turn-on into the low-ohmic state stimulated namely by the LS. Thus, the 
SCLC CVC method had revealed the traps with energy higher positions. However, the traps 
with different energies also may exist in the samples as shown by the data from the slope of 



 
Advanced Aspects of Spectroscopy 514 

Broadening energy levels in CdTe layers prepared by the vacuum condensation may be due 
to statististical dispersion of polar charge carriers’ energy caused by fluctuative irregularities 
of the film crystalline lattice. This effect is enhanced near the substrate where the most 
defective layer of the film is grown. This region was an object for determining LS 
parameters by the method of SCLC CVC.  

 
Figure 4. SCLC CVC and its derivative (U) for CdTe-based sandwich structures (а), and trap 
distribution in the gap of cadmium telluride (b):  – j(U); ▲ – (U) (а); the energy trap distribution is 
resulted from the high-temperature IS method (b) ( – first measurement;  - repeating measurement at 
somewhat other temperature); the Gaussian distributions (solid line) are presented for comparison.  

4.2. LS parameters from CVC and  – T functions 

SCLC CVC was used for determination of trap parameters in the films. The low level of 
scanning LS spectrum was defined by the position of the equilibrium Fermi level EF0, i.e. its 
position without charge carrier injection in the sample (ohmic section of the CVC), the upper 
limit was defined by the position of the Fermi quasi-level at the turn-on of the multilayered 
structures into low-ohmic state. The start position of the Fermi level was pre-defined by the 
equilibrium carrier concentration in the material, respectively, by the conductivity of the 
films. The calculations showed the position of the equilibrium Fermi level EF0 was coincide 
or was close to the energy of the deepest LS in the corresponding samples. The Fermi level is 
fixed by the traps because the concentration of free carriers in the films is close to the full 
concentration of LS located at grain boundaries and in bulk crystallites of condensates. As a 
result, the deepest trap levels located lower than the energy of the equilibrium Fermi level 
were not revealed in chalcogenide films by the SCLC CVC method.  

The possibility of revealing shallow traps in the samples (Et  0.21 eV, for ZnTe films) is 
restricted by their turn-on into the low-ohmic state stimulated namely by the LS. Thus, the 
SCLC CVC method had revealed the traps with energy higher positions. However, the traps 
with different energies also may exist in the samples as shown by the data from the slope of 
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conductivity-temperature functions in ohmic and square sections of the CVCs and 
luminescence spectra.  

4.2.1. CdTe films 

Table 1 presents some results of IS calculations for deep centers in polycrystalline and 
monocrystalline CdTe films. In the gap of the polycrystalline material are LS with E1 = 
(0.68÷0.70) eV; E2 = (0.60÷0.63) eV; E3 = (0.56÷0.57) eV; E4 = (0.51÷0.53) eV; E5 = (0.45÷0.46) eV; 
E6 = (0.39÷0.41) eV and concentration N = (1018÷1020) m-3. The concentration of these LS is in 
the range Nt = (1018 ÷1021) m-3 and mostly increases with closing their energy positions to the 
bottom of the conduction band. The traps by the profile  2 2( ) 2 exp 2t th E N E    are 
similar to the mono-energetical ones with a half width t  (0.011÷0.015) eV. The dominant 
LS affecting SCLC CVC are the LS with energies Еt = (0.60÷0.63) eV; Еt = (0.56÷0.57) eV; Еt = 
(0.45÷0.46) eV. Only the traps (if revealed) with Еt = 0.40 eV had the larger concentration.  

The LS were registered not only in polycrystalline films but also in monocrystalline layers. 
We have resolved the traps with Еt = (0.56÷0.57) eV; Еt = (0.52÷0.53) eV; Еt = (0.45÷0.46) eV 
and Еt = (0.40÷0.41) eV in the gap of the material. The monocrystalline condensates had 
lower resistance that the polycrystalline layers (10÷100 times), the equilibrium Fermi level in 
these films was placed more closely to the conduction (valence) band than that in 
polycrystalline films. Thus, the deepest traps were not revealed by SCLC CVC method in 
monocrystalline layers. So, the traps Et  0.70 eV and Et  0.62 eV found in polycrystalline 
films may be presented in lower-resistive monocrystalline films.  

Ionization energies of the defects in the gap of CdTe were determined from the slope of 
functions conductivity-temperature in coordinate's log-1/T [21-22]. Table 2 lists the results 
for polycrystalline and monocrystalline CdTe films. In high-temperature polycrystalline 
condensates the following activation energies were observed for conductivity: Et=0.15; 0.33; 
0.40÷0.41; 0.46; 0.60÷0.61, 0.80 eV. In the monocrystalline films the LS had smaller activation 
energy: Et=0.06÷0.07; 0.13÷0.14; 0.22÷0.23; 0.29; 0.40; 0.46 eV. Activation energy Et = 
(1.50÷1.52) eV is typical for high temperatures of the experiment and corresponds to the gap 
of the material. The comparison of the LS energy levels from the SCLC CVC and  – Т 
functions is carried out in Table 2. The values Et from the  –Т functions correlate with those 
observed in CdTe films by SCLC CVC method.  

The wide range of the traps revealed in CdTe condensates is obviously caused by 
investigation of disordered transition layer of the films formed under the film 
condensation near the substrate. In this layer may be presented foreign impurities 
adsorbed from the substrate and residual atmosphere under film condensation. Besides 
that for CdTe the concentration of uncontrolled residual impurities in the charge mixture 
can be Nt =(1020-1021) m-3 which is behind the sensitivity of the IS method. These impurities 
can form a chain of complexes impurity-native defect producing deep levels in the gap of 
the semiconductor.  
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Sample number d, m Тs, К Тe, К Et, eV Nt, m-3 t, eV 
1 8 743 1023 0.63 4.41019 0.030 
2 

(1st measurement)
19 748 948 0.61

0.45
1.71019 
7.31019 

0.031 
0.028 

2 
(2nd measurement)

19 748 948 0.62
0.45

1.51019 
8.11019 

0.035 
0.032 

3 12 748 968 0.68
0.62 
0.53

7.81018 
1.51019 
6.11019 

0.023 
0.023 
0.027 

4 9 723 893 0.62
0.56

6.61018 

4.41019 
0.021 
0.016 

5 12 823 893 0.62
0.57

2.01018 

1.71019 
0.023 
0.015 

6 
(monocrystalline) 

11 753 933 0.62
0.52 
0.41

4.61018 
1.31019 
1.11020 

0.019 
0.009 
0.016 

7 15 753 953 0.60
0.52 
0.46 
0.41

2.31018 
3.61018 
8.61018 
1.41019 

0.019 
0.020 
0.020 
0.015 

8 26 758 978 0.61
0.56 
0.52

3.61018 
3.01019 
7.41019 

0.023 
0.015 
0.015 

Table 1. Parameters of LS revealed in CdTe films by high-temperature IS 

Et, eV

Interpretation From SCLC CVC From -T dependencies
Polycrystalline 

films 
Polycrystalline 

films
Monocrystalline 

films
0.68-0.70 0.80 - 2

TeV   (0.71 eV [57-61] 

0.60-0.63 0.60 - 2
CdTe   (0.59 eV) [57-61] 

0.56-0.57 0.57 - 2c
iCd   (0.56 eV) [57-61] 

0.51-0.53 - - 2
TeV   (0.50 eV) [57-61] 

0.45-0.46 0.46 0.46 c
iCd   (0.46 eV) [57-61] 

0.39-0.40 0.40÷0.41 0.40 
2
CdTe  . TeV   (0.40 eV) 

[57-61] 
- - 0.29  
- - 0.22÷0.23 2

iCd  (0.20 eV) [57-61] 
- 0.15 0.13÷0.14  
- - 0.06÷0.07  

Table 2. Energetical positions of LS levels for defects in the gap of CdTe 
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As the chalcogenide films were not doped in-advance all LS found here are corresponding 
to native defects and their complexes with uncontrolled impurities. The interpretation is a 
challenge while the energy spectrum of PD in the gap of tellurium is studied not enough 
and identification in the most cases is not satisfactory (Table 3). For example, in [62] the 
levels Еt of LS are studied by photoinduced currents (PICTS) and authors give more than 
150 values of deep levels, where the sufficient part of them is caused by the native defects. 
More reliables are some theoretical works where energies Еt are calculated («ab anitio») [57-
61]. We have used namely the data Wei [57-58] obtained from the first principles. Table 3 
summarizes our results. 

According to calculations the deep centers with energy position 0.71 eV are belonging to 
2

TeV  . We have experimentally observed the level Et = (0.68÷0.70) eV which may be caused by 
this defect. Analogically, the LS with energies (0.60÷0.63) eV may be ascribed to the 
antistructural defect 2

CdTe   (0.59 eV), and (0.56÷0.57) eV and (0.45÷0.46) eV to the interstitial 
cadmium in different charge states: 2c

iCd  (0.56 eV), c
iCd   (0.46 eV). The level 0.29 eV is also 

formed by the native defect bound with cadmium 2a
iCd   (0.33 eV). Different ionization 

energies of interstitial cadmium are due to its place in octo- or tetrahedral position in the 
crystal lattice of the material.  

4.2.2. ZnTe films 

Table 4.3 summarizes the results of calculations for ZnTe condensates in dependence on 
physical technical growth conditions. SCLC CVC method reveals set of trap groups with the 
most probable energy position Еt1 = 0.21 eV; Еt2 = (0.32÷0.34) eV, Еt3 = 0.57 eV; Еt4 = (0.41÷0.42) 
eV; Еt5 = 0.89 eV. The concentration of the revealed LS is in interval Nt = (1020 ÷1021) m-3. The 
LS with energy Еt = (0.32÷0.33) eV are dominant in the most samples and they determine the 
CVCs of the films.  

The trap spectrum in ZnTe films can be partially checked by investigation of temperature –
conductivity functions for the condensates. As shown by analysis of  – Т functions in the 
Ohmic section of the CVC for high-temperature ZnTe condensates the following 
conductivity activation energies are typical: 0.05 eV; (0.14÷0.15) eV; (0.20÷0.21) eV; 
(0.33÷0.34) eV; (0.42÷0.43) eV; (0.51÷0.52) eV; (0.57÷0.58) eV; (0.69÷0.70) eV and 0.89  
eV (Table 4). Set of Et values from the  – Т functions is in a good correlation with those in 
ZnTe films defined by SCLC CVC method (Table. 3) and low-temperature luminescence 
(Table. 2). 

As the films ZnTe as CdTe layers were not doped in-advance all the calculated LS are due to 
native PD, their complexes, uncontrolled impurities and their complexes with native defects. 

The LS in monocrystals and films ZnTe were studied by SCLC CVC in [24, 63, 64]. Authors 
[24] have found the trap parameters in monocrystalline samples by the voltage of complete 
trap filling-in: Et = 0.17 eV and Nt = 1022 m-3. On the other hand, measurements of  – Т 
dependencies in the square section of the CVC gave Et = 0.14 eV and Nt = 1023  m-3 taking in 
mind the presence of traps in the material authors [64] calculated the LS density in ZnTe 
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films prepared by laser evaporation technique: Nt = (4.2÷8.4)1022 m-3. The trap energy is not 
defined in this work. In ZnTe films obtained by the electro-deposition the trap concentration 
is Nt = 3.61021 m-3 [63]. 
 

Parameters 
of film condensation 

From SCLC CVC From -Т dependencies 
Et, eV Nt, m-3 Et, eV Nt, m-3 

Тs = 623 К, 
Te = 973 К 

- - 0.21 2.11020 
0.34 8.61020 0.34 7.31020 

Тs = 673 К, 
Te = 973 К 

0.33 5.31020 - - 

Тs = 723 К, 
Te = 973 К 

0.34 2.91020 0.33 4.11020 
- - 0.57 5.51020 
- - 0.89 8.41020 

Тs = 773 К, 
Te = 973 К 

0.32 5.31020 - - 

Тs = 823 К, 
Te = 973 К 

0.42 2.11020 - - 

Тs = 873 К 
Te = 973 К 

0.32 1.51021 - - 

Тs = 623 К 
Te = 973 К 

0.35 
0.37 

8.81020 
 

- - 

Table 3. LS parameters in ZnTe films from SCLC CVC and -Т functions 

As is seen from the Table 3, the trap concentration in ZnTe films is significantly lesser than 
that in condensates prepared by laser evaporation, electro-deposition methods and even in 
the monocrystalline material [23, 63- 64]. It shows a high structural perfectness and 
stoichiometry of the layers.  

Nevertheless, the most levels found in ZnTe films may be identified with some probability. 
The level Е1 = 0.05 eV is commonly bound with single-charged dislocation ZnV  , and the level 
Е2 = 0.15 eV is bound with a double-charged 2

ZnV   Zn vacancy [65, 66]. In later works the 
second level is ascribed to Cu as to a traditional residual impurity in ZnTe, and the double-
charged Zn vacancy is supposed to have a more deeper energy level 0.21 eV [66]. It is 
thought that the energy activation (0.36÷0.40) eV [67, 68] is for the common substitution 
impurity in ZnTe, namely OTe. The most deepest level 0.58 eV authors [67] ascribe to the Te 
vacancy 2

TeV   (interstitial zinc 2
iZn  ). The possible interpretation of LS in ZnTe films is listed 

in table 5.7. Other energy levels on our opinion are belonging to the uncontrolled impurities 
and complexes native defect-impurity.  

We have revealed trap levels with energy position Еt = (0.22 – 0.25) eV and concentration 
Nt = (5.01020 ÷ 1.51021) m-3 by the analysis of SCLC CVC in ZnS films. These LS may be 
localized in the gap due to presence of the interstitial Zn atom 2

iZn  . LS with energy position 
Еt = (0.24÷0.25) eV were observed in [70] the thermo stimulated current technique.  
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Ts, К 623 673 723 773 823 873
Interpretation Section Ohm. Sq. Ohm. Ohm. Sq. Ohm. Ohm Ohm.Et, eV 

E9  0.89 – 
E8 0.70 0.69 – 
E7   0.58 0.58 0.57  0.58  2

TeV ( 2
iZn ) [67] 

E6 0.51   0.52  0.51 0.52  2
ZnV (0.50) [69] 

E5 0.43  0.42    0.42  TeO  (0.41) [67] 

E4 0.33 0.34 0.33  0.33  0.34 0.33 TeO  (0.36) [68] 

E3  0.21  0.20  0.20   2
ZnV  (0.21) [67] 

E2      0.14  0.15 ,2
ZnV 

ZnCu  (0.15) [69] 

E1  0.05       
ZnV  (0.05) [65] 

Table 4. Energy positions of LS for defects in ZnTe gap determined from the slope of –1/Т functions  

According to the Arrhenius equation  - Т functions allowed calculating conductivity 
activation energies in linear sections: Е1=0.03 eV; Е2 = (0.07÷0.08) eV, Е3 = 0.15 eV; 
Е4 = (0.23÷0.24) eV; Е5 = 0.33 eV; Е6 = 0.46 eV; Е7 = 0.87 eV.  

4.2.3. ZnS films 

Table 5 summarizes LS parameters calculated by SCLC CVC method and from the  - Т 
functions in ZnS condensates prepared under various physical technical conditions. 
Reference data are presented for comparison. The table shows a correlation between our 
results and data obtained by other authors [71-74]. Besides that, there is a coincidence of 
defect energy positions defined from the SCLC CVC and  - Т functions.  

Тs, К 
(Те = 1173 К) 

From CVC SCLC From -T dependencies

Et, eV Nt, m-3 Et, eV
Reference data

523 К 0.22 5,11020 0.03 0.029 [71]
0.07 0.06 [72]

590 К 0.25 1.51021 

0.07 0.06 [72]
0.24 0.24; 0.25 [70, 72]
0.33 0.31-0.33 [70]
0.87 0.81-1.29 [74]

673 К 0.23 8,21020 

0.03 0.029 [71]
0.23 0.24; 0.25 [70, 72]
0.15 0.14 [72, 73]
0.46 -

Table 5. LS parameters defined by analysis of SCLC CVC and  - Т functions at ohmic section of the 
CVC for ZnS films prepared under various physical technical condensation modes  
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All the LS found here were not identified because of absence of corresponding reference 
data. Only the levels with activation energy Е1 = 0.15 eV and Е2 = (0.22÷0.25) eV may be 
bound with single- iZn  and double charged 2

iZn   interstitial Zn atom. 

5. Determination of LS parameters of polycrystalline chalcogenide films 
by optical spectroscopy (low-temperature photoluminescence) 

Low-temperature photoluminescence (PL) is one of the most reliable tools applied for 
investigation of longitudinal, native, impurity and point defect ensembles in 
semiconductors. High resolution of the method makes it possible to examine not only bulk 
materials (bulk chalcogenide semiconductor are now good studied [75-87, 90-93, 96, 99-100, 
102-104]), but also thin films, in particular, chalcogenide semiconductor thin layers. In this 
part we present data obtained by studying low-temperature PL spectra of ZnTe, CdTe and 
ZnS films. These results allowed monitoring and adding new results to those given by the IS 
method.  

5.1. СdTe films  

Fig. 5 (a, b) illustrates the typical spectra of these films. As shown, the spectra for both types 
of the films are significantly similar. A modest energetical displacement of lines in spectra 
from epitaxial films comparing to those from the polycrystalline layers films deposited on 
glass may be caused by presence of sufficient macrodeformations in the layers CdTe/BaF2. 
PL spectra from CdTe layers have lines originated from optical transfers with participation 
of free and bound excitons, transfers valence band – acceptor (е-А), donor-acceptor transfers 
(DAP), the radiation caused by presence of dislocations or DP (donor pairs, DP) (Y - stripes); 
the spectra also have a set of lines corresponding to optical transitions where phonons take 
place (LO - phonon replica) [87-99]. 

 
Figure 5. PL spectra registered at T=4,5 К for polycrystalline films CdTe/glass (а), prepared at Te = 893 К 
and various Ts, К: 473 К (1); 523 К (2); 623 К (3); 823 К (4) and for the epiraxial layer CdTe/BaF2 (b): 
Te = 893 К, Ts = 798 К  
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Activation energies relative to the valence band (while the most samples were of  
p-type conductivity) were calculated using expression (26) (in analogy with description  
above). 

The gap of CdTe at Т=4.5 К was supposed to be Еg =1.606 eV. The data are presented in 
Table 6.  

Еi, eV Reference data, eV i, eV 
Recombination 

type 
Interpretation 

1.583 1.589-1.588 0.023 Exciton 
A0X, A -Li, Na [90, 92, 95, 99, 

100] 
1.567 1.568 0.039 Exciton (A0X)-LO [90, 100] 

1.545 1.546 

0.061 
(0.050) [13]
(0.058-Li. 

Na) 

е-A 
- 
- 

DAP 

A- CdV   [13, 94, 95] 
A – Li, Na [90, 92, 99] 

(VCd - OTe)-[97, 102] 

CdD V   [13, 103] 

1.538 1.538 
0.068 

(0.067-VCd)
DAP 

- 
D - A [93] 

D - A (Na) [13, 92] 
1.525  0.081 (е-A) LO [97] 

1.497 
1.496 
1.499 
1.495 

0.109 
(0.107 [13])
(0.111 [13])

е-A 
- 
- 

O [99] 
AgCd [13] 

2
CdV  [13] 

1.476 
1.474 
1.477 

0.130 е-A 
Y [96-99, 101] 

Y (-dislocations [93] 

1.457 1.459 

0.149 
 

(0.146 [13, 
92]) 

е-A 
- 
- 

DAP 

(А-X)-LO [101] 
Y [91] 

CuCd [13] 

 2
CdIn V

  [13, 92, 100] 

1.438 1.436 0.168 
е-A 

DAP 

(А-X)-2LO [101] 

 2
CdIn V LO

   [13, 92, 100] 

1.419 1.415 0.187 
е-A 

DAP 

(А-X)-3LO [101] 

 2 2CdIn V LO
   [13, 92, 100] 

Table 6. Principal lines of PL spectra of CdTe films and their interpretation  

The lines due to exciton recombination in CdTe single crystals are well-known. Authors [13] 
show energy level diagram for the exciton localized on neutral donors or acceptors and 
possible transfers between these levels. Commonly the elements of 3rd Group (Ga, In, Al) 
and 7th Group (Cl, Br, I) are shallow donors in CdTe and ZnTe, and acceptors are the 
elements of 1st Group and 5th Group (Li, Na, Cu, Ag, Au, N, P, As). These elements are 
typical excessive impurities in compounds II-VI. Authors [13] also give the ionization 
energies of principal dopant impurities in CdTe: for the donors (13.67÷14.48) meV, for 
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acceptors 56 (N) - 263 (Au) meV. We have used these values for further interpretation of the 
experimental results.  

Unlike ZnTe condensates the peak bound with a free exciton recombination at energies Ei = 
1.596 eV [12] had not been observed for CdTe films. However, the spectra showed a line 
caused by the recombination of exciton localized on neutral acceptor A0X - Ei = (1.583÷1.588) 
eV (1.589 eV [90, 92, 95, 99, 100]). This line indirectly demonstrated that the investigated 
films were of p-type conductivity and correspondingly low concentration of dopant 
impurities. Maybe there is a reason for absence of the peak bound with the exciton localized 
on the neutral donor D0X – 1.593 eV [13, 90, 100] in the registered spectra. The excessive 
impurity (Li, Na) commonly is an acceptor in II-VI compounds which produces shallow LS 
near the valence band.  

In some PL spectra of CdTe films we have observed the peak due to the phonon repetition 
of the line from the bound exciton (A0X)-LO at Ei = 1.567 eV. The similar peak with Ei=1.568 
eV and Ei=1.570 eV was also observed in [90, 100]. It should be noted that the excitation 
energy of the longitudinal phonon in CdTe is LO(Г) – 21.2 meV [13, 90, 92]. This value is 
almost coinciding with that observed experimentally (21 meV) showing our correct 
interpretation of the experimental data.  

The most intensive peak of 1.545 eV was observed in PL spectra from polycrystalline films. 
The similar peak with energies Ei=1.55 eV and Ei=1.545 eV was registered by authors [92, 94, 
97, 99, 103]. The common interpretation says that this peak is caused by the electron 
transition between the conduction band and acceptor (е-A) (a single-charged vacancy CdV   
[94] or other shallow acceptor [92, 99]). Nevertheless, authors [13, 95, 103] point out this 
radiation as a consequence of p resenting donor-acceptor pairs (DAP) where the acceptor is 
a native defect ( CdV  ) [13, 103] or another uncontrolled shallow impurity [95]. Authors [97] 
have found the activation energy of corresponding donors and acceptors: 8 meV and 
47meV.  

Results of investigated polycrystalline CdTe films in hetero structures CdTe/ZnS under air 
and vacuum annealing have given [97] another interpretation. It is supposed that the 
luminescence with 1.55 eV is due to oxygen presence in the material. In which form it exists 
in the material (substitutional impurity or oxide phase) is not established. However, authors 
[102] have studied the LS in CdTe single crystals by thermo electronic spectroscopy and 
demonstrated the energy level 0.06 eV bound with a complex ( Cd TeV O )-. 

Analyzing our results allows us to conclude that the peak Ei=1.545 eV is rather due to the 
electron transitions between the conduction band and acceptor (a single-charged vacancy or 
DAP). Really if this peak was caused by oxygen we could it observed in PL spectra from 
both polycrystalline and epitaxial films but there are no such a peak in PL spectra from the 
films CdTe/BaF2. Besides that no structural method had revealed the oxygen in these 
compounds The films under investigation have shown no registered donor impurities of 
considerable concentration, so the interpretation of this peak as a consequence of the DAP 
presence is lesser probable than that a consequence of e-A transition.  
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In some cases the PL spectra from the polycrystalline films showed an asymmetric peak 
1.545 eV indicating that in reality it may be a superposition of two nearest lines. 
Mathematical analysis showed that the most probable position of the additional peak is Ei = 
1.538 eV. The similar peak was observed in spectra from the epitaxial films CdTe/BaF2. The 
line with the same energy was revealed by authors [93] in PL spectra from deformed CdTe 
single crystals and is supposed to be caused by defects generated in the material due to slip 
of principal Cd(g)-dislocations. Authors [13, 92] explain the peak Ei= 1.538 eV as one of 
unknown nature. Similar interpretation is also in [89] where the line Ei= 1.539 eV is caused 
by DAP (here the acceptor is sodium, CdNa ). The next peak Ei = 1.525 eV is likely is the 
phonon repetition of the previous one (е-A)-LO [96].  

The PL line Ei = 1.497 eV was observed in [99] on monocrystalline CdTe samples under 
doping by ion implantation. As this line has appeared in the samples doped with oxygen 
only the authors suggest it is caused by the presence of this impurity. Other authors 
suppose this line is due to electron transitions between the conduction band and the level 
of the substitutional impurity acceptor AgCd (EV+0.107 eV) [13] or by native defect 2

CdV   
(Ev+0.111 eV) [13].  

The wide radiation stripe in polycrystalline films at the energy 1,45 eV is separated in single 
peaks based on results from the PL of epitaxial films. They are shown in Fig. 5.  

The peak 1.476 eV in [96-98] is due to longitudinal defects (dislocations and DP, a so-called 
Y-stripe). Authors [90, 98] assume the Y-stripe at (1.46-1.48) eV is caused by longitudinal 
defects (dislocations). Authors [99] make it more precicely: this peak is caused by the 
recombination of exciton localized on slipped Cd-dislocations. Authors [93] have 
investigated The photoluminescence of deformed CdTe single crystals and showed that the 
peak Еi=1.476 eV is not caused by the Cd-dislocations but is due to the electron states of 600 
Те(g)-dislocations (-dislocations). So that, the number of authors have the same opinion 
that this line in PL spectra is caused by the longitudinal defects. We also agree with this 
interpretation.  

The lines 1.453 eV, 1.433 eV and 1.413 eV which are good resolved in spectra from the 
epitaxial films CdTe/BaF2 are very similar to 1LO, 2LO, 3LO repetitions of the peak Ei = 
(1.473÷1.476) eV. However, the energy difference of these lines (Е=0.0200 eV) does not 
coincide with the energy of longitudinal optical phonons in CdTe 0.0212 eV making it 
difficult to interpret the corresponding peaks unambiguously. At the same time, the 
analogous set of lines with the LO structure and the energy difference 0.0200 eV in the range 
E = (1.39÷1.45) eV was observed by authors [101]. They have studied polycrystalline CdTe 
films deposited by vacuum evaporation at Ts = (723÷823) К on glass and aluminum substrates.  

Authors [100] have examined undoped and doped with donor impurities (Al, In) CdTe 
single crystals and also have observed the PL stripe in the energy range E = (1.380÷1.455) 
eV containing four lines with LO structure. The authors interpreted them as electron 
transition between DAP and their phonon repetitions. Authors [81, 91] suppose the wide 
peak 1.46 eV is due to the excitons localized in longitudinal defects, probably dislocations 
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(Y-stripe). The lines 1.455 eV, 1.435 eV and 1.415 eV were observed in [94] from the 
polycrystalline CdTe films prepared by the gas-transport method.  

As we see the most authors have an unique opinion: the set of lines in the range 
Е=(1.413÷1.476) eV is due to longitudinal defects (rather dislocations), and their intensity 
[93] can be a measurement unit of these defects in the material.  

For polycrystalline films (Fig. 5, а) the LO structure of the stripe caused by the longitudinal 
defects at energies ~1.45 eV has practically not been observed, maybe because of 
superposition with additional lines of another origin.  

The defect complexes in the material (A-centers) are also resolved by the PL in the same 
energy range (it can be considered as a partial case of DAP). According to [13, 97] А- centers 

 2
CdV D

   where Cl is a donor produce the line and its LO-phonon repetitions with 
energies 1.454, 1.433, 1.412, 1.391, 1.370, 1.349 and 1.328 eV. However, as is seen in Fig. 5, 
this stripe is displaced relatively to that observed experimentally, so the experimental PL 
spectra of CdTe films can be completely explained by these complexes only. The narrower 
stripe with peaks 1.458, 1.437, 1.417 and 1.401 eV produces the А-center where indium is a 
donor. This stripe has the better coincidence with experimental one but is also displaced. 
Besides that, it is difficult to explain why the А-complex is observed in the polycrystalline 
films and is not observed in the epitaxial layers while the charge mixture for both types of 
the films is the same. Thus we suppose the interpretation of the wide stripe in the energy 
range Е = (1.413÷1.4760) eV due to longitudinal defects is more reliable.  

Under change of condensation conditions of polycrystalline samples we have observed the 
change of intensity for a stripe due to prolonged defects (~1.45 eV). As shows Fig. 5, as the 
substrate temperature increases from 473 К to 623 К the intensity of this stripe is decreasing 
and then it increases as the Ts increases. These results have a good correlation with data of 
investigation of CdTe film substructure [49], this fact points out an enhance of the structural 
quality (lowering vacancy concentration) of the bulk crystallites in condensates under 
elevating substrate temperature up to Ts=623 К, but this quality becomes lower as the 
substrate temperature increases over 623 K.  

As the substrate temperature elevated (Ts>723 К) the optical properties of CdTe films were 
strongly degraded forming a number of additional peaks in the PL spectra which finally 
become a bell-like curve without possibility to identify the separate lines. Morphological 
studies demonstrated further increase of the crystallite sizes in this temperature range. 
However, the volume of these crystallites becomes a high-defective one.  

Table 6 summarizes results of PL spectra interpretation for CdTe films showing their high 
optical quality.  

5.2. ZnTe films 

Fig. 6 illustrates typical PL spectra of ZnTe films registered at 4.5 K. A number of lines is 
observed, their energies are indicated in the Fig. 6 and are listed in Table 7. Analysis and 
interpretation of the PL peaks are carried out according to reference data [75-89].  
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The low-temperature PL spectra of ZnTe films show a set of peaks originated from: i) optical 
transitions under participation of free (X) and bound on neutral donor (D0X) and acceptor 
(A0X) excitons; ii) transitions valence band – acceptor impurity (е-А), iii) radiation due to 
presence of longitudinal defects (dislocations, Y-stripe); iv) optical transitions where 
phonons of different type are participating (LO (0.0253 eV), TO, LA (0.0145 eV), TA (0.007 
eV) -repetition).  

We calculated activation energies of corresponding processes using the expression (26). The 
gap of ZnTe crystal at 4.5 K was supposed to be Eg = 2.394 eV. As the examined material was 
of p-type conductivity the activation energies were counted down relative to the valence 
band. Table 7 summarizes these data.  

 
Figure 6. Photoluminescence spectra registered at T=4.5 К for ZnTe films prepared at Te = 973 К and 
various Ts, К: 573 К (1); 673 К (2); 773 К (3) 

Optical transitions with energy (2.381÷2.383) eV were observed in [68, 75-82, 84-86] where 
authors had studied monocrystalline or bulk polycrystalline ZnTe of high structural and 
optical quality. These transitions are commonly relating to a free exciton (X). Earlier [82] the 
PL line of Ei = (2.374÷2.375) eV was suggested to be caused by the exciton bound on neutral 
acceptor (zinc vacancy VZn). Further [76-78] it was shown that other acceptor centers take 
part in forming such an excitonic complex, in particular, acceptor centers due to 
uncontrollable impurities (Li, Cu) in ZnTe are of interest. However, in the most recent works 
[68, 81] this line is ascribed to the exciton localized on shallow neutral donor (atoms of 
uncontrollable impurities from 3rd and 7th Groups of the Periodical System (In, Ga, Al, Cl, Br. 
I)). These impurities form in the gap of the material more narrower levels than the acceptor 
ones. The line with Ei=2.371 eV which is energetically closed to that considered above is due 
to radiation of bound excitons [76-78, 81]; nevertheless the impurity (acceptor) in this 
complex has (obviously) somewhat larger energy level causing other energy of the stripe. 
These acceptors are native defects and uncontrollable excessive impurities (Li, Na, Ag, Cu). 
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According to [81] LiZn is the most probable candidate while it forms in the gap of the 
material energy level 60.6 meV. 

Radiation 
line Еi, eV 

Reference 
data, Еi, eV 

Activation energy,
Е, eV 

Recombination type Interpretation 

2.383 2.381÷2.383 0.011 Exciton X, n=1 [68, 76, 82] 

2.375 
2.375 
2.379 

0.019 Exciton 
А0X [76-77] 
А- VZn [82] 

D0X, D- In [68, 86] 
2.371 2.374; 2.375 0.023 Exciton A0X, A-Li,Cu [68] 

2.331 2.334; 2.332 
0.060 

(0.061 – Li [75, 78])
(0.063 – Na [75]) 

е-А А - LiZn, NaZn [75, 76] 

2.301 2.307 0.093 (е-А)-LO А - LiZn [76-77] 
2.270 2.270 0.124 е-А А - AgZn [76] 
2.233 2.230 0.161 е-А А - CuZn [75, 79] 
2.208  0.186   
2.194 2.195; 2.19 0.200 е-А Y1 [75] 
2.159  0.235   
2.151 2.155 0.243 е-А Y2 [75, 76, 78, 84] 

Table 7. Principal lines in PL spectra of ZnTe films and their interpretation  

It should be noted that the presence of excitonic lines in PL spectra from high-temperature 
ZnTe condensates points out their high optical and crystal quality. These lines are of 
sufficient intensity in the spectra from the films deposited at the substrate temperature 
Ts=573 К and the larger intensity for condensates prepared at Ts=673 К. Excitonic lines in the 
spectra from low-temperature condensates and layers manufactured at Ts>773 К were not 
registered. Thus, the results of PL studies indicate that the films deposited at the substrate 
temperatures Ts= (623÷673) К are the most optically perfect layers. These data are coinciding 
with the results of investigations of substructural characteristics of ZnTe films reported 
earlier [54]. According to these data the dependence of the CSD sizes on the substrate 
temperature is a curve with the maximum at Ts = (600÷650) К. The minimal dislocation 
concentration is also observed in the films under these temperatures. 

The line Еi = 2.34 eV belonging [66] to VZn is not observed in spectra of the radiation 
recombination in ZnTe films. This fact is also confirming high stoichiometry of the films 
under study.  

The set of nearest lines in the energy range Е = (2.30÷2.33) eV and Е = (2.17÷2.25) eV 
authors [76-79] ascribe to the electron transitions from the conductance band to the shallow 
acceptor levels formed by Li or Cu atoms and their phonon repetitions (LO – 25.5 meV). 
There are stripes 2SLi, 3SbLi, (e-A) Li, 2P Li, 4SbLi, 4SbLi-LO, 2SCu, 3SbCu, 4SbCu, 2Sb Cu - 
LO, 2Sb Cu - 2LO and others. Experimental and theoretical values of the activation energy 
for ground and excited states for the main excessive impurities in ZnTe (lithium and copper) 
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are reported in [76]. They are in the energy range E = (0.0009÷0.0606) eV for Li and 
E = (0.001÷0.148) eV for Cu. However, in [65] the line Еi = 2.332 eV is supposed to be due to 
other excessive impurity NaZn, and in [82] this line is due to the native defect VZn. Another 
optical transition Еi = 2.27 eV authors [77] ascribe to the Ag impurity 2S Ag.  

What about the peaks in the energy range Е = (2.10÷2.21) eV. These transitions were for the 
first time observed in [75-79] and authors had called them Yi-lines. They are ascribed to the 
distortions of the crystalline lattice of the material near incoherent twin boundaries, 
dislocations and other longitudinal defects where the dangling bonds are formed in the 
semiconductor material. So that, the lines Еi = 2.159 eV and Еi=2.194 eV can be interpreted as 
Y2 (2.155 eV) and Y1 (2.195 eV) [75]. They are due to longitudinal defects and the change of 
their intensity may point out the change of these defects concentration in the material. 
Somewhat other energy position of the line due to oxygen (2.06 eV) is reported in [66]. Thus, 
analysis of the reference data has forced us to conclude that PL lines in the energy interval 
Е = (1.835÷2.055) eV are rather caused by oxygen, its complexes and phonon repetitions. If 
it is true, the analysis of PL spectra from ZnTe films indicates the increase of the oxygen 
content in the samples under increasing the condensation temperature. Actually, if there is 
no oxygen in the samples prepared at 573 К, its concentration in high-temperature films 
(Ts=773 К) is sufficiently larger. Oxygen concentration in the material strongly depends on 
the vacuum conditions under the film preparation and the charge mixture quality. 

5.3. ZnS films  

Low-temperature photoluminescence is the most reliable tool for examining wide gap 
materials providing minimization of overlapping peaks due to various recombination 
processes. The typical PL spectra from ZnS films at 4.7 K are shown in Fig. 7. The detailed 
analysis of the PL spectra (identification of complex broadened lines) was carried out by 
ORIGIN program. Maximums of the peaks revealed by this analysis (Fig.7) are noted by 
vertical lines.  

It should be noted that the PL spectra registered at various temperatures of experiment 
have no sufficient distinctions except those with somewhat larger line intensities in spectra 
obtained at 77 K. Analysis of the spectra shows that for ZnS films deposited at Тs = (393-
613) K the peaks with λi = 396 nm (Ei = 3.13 eV) and λi = 478 nm (Ei=2.59 eV) are 
dominating. Further working-out of the spectra demonstrated that the peak λi= 396 nm is 
asymmetric (Fig. 7) what is may be explained by the superposition of two closely placed 
lines. The spectra also have low intensity peaks with λi =603 nm (Ei=2.06 eV) and λi =640 nm 
(Ei=1.94 eV). 

PL spectra from the films prepared at higher Тs is sufficiently changed. There is a number of 
overlapping peaks where the most intensive ones are in the wavelength range 
λi = (560÷620) nm.  

Under interpretation of PL spectra from ZnS films we have calculated the activation 
energies of processes causing the corresponding lines. We also have suggested the PL 
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radiation took place under transfers of electrons from the conduction band (or shallow 
donors) to the deep LS in the gap of the material. Then the optic depth of the energy level of 
the defect (ΔE) relative to the valence band causing the spectral peak may be found from 
(26) supposing the optical gap of the material at 4.5 K is Eg = 3.68 eV. 

Taking into account that the chalcogenide films were not doped in-advance one can suggest 
that the lines in spectra are due to transfers of carriers between conduction band and LS 
caused by the native point defects, their complexes and uncontrolled impurities. We made 
an attemption to identify these LS according to reference data [104-108] (Table 8). As is 
shown there is a good correlation of our results and those obtained by other authors for ZnS 
single crystals.  

 
Figure 7. Typical PL spectra for ZnS films (a) and the example of the peak differentiation (b) 

The investigations have shown that the Schottky defect ZnV  is a dominant defect type in ZnS 
films prepared at low substrate temperatures Ts = (393-613) K. As Ts increases the number of 
single-charged Zn vacancies in the condensates decreases, and concentration of double-
charged Zn vacancies increases. In the films deposited at higher substrate temperatures 
Ts=(653-893) K single-charged S vacancies SV   and double-charged S vacancies 2

SV   and 
interstitial Zn atoms iZn are dominating.  

Such features of the PD ensemble in the samples are obviously caused by processes of 
condensation and re-evaporation of Zn and S atoms from the substrate. Actually, at low 
Ts the defect formation in the films is determined by higher S pressure comparing to Zn 
pressure in the mixture vapor providing Zn vacancy formation in ZnS condensates. As Ts 
increase the PD ensemble in the material is determined by the more rapid re-evaporation 
of the same S atoms from the substrate resulting in production of Zn-beneficiated films. 
Sulfur vacancies and interstitial Zn atoms are being dominant defects in such 
condensates.  
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Ts, K Measurement 
range , nm

1, nm
Е1, eV

2, nm
Е2, eV

3, nm
Е3, eV

4, nm
Е4, eV

5, nm
Е5, eV

6, nm
Е6, eV

7, nm 
Е7, eV 

8, nm 
Е8, eV 

393 360÷640 
396 417 478 - - 603 - - 
3.13 2.97 2.59 - - 2.06 - - 

613 450÷720 
- - 478 - - 603 640 - 
- - 2.59 - - 2.06 1.94 - 

653 450÷720 
- - - 530 582 603 640 690 
- - - 2.34 2.13 2.06 1.94 1.79 

893 450÷720 
- - - 530 582 603 640 690 
- - - 2.34 2.13 2.06 1.94 1.79 

Еi, eV 
Exper. - 0.55 0.71 1.09 1.34 1.55

1.40 
1.62
1.40 1.74 1.89 

1.74 
Defect - ZnV   2, )s Zn iO V S  2

ZnV   Cu 2
SV   2

SV   SV   

SV   
Еi, eV 

ref. - 0.60 0.70 1.10 - 1.40 1.40 1.90 1.90 

Reference 
data - [107] [107, 108] [104] [104] [104] [104] [104] [104] 

Table 8. Results of PL spectra working-out and their comparison with reference data (solid values are 
for peaks of maximum intensity)  

The PL spectra of ZnS films have also revealed low intensity lines from the activator 
impurity (Cu) and, possible, iS  [106] or a complex defect 2( , )s ZnO V   [107]. Results of 
studying low-temperature PL allowed constructing energy position model of native point 
defects in zinc sulfide films prepared by quasi-closed space technique (Fig. 8). 

 
Figure 8. The model of the level positions for native point defects in band gap of ZnS films  

To explain the experimental results we have used quasi-chemical formalism for modeling 
the point defects ensemble in the examined chalcogenide films in dependence on physical 



 
Advanced Aspects of Spectroscopy 530 

technical conditions of layer condensation. This method concerns all defects, electrons and 
holes as components of thermodynamic equilibrium in the bulk crystal (complete 
equilibrium of the point defects). Then the modeling procedure reduces to solving set of 
equations which describe penetration of point defects into solid from the gas state along 
with the equation of electroneutrality and intrinsic conductivity equation [109-110]. The 
most complete spectrum of the native defects was taken into account under modeling the 
point defects ensemble. Calculations were carried out for the complete defects’ equilibrium 
as well as for their quenching. Under modeling we have used energies of native defects 
formation obtained «ab initio» in [56-60]. Reference data of ionization energies of acceptor 
and donor centers of point defects in CdTe, ZnS, and ZnTe were used along with results of 
our experiments. Main data of modeling are presented in [111-116]. 

6. Conclusions 

1. Express-method of IS providing maximum information on deep centers in high-
resistive films based on analysis of SCLC CVC is developed and allows without 
additional studies  

- identifying current mechanism in the structure as SCLC; 
- receiving correct information on LS parameters in the gap of material: energy position, 

concentration and energy distribution immediately from the experimental CVCs 
without model framework. 

2. Using IS method the LS spectrum in the gap of polycrystalline (and monocrystalline) 
films of II-VI compounds is examined. These results are checked and made more 
accurately by analysis of  - Т – functions and low-temperature luminescence. 

3. Using the methods mentioned above in the gap of polycrystalline material are revealed 
the LS with following energy positions: Et1 = 0.05, Et2 = (0.14÷0.15), Et3 = (0.20÷0.21), 
Et4 = (0.32÷0.34), Et5 = (0.42÷0.43), Et6 = (0.51÷0.52), Et7 = (0.57÷0.58), Et8 = (0.69÷0.70) eV 
(ZnTe); Et1 = (0.13÷0.15), Et2 = (0.39÷0.40), Et3 = (0.45÷0.46), Et4 = (0.51÷0.53), 
Et5 = (0.56÷0.57), Et6 = (0.60÷0.63), Et7 = (0.68÷0.70) eV (CdTe); Еt1 = 0.03, Еt2 = (0.07÷0.08), 
Еt3 = 0.15, Еt4 = (0.23÷0.24), Еt5 = 0.33, Еt6 = 0.46, Еt7 = 0.87, Еt8 = 1.94, Еt9 = 2.34, Еt10 = 2.59, 
Еt11 = 2.97, Еt12 = 3.13 eV (ZnS) and concentration Nt=(1019–1021) m-3. Comparing reference 
data produced an identification of these levels as ones belonging to native point defects, 
uncontrolled impurities and their complexes. The wide range of LS revealed is due to 
high-sensitive methods used under investigations as well as because of examining traps 
in the intermediate layer of the films forming under condensation near the substrate.  
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