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Preface

Carbohydrates consist of carbon, oxygen, hydrogen, and other important modification
atoms. They are the major component of plants and comprise more than 40% of energy
in human diets. In addition to be the basic energy source and biomaterial building
blocks, carbohydrates are also involved in many physiological and pathological
events. Because the carbon atom has four valence electrons, it can form chemical bonds
with four different atoms. As a consequence, much of constitutional isomers and
stereoisomers are found in carbohydrates. In addition, the cyclization of a linear
carbohydrate to form five, six or seven membered hemiacetal/hemiketal ring also
increases the complexity of glycan structures. Since the late nineteenth century, many
chemists devoted their life to figure out these chemical and biochemical questions. The
slow development of analytical methods and instruments has prevented the biological
roles of carbohydrates from being investigated and characterized until the 1970s. Due
to the difficulties of getting a lot of pure and homogeneous carbohydrates from natural
sources, carbohydrate organic synthesis has become an essential and flourish subject
in Glycobiology.

Because carbohydrates are involved in multiple disciplines, this book consists of 23
excellent chapters, classified into five catogories - Chemistry and Biochemistry,
Microbiology and Immunology, Carbohydrate metabolism, Animal and Plant, and
Biotechnology. In section one, organic reactions of carbohydrates and the analysis of
carbohydrate derivatives are discussed. A high-throughputable carbohydrate
microarray without any wash steps is also introduced. This reliable platform not only
offers consistent results with literature - it can be applied for the determination of
pathogen-carbohydrate interactions. The importance of glycans in infectious disease
has been well studied, as well as the immune response and signal transduction
pathway. Chapters in section 2 introduce the studies of DC-SIGN antagonists and IL-
13 in a viral infection, and the biosynthesis of carbohydrates in a microorganism. The
metabolism of carbohydrates in bacteria and drosophila is collected in section 3. This
section also discusses the effects of starvation in carbohydrate metabolism in marine
bacteria. Section 4 contains some non-popular topics about the digestion of
carbohydrates in ruminants, the influences of environment and fungi in plant
carbohydrates, and the responses of plants under sugar starvation. The observation,
discovery and results of these chapters are specialized and unique. This book is also an
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Preface

encouragement to people who work in the non-mainstream investigations. The final
section is the technology and application of carbohydrates in microbes. They can be
used as prebiotics, to form biomass, as well as healthy supplements.

I hope this comprehensive book can serve well as an uncomplicated introduction to
different disciplines of carbohydrate investigators and glycobiologists. Consulting the
literature cited in the chapters is suggested for readers who need further information.
The corrections, improvements and suggestions from readers for all the chapters are
welcome and appreciated.

I deeply appreciate the contributors to this book and the assistance from InTech in
publishing this book.

Chuan-Fa Chang

Department of Medical Laboratory, Science and Biotechnology, Medical College,
National Cheng Kung University,

Tainan city,

Taiwan
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Chapter 1

Carbohydrate Microarray

Chuan-Fa Chang

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/51971

1. Introduction

Glycosylation adorns more than one half of the proteins in eukaryotic cells [1,2]. This
post-translational modification plays an indispensible role in many important biological
events, especially on cell surface [1,3]. Alterations in carbohydrate structures are known
to correlate with the changes in protein stability and clearance, as well as various
physiological functions including cell-cell adhesion, inflammation, tumor metastasis, and
infection of bacteria and viruses [4-8]. Although glycosylation is essential for the
formation and progression of various diseases, study of this subject is hampered by lack
of effective tools available to date, in addition to structural heterogeneity and complexity
of carbohydrates. A number of techniques have been developed to analyze the binding
interactions between carbohydrates and proteins [2,9]. For instances, lectin
blotting/binding assay has become a routine method to determine the glycan-protein
interactions [10], but the relatively low sensitivity and the necessity of multiple wash
steps/time-consuming have restricted the sensitivity and application. Surface plasmon
resonance is another highly sensitive method which monitors the interactions in real
time and in a quantitative manner [11-16]. However, sometimes the sensitivity is
relatively low toward the use of low molecular-weight carbohydrates, though the
problem can be overcome by labeling sugars with heavy metal ions [17]. In addition,
fluorescence polarization and two-photon fluorescence correlation have been applied to
study lectin-glycan interactions [18-21]. The most applicable technique is carbohydrate
microarrays which immobilize oligosaccharides to a solid supports are developed and
widely used to measure the carbohydrate binding properties of proteins, cells, or viruses
[22-25]. For example, a high-content glycan microarray is developed by a robotic
microarray printing technology in which amine-functionalized glycans are coupled to
the succinimide esters on glass slides [26,27]. These microarrays have also been subjected
for profiling the carbohydrate binding specificities of lectins, antibodies, and intact
viruses.

I NT EC H © 2012 Chang, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited.
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2. Carbohydrate microarray

In our recent work, we have developed two novel carbohydrate microarrays: solution
microarray [28] and membrane microarray [29]. Carbohydrate solution assay is a high-
throughput, homogenous and sensitive method to characterize protein-carbohydrate
interactions and glycostructures by in-solution proximity binding with photosensitizers
(Figure 1). The technology, also called AlphaScreen™, is first described by Ullman et al., and
has been used to study interactions between biomolecules [30-34]. In these assays, a light
signal is generated when a donor bead and an acceptor bead are brought into proximity.
This method usually provides good sensitivity with fermto-mole detection under optimized
conditions, relying on the binding affinity between analytes. All the procedures are carried
out in 384-welled microtiter plates, thus qualifying the protocol as high-throughput. Two
particles of 200 nm are involved in this technology including streptavidin-coated particles
(donor beads) and protein A-conjugated particles (acceptor beads). Biotinylated
polyacrylamide (biotin-PAA)-based glycans that are immobilized on donor beads can be
recognized by lectins or antibodies, and connected with acceptor beads through specific
antibodies (Figure 1). A number of carbohydrate binding proteins, including eleven lectins
and seven antibodies, are profiled for their carbohydrate binding specificity to validate the
efficacy of this developed technology. This assay is performed in homogeneous solutions
and does not require extra wash steps, preventing the loss of weak bindings that often occur
in the repeating washes of glycan microarray. However, antigen/ligand excess effect may
happen in the homogeneous solution assay if the concentrations of carbohydrate epitopes,
proteins, or antibodies are too high. One mg of biotin-PAA-sugar can be applied for fifty
thousand assays because minimal amount of materials are needed in this microarray system
(a range of nano-gram is required per well). Although the detection limit of biotin-PAA-
sugar is good (2 ng per well), the linear range is too narrow for quantitative application.

Emitted light from

680 nm Laser 520-620 nm

Singlet oxygen ‘ Protein A
g Super D Lectins/Antibodies
Y 2% Antibodies

Figure 1. In-solution proximity binding with photosensitizers which was developed to characterize the
protein-carbohydrate interactions [28].
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Carbohydrate membrane microarray is fabricated by immobilization of the biotin-
conjugated PAA-based glycans on aldehyde-functionalized UltraBind via streptavidin.
Streptavidin interacted strongly with biotin and formed covalent linkage with membranes
after reductive amination, which prevented the loss of glycans from membrane during
repeated wash steps. The use of PAA also avoided the nonspecific interactions that take
place in other studies between some lectins and non-glycosylated proteins (e.g. HAS or
BSA) [35]. The operation of this carbohydrate membrane microarray is similar to that of
Western blotting and can be performed easily by anyone without prior intensive training.

3. Applications

3.1. Carbohydrate binding profiles of lectins and antibodies (solution
microarray)

Fifty-four biotinylated polyacrylamide backboned glycans (biotin-PAA-glycans) (Table 1)
are collected in total to examine fifteen carbohydrate-binding proteins, including eight
lectins (Con A, DBA, GS-1I, PNA, SBA, UEA-1, WFA and WGA), and six antibodies (anti-
Le?, Le®, LeX, Ley, sialyl Le® and sialyl Le¥). The resulting signals are indicated with bars as
relative intensities (Figures 2 and 3). The natural carbohydrate ligands for these lectins are
listed in Table 2. All of the lectins showed nearly the same carbohydrate binding
preferences as those in literatures. For example, concanavalin A (Con A) bound
preferentially to mannose (No. 3) and biantennary N-glycan (No. 53), and very weakly to
3- and 6-sulfated galactosides (No. 19, 23 and 25). DBA, a GalNAc-binding lectin,
recognized GalNAcal-3Gal-containing epitopes (No. 11 and 39). ECA interacted with
LacNAc disaccharide, Galf1-4(6-sulfo)GlcNAc, and GalB1-4(a1-2Fuc)GlcNAc (No. 17, 24,
31 and 47), and weakly bound to Le¢ (GalB1-3GlcNAc, No. 20). GS-I preferred interacting
with Gal/GalNAc that contains a1-3 or 1-4 linkage (No. 11, 13, 14, 16, 40 and 42). MAA, in
this study, recognized mainly to 3’-sulfated GalpB1-3GlcNAc, 3’-sulfated GalB31-4GIcNAc
and LacNAc and weakly to 3-sialylated galactosides (No. 26, 37 and 53). PNA interacted
with GalB1-3GalNAc (No. 15) and bound to some galactosides weakly (No. 12, 16, 20, 45
and 46). SBA preferentially interacted with a-linked galactosides (No. 16 and 42) and N-
acetylgalactosaminoside (No. 11). SNA, a well-known «a2-6 sialoside-binding lectin,
interacted strongly to 6’-sialyl lactose and sialylated diantennary N-glycan (No. 36 and
53). UEA-1 specifically bound with Fucal-2Gal-containing glycans (No. 18, 31 and 49).
Due to weak interaction with PAA, WFA is the only one lectin showing higher
background signals than the others. It recognized nearly half of the glycans on the glycan
library, such as GlcNAc- and NeuAca2-3-Gal/NeuAca2-6-Gal containing saccharides.
WGA also bound to terminal Gal or GalNAc epitopes (GalNAcal-3Gal, No. 11 and Galp1-
4(6HSO3)GIcNAc, No. 24) according to some minor signals. Interestingly, WGA showed
better interactions with chitotriose than with chitobiose and GlcNAc. In addition, the
binding specificities of monoclonal anti-carbohydrate antibodies also revealed some
interesting features. As shown in Figure 3, anti-Le® antibody bound tightly with Le*, but
less with Le® and sialyl Le?. Anti-Le? antibody represented specificities for both Le® and
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Le?, but less for Lex and sialyl Lex. Anti-Le¥ antibody not only binding to LeY, but also
recognized lactose, Le*, sialyl Lex and H type 2 structures. We also compared the binding
patterns of lectins with the results reported by Blixt and coworkers at CFG in which 264
different glycans are studied by wusing the printed microarray (Ver. 2)
(http://www functionalglycomics.org/glycomics/publicdata/ primaryscreen.jsp). There are
forty-seven glyco-epitopes are found to be identical in both analyses. Even the different
principles and procedures of the two systems, the binding patterns of eight lectins are
nearly the same, except for a few minor differences. For example, our characterized
patterns of WFA and WGA show 90% similarity to the CFG data. Nevertheless, the
interactions of SBA, WFA and WGA to 3-GalNAc (No. 2) in the CFG’s printed microarray
are not observed in our system. Both of our method and the printed microarray indicate
that MAA preferentially binds to sulfated glycans [36]. Because of the observed
consistency shown by the two very different methods, we conclude the protein-glycan
binding interactions are not affected by the PAA linker, the assay procedure (washing vs.
non-washing) and the interacting microenvironment (2D for printed microarray vs. 3D for
our solution microarray).

No.  Glycan Name No. Glycan Name
1 PAA-biotin 28 GleNAcp1-4GleNAcB1-4GleNAcp, sp=-NHCOCH2NH-
2 p-GleNAc 29 GIcNAcB1-3Galp1-4GIcNAcp
3 a-Mannose 30 Fucal-2GalB1-3GIcNAcB, Le* (H typel)
4 p-GleNAc 31 Fucul-2Galp1-4GlcNACp (H type2)
5 P-GalNAc 32 Galpl-3(Fucal-4)GleNAcp (Le™
6  o-Fuc 33 Galpl-4(Fucal-3)GleNAcp (Le")
7  o-NeuAc 34 3-HSO;-Galp1-4(Fuce1-3)GIcNAch (3'sulfate Le™)
8  o-NeuGe 35 NeuAco2-3Galp1-3GIcNAcp (3'Sialyl Le%)
9 Gleo1-4Glep 36 NeuAca2-6Galp1-4Glep (6'Sialyl Lactose)
10 GleNAcP1-4GIeNAc 37 NeuAca2-3Galfi1-4Glep (3'Sialyl Lactose)
1T GalNAcal-3Galp 38 NeuAcu2-3(NeuAcu2-6)GalNAca
12 Galp1-4Glcp (Lactose) 39 GalNAcol-3(Fucwl-2)Galp (Blood Group A)
13 Galol-3Galp 40 Galol-3(Fuco1-2)Galp (Blood Group B)
14 Galol-3GalNAch 41 3-HSO;-Galp1-3(Fuca1-4)GleN Acp (3'sulfate Le")
15 Galpl-3GalNAcp 42 Galul-4Galp1-4Glcp
16 Galol-4GleNAcp (eLacNAc) 43 NeuAco2-3Galp1-4GIcNAcp
17 Galp1-4GleNAcp (LacNAc) 44 NeuAco2-3Galp1-3GalNAca
18  Fucal-2Galp 45 Galp1-3(NeuAca2-6)GalNAco
19 3-HSO:-Galp1-4GlcNAch 46 Galp1-3GlcNAcf1-3Galp1-4Glep
20 Galp1-3GlcNAc (L&) 47 Galp1-4GleNAcB1-3Galp1-4Glep
21 NeuAca2-6GalNAca 48 Fuca1-2Galp1-3(Fuca 1 -4)GlcNAcp (Leh)
22 NeuGea2-6GalNAco 49 Fucx1-2Galp1-4(Fucce1-3)GIeNACB (Le)
23 3-HSOs-Galp1-3GlcNAc 50 NeuAco2-3Galp1-3(Fuccl-4)GIcNAc (sialyl Le")
24 Galp1-4(6-HSO;)GIcNACB 51 NeuwAca2-3Galp1-4(Fuca1-3)GleNAcp (sialyl Le®)
25 6-HSO;-Galp1-4GIcNACp 52 (NeuAca2-8)s,
26 NeuAco2-3Gal 53 (NeuAca2-6Galp1-4GleNAcB1-2Man),a1-3,6Manp 1-4GleNAcp1-4GleNAcp
27  NeuAcu2-3GalNAco 54 HO

Table 1. List of biotin-PAA-glycans (fifty-two) used in glycan solution microarray [28].
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Glycan name Con A DBA ECA GS-1 MAA PNA SBA SNA UEA-1 E WEA
PAA-uctin
PGleNAc-biotin | L
a-Mannose —
[H-GleNAG |
[HGalNAe I
a-Fuc d
a-NeuAe |
a-Neulic J
GalNAcal-300lp | - -
Galo1-3Galp —

d

|

I
|
|
|
|
i
i
{
|
|
Fuca]-2Galp | | |
GalB1-3GleNAe (Le') " .
Galp1-4Glcf (Lactase) I -
Galp 1-4GIcNACP (LacNAc) | " —-— |
Galp1-3GalNACh —
I
m
i
|
i
|
i
|

Gala1-3GalNAch i
Gala]4GIcNAGS (aLacNA)
Gleal-4GIcp
GleMAchI4GIecNACH
NeuAcu2-6GalNAce.
3-HSO,-Galp1-4GICNACH
3-HSO,-Galp1-3GIcNACH
6-HSO,-Galfy|-4GIcNACH
NewAco2-3Gal

GalB 1-4(6-HSO, WileNA]
Neuticu2SGalNAca

NeuAen2-3GalNAco
GalNAew1-3{Fueet]-2)0ap (Blood Group A) — ] |
Galor1-}(Fucan]-2)Gal p (Blood Group B) —
Fucw]-2Galf1-4GIeNAf (H type?) -
GalB1-3(Fucal-)GIeNACB (Le") i
Galp-#Fuca1-3)0INACH (L&)

NewAcu2-6Calp
3-H80,-Gulp1-4{Fucul-3)GlcNAC (Isulfate Le")
3HSO,-Galf1-3(Fucal-4)GIcNAch (Fsulfate Le')
Gal ] 4Galp1-4GIcp
NewAcu2-3Galp1-4GINAC]
NeuAcn?-3Galf1-3GIcNACS {3'Sialyl Le®)
GleNAGP1-3Galp1-4GIcNACH
NeuAcn2-3Galp1-3GalNAcx
GleNAPI4GINACRI-4GIENACH
Galf1-3{NewAca2-8)GalNAc
NewAeu2-3{NeuAca2-6)GalNAca
Fuca|-2GalB1-3Fucal-41GIeNACp (Le")

Fuce |-2Galf1-4(Fucal -3 )GIcNAp (L")
NewAcn?2-3Gs (Fuce ] -4)GleNAep (sialy] Le")
NeuAeu2-3Galp1-4{Fuco 3)GINACH (sialy] Le™) |
Gl 1-3GIcNACR1-3Galp1 4Glch | I |m i
Gall 1-4GlcNACH 1-3Galp14GIch — 0
(NeuAca2-8)s, ! | I
(NewAce2-6Gal 1-4GINAGH 1-2Man) ¢ 1-3,6Manft 1-4GINACR 1-4GIcNAC] M- " [—
H0

Figure 2. Carbohydrate binding specificities of eleven lectins characterized by glycan solution
microarray [28].
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Figure 3. Carbohydrate binding specificities of six antibodies characterized by glycan solution
microarray [28].
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Lectins Binding specificities Lectins Binding specificities
Con A Man, Glc, GlcNAc WGA GlcNAcp1-4GIlcNAc, NeuSAc
DBA GalNAc ECA Galp1-4GlcNAc
PNA Galp1-3GalNAc MMA Gal
SBA GalNAc/Gal GS-l Gal
UEA-1 Fuc SNA Neu5Aca2-6

WFA GalNAc

Table 2. Carbohydrate ligands of commercial available lectins.

3.2. Binding patterns of seventeen lectins and four antibodies (membrane
microarray)

The principle and procedures of carbohydrate membrane microarray are showed in Figure
4. The western blotting like procedures not only reduces the time and interference, but also
increases the application of this platform. In order to look deep inside the carbohydrate
binding preferences of proteins and microorganisms, the collections of biotin-PAA-glycans
were to increased eighty-eight different structures (Table 3). The glycan binding specificities
of sixteen lectins (six alkaline phosphatase (AP)-conjugated lectins, four FITC-conjugated
lectins, six unconjugated lectins) and four Lewis blood-group antibodies are evaluated and
showed in Figures 5 and 6. All the lectins recognized the glycans that are consistent with the
literature. For instance, ECA preferentially interacted with LacNAc, lactose, GaINAc, and
Gal terminal sugars; PNA specifically bound to the GalB1-3GalNAc structure; SBA
dominantly recognized a-linked GalNAc epitopes; 3-sulfate LacNAc is ligand for MAA [36].
Compare the patterns of unconjugated lectins with conjugated lectins (AP- or FITC-
attached) indicated that the glycan preferences of ECA and PNA are not interfered by
conjugation. More binding signals are observed in the binding profiles of AP-conjugated
MAA, SBA and WGA compared with unconjugated or FITC-attached ones. Additionally,
the binding patterns of DBA, ECA, GS-I, MAA, SBA and VVA are highly consistent with
those reported by Consortium for Functional Glycomics (CFG, printed microarray Ver. 2,).
However, few inconsistencies are also observed in the study of MPA, PNA, UEA and WGA.
Furthermore, the binding patterns of four Lewis blood group antibodies represented very
high specificities (Figure 6).
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Figure 4. Fabrication, principle, and procedures of carbohydrate membrane microarray [29].
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S-43

S-44
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Blank-PAA-biotin
B-GlcNAc-sp-biotin
o-Mannose-PAA-biotin
B-GlcNAc-PA A-biotin
B-GalNAc-PAA-biotin
o-L-Fuc-PAA-biotin
o-Neu5Ac-PAA-biotin

o-Neu5Ac-OCH:2CeHs-p-NHCOOCH2-PAA-

biotin

MDP(muramyl dipeptide)-PAA-biotin
o-Neu5Ge-PAA-biotin
-D-Gal-3-sulfate-PA A-biotin
B-D-GlcNAc-6-sulfate-PA A-biotin
GalNAcal-3GalB-PAA-biotin
Galal-3GalB-PAA-biotin
Fucal-2GalB-PAA-biotion
Le<(Galp1-3GlcNAc)-PA A-biotin
Galp1-4Glcp-PAA-biotin (Lactose)
LacNAc-PAA-biotin

Fucal-3GIcNAcB-PAA-biotin

Fucal-4GlcNAcB-PAA-biotin
GalNAcal-3GalNAca-PAA-biotin
Gala1-3GalNAca-PAA-biotin

Galp1-3GalNAcB-PAA-biotin

Galal-3GalNACcB-PAA-biotin

Galp1-3GalB-PAA-biotin
GIcNACcB1-3GalB-PAA-biotin
aLacNAc-PAA-biotin
Glca1-4GlcB-PAA-biotin

Galp1-3GalNAca-PAA-biotin, sp=-p-OCsHa-

Gala1-2GalB-PAA-biotin
GIcNACcB1-4GIcNAc-PAA-biotin
GIcNACcB1-4GlcNAcB-PAA-biotin, sp=-
NHCOCH:NH-
Neu5Aca2-6GalNAc-PAA-biotin
H(type 3)-PAA-biotin
3-HSO:-Galp1-4GlcNAc-PAA-biotin
3-HSO:-GalB1-3GlcNAcB-PAA-biotin
Gala1-6Glcp-PAA-biotin (melibiose)
Neu5Aca2-8Neu5Aca-sp**-PAA-biotin,
(NeubAc):

Galp1-2GalB-PAA-biotin
6-HSOs-Galp1-4GlcNAc-PAA-biotin
Neu5Aca2-3Gal-PAA-biotin

Galp1-4(6-HSO3)GIcNAcb-PAA-biotin

3-HSOs-Galp1-3GalNAcB-PAA-biotin
(sulfate-TF)
GIcNAcB1-3GalNAca-PAA-biotin
GIcNAcB1-6GalNAca-PAA-biotin

S-46
S-47
S-48
S-49
S-50
S-51
S-52

S-53

S-54
S-55
S-56
S-57
S-58
S-59
S-60
S-61
S-62
S-63

S-64

S-65
S-66
S-67

S-68

5-69

S-70
S-71
S-72
S-73
S-74
S-75
S-76

S-77

S-78
S-79
S-80
S-81
5-82

S-83

5-84
S-85
S-86

S-87

S-88

S-89
S-90

Neu5Aca2-6Galp-PAA-biotin
Neu5Gca2-6GalNAc-PAA-biotin
Neub5Aca2-3GalNAca-PAA-biotin
Blood Group A-tri-PAA-biotin
Blood Group B-tri-PAA-biotin
H(type2)-PAA-biotin
Le»-PAA-biotin

Lex-PAA-biotin

Led(H typel)-PAA-biotin
3'Sialyl-Lactose-PAA-biotin
6'Sialyl-Lactose-PAA-biotin
3-HSOs-Lex-PAA-biotin
3-HSOs-Le*-PAA-biotin
Galal-4Galp1-4GlcB-PAA-biotin
Gala1-3Galp1-4GlcB-PAA-biotin
GlcNAcB1-2Galp1-3GalNAco-PAA-biotin
Neu5Aca2-3Galp1-4GlcNAcB-PAA-Biotin
3'Sialyl-Les-PAA-biotin
Gala1-3Galp1-4GlcNAcB-PAA-biotin, sp=-
NHCOCH:NH-
GlcNAcal-3GalB1-3GalNAca-PAA-biotin
GIcNAcB1-3Galp1-3GalNAca-PAA-biotin
GalP1-3(GlcNAcB1-6)GalNAco-PAA-biotin
Blood type A (tri)-PAA-biotin,
sp=(CH2)sNHCO(CH:)sNH-

Blood type B (tri)-PAA-biotin,
sp=(CH2)sNHCO(CH:)sNH-
GIcNAcb1-3Galp1-4GlcNAc-PAA-biotin
Neu5Aca2-3Galp1-3GalNAca-PAA-Biotin
GIcNACcB1-3(GlcNAcB1-6)GalNAca-PAA-biotin
Gala1-4Galp1-4GIlcNAcB-PAA-biotin
GIcNACcB1-4GIcNAcB1-4GIcNAc-PAA-biotin
Galp1-3(Neu5Aca2-6)GalNAca-PAA-biotin
Neu5Aca2-3(Neu5Aca2-6)GalNAc-PAA-biotin

Galp1-4GlcNAcB1-3GalNAca-PAA-biotin

Le>PAA-biotin

Lev-PAA-biotin

Sialyl Le*-PAA-biotin

Sialyl Lex-PAA-biotin
GIcNAcB1-3(GleNAcB1-6)Galp1-4GlcB-PAA-biotin
Galal-3(Fucal-2)GalB1-4GlcNAc-PAA-biotin
GalP1-3GlcNAcB1-3Galp1-4Glcp-PAA-biotin
GalP1-4GlcNAcP1-3Galp1-4Glcp-PAA-biotin
(NeuAca2-8)5-6-PA A-biotin
Galp1-4GlcNAcB1-3(Galp1-4GlcNAcB1-6)GalNAca-
PAA-biotin

02-6 sialylated diantennary N-glycans-PAA-biotin

GalNAc-a-Ser-PAA-biotin
H0

02-6 sialylated diantennary N-glycans :(NeuAca2-6Galp1-4GlcNAcB1-2Man).01-3,6Manp1-4GlcNAcB1-4GlcNAc

Table 3. List of biotin-PAA-glycans (eighty-eight) used in carbohydrate membrane microarray [29].
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Conjugation/Source UC JNEYN FITC _Mmc FITC| UC n_n uc JEme| uc

Lectin DBA | ECA | ECA | GS-1 | Lotus| MAA MAA| MPA | PNA | PNA SBA | UEA | VVA | WGA| WGA

PAA-biotin
B-GlecNAc
o-Mannose
B-GlcNAc | -
B-GalNAc |
o-Fue | |
o-NeuAc |
a-NeuAc-OCH,CH,-p-NHCOOCH, |
MurNAc-lactic acid-L-Ala-D-isoGln |
a-NeuGe | | |
3-HSO4-Galp |
|
|

6-HSO4-GleNAcp

1

2

3

4

5

6

7

8

9

10

11

12

GalNAca1-3GalB 3 I -— - 13
Gala1-3GalB | | L 14
Fuca1-2Galp | | 15
GalB1-3GleNAc (Le) | | 16
GalB1-4Glef (Lactose) ! | | 17
GalB1-4GleNAcB (LacNAc) L | L} | 18
Fuca1-3GleNAch | I | 19
Fuca1-4GleNAcR L L U | 20
GalNAca1-3GalNAca — | ( 21
Galo1-3GalNAco d 2
GalB1-3GalNAcB | — - | 23
Gala1-3GalNAcB d | | 24
GalB1-3GalB | | 25
GlcNAcB1-3GalB | | 26
Galo1-4GleNACB (aLacNAc) L | - | 27
Gleo1-4Glep | 28
Galpl-3GalNAca, sp=-p -OC;H,- | 29
Gala1-2Galp " 30
GlcNACB1-4GleNAcB 31
GleNAcB1-4GleNAcp, sp=NHCOCH,NH- 32
NeuAco2-6GalNAca 33
Fuca 1-2GalB1-4GalNAB (H type3) - 34
3-HSO:-Galp1-4GlcNAcp — 35
3-HSO4-Galp1-3GIcNAch u 36
Gala1-6Glep (melibiose) £ ( 37
NeuAco2-8NeuAca, (NeuAco2-8), 38
GalB1-2GalB 39
6-HSO5-Galp1-4GIcNAch 40
NeuAco2-3Gal 41
Galp1-4(6-HSO3)GIcNAcp 42
3-HSO,-GalB1-3GalNAcp (sulfate-TF) n 43
GleNAcp1-3GalNAca L 44
GleNAcB1-6GalNAco L 45
NeuAco2-6GalB 46
NeuGeo2-6GalNAca | 47
NeuAco2-3GalNAca 48
GalNAce1-3(Fuca1-2)GalB (Blood Group A) gg
51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

REl

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

Galat1-3(Fuca1-2)GalB (Blood Group B) ] |
Fuca1-2GalB1-4GIcNACB (H tvpe2) ! L
GalB1-3(Fuco 1-4)GIcNACB (Le™ - -
GalBl-4(Fuca1-3)GIeNACB (Le")
Fuce1-2GalB1-3GIcNACB. Le” (H tvpel) g
NeuAco2-3GalB1-4GleB (3'Sialyl Lactose) |
NeuAco2-6GalB1-4GleB (6'Sialvl Lactose)
3-HSO,-GalB1-4(Fuce1-3)GIcNAcB (3'sulfate Le')
3-HSO--Galp1-3(Fuca 1-4)GIeNAch (3'sulfate Le") |
Gala1-4GalB1-4Glep 4 I | 1
Gala1-3GalB1-4Glep U U
GleNAcB1-2GalB1-3GalNAca
NeuAco2-3GalB1-4GIcNAcB
NeuAco2-3GalB1-3GIcNACB (3'Sialvl Le®)
Gala1-3GalB1-4GleNAcp, sp=-NHCOCH,NH- "
GleNAca1-3GalB1-3GalNAco
GlcNAcB1-3GalB1-3GalNAca
GalB1-3(GleNAcB1-6)GalNAco
GalNAco1-3(Fuca 1-2)Gal B (Blood Group A)
Galo1-3(Fuca1-2)GalB (Blood Group B) '
GleNACB1-3GalB1-4GleNAch |
NeuAco2-3GalB1-3GalNAco
GleNACB1-3(GleNAcB1-6)GalNAca | | |
Galo1-4GalR1-4GIeNAcB J » ( L]
GleNACB1-4GIeNAcB1-4GIcNACh |
GalB1-3(NeuAcu2-6)GalNAco |
NeuAco2-3(NeuAca2-6)GalNAca
GalB1-4GleNAcB1-3GalNAcc - L | J
Fucal-2GalB1-3(Fuca | -41GIeNACB (1)
Fuca1-2GalB1-4(Fuca1-31GIeNAc (Le') |
NeuAco2-3GalB1-3(Fuca | -HGleNAcB (sialvl Le')
NeuAco2-3GalB1-4+Fucal-3)GIcNACB (sialvl Le™
GleNACB1-3(GIeNAcB1-6)GalB1-4Glch
Galo1-3(Fuca]-2)GalB1-4GleNAch |
GalB1-3GlcNAcB1-3GalB1-4GleB |
GalB1-4GlcNAcBI1-3GalB1-4Gleh = L |
euAco2-8)q;
GalB1-4GIcNAcB1-3(GalB1-4GIcNACB1 - d -
2-6 sialylated diantennary N-glycans
GalNAca-Ser
H0

Figure 5. Carbohydrate binding specificities of sixteen lectins (six alkaline phosphatase-conjugated
lectins, four FITC-conjugated lectins, and six unconjugated lectins) characterized by carbohydrate
membrane microarray [29].
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Figure 6. Carbohydrate binding specificities of four antibodies characterized by carbohydrate
membrane microarray [29].

3.3. Surveillance of seasonal and pandemic HIN1 influenza A viruses
(membrane microarray)

Several methods are applied for exploring the carbohydrate-binding preference of influenza
viruses or recombinant HA, including cell-based assays [37-39], immobilization of virus [40-
46] and glycan microarray technology [47-49]. In our study, 30 biotin-PAA-glycans (Table 4,
most of them were sulfated and sialylated) were selected and fabricated on membrane and
applied for the carbohydrate ligand surveillance of influenza clinical isolates. We subjected
this influenza membrane microarray to characterize the glycan-binding features of five
seasonal influenza A (HINI1) and seven A(HIN1)pdm09 clinical isolates. The binding
patterns of all studied viruses are successfully profiled, with each virus exhibiting different
and clear patterns, thereby enabling characterization (Figure 7, Lane 1 to 12). The majority
of the seasonal HIN1 viruses bound strongly to 6'-sialyl lactose and sialyl biantennary N-
glycan (Figure 7, Lane 1 to 5). A/Taiwan/1156/2006, A/Taiwan/510/2008, and
A/Taiwan/289/2009 isolates interacted with the two glycans, and with numerous «2-3
sialylated structures, including 3'-sialyl lactose, NeuAca2-3(NeuAca2-6)GalNAc, sialyl Le?,
and sialyl Lex. In addition, A/Taiwan/1156/2006 isolate also recognized NeuAc (linked to p-
aniline), NeuGc, some of the sulfated glycans (3'-sulfated Le?, 3'-sulfated LeX, 6-sulfate
LacNAc and 6'-sulfate LacNAc), NeuAca2-6GalNAc, and a NeuAca2-8 dimer. Contrary to
seasonal HIN1 isolated in 2009, pandemic (HINT1) isolated in 2009 accepted more substrates
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(Figure 7, Lane 6 to 9). California/07/2009 and A/Taiwan/2024/2009 bound with 6-sulfate
GlIcNAc, 3'-sulfated Le?, 3'-sulfated Le, all of the 2-3 sialylated glycans with the exception of
NeuAca2-3GalNAc, 6'-sialyl lactose, sialyl biantennary N-glycan, and a2-8 oligomers.
A/Taiwan/942/2009 favored four sulfated glycans (3-sulafe Gal, 6-sulfate GIcNAc, 3'-sulfated
Le* and 3'-sulfated LeX), most of the 2-3 sialylated glycans (except NeuAca2-3Gal and
NeuAca2-3GalNAc) and three 2-6 sialylated glycans (NeuAca2-6Gal, 6'-sialyl lactose and
sialyl biantennary N-glycan). A/Taiwan/987/2009 recognized most of the PAA-sugar
substrates tested, with the exception of the PAA backbone, muramyl dipeptide, aNeuAc, 3-
sulafe GalP1-4GIcNAc, 3-sulafe GalpB1-3GIcNAc and GalB1-3(NeuAca2-6)GalNAc. In
addition, we found that pandemic (HIN1) viruses isolated in 2009 represented broader
substrate specificities than the pandemic viruses isolated in 2010, especially to sulfated
sugars. A/Taiwan/395/2010 and A/Taiwan/1477/2010 recognized NeuAca2-3Gal, 3'sialyl
lactose, NeuAca2-3Gal31-3GIcNAG, sialyl-Le?, NeuAca2-6GalNAc, NeuAca2-6Gal, 6'-sialyl
lactose, and sialyl biantennary N-glycan (Figure 7, Lane 11 to 12). A/Taiwan/257/2010
accepted only six glycans including NeuAc (linked to p-aniline), 3'sialyl lactose, NeuAca?2-
6GalNAc, NeuAca2-6Gal, 6'-sialyl lactose, and sialyl biantennary N-glycan (Figure 7, Lane 9).

I-1  Blank-PAA-biotin [-17  Neub5Gca2-6GalNAc-PAA-biotin
-2  a-NeubAc-PAA-biotin [-18 Neu5Aca2-3GalNAca-PAA-biotin
3 &NewbACOCH:CoHip-NHCOOCH:- - 3'Sialyl-Lactose-PAA-biotin
PAA-biotin
I-4  MDP(muramyl dipeptide)-PAA-biotin 1-20 6'Sialyl-Lactose-PAA-biotin
-5  a-Neu5Ge-PAA-biotin [-21 3-HSOs-Lex-PAA-biotin
-6 B-D-Gal-3-sulfate-PAA-biotin [-22  3-HSOs-Le*-PAA-biotin
1.7 B-D-GlcNAc-6-sulfate-PAA-biotin 1oz NeudAcaZ-3Galpl-4GIeNACE-PAA-
Biotin
I-8  NeubSAca2-6GalNAc-PAA-biotin I-24  3'Sialyl-Les-PAA-biotin
19 3-HSO»Galpl-4GIENAC-PAA-biotin 125 \eudAcu2-3Galpl-3GalNAca-PAA-
Biotin
10 3-HSO»Galpl-3GIcNAcB-PAA-biotin 126 ;Zlgrll'g’(Ne“5AC“2'6)GalNAC“'PAA'
11 Neub5Aca2-8NeubAca-sp**-PAA- 107 Neu5Aca2-3(NeuS5Aca2-6)GalNAc-
biotin, (Neu5Ac)2 PAA-biotin
[-12  6-HSOs-GalPp1-4GlcNAc-PAA-biotin I-28  Sialyl Lea-PAA-biotin
I-13  NeubAca2-3Gal-PAA-biotin I-29  Sialyl Lex-PAA-biotin

I-14  GalP1-4(6-HSOs)GIcNAcb-PAA-biotin  I-30  (NeuAca2-8)5-6-PAA-biotin
3-HSOs-GalB1-3GalNAcB-PAA-biotin 131 0.2-6 sialylated diantennary N-glycans
(sulfate-TF) -PAA-biotin

[-16 NeubAca2-6GalB-PAA-biotin [-32 H0

02-6 sialylated diantennary N-glycans :(NeuAca2-6Galp1-4GlcNAcB1-2Man).0.1-3,6Manp1-4GlcNAcB1-4GlcNAc

I-15

Table 4. List of biotin-PAA-glycans (thirty) fabricated on carbohydrate membrane microarray for
carbohydrate binding surveillance of influenza clinical isolates [29] [50].
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1 2 4 6 1 10 11 12

s 9
Seasonal HINI 2009 Pendemic HIN
Relative Binding Intensity Taiwan Taivan “Taiwan Taiwan Taiwan | Califonia | Taiwan Taivwan Taiwan Taiwan Taiwan Taiwan

No. Gilycan name 115672006 | 51012008 | 1652000 | 2110009 | 2892009 | 072009 | 9422009 | 9872009 | 20242009 | 2572010 3952010 | 14772010

1 PAA-biotin

2 Muramyl dipeptide

3 a-NewAe

4 u-NewAe-OCH,CyHy-p-NHCOOCH,

5 a-NeuGe

6 3HSO,Galp

7 6-HSO:GleNACp

8 3-HSO,-Galp1-4GIcNACR

9 3-HSO-Galpl-3GIeNAP

10 6-HSO-Galp1-4GIcNACR

11 Galf1-4(6-HSO3)GIcNAC

12 3-HSO:-Galp1-3GaINAC (sulfate-TF)

13 3-HSO,-Galp 1-4(Fuoe1-3)GlIeNACH ('sulfate Le")
14 3-HSO-Galp1-3(Fucer1-4)GIeNACB (Vsulfate Le')
15 NewAca2-3Gal

16 NewAco2-3GalNAcx

17 NewAco2-3GalBl-4GIcf (3'Sialy] Lactose)

18 NeuAco2-3GalBl-4GIcNACH

19 NeuAco2-3Galp1-3GIcNAcf (3Sialyl Le?)

20 NeuAcu2-3Galpl-3GalNAca

21 NeuAca2-3(NeuAca2-6)GalNAca

22 NewAca2-3Galpl-3(Fucel -GINACH (sialyl 1e*)y
23 NeuAco2-3GalBl-4(Fucal-3)GleNAcp (sialyl Le*)
24 NewAca2-6GalNAca

25 NeuAca2-6Galp

26 NeuGou2-6GalNAca

27 NewAcu2-6Galpl-4Glch (6'Sialyl Lactose)

28 Galf1-3(NeuAcu2-6)GalNAco.

29 Sialyl biantennary N-glycant

30 NeuAco2-8NeuAca, (NeuAco2-8)y

31 (NeuAcu2-8)g4

32 HO

# Sialyl biantennary N -glycan: (NeuAce2-6Galp1-4GIcNAch1-2Man)al -3 6Manf1-4GleNAch 1-4GIeNAG|

=

Figure 7. Carbohydrate binding profiles of twelve influenza A clinical isolates characterized by
carbohydrate membrane microarray [50].

3.4. Surveillance of influenza B clinical isolates (membrane microarray)

The influenza carbohydrate membrane microarray is subsequently subjected for the
surveillance of twelve influenza B (IB) clinical isolates [50]. All of the viruses are collected
in the Clinical Virology Laboratory of National Cheng Kung University Hospital between
2001 and 2004. The clinical isolates are amplified in MDCK cells and purified by a sucrose
gradient. The binding patterns of the influenza B viruses are investigated and are all
found to exhibit clear binding profiles (Figure 8). Three common glycans, including a-
NeubAc (p-anilinyl linked), 6'sialyl-lactose, and a2-6 sialylated biantennary N-glycans are
bound by all of the influenza B viruses. Furthermore, some additional bindings are also
observed. For instance, B/Taiwan/314/2001 and B/Taiwan/1729/2002 also recognized
sulfated sugars (3-sulafe Gal, 6-sulfate GIcNAc, Galp1-4(6-HSOs)GlcNAc, and 3'-sulfated
Le?) and two a2-6 sialosides (NeuAca2-6GalNAc and NeuAca2-6Gal). B/Taiwan/288/2002
and B/Taiwan/1902/2004 portrayed minor interactions with a2-3 (3'-sialyl lactose,
NeuAca2-3Galp1-4GlcNAc, 3'-sialyl Le¢ and sialyl LeX) and a2-6 sialylated sugars
(NeuAca2-6GalNAc and NeuAca2-6Gal). Although the signal is relatively low,
B/Taiwan/872/2004 and B/Taiwan/913/2004 also interacted with sulfated sugars.
Surprisingly, seven viruses showed weak bindings to a2-8 linked sialic acids, including
B/Taiwan/314/2001, = B/Taiwan/174/2002, =~ B/Taiwan/288/2002, = B/Taiwan/1729/2002,
B/Taiwan/872/2004, and B/Taiwan/913/2004.
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Figure 8. Carbohydrate binding profiles of sixteen influenza B clinical isolates characterized by
carbohydrate membrane microarray [50].

The DNA sequences of hemagglutinin of the twelve influenza B clinical isolates were
analyzed, translated into sequences of amino acids, and aligned with B/HongKong/8/73,
Victoria (B/Victoria/02/87), and Yamagata (B/Yamagata/16/88) lineages using online
software EBI ClustalW2. Surprisingly, the twelve influenza B clinical isolates could all be
categorized into two groups depending on protein sequence alignment. Group 1
contained eight clinical isolates (B/Taiwan/314/2001, B/Taiwan/174/2002,
B/Taiwan/288/2002,  B/Taiwan/1729/2002, = B/Taiwan/1994/2002,  B/Taiwan/872/2004,
B/Taiwan/913/2004 and B/Taiwan/1902/2004, Figure 8, Table 5) and Group 2 contained
four viruses (B/Taiwan/262/2001, B/Taiwan/925/2001, B/Taiwan/966/2001,
B/Taiwan/2284/2001). We found that all of the viruses in group 2 were isolated in 2001. In
addition, there were twelve amino acid differences between the two groups. Most of the
amino acids were located at the chain region and subunit interfaces, while four amino
acids were located within the antigenic site (loop 160, amino acid number of B/HK/73)
[561,52]. Additionally, four amino acids changed the charge property from group 1 to
group 2 viruses (Table 5, No. 56, 116, 181 and 182, amino acid number of
B/Yamagata/16/88). Different carbohydrate binding properties were also observed
between some viruses of the two groups. Specifically, group 2 viruses interacted with
three major sialylated glycans, while some of group 1 viruses bound not only strongly to
the three glycans, but also weakly to sulfated and a2-3 sialylated glycans. Additionally,
the number of charged amino acids was higher in group 2 than in group 1 viruses and
B/HongKong/8/73 (Table 5).
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Table 5. Critical amino acid differences between the two groups of influenza B clinical isolated viruses
[50].

According to the binding preference for a2-6 and a2-3 sialylated oligosaccharides displayed
by these clinical isolated influenza viruses, these clinical isolates might infect not only the
surface of nasal mucosa, pharynx, larynx, trachea and bronchi (that are resided in the upper
respiratory tract to express a2-6 sialosides predominantly), but also alveoli, bronchi (that are
located in the lower respiratory tract), eyes, and tissues in the gastrointestinal tract (that
contain both a2-3 and a2-6 sialosides) [53,54]. After we surveyed more clinical isolates,
factors which affect the binding preference of IB could be dissected. We believe that
application of the carbohydrate microarray for detailed analysis of sugar-binding structures
will eventually build the connection between clinical symptoms and the genetic
specification of influenza viruses.

3.5. Characterization the glycan structure of glycoproteins (solution microarray)

The aforementioned lectins are further applied to characterize the glycan structures of six
biotinylated proteins including ovalbumin, porcine mucin, human serum albumin, human
transferrin, fetuin and asialofetuin. Distinctive glycopatterns are generated in accordance
with the analysis of lectins (Figure 9). Porcine mucin is known to have O-linked fucosylated
glycans with terminal GalNAc, GlcNAc and NeuAc residues. Our results showed positive
signals in the tests with the ECA, DBA, UEA-1 and WGA lectins, indicating that the mucin
contains the determinants of GalBf1-4GlcNAc, GalNAc, Fucal-2Gal and GlcNAc/NeuAc,
respectively. Manal-3(Fucal-6)GlcNAc and NeuAca2-6GalB1-4GlcNAc  containing
biantennary or triantennary N-glycans have been reported as the major glyco-structures of
human transferrin [55-58]. Strong Con A and SNA signals are shown in our binding assay,
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but the relative intensity of GlcNAc-binding lectins is not as good as those of Con A and
SNA, which is the contribution of the interference by the terminal sialic acids [59]. All of the
results are similar to the analyses from lectin microarray or dot blot analysis [55-58].

Z I I BConA
B DBA

: i OPNA
DSBA
B UEA-1
BWFA
BWGA
DECA
MEA
1] BG5S

[ , e 0 DSNA
Owvalbumin  Porcing Mucin Human Fetuin Asialofetuin Human
Transterrin Alburmin

—

Figure 9. Glycopattern profiling of six biotinylated proteins with ten lectins by glycan solution
microarray. The six proteins include ovalbumin, porcine mucin, human serum albumin, human
transferrin, fetuin and asialofetuin [28].

4. Perspective

In summary, carbohydrate-protein interactions are the key steps for many physiological and
pathological evens. Hence, development of new carbohydrate microarrays is important for
detecting these activities. Our studies have demonstrated a rapid, highly sensitive, and
reliable method to characterize carbohydrate-protein interactions with minimized materials
(in the range of ng per well). Lectins and antibodies are evaluated and most of the results
are coherent to previous reports, including those of CFG. Solution microarray is the first
homogeneous and washless carbohydrate microarray which offers a reliable alternative for
characterizing sugar-binding features of lectins and proteins, as well as antibodies. In
addition, membrane microarray is also easy handled with low cost (USD$0.25 for one
membrane microarray). The easy-handling feature avoids the necessity of repetitive training
and accelerates the screening efficiency. Both of the microarrays represent a convenient and
reliable way to examine the carbohydrate-binding features of various proteins, high-
throughput drug screening, and the glycan binding surveillance of influenza viruses.
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1. Introduction

The non-energetic valorisation of renewable resources using efficient and eco-friendly
methodologies is the central axis of the “green chemistry” concept. In particular, the chemical
and chemo-enzymatical transformation of carbohydrates arising from the hydrolysis of non-
edible vegetal feedstock (i.e., lignocellulosic biomass) is a widely explored thematic for the
production of new high-added value materials, synthons, and platform chemicals (Bozell,
2010). The use of mono-, di- and polysaccharides for the production of new chemicals
constitutes thus a subject of special relevance from both academic and industrial points of
view (Lichtenthaler, 2004). Amongst the 12 principles defining this “green chemistry”
concept, the development of new effective synthetic protocols, minimising wastes and
energy-consumption while enhancing purity of the final product, is the corner stone
(Anastas, 1998). In this regard, the use of microwaves as a non-conventional heating method
has progressively gained attention due to commonly observed acceleration in reactions rates
and improved (regio- and chemo-) selectivities and yields in synthetic organic
transformations (Kappe, 2004; Caddick, 2009). The claimed cleaner reaction profiles of
microwave-assisted processes have thus rapidly projected this kind of heating as a popular
method in chemistry, which often replaces the “classical” heating ones. Numerous organic
reactions are nowadays fully depicted in the peer-reviewed literature and books. They
concern typical synthetic organic approaches (substitutions, alkylations, cycloadditions,
esterifications, cyclisations, etc.), organometallic reactions, oxidations and reductions, or
polymerisation reactions (Bogdal, 2006).

2. Scope of this contribution

Milder reaction conditions, associated to reduced run times (from several hours to a few
minutes) and improved yields and selectivities, are the key advantages usually reported for

I NT EC H © 2012 Richel and Paquot, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited.
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microwave-promoted reactions. Even if widely employed in common organic chemistry,
microwaves find however fewer applications in carbohydrate chemistry (Corsaro, 2004;
Cioffi, 2008; Richel, 2011a). This fact, usually associated to a high number of unwanted and
uncontrolled typical sugars reactions such as carbonisation or browning processes, has been
overcame by the design of novel sophisticated microwave reactors. Advantageously,
microwaves provide nowadays, with remarkable atom efficiency and yields, novel
carbohydrate-based chemicals that are not easily obtainable by any other “classical” means
or only using painstaking multi-step and energy-consuming protocols (Richel, 2011b). This
chapter describes thus the use of microwave processes to mediate key reactions in the field
of carbohydrate chemistry. Some examples of benchmark reactions (glycosylations,
hydroxyl groups” protection, etc.) under microwave conditions are displayed and highlight
the benefits of this microwave approach in terms of yields, selectivities and environmental
impact.

3. Fundamental of microwave technology

The pioneering works in the microwave-assisted chemistry are attributed to Gedye and
Giguere using household microwave ovens (Gedye, 1986; Giguere, 1986). From a theoretical
point of view, microwave heating originates from interactions between a given material
(reagent, solvent or catalyst) and the electric component of the electromagnetic wave
through a dipolar polarisation and/or ionic conduction mechanism. Polar substances like
DMSO, ethylene glycol or ethanol are thus suited candidates for microwave applications by
opposition to benzene, dioxane or carbon tetrachloride which do not possess permanent
dipolar moment. It is recognised that accelerations of reactions rates under microwave
conditions are to correlate with a thermal/kinetic effect. Compared to analogous heating
under classical conditions (using an oil bath for instance), microwave ensures a fast,
selective and homogeneous heating of the reaction vessel (Fig. 1). Convection currents and
temperature gradients from vessel walls to the core of the reaction medium, commonly
observed using classical heating options, are thus avoided under microwave conditions.

(a) (b)

Microwaves

i i
i i

? A

Figure 1. Difference between conventional heating (a) and microwave-assisted heating (b). In (a),
heating is provided by thermal conduction. In (b), solvent and/or reagents absorb microwave heating
and convert this energy into calorific components.
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The ability of a given substance to convert electromagnetic energy into calorific heat, at specific
frequency and temperature, is determined by the loss tangent factor (tand). This factor is
described as the ratio between dielectric loss (¢””) and dielectric constant (g’). Practically,
substances with high tand values are required to ensure a convenient and fast microwave
heating. By convention, substances are thus categorised into good (tand>0.5), medium
(0.5>tand>0.1) and poor (tand<0.1) candidates for microwave (MW) applications. At the lab-
scale, MW is conveniently applied to reactions performed in the liquid state in the presence of
a solvent with a high tand. However, in order to provide a truly eco-friendly process,
syntheses without solvent or in dry-media conditions are also described with reactants and/or
catalysts impregnated on a solid microwave-absorbing support such as alumina or silica
(Polshettiwar, 2008). In the field of carbohydrate chemistry, reactions under microwave (MW)
assistance are usually achieved with saccharides in suspension or in solution in solvent and/or
liquid reagents. Highly secured MW reactors, operating in batch or continuous flow
conditions, are nowadays available for chemistry. They operate typically at 2.45 GHz and
allow an accurate control of the temperature within the MW reaction vessel with an adjustable
power, avoiding thus browning. Reactions can also be performed under “closed vessel
conditions”, at temperatures exceeding the boiling point of the reaction medium.

4. Chemical transformations of carbohydrates under microwave
conditions

Saccharides, which contain several hydroxyl groups, are polar molecules particularly suited
for MW applications. Typical MW-assisted transformations reported in the literature
include either reactions involving hydroxyl groups for the production of novel entities
(category 1) or dehydration reactions leading to the formation of furfural and related
platform molecules (category 2).

4.1. Microwave-assisted transformations involving hydroxyl groups (category 1)

Most common reactions of the first category include protections/deprotections of hydroxyl
groups, glycosylations, glycosamines formation and halogenations. These reactions are
usually catalysed by chemical entities, even if enzymes are proved to offer convenient
results for specific cases under microwave conditions. The several hydroxylated stereogenic
centres in carbohydrates are difficult to chemically differentiate. Thus, the regioselective
derivatisation of such compounds is a challenging task and requires multi-step protocols
and purifications. Microwave heating has demonstrated to be a convenient solution,
allowing an accurate control of the regioselectivity and the anomeric selectivity by an
appropriate tuning of operating conditions. Some relevant examples are proposed herein.

4.1.1. Hydroxyls protections/deprotections

Several methods and protocols have been reported for the MW-assisted regioselective
protection of hydroxyls, especially in mono- and disaccharides (Corsaro, 2004). They include
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mainly acetal formation with aldehydes and acylation with acetic anhydride or an acyl
chloride. All these reactions are promoted using (homogeneous or heterogeneous) acids or
bases (Soderberg, 2001) or enzymes (Chen, 2001) in variable solvents, reagents concentrations
and operating conditions (temperature and microwave exposure time). The total or
regioselective protection (and subsequent deprotection) of specific hydroxyl groups is
necessary for the synthesis of building blocks suited for the production of drugs, biologically
active materials, and novel high-added value materials. Particularly, acetylation reactions are
often the prerequisite step in the synthesis of such complex carbohydrates (Fig. 2). The
conventional per-O-acetylation of saccharides is mostly achieved using anhydride acetic as
both reagent and solvent. Although this step is high-yielding, long reaction times (several
hours) are required and noxious pyridine is mandatory to promote the reaction. Microwave
dielectric heating has thus appeared as a more eco-friendly option. Indeed, replacement of
pyridine by catalytic amounts of non-toxic sodium acetate or Lewis acid such as zinc chloride
is found practically quantitative after only a few minutes of MW heating (Limousin, 1997).
With ZnCl, an equimolar mixture of o and P pentaacetates is obtained under MW
conditions, whilst a o/ ratio of 7/3 is recovered under oil bath conventional heating (Fig. 2a).
Microwave heating affords also convenient results for the complete acetylation of totally O-
unprotected mono- and disaccharides in 90 sec at 720 Watt under closed vessel conditions
using indium(III) chloride catalyst. Reactions performed in acetonitrile with stoichiometric
amounts of anhydride acetic are quantitative and affords predominantly the o—peracetylated
form (Das, 2005). Partial acetylation of carbohydrates is usually achieved with acetyl chloride
and pyridine. With 1,2:5,6-di-O-isopropylidene-o-D-glucofuranose as the starting material,
Soderberg demonstrates that the synergic combination of microwaves and polystyrene-
supported base catalysts offers a convenient strategy to obtain in 85% yield the expected
mono-acetylated analogous without formation of side-products (Fig. 2b). This MW approach
provides an eco-friendly and time-saving option as the catalyst can be recovered by filtration
at the end of the process, thus minimising wastes and purification (Soderberg, 2001).

6.5 min, 125°C : 98% vyield
OH ACZO ZnCIZ AcO (83% under classical heating)

AcO

Ac = acetyl

15 min, 180°C : 85% vyield
ACCI Base OAC (81% under classical heating
after several hours)

Figure 2. Peracetylation (a) and acetylation (b) of selected carbohydrates under MW conditions.

More recently, Witschi et al. describe a novel procedure for the selective acetylation of
hydroxyls groups. It relies on a protecting group exchange strategy under microwave
assistance starting from per-O-trimethylsilylated pyranosides (Fig. 3). Interestingly, whilst
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the 1,6-O-diacetate monosaccharide is formed under MW exposure, the 6-O-monoacetate
adduct is preferentially formed under classical oil bath heating conditions. Reactions go to
completion when conducted using acetic acid as a catalyst in neat anhydride acetic for 3 x 25
min under MW. For per-O-TMS-galactoside, a 52% yield in diacetylated adduct is recovered
using 2 equivalents of acetic acid. When the galactoside is stirred for 2 days with 2 equiv of
acid, the reaction shows a 50% completion with yields after column chromatography
purification reaching 35% of 6-O-monoacetate (Witschi, 2010).

TMso _OAc
MW O ortms
TMSO
OA
TMSO OTMS ¢
AcOH
O oTms  Ac20, pyridine
TMSO
oTmMS TMso _OAc
r.t., 48 h (0] OTMS
T™MSO OTMS

Figure 3. MW-assisted selective acetylation of per-O-TMS-galactoside using protecting group exchange
strategy.

Regioselective benzoylation and pivaloylation of carbohydrates is another major item for free
hydroxyls protection. Typically performed using benzoyl chloride and pivaloyl chloride, these
reactions are only viable when using a base catalyst. Due to the steric bulk of the pivaloyl
groups, the protection of hydroxyls through formation of pivaloyl esters is very slow under
conventional heating method and requires several hours. Substantial reduction in reaction
times (10-20 min) is however encountered under MW conditions. Pivaloylation of 1,2:5,6-di-O-
isopropylidene-a-D-glucofuranose, catalysed by pyridine, provides thus the corresponding 3-
O-protected target in 68% yield after 10 min at 160°C in a microwave reactor (Fig. 4a).
However, presence of a side-product is recovered after MW exposure as a result of 5,6- to 3,6-
acetal migration prior to acylation. The formation of this unwanted structure is repressed
when using supported polystyrene-bases, i.e. N,N-(diisopropyl)aminoethylpolystyrene (PS-
DIEA) and N-(methylpolystyrene)-4-(methylamino)pyridine (PS-DMAP) , as alternatives to
pyridine. 79 and 88% yields are thus detected after 15-20 min at 160-180°C in the microwave
cavity, whilst only 88% yield is obtained after 300 min at room temperature (S6derberg, 2001).

The regioselective benzoylation of carbohydrates affords convenient results using dibutyltin
oxide mediators under microwave exposure (Herradon, 1995). Intermediate formation of
dibutylstannylene acetal allows hydroxyl regioselective benzoylation after less than 10 min
of microwave exposure with a 500 Watt output (Fig. 4b). This MW methodology is more
advantageous than its “classical” analogous involving heating, for several hours, at reflux of
a toluene suspension of saccharides and dibutyltin oxide with azeotropic removal of water.
Tuning of operation conditions, including both the solvent and the MW power output,
modulates the selectivity of dibutylstannylene acetal-mediated benzoylation of
representative carbohydrates, such as a-D-mannopyranoside (Fig. 5).
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Figure 4. MW-assisted pivaloylation (a) and benzoylation (b).
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Figure 5. MW-promoted benzoylation of a-D-mannopyranoside with a tin catalyst.

For carbohydrates not stable in acid conditions, such as 4,6-O-benzylidene-a-D-glucopyranose,
benzoylation can be achieved via transesterification with methyl benzoate using a week and
non nucleophilic base promoter like potassium carbonate and a phase transfer agent
(Limousin, 1998). MW permits again a tuning of the regioselectivity. Indeed, after 15 min in a
domestic microwave oven, a 82% yield of di-benzoylated adduct is recovered, whilst classical
oil bath heating affords preferentially the monobenzoylated structures (Fig. 6).

MicrowaveR1 = Ry = Bz
Ph% 0 BZOCH& K2C0s Ph% Classical heating Ri= Bz, Ry = H
BU4NBr MW Ri= H, Re= Bz

ORz OMe
Figure 6. Competition between mono- and dibenzoylation with base catalyst.

Due to the sensitivity of some carbohydrate derivatives at elevated temperatures,
microwave methodology suffers however from several limitations, notably for hydroxyls
protection processes through acetal formation. As an illustration, the mono-acetalation of O-
unprotected sucrose in the presence of p-toluenesulfonic acid as the catalyst is reported by
Salanski and Queneau (Fig. 7). Using citral dimethylacetal, transacetalation provides, under
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classical heating conditions, 83% yield of a mixture of geranial and neral sucrose acetals (E
and Z isomers of citral acetals) after 2 min at 100°C. When applying microwave as the
heating source, yield drops to 42% after an identical runtime in open vessel conditions.
Cleavage of the glycosidic linkage is denoted and leads also to the formation of unwanted
side-products (17-26% yield after 2 to 10 min of MW exposure) (Salanski, 1998).

R. 0O
RCH(OMe)z
0
M o Ay 0
O HO + 0 OH
HO MW, 100°C HO
OH 230 min HO

OH
R= 7/ (E 2) 17-26%
32-42%

Figure 7. Protection of sucrose through acetal formation.

For deprotection processes, microwave heating is decisive and powerful, as a drastic
diminution of reaction times is observed without affecting the initial anomeric configuration
(Corsaro, 2004). An efficient and green protocol concerns the use of neutral alumina to
ensure the regioselective depivaloylation of a set of carbohydrate derivatives (Fig 8a). Whilst
the depivaloylation does not occur using a conventional heating source, the regioselective
deprotection of primary hydroxyl functions is observed after a few minutes a 75°C under
MW assistance (Ley, 1993). The fast, efficient and clean deacetalation of several
carbohydrate 4,6-di-O-benzylidene acetals is also reported using silica supported reagents
under microwave irradiation in solvent-free conditions (Fig. 8b). Yields are superior to 80%
after 7 min in a domestic oven at 500 Watt, without anomerisation effect (Couri, 2005).

(a) PivO HO
o) Al,03 , 0
PivO — > PvO
PivO P MW PivO PivO
OMe 75°C, 6-30 min OMe
89%

®) H SiO,
0 AcOH, H0
@] EEE—— 0
o MW HO

500 W, 7 min
O  OMe O Ome

90%

Figure 8. MW-assisted deprotection initiatives: deacylation (a) and deacetalation (b).

4.1.2. O-glycosylations

O-glycosylation consists in the specific derivatisation of the anomeric hydroxyl position in
carbohydrate structures. This reaction is one of the most emblematic in carbohydrate
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chemistry and is extensively reviewed (Demchenko, 2008). Several parameters are found to
influence the (stereoselective) formation of glycosyl linkages such as solvent, catalyst,
additives, nature of both leaving groups and surrounding protecting groups. In particular,
the formation of alkyl- and aryl-glycosides has find special attention in both academic and
industrial worlds, due to the importance of these molecules as non-toxic and biodegradable
surfactants, liquid crystals, and pharmaceutical agents (Razafindralambo 2011 & 2012).
Under microwave conditions, the introduction of alkyl substituents on the OH1 position is
the most extensively developed, notably for the large-scale production of surface-active
agents, and relies on the reaction of an alkyl alcohol with unprotected saccharide (Fischer-
type glycosylation) or with completely O-protected carbohydrate compounds (Helferich-
type glycosylation). These glycosylations are catalysed either by chemical promoters or by
enzymes. Alkylation of D-glucose by fatty alcohol using acid catalysts is the oldest reaction
reported under MW conditions (Fig. 9). Fatty alcohol advantageously plays both the role of
solvent and reagent, even if glucose is insoluble in most alcohols. After 10 min of MW
exposure with a 200 Watt maximum output, a 15% yield in glycosylated adduct is obtained
using homogeneous Bronsted (or Lewis) acids or heterogeneous promoters (zeolites, ion
exchange resins, montmorillonites). No control of the temperature is provided using this
domestic MW equipment. Such a low yield is to correlate with unwanted glycoside
decomposition under acidic conditions during the run and to browning reactions (Limousin,
1997). This result is not completely satisfactory but remains quite noteworthy compared to
other classical protocols. The versatility of this MW Fischer glycosylation is now published
for various carbohydrates, including mostly easily available monosaccharides like D-
mannose, D-galactose, N-acetyl-D-glucosamine and N-acetyl-D-galactosamine. Glycosylation
of representative long chain alcohols is efficient with acidic ion-exchange resins between 90
and 120°C. Typically, the reaction goes to completion after less than 2 min of MW heating,
compared with 4h at reflux, and affords preferentially the thermodynamic a adduct. The
anomeric distribution seems quite identical under MW and conventional oil bath heating
conditions (Bornaghi, 2005). A valuable scaling-up of this Fischer-type glycosylation is
proposed by Niichter up to the kg-scale with an efficient improvement of economic
efficiency, using an appropriated commercial MW batch reactor (Ntiichter, 2001). An
accurate control of the temperature inside the reactor cavity provides a good quality result.
Practically, monosaccharide (glucose, mannose or galactose) reacts with a 3-30-fold excess of
alcohol (methanol, ethanol, butanol or octanol) in the presence of sulphuric acid catalyst.
Nearly quantitative yields are recovered after 20-60 min of MW heating at 60-140°C, as a
function of the nature of the alcohol. Further assays, using continuous flow methods, afford
quantitative yields with a MW chamber heated at 110-140°C. More recent work highlights
the use of Bronsted acids immobilised on silica as convenient solid catalysts with
advantages in manufacturing scale synthesis (Fig. 9). The Fischer-type glycosylation of D-
glucose with n-decanol in solvent-less conditions leads to the expected adduct in 82% yield
as an equimolar mixture of a and B anomers (Richel, 2011b). This protocol offers workup,
economic and environmental advantages as catalyst can be recovered by filtration and
reused.
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Figure 9. Fischer-type glycosylation of D-glucose with 1-decanol under MW conditions for the
production of a potent surface-active agent.

An alternative three-step protocol (complete acylation-glycosylation-deprotection) is proposed
under MW. Due to the increased thermal stability of acylated compounds, MW Helferich-type
reactions are expected to be more effective (Fig. 10). Indeed, addition of decanol on per-O-
acetylated glucose offers a 74% yield (mainly the o-pyranose form) after a running time of 3
min at 113°C using zinc chloride as the catalyst. Extended MW exposure times have a
detrimental effect over the yield (25% after 300 min) due to decomposition of decyl glycoside.
No rationalisation between the furanose-pyranose (and anomeric) distribution and processing
conditions is found at this stage (Limousin, 1997). The first elements of answer are proposed
by Kovensky and Ferlin in 2008. A microwave temperature of 115°C is found as a good
compromise to obtain high glycosylation rates and low decomposition products contents. Both
yields and anomeric distributions are dependent on the boiling/melting points and the polarity
of the selected alkyl alcohol. Polar alcohols with low boiling/melting points lead to the
formation of the corresponding thermodynamic o adduct, while long chain alcohols provide
preferentially the kinetic B anomer in less than 5 min. For each alcohol, an optimum reaction
time, beyond which the formed alkyl glycoside is deteriorated, is estimated (Ferlin, 2008).

OAc 1. ChHzn+1OH N =61to 16 OAc
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a, p mixture
n-octanol 1min  72% op=56:44

5min  61% op=82:18
7min 35%  of=88:12
n-hexadecanol 5 min %  qp=17:83

Figure 10. Helferich-type glycosylation of per-O-acetylated glucose with alkyl alcohols. Influence of the
chain length on both yields and a/p ratio.
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Figure 11. MW-assisted trans-glycosylation of several carbohydrates acceptors and propane-1,2-diol.
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Enzymatic methods under microwave conditions are also explored as convenient option for
glycosylations. Using p-glucosidase, the synthesis of several glycosides by trans-glycosylation
is reported with either phenyl B-D-glucoside or cellobiose as donors and propane-1,2-diol as
acceptor (Fig. 11). The process is performed in dry-media conditions, with reagents adsorbed
on alumina in an open vessel system. This microwave reaction, achieved at controlled
temperature (between 80 and 110°C), leads to noticeable advantages, in terms of yields and
selectivity, when compared to classical heating. In particular, trans-glycosylations go to
completion after less than 2h, while hydrolysis is lowered to 10% (Gelo-Pujic, 1997).
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Figure 12. Novel microwave-assisted glycosylations.
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Beside the benchmark Fischer- and Helferich-glycosylations, novel strategies under
microwave heating are nowadays emerging in the peer-reviewed literature. Some examples
are proposed in Fig. 12. Most of them concern the catalytic conjugation of alcohols
(designated as acceptors) to protected 4-pentenyl glycosides or methyl glycosides (donors),
notably for the production of di- and oligosaccharides. As an illustration, the synthesis of
disaccharides is described in acetonitrile starting from 4-pentenyl donors and is achieved in
high yields after less than 25 min at 100°C in closed vessel conditions without side-products
formation (Fig. 12a) (Mathew, 2004). The use of more effective Lewis acids, like ytterbium(III)
triflate, affords high yields for the anchorage of long alkyl chains on benzoylated glucose
derivatives (Fig 12b). This acetal-exhange type glycosylation is performed in dichloromethane
below 100°C in closed vessel conditions. This constitutes the main advantage of microwave
over conventional heating techniques (Yoshimura, 2005). Application of very low
temperatures (-10°C) within the MW cavity, attained by simultaneous cooling, offers a
convenient approach for the synthesis of valuable saccharides and Lewis X oligosaccharides
(Fig. 12¢). The process involves a fucosyl acetate donor and a glucosamine acceptor in about
2h in ether. Yields culminate at about 80-90% without side-products formation, whilst the
expected disaccharide is not obtained using classical protocols (Shimizu, 2008). Another
strategy demonstrates the usefulness of microwave heating, in synergy with heterogeneous
acid catalysts, for the regioselective functionalisation of D-glucuronic acid. Conversions are
quantitative when performed in solvent-less conditions with an excess of alcohol under
microwave exposure. Less than 10 min of heating at 85°C in closed vessel conditions affords
selectively the corresponding B-glucurono-6,3-lactone adduct. When heating in an oil bath,
only the disubstituted adducts, as a mixture of a.,pB-furanoses and o.,B-pyranoses, are formed
through competitive esterification and O-glycosylation processes (Fig. 12d). Comparative
yields are recorded after 6 to 24 h at 85°C, evidencing that MW accelerates reactions and
imparts over the selectivity. This methodology is eco-friendly as water in the only by-product
and the solid catalyst can be reused for consecutive batch MW runs (Richel, 2012). These
monosubstituted glucuronolactones are not easily attainable using other conventional
protocols and required multi-step synthesis. These original products find special relevance in
the field of surface-active agents and emulsifiers (Razafindralambo, 2011).

4.1.3. Glycosamines synthesis

Glycosamines are valuable compounds as glyco-amino acid building blocks for
glycopeptides synthesis. Their preparation is traditionally achieved using a Kochetkov
reductive amination procedure. Practically, a treatment at room temperature for 6 days of
saccharides in aqueous solution with 50 equiv of ammonium bicarbonate affords the
expected B-glycosaminated adducts in high yields. Another route involves the heating at
42°C for 36 h of mono- or disaccharides with an aqueous solution of ammonia in the
presence of one equivalent of ammonium hydrogen carbonate. However, p-glycosamines
can be deteriorated under aqueous solutions, even with accurate pH control. Nowadays, the
preparation of these glycosamines is typically performed under microwave conditions, at
40°C for 90 min, by selective amination of reductive carbohydrates using reduced quantities
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of ammonium bicarbonate (5 equiv) (Fig. 13). Under closed vessels conditions, the reaction
is achieved in methanol or in anhydrous dimethylsulfoxide to prevent degradation and
side-products formation (Liu, 2010). Yields are of about 70-95%.

OH
HO OH (NHs2COs  Ho CH OH
0 0 DMSO or MeOH ) 0
HO 0 OH MW o NH,
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OH OH 40°C, 90 min oH HO OH
80%, p only

Figure 13. Synthesis of 1-amino-1-deoxy-B-D-lactoside by microwave-assisted Kochetkov amination of
unprotected lactose.

In summary, reactions of the first category, involving hydroxyls manipulation appear
generally faster under MW conditions than their “classical” counterparts. Expected products
are indeed obtained in good yields after only a few minutes. The use of eco-friendly and
non-toxic (heterogeneous) and milder catalysts in synergy with microwaves, affords ideal
“green chemical” conditions and minimise workup. Microwave allows also the formation of
specific protected products, not easily accessible under conventional “heating” conditions.

4.2. Microwave-assisted production of platform chemicals (category 2)

The production of 5-HMF (5-hydroxymethylfurfural), a five-membered ring compounds
ranging in the US Top 10 of most valuable chemicals issued from biomass, is currently
extensively investigated worldwide. Most research concerns its production via thermally-
induced acid-catalysed dehydration of fructose, typically in dimethylsulfoxide, in the
presence of homogeneous acid catalysts (HCI, H2504, HsPOs, oxalic or levulinic acids) (Fig.
14). Reactions produces selectively 40-60% yields of 5-HMF with complete conversion of
starting sugar materials but suffers from drawbacks in terms of acids recovery and
equipment corrosion. Heterogeneous catalysts offer workup and environmental advantages
associated to high 5-HMF selectivity but provide low fructose conversions (30-60% only after
up to 2h). Microwave has progressively emerged as an attractive heating source allowing
energy savings and improved yields and selectivity. Recent developments in the field have
been reviewed by Richel in 2011 (Richel, 2011b). They include the use of heterogeneous
catalysts in various media (organic solvents, water, ionic liquids or biphasic systems).

HO o) OH [H+] HO @]
(0] — = 0 /
GOH 3H0 \
HO

Figure 14. Catalytic dehydration of fructose for the production of 5-HMF.

Titanium and zirconium oxides, as sulphated zirconia, are effective catalysts for this
dehydration, especially under microwave conditions. Yields in 5-HMF reach 35% for a
fructose conversion of 78% after only 5 min heating at 200°C in closed vessels conditions
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(“microwave hot compressed water process”), while 5-HMF yield and fructose conversion
are respectively of 12 and 27% after an identical runtime using a sand bath heating.
Zirconium oxide demonstrates great performances for the catalytic dehydration of glucose,
favouring isomerisation of glucose to fructose prior dehydration (Qi, 2009). When using an
acid ion-exchange resin in an acetone/dimethylsulfoxide system, improvement in 5-HMF
selectivity is encountered together with high yields (98% fructose conversion with 5-HMF
selectivity of 92% for 10 min MW assisted reaction at 150°C in closed vessel conditions).
Addition of low-boiling point acetone improves products separation and reduces adverse
environmental impacts. The same results are published for strong ion-exchange resin in
acetone-water systems, providing a truly eco-friendly process (Qi, 2008b). The common
Lewis acid catalyst, aluminium(IIl) chloride, promotes also efficiently the dehydration of
carbohydrate substrates, in water-organic solvents and in water. 5-HMF yield is higher
when using an organic solvent than in pure water. Involvement of ionic liquids as
convenient media for the conversion of D-glucose in 5-HMEF is effective using chromium(III)
chloride as a catalyst. With microwave heating at 140°C for 30 sec, a 5-HMF yield of 71% is
obtained for 96% glucose in 1-butyl-3-methyl imidazolium chloride as the solvent (Qi, 2010).
Lignin-based solid catalyst, produced by carbonisation and sulfonation of raw
lignocellulosic materials, seems nowadays to be the most active catalyst for the dehydration
of carbohydrates. In synergy with MW, 84% 5-HMF yield is obtained with 98% fructose
conversion rate at 110°C for 10°C. A mixture of dimethylsulfoxide-ionic liquid has a
beneficial effect over the selectivity of the process. Interestingly, the catalyst can be
recovered after the reaction and reused for consecutive batch reactions (Guo, 2012).
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Figure 15. Overview of MW-assisted production of 5-HMF from lignocellulosic biomass materials.
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Scaling up of the MW-assisted fructose dehydration process has been recently evaluated
using a stop-flow MW reactor system and compared to a continuous cartridge-based
reactor. Results highlight that 5-HMF yield can attain 86% yield after 2min of MW exposure
(91% using a cartridge-base reactor) with a 5-HMF productivity of 0.72 g/h (versus 2.07 g/h
for the continuous process). Even if quite less productive, the MW-assisted methodology is
more selective and cleaner as no side-product is detected in the final mixture (Schoen, 2011).

Besides these aforementioned benchmark reactions, research has shifted toward the exploration
of other carbohydrates or crude lignocellulosic feedstocks as raw materials. Some relevant
illustrations are reported in Fig. 15. They concern the use of ionic liquids as solvent. For
environmental concern, water is also envisioned with homogeneous Bronsted acids or metal
chloride catalysts (Dutta, 2012). The production of 2-furfural, another platform chemicals,
receives progressively interest. Its MW-assisted production from xylose, xylan and wheat straw
is highly efficient in the presence of hydrochloric acid. A 48% furfural yield is obtained from
wheat straw after 1 min of microwave heating between 140 and 190°C. (Yemis, 2011).

5. Conclusion

In the present chapter, we contribute to illustrate some relevant carbohydrate reactions
under microwave heating. This heating mode appears as efficient for several key reactions
like hydroxyls protection and deprotection and O-glycosylations. The production of 5-HMF
from mono-/di-/polysaccharides is another special subject in MW science. Improvement of
both yields and (regio- and anomeric) selectivities is generally reported together with a
decrease in reaction times. MW offers also advantages as energy-saving and workup
facilities in agreement with the green chemistry concept.
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1. Introduction

Boron-polyol interactions are of fundamental importance to human health [1], plant growth [2]
and quorum sensing among certain bacteria [3]. Such diversity is perhaps not surprising when
one considers boron is one of the ten most abundant elements in sea water and carbohydrates
make up the planet’'s most abundant class of biomass. Several boronic acids matrices are
commercially available for the purification of glycoproteins by affinity chromatography [4],
and boronic acids are also useful carbohydrate protecting groups.[5,6] Recently, complexes
between boron and sugars have become a lynchpin for the development of synthetic
carbohydrate receptors.[7] These complexes involve covalent interactions that are reversible in
aqueous solution. This chapter reviews current understanding of these processes, provides a
historical perspective on their discovery, identifies methods for studying these complexes and
classifies these interactions by carbohydrate type. Such information is key to the design and
synthesis of synthetic lectins, also termed “boronolectins” when containing boron [7].

The very nature of the reversible binding between boron acids and alcohols has been
exploited in many different ways. The use of boronic acid carbohydrate recognition
molecules could provide an avenue for the selective detection of specific sugars for future
use in early diagnostics. By targeting cell-surface sugars, a boron-based probe could
recognize particular characteristic epitopes for the identification of diseases leading to
earlier treatments. In this chapter we not only review some of the fundamental aspects of
boron-carbohydrate interactions but also discuss how this translates into the design of
synthetic carbohydrate receptors.

2. Boron-carbohydrate interactions

2.1. Discovery of boron-sugar interactions

The first hint of the marriage between boron and polyols was detected by Biot in his
seminal studies on optical rotation. In 1832 he noted that the rotation of tartaric acid

I NT EC H © 2012 Houston et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited.
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changed in the presence of boric acid.[8] It would be a century later before interaction of
boron acids (boric, boronic and borinic) and monosaccharides was studied in detail. In
1913, Bbeseken first noted that glucose increased the acidity of boric acid solutions.[9] It
was nearly another half century before Lorand and Edwards published work quantifying
the affinity of boric and phenylboronic acids for simple diols (e.g.-ethylene glycol,
catechol) and common monosaccharides (i.e.-glucose, fructose, mannose, galactose).[10]
The covalent product between a boronic acid and a diol is termed a boronate ester,
analogous to a carboxylate ester. These interactions are favoured at basic pH ranges
where the tetrahedral boronate ester is formed (Figure 1). The interchange between boron
acids and divalent ligands in aqueous solution can be complex and varied depending on
pH.

OoH  HOLR HO,
CH HO™ TR HO o

Figure 1. Boric acid interactions with vicinal diol of sugar.

2.2. Fundamentals of boron-diol exchange

There are two general organoboron families of boric acid descent that can form esters with
diols through loss of water. These are boronic acids--where one hydroxy group of the parent
boric acid is substituted by carbon--and borinic acids, where two hydroxy groups are
substituted by carbon-based substituents.
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Figure 2. Boron acids and possible esters with ethylene glycol.
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Boric and boronic acids can form either neutral or anionic esters depending on the pH. Diol
binding by boron acids is favoured at basic pH, while esterification of boron by
hydroxycarboxylic acids is favoured in acidic pH ranges. Borinic acids can only form
anionic borinate esters upon dehydrative condensation with a diol or divalent ligand. Boric
acid can also form an anionic, tetrahedral diester with diols and related divalent ligands
(Figure 2). While boronates can form neutral esters in non-polar solvents, they tend to form
anionic boronate esters in water (Figure 3). Boronate ester formation is not favoured near
physiologic pH and is completely cleaved under strongly acidic conditions.

OH HO._.R pH 7.5 0.~
Ph-B 4 I — Ph-B. \[ + 2H0
OH HO™ "R o R
S;OH HO. LR pH =10 HO, /G' R
Ph—B-OH + I - /E';E:'.Z'I + 2H0
OH H0” TR PH 07 R

Figure 3. Diol exchange with phenylboronic acid at varied pH.

This is because the neutral boronate ester is generally more Lewis acidic than the parent
boronic acid—i.e. pKa (acid) > pKa (ester), (Scheme 1).[11] Thus, boronate ester formation is
favoured at higher pH where elevated hydroxide concentrations ensure the boronate ester is
“trapped” in its more stable tetrahedral form. However, depending on the specific
monosaccharide, its boronate esters are not always more Lewis acidic than the free boronic
acid.[12] Rate constants for esterification of simple boronates by diols fall in the range of 10*-
103 M-'s.[13] Ishihara uncovered evidence it is the trigonal boronic acid that exchanges
most rapidly with diols irregardless of pH.[14] The relative affinity of boronates for diols in
most carbohydrates is of the order: cis-1,2-diol > 1,3-diol >> trans-1,2-diol. Thus, certain
monosaccharides have an intrinsically higher affinity for boron acids.
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Figure 4. Multiple equilibria involved in diol exchange with phenylboronic acid.
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2.3. Detection and elucidation of boron-sugar complexes

Methods for identifying boron-polyol interactions include the following, listed in roughly
chronological order of the introduction of their use in this area:

Optical rotation/ORD: 1832 [8,15,16]

pH change/titration: 1913 [9]

Conductivity: 1928

Temperature jump: 1969 [17]

X-ray crystallography: 1973 [18,19]

1B-NMR: 1973 [19-22]

Fluorescence/CD: 1990’s [23-25]

ESI/MALDI Mass Spectrometry: 1990’s [26-28]

5@ ™0 an o

The second half of the list defines techniques that are most frequently used today in the
study of boron-carbohydrate interactions. Obviously, X-ray crystallography provides the
least ambiguous information about the structure of the boronate ester of interest. However,
these boronate-sugar adducts are often amphiphilic in nature and do not lend themselves to
the production of suitable crystals. The relatively slow exchange between boron acids and
diols on the NMR time scale often makes it difficult to study by proton NMR. However, 'B-
NMR can be quite useful due to the dramatic shift of the boron resonance when it is
converted from its neutral, trigonal form as a boronic acid to its anionic, tetrahedral form as
a boronate ester. [20-22]

Optical methods such as fluorescence and circular dichroism (CD) are powerful tools for
detecting boron-carbohydrate binding interactions. Yoon and Czarnik reported the first
fluorescent boronate designed to detect binding to monosaccharides.[23] James, Shinkai
and co-workers reported the first fluorescent boronates to function by photoinduced
electron transfer (PET) to generate an increased fluorescence output upon carbohydrate
binding.[24] This type of “turn-on” system tends to be most useful in a biological setting
where background fluorescence quenching can be a problem for fluorophores that
respond by fluorescence quenching (“turn-off”) to ligand binding. A more complete
understanding of the aminoboronate PET fluorescence mechanism has been developed by
the groups of Wang [29] and Anslyn [30]. They have demonstrated that solvent insertion
disrupting any dative boron-nitrogen interaction is responsible for the increased
fluorescence output upon ligand binding. The Shinkai group has also designed a number
of CD-active boronate receptors for oligosaccharides and have used this method to detect
binding of target substrates.[25]

Advances in mass spectrometry (MS) over the past few decades, particularly electrospray
ionization (ESI) and matrix-assisted laser desorption/ionization (MALDI), have
revolutionized the application of this instrumental method to the study of host-guest and
protein-ligand interactions. Certainly, the field of boron-based carbohydrate receptors has
also benefited from the substantial improvement and refinement of these and other MS
techniques. However, the tendency of boronates to dehydrate and/or oligomerize to
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varying degrees depending on their solvation can complicate MS analysis of boronate-
carbohydrate esters. We have found that use of a glycerol matrix for fast atom
bombardment (FAB) ionization is particularly useful for mass spectrometric
characterization of diboronate species.[31] While other techniques are used in the study of
boron-polyol complexes, those mentioned here are among the most common routinely
used in the field today.

3. Boron-based carbohydrate receptors

3.1. Boron-based monosaccharide receptors

The 1992 work of Yoon and Czarnik first demonstrated the potential of boronic acids as
fluorescent carbohydrate receptors for sensing applications.[23] In the past 20 years, a
great deal of research has focused on the development of boron-based glucose receptors
for incorporation as sensors in blood sugar monitors for diabetics.[7, 32] This has lead to
the commercial development of contact lenses that can signal when circulating glucose
levels drop by changing the colour of the lense to alert the wearer.[33] The affinity of
mono-boronates for glucose is low at physiologic pH, but bis-boronates offer a
substantial improvement in binding affinity. A landmark study from the Shinkai group
involved development of a chiral glucose sensor capable of discriminating between
enantiomers of glucose.[34] This utilized aminoboronates as PET sensors around a chiral
binaphthol core (Figure 5). The Singaram group has developed bis-boronate
bipyridinium salts (viologens) that can be tuned for selective binding of glucose (Figure
6).[35] These compounds coupled with anionic dyes are also in commercial development
as blood glucose sensors.
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Figure 5. Shinkai’s chiral binaphthol glucose sensor.
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Figure 6. One isomer of Singaram’s family of glucose sensors.
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It was initially presumed that two boronotes could bind to the C-1/C-2 diol and the C-4/C-6
diol of glucose in its hexopyranoside form.[5] However, it has been shown that boronic
acids have a much higher affinity for the furanoside form of free hexoses.[36] In fact,
boronates have virtually no affinity for methyl glyocsides locked in their pyranoside form at
physiologic pH. This means that boronates would not be useful components in synthetic
carbohydrate receptors for many cell surface carbohydrates. Mammalian cell-surface
glycoconjugates, in particular, are dominated by hexopyranoside structures. The Hall group
has provided an important solution to this problem when they showed that benzoboroxoles
can bind methyl hexopyranosides in water at pH 7.5.[37] For glucopyranosides, the only
significant binding site is the C-4/C-6 diol as all vicinal diols in this system are of a trans
relationship. In galactopyranosides, there is an additional possible binding site: the C-3/C-4
cis-diol (Figure 7):
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Figure 7. Potential binding modes between benzoboroxole (blue) and methyl-galactoside.

While a significant amount of research has been dedicated to the study of boronate-
monosaccharide interactions, very little has been invested in borinate-monosaccharide
exchange. Taylor has recently reported that borinic acids have substantial affinity for
catechols and a-hydroxycarboxylates,[38] greater than that of 2-fluoro-5-nitrophenyboronic
acid,[39] a boronate that is able to bind sugars at neutral pH. The affinity of this boronate for
monosaccharides is greater than the affinity of a borinic acid for the same sugars, but this
affinity in the latter case is still significant. Whether borinates can effectively bind to
hexopyranosides under the same conditions still needs to be defined.

3.2. Boron-based sugar acid receptors

Boron-tartaric acid interactions were studied throughout the 20t century beginning with a
report in 1911 on the ability of tartrate to increase the solubility of boric acid.[40] The design
of sophisticated boron based receptors for tartrate did not arise until near the end of the
century when Anslyn reported the first in 1999.[41] This receptor (Figure 8) also binds
citrate with what is perhaps the highest association constant reported for a small molecule
with a boron-based receptor (Ka = 2x10°).[42] In 2002, we showed that Shinkai’s binaphthol
glucose receptor (Figure 5) has a high affinity for tartrate as well.[43] Bis-boronates such as
this can bind simultaneously to both a-hydroxycarboxylates. James further showed that
chiral discrimination between tartrate enantiomers can also be obtained with this receptor as
was the case with monosaccharide enantiomers.[44] While the history of study surrounding
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boron-tartaric acid interactions is long and varied, study of the interaction of boron with
sugar acid monosaccharides such as sialic acid and glucuronic acid has arisen much more
recently. Fundamental to the understanding of these complexes is the fact that, unlike
esterification with diols, boronate esterification by a-hydroxycarboxylic acids is favoured
below pH 7.[44] We have recently provided a short review on the subject of boron:a-
hydroxycarboxylate interactions used in sensing and catalysis.[45]

Shinkai first reported a boron-based sugar acid receptor containing a metal chelate that has
significant affinity for glucuronic acid (log Ka = 3.4) and galacturonic acid (log Ka = 3.1) while
the affinity for sialic acid was an order of magnitude lower (log Ka = 2.3).[46] Presumably the
carboxylate of the sugar acid can coordinate to the chelated zinc while the boron binds to a
vicinal diol on the monosaccharide. Smith and Taylor used a combination of electrostatic
interaction and a boronate anchor within a polymeric system to bind to sialic acid
selectively.[47] In 2004, Strongin identified a boronate that offered a colorimetric response to
the presence of sialic acid.[48]
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Figure 8. Anslyn’s guanidino-boronate receptor and high affinity ligands.

We have recently communicated the development of a bis-boronate that can bind to sialic
acid at both its a-hydroxycarboxylate-type group at the anomeric centre and its glycerol tail
(Figure 9).[49] Elevated levels of free sialic acid in the blood can be indicative of the presence
of certain cancers. This system uses a unique combination of boronates whose esterification
has an opposing affect on the overall fluorescence output of the receptor. This diminishes
signals from competing ligands such as glucose that are present at much higher
concentration in the blood but cannot span both binding site to strongly quench
fluorescence.

As discussed in the following sections, several groups have taken advantage of the affinity
of boronates for the glycerol tail of sialic acid to target glycoconjugates on cell surfaces.
Several of these synthetic compounds display lectin-like biological characteristics that offer
promise of the future development of bioactive boron-based molecules.
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Figure 9. Our divergent response fluorescent receptor for sialic acid.

3.3. Boron-based oligosaccharide receptors

Creating receptors for oligosaccharides offers additional levels of complexity relative to
monosaccharides. An obvious difference is the increased degrees of freedom available to
oligosaccharides, particularly those that contain 1,6-linkages. In 2000, Shinkai reported
development of a meso-meso-linked porphyrin scaffold where distance between two
boronates was tuned to selectively bind to a tetrasaccharide of maltose (maltotetrose) over
other oligomers containing from two to seven glucose units (Figure 10).[50] Binding of the
two boronates must take place at both the reducing and non-reducing termini of the
oligosaccharide. This is due to the fact that the C-1/C-2 diol at the reducing end and the C-
4/C-6 at the non-reducing end are the only potential binding sites with an appreciable
affinity for boronates. The ability to bind the tetramer selectively stems from the rigidly
defined distance between the two boronates, i.e.-the tetrasaccharide offers the optimal fit
to bridge these two boronates. The Shinkai group has also reported a similar strategy to
bind to the important cell-surface trisaccharide, Lewis X.[51] In this case interaction is not
with a reducing sugar but presumably with diols on both the galactose and fucose
residues.

Heparin is a natural polysaccharide used clinically for its anti-coagulant properties. In
2002, Anslyn communicated a colorimetric sensing ensemble for detection of heparin.[52]
As heparin has a high anionic charge density, the receptor was designed with a number
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of complementary cationic amino groups alongside boronic acids. This group has further
reported success in sensing heparin within serum wusing a second generation
receptor.[53] Schrader has recently developed a fluorescent polymeric heparin sensor
that can quantify this polysaccharide with unprecedented sensitivity (30 nM).[54]
Coupling of boron-carbohydrate interactions with electrostatic attraction in a multivalent
manner is responsible for the high affinity of this receptor for its substrate. In spite of
this avidity, the interaction can be controlled in a biologically relevant manner. Binding
of the polymer to heparin can be reversed by the addition of protamine, similar to
reversal of the complex between heparin and its natural target, anti-thrombin III. Other
examples of biological mimicry by boron-based systems are delineated below and in the
next section.
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Figure 10. Shinkai’s oligosaccharide receptor and maltotetrose.

The demonstrated affinity of benzoboroxoles for hexopyranosides makes these boron
derivatives attractive components of receptors designed to target mammalian
oligosaccharides. In 2010, Hall reported development of a bis-benzoboroxole receptor for
the Thomsen-Friedenreich (TF) antigen, a tumor marker composed of consecutive
galactose-based residues Figure 11.[55] This receptor was optimized within a
combinatorial library constructed to add additional H-bonding and hydrophobic
interactions between host and its oligosaccharide guest. A natural lectin receptor for this
disaccharide, peanut agglutinin lectin (PNA), binds the TF antigen quite strongly relative
to other protein-carbohydrate interactions (Ka = 107). However, the synthetic bis-
benzoboroxole inhibits binding of PNA to TF-antigen labelled protein at low micromolar
concentrations. The bis-benzoboroxole has a higher affinity for the disaccharide than the
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corresponding bis-boronate although the latter still has significant affinity highlighting
the importance of the additional H-bonding and hydrophobic interactions in this system.
This work indicates it should be possible to target multiple hexopyranoside structures
with other oligomeric benzoboroxole systems.
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Figure 11. Hall’s bis-benzoboroxole receptor for the TF antigen.

4. Boron-cell surface interactions

One ultimate goal of research into synthetic carbohydrate receptors is the development of
compounds that can bind directly to cell surface glycocojugates. Such synthetic lectins may
serve as diagnostics to monitor changes in cell surface structure associated with disease
progression such as cancer. Additionally, they may be used as drug-targeting agents to
deliver chemotherapeutic agents to specific cell types. An early and initially
underappreciated demonstration of the targeting of cell-surface structures was the work
of Hageman with fluorescent dansyl boronates shown to associate with Bacillus
subtilis.[56] They were also able to show a diboronate could display other lectin like
properties such as promoting the agglutination of erythrocytes. Not long after that, Gallop
developed a method he defined as “boradaption” using boronates to transfer lipophilic
dyes and probes into cells.[57] Although the precise mechanism was not delineated, some
boronates were shown to alter the latter stages of N-linked glycoprotein processing.[58] A
great deal of work has also gone into the development of lipophilic boronic acids as
membrane transport agents for hydrophilic molecules such as sialic acid and its
derivatives.[59] There is commercial interest in such artificial transporters for the
extraction of monosaccharides, such as glucose and fructose, and disaccharides like
lactose from natural sources.[28]

In 2002, Weston and Wang reported the ability to target a specific oligosaccharide epitope of
a cell surface glycoconjugate.[60, 61] Use of a fluorescent bis-boronate to label the cancer-
related antigen sialyl Lewis X on hepatocellular carcinoma cells was an important
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achievement. They used a combinatorial approach to optimize a bis-boronate in targeting
the sialic acid and fucose residues on the tetrasaccharide. The receptor did not label cells
that contained Lewis Y antigens lacking sialic acids, or were treated with fucosidase, to
remove fucose from the cell surface. This indicates that both components are necessary for
interaction with the synthetic receptor. The study marked the first time, as far as we are
aware, that two different monosaccharide types had been targeted by design with a
boronolectin on a cell surface (Figure 12).
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Figure 12. Wang's sialyl Lewis X receptor. Reprinted with permission. John Wiley & Sons, ©2010.

The Kataoka group has used boronic acids on a number of platforms to target cell surface
sialic acids to engender a biological or analytical response. They have shown that polymeric
boronates can cause the induction of lymphocytes in the same way as natural lectins do.[62]
In addition these polyboronates can out-compete natural sialic acid-specific lectins for a cell
surface. In collaboration with Miyahara, a powerful method for the direct determination of
cell-surface sialic acid levels has been developed.[63, 64] Use of a self-assembled monolayer
on a gold electrode allows a coating of boronates to be applied. Potentiometric
measurements in the presence of cell suspensions containing either 0, 15, 30, or 100%
metastatic cells are readily distinguishable (Figure 13).[64]

The study, application and manipulation of boron-carbohydrate interactions continues to
expand into its third century. The properties of oligomeric and polymeric boronic acids in
a cellular setting demonstrate that the terms “boronolectin” and/or synthetic lectin are
appropriate. What remains for the field to advance are more examples targeting cell-
surface carbohydrate structures beyond those containing sialic acid. The Hall group’s
receptor for the TF antigen marks a seminal step in this direction.[54] For a more
comprehensive review of boron-based carbohydrate receptors in the context of other
synthetic and biologic sugar binding systems, readers are directed to the recent
publication of Wang.[7]
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Figure 13. a) Schematic representation of potentiometric SA detection with a PBA-modified gold
electrode. An SEM image of a cross-section of the electrode is shown at the top next to the chemical
structure of the PBA-modified self-assembled monolayer introduced onto the electrode surface.
b) Change in the threshold voltage (VT) of the PBA-modified FET as a function of time upon the
addition of cell suspensions (106 cells/mL) with various degrees of metastasis. [64] Reprinted with
permission. John Wiley & Sons, ©2010.
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5. Conclusions

In spite of its long and rich history, understanding of boron acid interactions with
carbohydrates continues to increase into the 21st century. In the past 20 years, much
fundamental knowledge has been gained, principally from the development of boronate-
based glucose receptors for application toward blood sugar monitoring in diabetics.
Currently, however, significant effort is being dedicated to the development of boron-based
receptors for more complex oligosaccharides. This challenge is being undertaken by an
increasing number of research groups throughout the world. These designer receptors may
find application in diagnostics for cancer or infectious diseases, in drug targeting, or in
providing a more fundamental understanding of the biochemical roles of cell-surface
carbohydrates. The ability of boron acids to distinguish between closely related polyols
either stereoselectively or chemoselectively makes them an obvious choice for anchoring
synthetic carbohydrate receptors.[65] Engineering these interactions to target specific
oligosaccharides is currently a difficult challenge as witnessed by the limited number of
boron-based oligosaccharide receptors that have been developed at this stage. However,
coupling boron-carbohydrate interactions with several additional non-covalent
interactions—electrostatic, H-bonding, hydrophobic—offers the best chance of success.
Future endeavours will determine the scope and limitations of boron-based carbohydrate
receptors and sensors.
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1. Introduction

Glycans are involved in a number of cell processes. The glycocomponents of a protein
encompass structural and modulatory functions, trigger receptor/ligand binding and many
other processes which include mechanisms of interest to immunology, hematology,
neurobiology and others (Marino et al., 2010; Raman et al., 2005). Because they are associated
with both the physiological and the pathological processes, there is constant interest paid to
analysis of protein glycosylation and its changes (North et al., 2009; Leymarie & Zaia, 2012).

In order to get a full picture about the structure and function of a carbohydrate, combination of
different analytical methods, detection and derivatization techniques is usually applied
(Bindila & Peter-Katalinic, 2009; Geyer & Geyer, 2006; Harvey, 2011). Derivatization of sugars
for the purpose of their structural or functional analysis bears various advantages (Rosenfeld,
2011). Most of the labels used for the derivatization of carbohydrates possess a chromophor or
a flurophor, enabling a sensitive detection of these analytes by means of spectroscopic
methods. Apart from an increase in detection sensitivity, chromatographic properties of
derivatized sugars may improve in comparison with their underivatized counterparts
(Melmer et al.,, 2011; Pabst et al., 2009). Furthermore, mass spectrometric signal intensity
showed to profit from the derivatization step, as an effective ionization was achieved through
derivatization. Moreover, depending on the type of the carbohydrate considered, mass
spectrometric fragmentation showed to be influenced by the kind of label introduced, and
provided additional information about the structure of sugars (Lattova ef al., 2005).

There are many possible labelling reactions for the generation of respective derivatives. The
most applied derivatization method is the reductive amination via Schiff-base in the presence
of the sodium cyanoborohydride as reductant. The greatest success and a broad area of usage
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over the last decades experienced the arylamine tag such as 2-aminobenzamide (2-AB) and is
still extensively used in mass spectrometric studies of glycans (Bigge et al., 1995). Other
common tags from this group are 2-aminobenzoic acid (2-AA), 2-aminopyridine (2-AP) and 2-
aminoacridone (2-AMAC). Another labelling approach which has been widely used is the
formation of hydrazones, where the hydrazine label of the tag reacts with the aldehyde group
of the sugar. The mentioned approaches and other derivatizations which have shown their use
in analytics of glycans were reviewed recently (Harvey, 2011; Ruhaak et al., 2010).

Generally, selection criteria for a certain derivatization approach depend on many different
factors, including the nature of the sample, the compatibility of the label with the analytical
protocol being applied and very importantly, the objective of the analysis. Here, very often,
not only the structure of a glycan is a matter of a question but also its functionality, which is
an essential feature, that often wants to be examined. Consequently, a derivatization
method, which would allow for both the structural and functional studies of sugars can be
of interest in the characterization of the glycan species. Such a possibility is given e.g. by
biotinylated reagents (Griin et al., 2006; Hsu et al., 2006; Leteux et al., 1998; Ridley et al., 1997;
Rothenberg et al., 1993; Shinohara et al., 1996; Toomre & Varki, 1994).

In our recent study, biotinamidocaproyl hydrazide (BACH) was presented as a label for
carbohydrates analyzed by mass spectrometry (Kapkova, 2009). This bifunctional label
combines two features: the sugar reactivity and the bioaffinity. In this way, beside the
structural characterization of carbohydrates, it enables also for performing interaction
studies with carbohydrate-binding proteins. The derivatization was performed under non-
reducing conditions via hydrazone formation and showed an increase in the ion abundance
of small sugars and N-linked glycans.

Here, chip-based electrospray tandem mass spectrometric structural analysis of different
glycan-derivatives generated via BACH-labeling using triple quadrupole instrument was
performed. The methodology has been applied to glycans released from glycoproteins
(ovalbumin, ribonuclease B) including different types of N-glycans e.g. high-mannose,
complex and hybride glycans. Further, an analysis of small BACH-labeled carbohydrates
was conducted as these represent important building unit of the large glycan entities.
Reversed liquid chromatography and hydrophilic interaction chromatography (HILIC)
coupled with ion-trap mass spectrometry (LC-ESI-IT-MS) of BACH-derivatized
monosaccharides were carried out. Advantageous properties of HILIC in terms of
separation of non-reducing trisaccharides and BACH-derivatized isomeric disaccharides
are presented. Here, derivatization helped to obtain a favorable separation profile or a
higher signal intensity. The isomers were compared in their fragmentation pattern, and a
distinction of their linkage or anomeric configuration was sought.

2. Experimental

2.1. Materials

Hen ovalbumin, ribonuclease B from bovine pancreas, melezitose, raffinose and
biotinamidocaproyl hydrazide were purchased from Sigma-Aldrich (Taufkirchen,
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Germany). The BACH-label was used without further purification. Monosaccharides
(glucose, galactose, mannose, fucose, xylose, N-acetylglucosamine) and disaccharides
(maltose, cellobiose) were kindly provided by the Division of Chemicals (Department of
Pharmacy, University Wiirzburg). The standard N-glycans MAN5, MANG6, NA2, NGA2 as
well as PNGase F and the GlycoClean™ S Cartridges were from Europa Bioproducts Ltd.
(Cambridge, UK). The water was from a Milli-Q system.

2.2. Enzymatic digestion of glycoproteins

About 500ug of the protein were dissolved in water (40ul) and reaction buffer (10ul) and
denatured by boiling in a water-bath (100°C, 10min). After cooling, the samples were
incubated with PNGase F (2ul) at 37°C for 18 hours. By adding 200ul of cold ethanol and
keeping in ice for 2h, the deglycosylated protein was precipitated and centrifuged down to a
pellet. The supernatant, containing the glycans, was dried in vacuum and then the residue
was derivatized.

2.3. Derivatization with BACH

The released glycans from glycoproteins were mixed with 100ul of a 5mmol solution of
BACH in 30% acetonitrile and subsequently evaporated. For the derivatization of standard
N-glycans (0.5ug) the same protocol was followed. According to the evaporation, the
mixture was dissolved in 30ul of methanol/water (95/5), and incubated at 90°C for 1h. Then
the BACH conjugates were further purified using GlycoClean™ S cartridges according to
the accompanying protocol.

2.4. Derivatization with 2-Aminobenzamid (2-AB)

50ul of the AB-derivatization solution, containing 2-AB (5mg), NaBHsCN (7.5mg), DMSO
(500ul) and acetic acid (200ul), were added to the glycans or small sugars. After the
incubation at 65°C for 2.5h, the AB-conjugates were purified with GlycoClean™ S cartridges
according to the manufacturer’s protocol.

2.5. LC/ESI-MS
2.5.1. Nano LC/ESI-MS of N-glycans

The mass spectra were measured on the triple quadrupole mass spectrometer 6460 (Agilent
Technologies, Waldbronn, Germany) coupled with an Agilent 1200 liquid chromatography
nanoflow system with a ChipCube interface. The HPLC-Chip used for the separation
contained a 0.075 x 43mm porous graphitized carbon column and an integrated 40nl
enrichment column. This column was filled with identical media, e.g. the same phase was
used for both the separation and trapping. Solvents for the capillary and the nanoflow
pump were A: 0.1% formic acid in water and B: 0.1% formic acid in methanol. The
chromatographic conditions were as follows: capillary pump flow rate (1pl/min), nanoflow
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pump (0.4pl/min for standard glycans and 0.5ul/min for released glycans); 4ul of the
samples were loaded. Gradient was set from 30% to 90%B in 50min. MS conditions were:
positive ionization, drying gas flow 4l/min at a drying temperature of 325°C, capillary
voltage 1800V, and a scan range from 300 to 2200 m/z.

The MS/MS experiments were performed based on the collision-induced dissociations (CID).
In order to selectively monitor the glycans in the triple quadrupole instrument, precursor ion
scanning was performed. Characteristic fragment ions used in this mode were the oxonium
ions of hexose (HexNAc) at m/z 163 and of N-acetylhexosamine (HexNAc) at m/z 204 and the
larger oxonium ion at m/z 366 (HexHexNAc). In this approach, quadrupole 1 works as a
scanner across the range of interest in order to determine the mass of injected glycans, the
second quadrupole acts as a collision cell and the third quadrupole serves to analyze the
fragment ions generated in the collision cell. Upon the detection of precursor ions which are
losing a specific fragment ion of interest (oxonium ion) the precursor ions of glycans were
analyzed in the product ion scan mode which gave the fragment spectrum of the glycan.

2.5.2. LC/ESI-MS of mono-, di- and trisaccharides

Analyses of small sugars were performed on the LC-MSD ion-trap instrument (Agilent)
operated with Agilent HPLC 1100 or infusion syringe pump. The separation was conducted
on the C18 reversed-phase and HILIC-phase (Kinetex™, Phenomenex, 100 x 2.1 mm, 1004,
2.6 um). The chromatographic conditions of C18 were: A: 100mM ammonium acetate (pH
5.8), B: MeOH (0.1% formic acid), flow: 0.3 mL/min, gradient: 0 min, 11% B; 17 min, 11% B;
30 min, 50% B. The chromatographic conditions of HILIC: A: 100mM ammonium acetate
(pH 5.8), B: acetonitril (0.1% formic acid), flow: 0.3 mL/min, gradient: 0 min, 99% B; 12 min,
99% B, 16min, 92% B; 30min, 60% B.

3. Results and discussion
3.1. Derivatization with BACH

Labeling reagent biotinamidocaproyl hydrazide (BACH) is a bifunctional label which
possesses a hydrazide group for coupling with the reducing end of sugars and a biotin
group in order to interact with a solid support which possesses affinity to biotin. This
chemical process may be run under reducing or non-reducing conditions depending on the
purpose of the analysis. Because the reaction with hydrazines gives much more stable
products than the easily reversible Schiff-base generated by the reaction of an amine with an
aldehyde, carbohydrate-hydrazone bond formed wvia hydrazide chemistry does not
necessarily require a reducing agent (Hermannson, 2008).

In this way, the resultant product is a glycosylhydrazide (Fig. 1), which preserves the
pyranose ring closed, i.e. it preserves its near-native conformation. This is a favorable
feature in many functional studies where the closed pyranose ring is essential, in order to be
recognized by a carbohydrate-binding protein. Differences in binding activity of certain
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sugars have been shown (Griin et al., 2006), when reacting with lectins or other carbohydrate
binding proteins. Hence, whether a biological interaction is affected by the reduction or not,
depends on the type of the sugar and on the kind of the carbohydrate binding protein.

0
}LNH
CH,OH HN
0 " H
OH H H H
OH 0
H  OH

Figure 1. Scheme of glycosylhydrazide formation of carbohydrate with biotinamidocaproyl hydrazide

3.2. Structural characterization of BACH-derivatized N-linked glycans

In general, the structures of N-linked glycans fall within three main types, namely, high-
mannose, complex and hybrid. These all share a common chitobiose core and differ in
branching patterns mainly at the non-reducing end.

Here, different standard asparagine-linked glycans and glycans released from model
glycoproteins such as ovalbumin and ribonuclease B (RNAse B) were analyzed by means of
nano-LC-chip/electrospray mass spectrometry in order to cover the main types of N-linked
glycans. The N-linked glycans were released by treating the glycoproteins with peptide-N-
deglycanase F (PNGaseF). Released glycans were labeled with the biotinamidocaproyl
hydrazide and analyzed by nanoLC- triple quadrupole mass spectrometry using the
precursor ion scan mode. The oxonium ions chosen for the scanning mode were m/z 163
(Hex+H), m/z 325 (Hex-Hex+H) and m/z 204.1 (GlcNAc+H). Fragmentation was carried out
at three different collision energies (15V, 25V and 50V). The best fragmentation spectra
resulted from the application of the collision energy of 15V and this was used throughout.
Tandem mass spectra of the respective glycans were recorded in the product ion scan mode
by the collision induced dissociation.

RNase B has one glycosylation site occupied by five high-mannose glycans differing in one
mannose residue. Because of the high-mannose nature of these glycans, precursor ion
scanning with the oxonium ion of hexose (m/z 163) was performed and the resultant mass
spectra showed high abundance.

Fig. 2 shows the mass spectrum of the BACH-derivatized high-mannose glycans present in
RNaseB and features the characteristic spacing pattern of its glycoforms [(Man)«GlcNAc)2 with
n=5,6,7,8,9]. The signals were registered as doubly charged hydrogenated species. Hence, the
spectrum exhibits the differences of 81 Da, which account for half of the mass of one mannose
unit. The most abundant glycoforms were MAN6 and MANS. This proportionality in pattern
was observed also in studies on high-mannose glycopeptides (Alley ef al., 2009).
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In Fig. 3 the tandem mass spectrum of the doubly charged BACH-labeled MANG6 glycan is
shown, which is dominated by the glycosidic cleavages, which correspond with losses of
mannose residues. The prominent signals were the doubly charged signals related to
consecutive losses of 81Da directly from the molecular ion [M+2H]J*. A series of weaker
singly charged ions corresponded to losses of mannose residues (162Da) from the chitobiose
cleavage between the two GIcNAc-moieties (Bs-ion). In this way, the collision-induced
dissociation of BACH-derivatized ribonuclease B glycans provided fast and informative
spectra in order to characterize the identity of the analyzed glycans. Fragments have been
assigned using the systematic nomenclature for carbohydrate fragmentation proposed by
Domon and Costello (Domon & Costello, 1988).
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Figure 2. Precursor ion scan mass spectrum of BACH-biotinylated high-mannose glycans from
ribonuclease B for oxonium ion of hexose at m/z 163. Doubly charged ions show the differences of 81Da.
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Figure 3. Product ion mass spectrum of the high-mannose glycan (GlcNAc)2(Man)s prepared by BACH-
derivatization. Spectrum was derived by fragmenting the [M+2H]?* glycan precursor ion of the m/z 876.4.



Liquid Chromatography —
Mass Spectrometry of Carbohydrates Derivatized with Biotinamidocaproyl Hydrazide

Ovalbumin, a major glycoprotein in hen egg white, contains one glycosylation site with a
series of asparagine-linked oligosaccharides of mannose- and hybrid-type; some rare
complex-type oligosaccharides are also known. Due to its structural diversity, this
protein is an optimal source of a library of N-linked glycans and a good model
glycoprotein. The mixture of glycans released from ovalbumin was analyzed by
precursor ion scanning in the triple quadrupole. The oxonium ion which has been
scanned for was the protonated N-acetylglucosamine (GlcNAc) at m/z 204. The mass
spectrum of the identified glycans can be seen in the Fig. 4. Found oligosaccharides cover
the glycan forms typically present in this glycoprotein (Fig. 4, Table 1). Under the
conditions described in the experimental part, the glycan ions appeared as doubly or
triply charged ions. Doubly charged ions were fragmented by product ion scanning and
their structure was elucidated. Elucidation of the fragment spectra of triply charged ions
was a cumbersome task, as the spectra contained ions with different charge states. The
fragment ion with m/z 204, corresponding to the oxonium ion [HexNAc+H]*, was
frequently observed in the MS/MS spectra of ovalbumin glycans. Generally, this type of
ion is highly diagnostic of the presence of glycans that terminate in one or more N-
acetylglucosamine residues.
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Figure 4. Precursor ion scan for oxonium ion of N-acetylglucosamine at m/z 204 of BACH-
biotinylated glycans from ovalbumin. Doubly and triply (*) charged ions are depicted. For the
structure see the Table 1.
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Observed
Compd.! | Comp.? m/z BACH-glycans, Structure
[M+2H]>/[M+3H]**

1 HsN2 632.9 ooo-B-8-BACH

2 HiN> 714.0 O ma-BAcH
3 H5N; 734.5 ._:,'—I—I—BACH
4 HsN2 795.4 %am
5 H:Ns 815.4 o o0 m-BACH
6 H5N: 836.4/557.4* r9-—-+Eb~cu
7 HsN2 876.1/584.5" b»mmm
8 HsNs 896.7 b—!—I—BAcu
9 HaN: 916.5/611.9* :}—-+mu
10 H5Ns 937.8/625.6" :}—-+BACH
11 H/N2 956.6 '?_“)_H_a,acn
12 HsNs 978.0/652.3* o_b—H—BACH
13 HsNi 997.6/665.4* 5._._._“.:"
14 HiNs 1018.0/679.8* }"””‘C“
15 H:Ns 1039.1/692.8* ;}“BA"’”
16 H5Ns 1099.8/733.6* m}““‘“”
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Observed
Compd.! | Comp.? m/z BACH-glycans, Structure
[M+2H]*/[M+3H]***

17 HNis 1120.0/747.3* o—{;}mﬂc"
18 H:N 1140.0/760.5* %,,m,.

19 HiNis 1181.0/786.8* @iﬁm
20 HsNis 1201.9/801.8* mo-l}--ram:u

21 HaN7 1221.9 *l?""‘?‘c*‘

22 HsNs 1242.5/828.2* E ;.-.-.-am
23 HsN7 869.2* 2 V’?I—I—EACH

24 HaNs 1323.5/882.6* .-

25 HsNs 936.8* 20—

26 HeNs 990.9* 0=

Table 1. Composition and m/z of the doubly and triply charged (*) glycans released by PNGase from
the hen ovalbumin observed by precursor ion scanning experiment (m/z 204). For the spectrum see the
Fig. 4. 'Compound number, 2Composition of N-glycans (H = hexose, N = GIcNAc)

Several diagnostic ions were present in the ESI-MS/MS spectra of complex and hybride
glycans from ovalbumin. Fig. 5 shows the tandem mass spectrum of one of the complex
glycans of ovalbumin. The MS/MS fragmentation of this BACH-derivatized glycan was
characterized by sequential losses of sugar residues from its non-reducing end. Arrows with
continuous lines indicate differences in the number of mannose, and the dashed lines in the
number of N-acetylglucosamines.

The Fig. 6 represents the product ion spectrum of the galactosylated standard glycan NA2.
Several diagnostic ions were present in the MS/MS spectrum. The loss of the protonated
fragment with m/z 366 was the preferred route in the breaking up of this galactosylated
species. The oxonium ion is diagnostic of the loss of a fragment containing a hexose residue
attached to N-acetylhexosamine. The sequencial losses of 365 (i.a. Hex-HexNAc) from the
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precursor ion (m/z 1630 and m/z 1264) show that this glycan accommodates two galactosyl-
N-acetylglucosamine residues. The appearance of the fragment at m/z 1264 distinguishes

this molecule from the core-bisected species.
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Figure 5. Product ion scan of BACH-derivatized ovalbumin glycan GIcNAcsMans at m/z 836.4.
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Figure 6. Product ion mass spectrum of the galactosylated NA2 glycan derivatized with BACH. The
fragmentation was performed by collision-induced dissociation of the [M+2H]?*-ion at the m/z 998.3

When compared with literature of frequently used 2-AB derivatization, tandem mass spectra
of BACH-derivatives showed similar fragmentation as 2-AB-derivatives encompassing
dominant glycosidic cleavages from reducing and non-reducing end (Harvey, 2000; Morelle &
Michalski, 2004; Wuhrer et al., 2004). These simple spectra make the MS/MS elucidation a
straightforward task. Moreover, one should keep in mind that with BACH-derivatives not
only the structure of the glycans could be explored, but also the function (Kapkova, 2009). The
bioaffinity of the BACH-label makes these derivatives suitable for the experiments exploring
the interaction capabilities of a glycan (Wuhrer et al., 2010).

Usually, the complete sugar analysis encompasses the characterization of the composition,
sequence, branching and linkage of the monosaccharide residues constituting the
oligosaccharides. The fragments arising from glycosidic cleavages are useful for the
elucidation of the sugar composition, sequence and branching pattern of the glycan. Using
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this methodology alone, the type of linkage between the various sugar residues was not
obtained. However, combining the product ion scanning with other methods e.g. enzymatic
exoglycosidase digestion studies would provide some of this information.

3.3. LC-MS of BACH-derivatized monosaccharides

Mixture of carbohydrates (N-acetylglucosamine (GIcNAc), galactose (Gal), mannose (Man),
Fucose (Fuc) and Xylose (Xyl)) which are typically present in mammalian proteins was
analyzed by ESI-MS in the ion trap. Comparative examinations of pre-column labeled
BACH-monosaccharides were performed by means of reversed phase liquid
chromatography (RPLC) and hydrophilic interaction liquid chromatography (HILIC) as
these methods shown to be highly complementary in resolution of mixtures of
carbohydrates (Melmer et al., 2011; Schlichtherle-Cerny et al., 2003; Strege et al., 2000). HILIC
is based on the hydrophilic character of the analyte which accounts for the interaction of the
molecule with the stationary phase (Wubhrer et al., 2009). In our study, diol-modified silica
phase was used. Chemically bonded diol groups were shown in the past to give similar
functions as an amino-bonded silica. Moreover, they possess better stability than amino-
sorbent and provide a good separation of structurally related polar molecules, e.g. sugars
(Brons & Olieman, 1983; Churms, 1996; Ikegami ef al., 2008).

The BACH-derivatized monosaccharides, non-labeled and 2-AB-labeled counterparts (as 2-
AB-labeling is one of the most widely used methods) were compared in terms of their
chromatographic behavior and signal intensity of the mass spectrometric measurement.

Under the conditions used, underivatized sugars did not provide sufficient retention and
separation on either of the phases (C18 and HILIC) and eluted almost at the same time (tr=1
min, C18; tr = 2-5 min, HILIC) with a poor sensitivity (data not shown), especially for
glucose, xylose and fucose (Intens. = 0.5 x 10°). In order to seek an enhanced detection and
better separation, derivatization of sugars was performed. After the derivatization with
BACH or 2-AB, mass spectrometric signal intensity significantly enhanced about an order of
a magnitude (BACH-derivatives Ints. = 0.5-4 x107, 2-AB-derivatives 0.5-3 x107). The extent of
the intensity enhancement depended on the kind of the sugar analyzed (Fig. 7).
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Figure 7. Total ion chromatogram (TIC) of RPLC-MS of 2-AB and BACH-derivatized monosaccharides
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The BACH-derivatives interacted with the C18-phase ~8-15 min longer than the respective
2-AB-derivatives. The elution order of the sugars on the C-18-phase remained similar except
for the triplet of the sugars galactose, glucose and mannose (Gal-2-AB, Glc-2AB, Man-2AB
and Gal-BACH, Man-BACH, Glc-BACH). Galactose and mannose separation was achieved
with both labels under the named conditions on the RP (Fig. 7), whereas the BACH-
derivatives provided a clear baseline resolution.

Glucose is rarely present in glycoproteins. It can however originate from hydrolysis of
contaminating polysaccharides from the environment. This problem was often encountered
in reversed phase chromatography of monosaccharides (Toomre & Varki, 1994; Kwon &
Kim, 1993) where glucose (at least partially) overlaps with the peak of galactose. Therefore,
glucose contamination in carbohydrate samples should be addressed and examined.

In our experiments on C18 and HILIC-phase, 2-AB-derivatized glucose and galactose eluted
very close to each other (Fig. 7 and Fig. 8, respectively). Through BACH-derivatization, on
the other hand, glucose and galactose could have been separated on C18 (Fig. 7). However,
the separation of glucose from mannose was still insufficient with BACH-labeling.

x107 7 Fuc
Man
20 Gal
15
Xyl
Glc
10 4 GlcNAC
" L
.'_ﬁ ———
il — AYE Y S
0.0 ‘.-_—_.—./\n_.-.l 1—...-.-./«-—-—

o 2 4 [ 8 10 12 14 Time[min]
Figure 8. Hydrophilic interaction LC/MS of 2-AB-derivatized monosaccharides

A complete separation of glucose from galactose and mannose was reached only after the
application of BACH-sugars to the HILIC-phase as shown in Fig. 9. However, the
monosaccharides galactose and mannose could have been separated from each other only by
means of RP chromatography (Fig.7). In this regard, the two phases (RP and HILIC) provided
complementary features and their interchange may help to solve some analytical obstacles.

The BACH-label was used in the original form without any purification after its purchase.
The presence of an isomeric byproduct was evident when the chromatography of the native
label was performed. Two peaks (tr: 16.8 min and 24 min, C18; 2 min and 6 min, HILIC)
with the same m/z at 372 were present when chromatographically examined (data not
shown). An example of this fact can be seen later in Fig.11 with the disaccharides, where the
unreacted BACH shows two peaks. Due to this fact, we obtained after derivatization of
saccharides a main product with a byproduct of the same m/z (Fig. 9). When necessary, the
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byproduct can be easily purified away with the excess BACH-label. Detailed structure of
this byproduct is under investigation. Our further measurements concentrated only on the
main product. As the BACH-tag eluted on the reversed phase between 16- 17 min with other
sugars such as Man and Glc, a simultaneous clean-up of this label with the method on the
C18 would not be feasible. However, when applied to HILIC-phase, the BACH-reagent
eluted earlier than all the sugars and could be separated away when desired. As 2-
Aminobenzamid label eluted before the mixture of monosaccharides on both stationary
phases RP (6 min.) and HILIC (1.5 min.), a clean-up of the 2AB-label by this methodology
would be very straightforward by both chromatographic methods.

The peaks of the investigated monosaccharides on the HILIC phase show broadening or
splitting (Fig. 9). This is due to mutarotation of the sugars and consequently the presence of
its anomers. The broadening is more evident with sugars, which mutarotate fast e.g. glucose
and mannose. This phenomenon was observed with small reducing sugars on the HILIC-
phase already in the past (Churms, 1996; Moriyasu et al., 1984).
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Figure 9. Extracted ion chromatograms (EIC) of BACH-derivatized monosaccharides separated by
hydrophilic interaction liquid chromatography.
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If the mutarotation should be suppressed, chromatography on the reversed phase can be
followed and usage of a solvent with a higher content of organic phase might be preferable.
A full separation of such isomeric structures (anomers) was achieved hitherto by means of
chiral HPLC (Lopes & Gaspar, 2008), ion-exchange chromatography or amino-columns
(Schumacher & Kroh, 1995; Nishikawa et al., 1996; Moriyasu et al., 1984). More recently,
separation of metal adducts of anomeric methyl glycoside isomers was achieved by ion
mobility mass spectrometry (Dwivedi et al., 2007).

3.3.1. MS/MS of BACH-derivatized monosaccharides

The BACH-derivatized monosaccharides were subjected to tandem mass spectrometry.
Analysis by ESl-ion trap showed that sodium adducts were the most abundant ions. Less
abundant [M+H]* ions were detected in positive ion mode as well. Negative ion mode MS
yielded [M-H] ions of derivatized monosaccharides. All three types of ions were subjected
to MS/MS in order to examine their fragmentation (Fig. 10).

MS/MS of sodium adducts [M+Na]* of neutral monosaccharides provided X-ring-cleavage in
position 0-2 (m/z 436, 10% rel. intensity (RI)) and cleavage between two nitrogen atoms of
the hydrazide group with m/z 379 (100% RI). With the sodiated ion of BACH-derivatized
aminosugar N-acetylglucosamine, both of the cleavages were abundantly present in the
spectrum (*>X at m/z 477, 100% RI; m/z 379, ~60% RI) and were accompanied by minor
water losses from the molecular ion.
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Figure 10. Scheme of fragmentation observed in MS/MS of BACH-labeled monosaccharides with
different types of ions. Nominal masses are given.
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The protonated ion species of the BACH-derivatized monosaccharides showed under the
MS-fragmentation multiple water losses from the molecular ion (100%), %*X-fragment at m/z
414 (~20%) and some abundant cleavages associated with the BACH label: m/z 372 (100%) —
detachment of the whole label, m/z 357 (~23%) — loss of an ammonia group and m/z 227
(~43%) which presents the acylium ion of the biotin component (Fig. 10).

The deprotonated form of the molecular ion [M-H]- of BACH monosaccharides showed
similarity with the fragmentation spectrum of the [M+Na]*- ion and yielded weak %?X-ring
cleavage (m/z 412, ~7%) and the abundant cleavage of the hydrazine label (m/z 355, 100%).
In the case of N-acetylglucosamine, on the other hand, the °2X-fragment was the only
prominent peak in the MS/MS spectrum with 100% of rel. intensity. Hence, variation in
abundances of fragment-ions of the aminosugar GIcNAc in comparison with fragments of
neutral sugars was observed when performing CID of [M+Na]* and [M-H] ions.

3.4. Hydrophilic interaction liquid chromatography of BACH-derivatized
disaccharides

A common obstacle in the mass spectrometry of saccharides is the characterization of the
stereochemistry of the glycosidic bond (Zhu et al., 2009; Morelle & Michalski, 2005). Isomers
usually have very similar MS?* or MS’-fragmentation and are difficult to differentiate
without a previous separation. Therefore, the MS discrimination of isomers is often aided by
one or more orthogonal pre-mass separation techniques.

The formation of closed-ring derivatives (glycosylhydrazides) through non-reducing
derivatization has demonstrated some advantages in the chromatographic separation and in
the analysis of isomers (Li & Her, 1998, 1993). Also, differentiation of anomeric
configuration has been observed in some cases following derivatization (Xue ef al., 2004;
Ashline et al., 2005). Clowers et al. achieved this with reduced form of isobaric di- and
trisaccharides by ion mobility mass spectrometry (Clowers et al., 2005). These research
groups exploring isomeric sugars with the focus on their MS fragmentation, observed
differences in the negative-ion electrospray mass spectra of structurally related compounds.
The presence/absence and abundance of certain fragment ions allowed for an assembly of
empirical criteria for assigning either a linkage position or the anomeric configuration of a
disaccharide. For example, diagnostic ions (m/z 221, 263, 281) which were characteristic for
1-4-linkage were observed by negative ion mode mass spectrometry (Mulroney et al., 1995;
Garozzo et al.,, 1991). With glucose-containing disaccharides, dissociation of the m/z 221
generated product ions that allowed for the differentiation of anomeric configuration (Fang
& Bendiak, 2007; Fang et al., 2007).

Here we sought to examine whether the BACH-derivatized isomeric disaccharides would be
separable on HILIC and would in MS/MS dissociate to yield product ions from which
stereochemical information might be obtained about the glycosidic bond. For this purpose,
maltose (a-D-Glc-(1-4)-D-Glc) and cellobiose ([3-D-Glc-(1-4)-D-Glc), sugars which vary solely
in their anomeric configuration were derivatized by non-reducing BACH-labeling according
to the protocol described in the experimental part.

69



70 Carbohydrates — Comprehensive Studies on Glycobiology and Glycotechnology

x107 | | BACH )
- BACH
]
4 -
2 o o*
| ..M 1
0 T —‘ = T T T T T
0 5 10 15 20 25 30 Time [min)

Figure 11. TIC showing separation of BACH-labeled isomeric disaccharides by means of hydrophilic
interaction liquid chromatography. Peak assignements: 1 = BACH-maltose, 2 = BACH-cellobiose, *
isomeric byproduct upon derivatization when BACH-label used in original unpurified form, BACH =
excess of labeling reagent

With underivatized maltose and cellobiose, HPLC-separation and signal intensity were very
poor (data not shown). Through BACH-derivatization, enhancement of signal intensity of
two orders of magnitude (from 2x10° to 6x107) in comparison with native counterparts was
achieved and at least a partial separation on the HILIC-phase was reached (Fig. 11). Even if
they were not completely resolved, this demonstrated the feasibility of determining the
presence of isomeric hits. For MS/MS investigation, the sugars were subjected separately to
mass spectrometry, in order to obtain discrete fragmentation data originating only from one
of the isomers. MS/MS spectra of underivatized maltose and cellobiose were without any
significant difference in fragmentation pattern. Thus, no assignment could have been done
with the native sugars.

In the study of BACH-labeled maltose and cellobiose, different types of molecular ions were
detected: [M+Na]* (m/z 718), [M+H]* (m/z 696) and [M-H] (m/z 694). These were
subsequently subjected to tandem mass spectrometry in order to examine their
fragmentation profile. Each of the precursor ions showed different fragmentation:

In positive ion mode, same fragmentation patterns for maltose and cellobiose were observed
(data not shown). MS/MS of the sodium adduct contained the %2X-ring cleavage (m/z 436)
from the reducing end of the derivatized disaccharide and the N-N-cleavage of the
hydrazide group of the BACH-label (m/z 355). Fragmentation spectra of the [M+H]*ion
were similar to [M+Na]*. They provided week °2X-fragment (m/z 414) and the hydrazide
group cleavage (m/z 355). Additionally to these, glycosidic cleavages (Yo and Y1), which
confirmed the sequence and hexose composition of the saccharide, appeared. With Yi-ion,
up to four water losses were observed. Hence, in positive ion mode, when observing either
[M+Na]* or [M+H]*, no difference in the fragmentation of these isomers was observed.

CID of the [M-H]~ion, on the contrary (Fig. 12), yielded cleavages (m/z 412 and m/z 355)
and also fragments between m/z 179 and m/z 355, having higher masses than
monosaccharide and encompassing the glycosidic bond of the sugar.
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Figure 12. Fragmentation of [M-H]-ion observed for BACH-labeled isomeric disaccharides maltose and
cellobiose in negative ion mode

Negative MS/MS fragmentation spectra of BACH-labeled maltose and cellobiose were
similar in terms of presence of diagnostic ions. However, some variation in the relative
abundance of the product ions was visible. Ions observed were: m/z 179, 221, 263, 281 (Fig.
12), where m/z 179 represents the non-reducing monosaccharide containing the glycosidic
oxygen; m/z 221 (>*A2) comprises intact non-reducing sugar glycosidically linked to a
glycoaldehyde molecule and m/z 281 corresponds to loss of one -CHOH backbone-unit and
also one -CH with the BACH-label. This ion eliminated a molecule of water yielding an m/z
263 ion. This has been shown to be characteristic for 1,4-bonded underivatized glucose
dimers (Dallinga & Heerma, 1991a).

In the spectrum of a-linked maltose (Fig. 13a), intensity of the m/z 221 was slightly higher than
m/z 263. In the fragmentation spectra of beta-linked cellobiose, on the contrary, the ion m/z
221 appeared only in traces. With cellobiose, the intensity of m/z 263 was always higher than
m/z 221. Further, the ion at m/z 281 was more abundant in the spectrum of maltose, whereas
almost absent in the MS/MS of cellobiose. In order to confirm the reproducibility of the
fragmentation we performed the measurements 15 times in total (5 rounds of measurements
for each disaccharide on three different days) indicating the presence and intensity of
respective fragments to be reproducible and constant. These observations are in accordance
with the fragments reported for 4-linked disaccharides and their proportionalities correspond
with dissociation studies reported for the differentiation of this type of isomeric disaccharides.
In the study of Li and Her (Li & Her, 1993), where relative abundance of fragment ions of 1-4
linked disaccharides was compared, the intensity of the m/z 221 was higher than m/z 263 in
alpha-linked disaccharides and smaller than m/z 263 ion in beta-linked disaccharides. As
reported (Fang & Bendiak, 2007; Fang et al., 2007), the cross-ring cleavage m/z 221 of the
disaccharides also showed to be useful in the discrimination of anomeric configuration. Under
conditions applied here, further dissociation of m/z 221 (MS?) of the BACH- labeled maltose or
cellobiose provided no additional differential information. Noneless, through the combination
of BACH-labeling and tandem mass spectrometry, distinctive structural information was
obtained at the MS?stage of fragmentation and disaccharides with the same linkage but
different anomeric configurations (maltose: 1-4-a-linkage, cellobiose: 1-4-B-linkage) could have
been distinguished.
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Figure 13. MS/MS of BACH-derivatized isomeric disaccharides. a) Maltose-BACH b) Cellobiose-BACH

3.5. Hydrophilic interaction liquid chromatography of isomeric non-reducing
trisaccharides

In order to further examine the ability of the current analytical system to distinguish
between the sugar isomers, we have analyzed two trisaccharides melezitose [a-D-Glc-
(1-3)-B-D-Fru-(2—1)-a-D-Glc] and raffinose [a-D-Gal-(1—6)-a-D-Glc-(1—2)-3-D-Fru]
which differ in sequence, linkage and anomeric configuration. Both of them were examined
by LC-MS/MS in negative ion mode as this one showed to be the preferential mode in order
to observe some distinctive fragmentation of related compounds (Section 3.4.). Figure 14a
shows the total ion current of melezitose and raffinose. The chromatography of these sugars
on the HILIC-phase provided a full baseline separation.

The fragmentation mass spectra of these trisaccharides were obtained from the
deprotonated form of the molecular ion [M-H] at m/z 503 (Figure 14b-e). Melezitose
displayed a dominant fragment at m/z 323 which derives from cleavage of one of the two
possible glycosidic bonds (Fig. 14b). This route was confirmed through the MS® experiment,
where the dissociation of m/z 341 generated no m/z 323 but solely the ions with m/z 179 and
m/z 161 (Fig. 14d). This indicates that m/z 323 occurs directly through B-fragmentation and
not via formation of m/z 341 and a subsequent water loss. The peak at m/z 341 was found at
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MS?-stage of both trisaccharides and is due to the elimination of a site residue from the [M-
H]-molecular ion. Interestingly, in positive-ion MS-studies on [M+H]*ions of non-reducing
oligosaccharides containing fructose (including melezitose and raffinose), the formation of
m/z 323 was proposed to preferably occur via the water loss from m/z 341 (Dallinga &
Heerma, 1991; Perez-Victoria et al., 2008).
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Figure 14. a) Separation of the mixture of two isomeric trisaccharides melezitose (1) and raffinose (2),
demonstrating the value of coupling HILIC with ion-trap mass spectrometry performed to MS?. b) MS?
of melezitose c¢) MS? of raffinose d) MS? of melezitose e) MS? of raffinose
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Raffinose fragmented to form preferably m/z 179, m/z 221 and glycosidic fragment at m/z 341
(Fig. 14c). Other ions (m/z 323 and 161) were present as well. At this stage of fragmentation
(MS?), the formation of cross-ring cleavage (m/z 221) involving either the 0-2 or 0-4 bonds of
the center residue appeared. This ion has not been seen in the spectrum of melezitose
(compare to Fig. 14b). The same fact was reported in the studies of fragmentation of
trisaccharides by negative FAB (Dallinga & Heerma, 1991b) and negative ion mobility mass
spectrometry (Liu & Clemmer, 1997): raffinose yielded m/z 221 in the MS?-spectrum, whereas
melezitose showed only the product ion at m/z 323 without presence of m/z 221. The presence
of m/z 221 was also evident in MS® of raffinose (Fig. 14e). The different fragmentation routes
observed may be attributed to the difference in the steric character of these isomers: Melezitose
has a branched character and raffinose represents a linear molecule.

Finally, the differences in the chromatography on the HILIC-phase and in the fragmentation
pattern (presence and rel. intensity of the product ions in the MS? and MS® stage) of the
melezitose and raffinose indicated the occurrence of distinct isomeric structures.

This distinguished fragmentation would not have been possible to obtain without the
previous pre-mass spectrometric separation on the HILIC-phase. Considering mass
spectrometric techniques, such differential identification of these isomers out of their
mixture was achieved up to now, only by means of ion-mobility mass spectrometry (Zhu et
al., 2009; Liu & Clemmer, 1997). To our best knowledge, this is the first report on separation
and identification of such isomers by coupling of hydrophilic interaction chromatography
and mass spectrometry.

4. Conclusion

Different types of N-glycans (high-mannose, complex and hybrid) have been derivatized
with biotinamidocaproyl hydrazide and analyzed by chip-based LC/ESI triple-quadrupole
mass spectrometry. This approach allowed for rapid mass spectrometric selection of
glycans out of glycan mixtures on the base of the scanning for a common feature ion
(oxonium ion). The glycans observed upon MS were primarily in the doubly charged
state. For each type of glycan, product ion spectra with the characteristic B- and Y-ions
were observed which allowed for elucidation of the structure and segregation of the
glycans into the respective class. This methodology provided fast structural information
about the nature of the glycan pool present in a glycoprotein and may be used in the
profiling of N-linked glycans. Beyond structural mass spectrometric studies, BACH-
derivatized glycans can potentially be used also in functional studies with carbohydrate
binding proteins, as recently reported.

HILIC and reversed phase liquid chromatography of BACH- and 2-AB-labeled
monosaccharides enabled the investigation of different analytical objectives and showed
some orthogonal features in terms of the separation of monosaccharides frequently
present in glycoproteins. The HILIC-system was not sufficient for separation of anomers
of BACH-derivatized monosaccharides. It was, however, capable to partially resolve the
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BACH-derivatized isomeric disaccharides and to fully separate non-reducing isomeric
trisaccharides.

In terms of the enhancement of mass spectrometric signal of mono- and disaccharides,
BACH-labeling provided higher intense ions than 2-AB-derivatization. Analysis of the
BACH-derivatives in combination with the mass spectrometry can be pursued, when
investigation of isomers is desired. Unlike positive ESI-MS, negative ion MS of BACH-
derivatized isomeric disaccharides provided ring-cleavage ions which were helpful in the
differentiation of the anomeric configuration of the glycosidic bond. Further, separation of
structurally related non-derivatized trisaccharides was achieved on HILIC and their
differentiation on the basis of multiple stage mass spectrometry was possible. This
differentiation would not have been possible without the suitable pre-mass spectrometric
separation. In this way, coupling of the HILIC-separation with MSr-fragmentation might
be a valuable approach on the way to the distinction of certain types of isomeric
structures.
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1. Introduction

Development in the field of pharmaceutical administration has resulted in the discovery of
highly sophisticated drug delivery systems that allow for the maintenance of a constant
drug level in an organism. Contrary to these revolution biopharmaceutical results, over the
last ten years, the number of poorly soluble drugs has steadily increased. Estimates state
that 40% of the drugs in the pipelines have solubility problems. Progress in high throughput
screening methods leads to an even greater amount of newly discovered drugs, but a lot of
them have poor water solubility. Literature states that about 60% of all drugs coming
directly from synthesis are nowadays poorly soluble. Meanwhile the five key physico-
chemical properties, such as pKa, solubility, permeability, stability and lipophilicity, in early
compound screening should be optimized. Compounds with insufficient solubility carry a
higher risk of failure during discovery and development, since insufficient solubility may
compromise other property assays, mask additional undesirable properties, influence both
pharmacokinetic and pharmacodynamic properties of the compound and finally may affect
the developability of the compound. Poor solubility in water correlates with poor
bioavailability. If there is no way to improve drug solubility, it will not be able to be
absorbed from the gastrointestinal tract into the bloodstream and reach the site of action
(Junghanns & Miiller, 2008; Payghan et al., 2008).

Modification/optimization of unfavourable physico-chemical properties of these drugs is
possible through increasing their water solubility or improving permeability. There are
many ways to solubilize certain poorly soluble drugs. But these methods are limited to
drugs with certain properties in regard to their chemistry or, for example, to their molecular
size or conformation.

Aqueous solubility can be increased by chemical exchange: (i) salts, co-crystals or solvates
formation (affects also chemical stability, polymorphism, technological workability);
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(ii) substitution by hydrophilic groups (effect of drugs with small molecules can be
decreased); (iii) prodrug preparation (hydrolyzable amides or semiesters with polybasic
acids). In general, the following structural modifications are the best way to improve
permeability: (i) replacement of ionisable groups by non-ionizable groups; (ii) increase of
lipophilicity; (iii) isosteric replacement of polar groups; (iv) esterification of carboxylic acid;
(v) reduction of hydrogen bonding and polarity; (vi) reduction of size; (vii) addition of a
non-polar side chain; (viii) preparation of prodrugs. Generally, these strategies are based on
a few fundamental concepts: change of ionizability, lipophilicity, polarity or change of
hydrogen bond donors or acceptors. Both approaches interact logically.

Based on these facts, pre-formulation/formulation can be another and mostly successful
strategy for improving aqueous solubility and/or permeability and subsequently
bioavailability. For example, selection of a suitable salt, particle size reduction (till nano size)
connected with an increase of the surface area, change of polymorphic forms, selection of
appropriate excipients to function as solubilizers/transporters (surfactants or pharmaceutical
complexing agents, permeability enhancers) can be used for the oral dosage form (Kerns &
Di, 2008).

It is well-known that crystalline materials obtain their fundamental physical properties from
the molecular arrangement within the solid, and altering the placement and/or interactions
between these molecules can, and usually does, have a direct impact on the properties of the
particular solid. Currently, solid-state chemists call upon a variety of different strategies
when attempting to alter the chemical and physical solid-state properties of active
pharmaceutical ingredients (APIs), namely, the formation of salts, polymorphs, hydrates,
solvates and co-crystals (Seddon & Zaworotko, 1999; Datta & Grant, 2004; Grepioni & Braga,
2007; Schultheiss & Newman, 2009).

Currently, salt formation is one of the primary solid-state approaches used to modify the
physical properties of APIs, and it is estimated that over half of the medicines on the market
are administered as salts (Bighley et al., 1996; Stahl & Wermuth, 2002; Gu & Grant, 2003.).
However, a major limitation within this approach is that the API must possess a suitable
(basic or acidic) ionizable site. In comparison, co-crystals (multi-component assemblies held
together by freely reversible, non-covalent interactions) offer a different pathway, where any
API regardless of acidic, basic or ionizable groups, could potentially be co-crystallized. This
aspect helps to complement existing methods by reintroducing molecules that had limited
pharmaceutical profiles based on their non-ionizable functional groups. Since the primary
structure of a drug molecule does not change in co-crystals, their development in terms of
the regulation "New Chemical Entities (NCEs)" of the U.S. Food and Drug Administration
(FDA) as well as European Commission Regulation (EC) No. 258/97 carries fewer risks and
takes much less time; nevertheless stability and bioequivalent studies are still necessary. In
addition, the number of potential non-toxic co-crystal formers (or co-formers) that can be
incorporated into a co-crystalline reaction is numerous, e.i. pharmaceutical excipients, amino
acids, food additives, nutraceuticals, see for example the GRAS list (Generally Regarded as
Safe) or the EAFUS Database (Everything Added to Food in the United States), both
published by the FDA.
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It should be made clear that no one particular strategy offers a solution for property
enhancement of all APIs. Each API must be examined and evaluated on a case-by-case basis
in terms of molecular structure and desired final properties (Schultheiss & Newman, 2009).

2. Polymorphism

The term "polymorphism" (from Greek: polys = many, morfé = form) was first used by
Mitscherlich in 1822. He noticed that one compound of a certain chemical composition can
crystallize into several crystal forms (Mitscherlich, 1822). Polymorphism is an ability of
substances to exist in two or more crystal modifications differing from each other by
structure and/or molecule conformation in the crystal lattice. The concept of polymorphism
is often confounded with isomorphism or pseudopolymorphism. These concepts are
interconnected but there are great differences between them.

In contrast to polymorphism when one substance able to form different crystal modifications
is considered, in case of isomorphism two or more different substances that have just similar
structure but form the same crystal modifications are considered. Such substances can even
form so-called isomorphous series. Most often they originate as a result of co-crystallization
of isomorphous substances from the mixture of their saturated solutions. A typical example is
sulphates: magnesium sulphate, zinc sulphate and nickel sulphate crystallizing as
heptahydrates. Also pseudopolymorphism should be distinguished from polymorphism. The
concept of pseudopolymorphism is used for crystalline forms which also comprise solvent
molecules as an integral part of their structure. These pseudopolymorphs are sometimes
called solvates or hydrates if the solvent is water (Rodriguez-Spong et al., 2004).

The fundamental forms of solid substances can be classified into polymorphs,
solvates/desolvated solvates and amorphous substances. A co-crystal can be defined as a
multiple-component crystal, in which two or more molecules that are solid under ambient
conditions coexist through a hydrogen bond (see Fig. 1 and Fig. 2). Polymorphism can be

[ SOLIDS ]

[ amorphous structures ] [ crystals - polymorphs ]

[ single-component crystals ] [multiple—component crystals]

—[solvates ]
—[salts ]
—[co—crystals ]

Figure 1. API solid form classification based on structure and composition. (Ref. Sekhon, 2009) (Taken
and adapted with the permission of the author.)
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classified depending on the fact if the molecule occurs in different conformations or is the
same. If the molecule can have different conformations that crystallize differently and so the
molecule is flexible, conformation polymorphism is observed. If the molecule is rigid, does
not have any conformations and polymorphs differ only by their packing in the crystalline
structure, this is the case of package polymorphism (Sharma et al., 2011).

Polymorphism should be distinguished from crystal morphology that represents
crystallization of a substance from different solvents with a change of the form but without
modification of the crystalline structure.
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Figure 2. Schematic illustration of polymorphism of solid compounds. (Ref. Kratochvil, 2009) (Taken
and adapted from the presentation "Pharmaceutical Co-crystals" with the permission of the author.)

In the pharmaceutical practice it is conventional to collectively call all polymorphs, solvates
and polyamorphs of the same API as solid forms or polymorphs in the extended meaning
and designate them by, for example, Roman numerals or letters. It should be taken into
consideration that designation of polymorphs is often non-uniform; it originates
historically; therefore it is possible that two different polymorphs will be designated by
different authors in the same way. A problem of pharmaceutical producers is polymorphic
transitions in organic systems that are often hysteresis, badly defined and solvent-
mediated. Polymorphic transitions can occur at all technological stages of drug production
(at final API crystallization, wet granulation, micronization, tabletting or in ready tablets,
for example, under the influence of auxiliaries — excipients). At drug registration, national
regulation authorities demand description of all solid forms and possible phase transitions
of the drug as well as a prescribed guarantee of the product polymorphic purity from
pharmaceutical companies. At present approximately 85% of pharmaceutical products are
solid formulations; therefore no manufacturer can afford to ignore the issue of
polymorphism.
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2.1. Crystallization

During crystallization a self-assembly supramolecular process takes place when randomly
oriented molecules assemble into internally structured crystals (Kratochvil, 2007). There are
several ways of crystallization: (i) by evaporation of solvent; (ii) by addition of antisolvent
(product precipitation); (iii) by cooling of solution; (iv) by change of pH ; (v) by addition of a
compound that will produce the desired product by a chemical reaction; (vi) by
lyophilisation, sublimation or cooling of melt (Kratochvil, 2010). The first two possibilities
were used in the experimental part.

The process of crystal formation is a complicated kinetic process which, if we simplify, is
composed of nucleation, subsequent crystal growth around the formed crystal nuclei and
growth termination. This happens at precipitation of a solid substance in the crystalline
form from solution or at solidification of a substance.

The basis of nucleation is the quickest formation of the crystal nucleus. By constant sequence
of molecules addition molecular aggregates, clusters, originate. The aggregates spontaneously
impact and thus disintegrate but also grow. When they achieve the critical size, they become
nuclei that do not disintegrate spontaneously but, to the contrary, only grow into a crystal.
Nuclei can be classified into primary and secondary. Primary nucleation is further divided into
homogenous and heterogeneous. Homogenous nucleation is characterized by formation of
nuclei as a result of random impacts of aggregates somewhere in the solution volume without
the presence of any foreign matter. By contrast, heterogeneous nucleation is assisted by foreign
matters, for example, a stirrer. Secondary nucleation is also called seeded nucleation — small
crystals (nuclei, seeds) of a desired crystal are added to the original solution. Seeding is
successfully applied for systems where polymorphous behaviour cannot be excluded. Seeding
of the system with a desired polymorph assures that an undesired polymorph will not be
formed. After formation of the nucleus the system pass to the second mentioned crystallization
phase. In this phase growth of crystals from the formed nucleus continues. If an API is
crystallized with a co-crystallization partner, for example excipient or another API, with co-
crystals formation, such process is called co-crystallization.

2.2. Properties of solid forms

For polymorphic drugs, the most thermodynamically stable polymorph is usually preferred.
This polymorph normally assures reproducible bioavailability for the whole period of the
pharmaceutical shelf life under different storing conditions that are possible in practice. A
significant advantage is that production of such a polymorph is mostly easier controlled on
an industrial scale. But in some cases a metastable crystalline form or an amorphous form is
preferred due to patent and medical reasons. This happens when a higher concentration of
an API in the system or faster dissolution of poorly soluble substances is required. Certain
substances are used in the amorphous form also due to the fact that a crystalline form of the
compound was not obtained. When an amorphous form or a metastable crystalline
polymorph is used, especial attention is to be paid to safety assurance and the effectiveness
of the drug for the whole shelf life period. These aspects are to be assured also for storing
conditions in other climatic zones.
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Though the biological effect of an API is induced by interaction of the drug molecule with a
target receptor when cell natural chemistry is influenced primarily by conformation
changes, it is important in what solid phase the drug is administered to the patient. That
means that not only the molecular but also the crystalline structure of an API is essential.
The crystalline structure influences not only chemical and physical stability but also the
drug dissolution rate and so can affect markedly the drug bioavailability. On the other hand,
an amorphous form may have a considerably higher dissolution rate than the most stable
polymorph. Great differences in the solubility and the dissolution rate of polymorphs can be
a reason of significant differences in their distribution in the organism. Low plasma
concentration can theoretically cause incomplete occupation of respective membrane
receptors at the site of action (they are blocked by a substrate), or biological activity can
change from agonist to antagonist or vice versa.

However, the dissolution rate is not the only important parameter of the difference between
polymorphs. There can be also differences in crystal size and shape that influence milling,
tabletting, filtration, looseness and other important technological parameters. There are also
differences in chemical reactivity, thermal stability, hygroscopicity, density, hardness, etc.

Thus it can be stated that different arrangement and conformation change of molecules in
the crystal structure lead to differences in properties as follows: (i) mechanical (hardness,
compactness, etc.); (i) surface (surface energy, interfacial tension, etc.); (iii) kinetic
(dissolution values, stability, etc.); (iv) spectroscopic (electronic, vibrational state transition,
etc.); (v) thermodynamic (melting point, sublimation, enthalpy, entropy, etc.); (vi) packing
properties (molar volume a density, hygroscopicity, etc.) (Brittain, 2009).

2.3. Multi-component solids

Usually solid crystal substances can exist as mono-component or multi-component. Mono-
component systems contain, as evident from the name, only one component, and multi-
component systems consist of two or more components. In pharmaceutics this is a crystal
composed of an API and an additional molecule that determines the type of the multi-
component system, pseudopolymorph. As illustrated in Fig. 1, the additional molecule of
hydrates is water; of solvates, a solvent; of salts, an ionizable component; and of co-crystals,
a co-crystallization partner (Stahly, 2007; Kratochvil, 2010). All these systems can be
polymorphic (see Fig. 1 and Fig. 2). Due to the breadth of the topic and the focus of this
paper on preparation of co-crystals, only co-crystals will be described in more details.

3. Co-crystals

The term "co-crystal" (also written as cocrystal) originates from "a composite crystal"
(Desiraju, 2003). The term and the definition of co-crystal is a subject of topical debate. In
principle this is a multi-component system of host and guest type; both components are
solid in pure state and under ambient conditions. There are a lot of definitions; for example,
Stahly defines co-crystals as molecular complexes that contain two or more different
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molecules in the same crystal structure (Stahly, 2007). Bhogala and Nangia define co-crystals
as multi-component solid-state assemblies of two or more compounds held together by any
type or combination of intermolecular interactions (Bhogala & Nangia, 2008). Childs and
Hardcastle define co-crystals as a crystalline material made up of two or more components,
usually in a stoichiometric ratio, each component being an atom, ionic compound, or
molecule (Childs & Hardcastle, 2007). The simplest definition of co-crystals was proposed
by Bond: "synonym for multi-component molecular crystal" (Bond, 2007). Also the
definition of Aakerdy and Salmon can be recognized. They describe co-crystal as
stoichiometric structurally homogeneous multi-component crystalline material of host-guest
type that contains two or more neutral building blocks (discrete neutral molecular species
that are solids at ambient conditions) that are present in definite amounts whereas all solids
containing ions, including complex transition-metal ions, are excluded) (Aakerdy & Salmon,
2005). Jones defines co-crystal as a crystalline complex of two or more neutral molecular
constituents bound together in the crystal structure through non-covalent interactions, often
including hydrogen bonding (Jones et al., 2006) and Zaworotko says that co-crystals are
formed between a molecular or ionic API and a co-crystal former that is a solid under
ambient conditions (Vishweshwar et al., 2006a).

The host is an API, and the guest is a co-crystallization partner (an excipient or another API).
Note that according to the definition by Aakerdy and Salmon co-crystals are different from
solvates by the fact that the host and the guest of co-crystals are in the solid phase, while
solvates contain both a solid phase and a solvent (or its residual), i.e. a liquid phase.
However, there is still the problem of a boundary between the salt and the co-crystal,
because according to the last mentioned definition of Aakerdy and Salmon, ions as
co-crystal components are excluded, so on Fig. 3 only the first example of two is a co-crystal
according to the mentioned definition. The borderline between salts and co-crystals is
blurred and can be distinguished by the location of the proton between an acid and a base.
This state can be denoted as salt-co-crystal continuum (Childs et al., 2007).

Several types of co-crystals can be distinguished: (i) "simple" co-crystals; (ii) solvated
(hydrated) co-crystals — the co-crystal contains a component that is liquid at ambient
temperature; (iii) salt co-crystals — the host is an ionized form; (iv) solvated salt co-crystals;
(v) polymorphs of all previous types of co-crystals.

3.1. Properties of co-crystals

Pharmaceutical co-crystals, that is, co-crystals that are formed between an API and
pharmaceutically acceptable (GRAS) compounds (co-crystal formers, counterions) that are
solid under ambient conditions, represent a new paradigm in API formulation that might
address important intellectual and physical property issues in the context of drug
development and delivery.

Co-crystals can be understood as "addition compounds" or "organic molecular compounds".
They are attractive to the pharmaceutical industry, because they offer opportunities to modify
the chemical and/or physical properties of an API without the need to make or break covalent
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bonds (see Fig. 4). The term "non-covalent derivatization" was coined for this approach. Co-
crystals of an API with excipients become very important as a tool to tune solubility and
absorption. The application of co-crystal technologies has only recently been recognised as a
way to enhance solubility, stability and the intellectual property position with respect to
development of APIs (Vishweshwar et al., 2006b; Sekhon, 2009; Schultheiss & Newman, 2009).

Co-crystallization with pharmaceutical excipients does not affect pharmacological activity of
an API but can improve physical properties, such as solubility, hygroscopicity and
compaction behaviour (Aakerdy et al., 2007; Rodriguez-Hornedo et al., 2007; Trask, 2007; Sun
& Hou, 2008; Zaworotko, 2008). Co-crystals with the same active pharmaceutical ingredient
will have strikingly different pharmaceutical properties (melting point, solubility,
dissolution, bioavailability, moisture uptake, chemical stability, etc.), depending on the
nature of the second component. Some of co-crystals formed had higher and some lower
melting points as compared to their pure components, for example, succinic acid (Mp=135.3),
urea (Mp=188.9), co-crystal of succinic acid-urea (Mp=149.9) (Walsh et al., 2003).

Example 1
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Figure 3. Possible multi-component systems: co-crystals, salt co-crystals and derived multi-component
solids. (Ref. Schultheiss & Newman, 2009; reprinted and adapted with permission from Schultheiss N.,
Newman A. Pharmaceutical co-crystals and their physicochemical properties. Crystal Growth & Design
2009, 9(6): 2950-2967. Copyright 2009 American Chemical Society.)
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Figure 4. Frequency of occurrence of organic molecular co-crystals in the Cambridge Structural
Database from 1988 to 2007. For the purposes of this graph, co-crystals are distinct from solvates,
hydrates and simple salts. (Ref. Childs & Zaworotko, 2009; reprinted with permission from Childs S.L.,
Zaworotko M.]J. The reemergence of cocrystals: The crystal clear writing is on the wall introduction to
virtual special issue on pharmaceutical cocrystals. Crystal Growth&Design 2009, 9(10): 4208-4211.
Copyright 2009 American Chemical Society.)

Scientists showed that modifying the physical properties of a pharmaceutical compound
through pharmaceutical co-crystal formation improved the performance of a drug known to
have poor solubility (Vishweshwar et al, 2006a). Pharmaceutical co-crystallization is a
reliable method to modify physical and technical properties of drugs such as solubility
increase/decrease, change of dissolution rate, stability, hygroscopicity and compressibility
without alternating their pharmacological behaviour (Ranganathan, 1999; Fleischman et al.,
2003; Almarsson & Zaworotko, 2004; Childs et al., 2004; Peterson et al.; 2006; Hickey et al.,
2007; Zegaraé et al., 2007; Schultheiss & Newman, 2009).

The use of co-crystals in drug design and delivery and as functional materials with potential
applications as pharmaceuticals has recently attracted considerable interest (Fleischman et
al., 2003; Jones et al., 2006; McNamara et al., 2006; Peterson et al., 2006; Vishweshwar et al.,
2006a). Pharmaceutical co-crystals have been described for many drugs such as
acetaminophen, aspirin, ibuprofen, flurbiprofen, sulfadimidine, etc. (Vishweshwar et al.,
2005; Vishweshwar et al., 2006b; Caira, 2007; Rodriguez-Hornedo et al., 2007; Babu et al.,
2008; Sarma et al., 2008,). Co-crystals of antitubercular drugs with dicarboxylic acids were
reported using carboxylic acid-pyridine synthon as a reliable tool (Vishweshwar et al., 2003).
The co-crystal of piracetam-L-tartaric acid showed improved hygroscopic properties
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(Viertelhaus et al., 2009). Co-crystal forming abilities of two anti-HIV drugs (lamivudine and
zidovudine) were studied to investigate the general applicability (Bhatt et al., 2009). Trimer
co-crystals of cis-itraconazole-succinic acid were prepared and characterized by the
possibility of achieving the higher oral bioavailability normally observed for amorphous
forms of water-insoluble drugs (Remenar et al., 2003). The novel pharmaceutical co-crystal
norfloxacin saccharinate dihydrate and its co-crystal, norfloxacin saccharinate-saccharin
dihydrate were reported (Velaga et al., 2008).

3.2. Design of co-crystals

Co-crystallization is a result of competing molecular associations between similar molecules,
or homomers, and different molecules, or heteromers. Instead, both components (host and
guest) utilise prominent intermolecular non-covalent interactions such as hydrogen
bonding, van der Waals forces and 7-7t stacking interactions to combine and yield a uniform
crystalline material. Hydrogen bonds are the basis of molecular recognition phenomena in
pharmaceutical systems and are responsible for the generation of families of molecular
networks with the same molecular components (single-component crystals and their
polymorphs) or with different molecular components (multiple-component crystals or
co-crystals) in the crystalline state (Jayasankar et al., 2006; Sekhon, 2009). The components in
a co-crystal exist in simple definite stoichiometric ratios, e.g., 1:1, 1:2, 2:1, etc. Co-crystals
have different crystal structures than the pure components, contain different intermolecular
packing patterns and as such they often exhibit different physical properties than the pure
components. Unlike salt formation, co-crystallisation does not rely on ionisation of the API
and the counterion to make a solid. Co-crystals are an alternative to salts when these do not
have the appropriate solid state properties or cannot be formed due to the absence of
ionization sites in the API (Aakerdy & Salmon, 2005; Miroshnyk et al., 2009).

The formation of a salt or a co-crystal can be predicted from pKa value of an acid (A) and a
base (B). Salt formation generally requires a difference of about 3 pKa units between the
conjugate base and the conjugate acid (A) i.e. [pKa (B) — pKa (A) > 3] (Etter, 1990; Whitesides
& Wong, 2006; Sekhon, 2009). In cases when ApKa = pKa (B) — pKa (A) = 0-3, the transfer of
proton is ambiguous, and we can talk about the salt—co-crystal continuum (Childs et al.,
2007).

Co-crystals can be prepared from two molecules of any shape or size having complementary
hydrogen bond functionalities. The ability of an API to form a co-crystal is dependent on a
range of variables, including the types of co-former, the API co-former ratio, the solvents,
the temperature, the pressure, the crystallization technique, etc. Common functional groups,
such as carboxylic or amino acids, amides, alcohols and carbohydrates are typically found to
interact with one another in co-crystals (see Fig. 5) (Miroshnyk et al., 2009, Sarma et al., 2011;
Qiao et al., 2011). Etter has studied hydrogen bonds in co-crystals and uses them as design
elements. The hydrogen bond general rules are the following: (i) all good proton donors and
acceptors are used in hydrogen bonding, (ii) if six-membered ring intramolecular hydrogen
bonds can form, they will usually do so in preference to forming intermolecular hydrogen
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bonds, and (iii) the best proton donors and acceptors remaining after intramolecular
hydrogen-bond formation form intermolecular hydrogen bonds with one another. In
addition, the selectivity of hydrogen bonding in co-crystals was demonstrated by using
pyridines (Etter, 1991; Sarma et al., 2011).

Based on the above mentioned facts co-crystal prediction includes the following steps:
(i) determining whether a given set of two or more molecular components will undergo co-
crystallization; (i7) identifying the primary intermolecular interactions, e.g., hydrogen-bond
motifs that will exist within a particular co-crystal structure; and (i) envisioning the overall
packing arrangement in the resulting co-crystal structure (Trask, 2007).

Design and preparation of pharmaceutical co-crystals is a multi-stage process that can be
schematically described in the following steps: (i) selection and research of APIs;
(ii) selection of co-crystal formers; (iii) empirical and theoretical guidance; (iv) co-crystal
screening; (v) co-crystal characterisation; (vi) co-crystal performance (Miroshnyk et al., 2009;
Qiao et al., 2011).
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Figure 5. Possible formation of hydrogen bonds between synthons used in crystal engineering: acid-
acid (a), acid-amine (b), acid-amide (c), acid-imide (d), amide-amide (e), and alcohol-ether (f).

3.3. Synthesis of co-crystals

A pharmaceutical co-crystal is a single-crystalline solid that incorporates two neutral
molecules, one being an API and the other a co-crystal former (Vishweshwar et al., 2006).
Co-crystal former may be an excipient or another drug (Rodriguez-Hornedo et al., 2007).
Pharmaceutical co-crystal technology is used to identify and develop new proprietary forms
of widely prescribed drugs and offers a chance to increase the number of forms of an APL

Crystalline forms can be generated by means of kinetically or thermodynamically controlled
crystallization processes. Synthesis/processing of co-crystals can be accomplished via a
number of methods, including slow solvent evaporation crystallization from solution,
solvent-reduced (e.g. slurrying, solvent-drop grinding) and solvent-free (e.g. grinding,
melt), high throughput crystallization and co-sublimation techniques (Shekunov & York,
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2000; Morissette et al., 2004; Trask & Jones, 2005; Trask et al., 2005a; Trask et al., 2005b; Trask
et al., 2006; Stahly, 2007; Berry et al., 2008; Takata et al., 2008; Fris¢i¢ & Jones, 2009;
Schultheiss & Newman, 2009; Qiao et al., 2011). Typically co-crystals are prepared by slow
solvent evaporation that is only viable if compatible solubility in a given solvent exists
between the components comprising the potential co-crystal. The potential benefits,
disadvantages and methods of preparation of co-crystals were reported (Blagden et al.,
2007). Solvent drop grinding has been reported to be a cost-effective, green, and reliable
method for discovery of new co-crystals as well as for preparation of existing co-crystals. A
slurry crystallization technique was used in co-crystal screening of two non-ionizable
pharmaceutical host compounds, stanolone and mestanolone, with 11 pharmaceutically
acceptable guest acids, and the results demonstrated the importance not only of hydrogen
bonding but also of geometric fit in co-crystal formation (Takata et al., 2008). In addition to
these classical techniques of co-crystal synthesis, also more sophisticated methods can be
mentioned such as electrochemical crystallization, gel crystallization, vapour-diffusion
crystallization, cryogenic grinding (cryomilling), microporous membranes crystallization,
supercritical fluids crystallization and sonocrystallization (Dahlin et al., 2011; Hsu et al,,
2002; Forsythe et al.,, 2002; He & Lavernia, 2001; Di Profio et al., 2007; Tong et al., 2001;
Ruecroft et al., 2005). The combinations and variations of the above techniques may be used
to cause co-crystal formation (McMahon et al., 2007). It is evident that many of the reported
co-crystals appear to be the result of serendipity, although several groups have successfully
exploited crystal engineering principles for design and synthesis of co-crystals.

4. Characterization of co-crystals

Co-crystal characterisation is an important constituent part of co-crystal research. The basic
techniques of analysis of co-crystals involve especially solid state analysis methods
(Zakrzewski & Zakrzewski, 2006; Dohnal et al., 2010), i.e. vibration-rotation spectroscopy,
solid state NMR, thermal analysis, microscopy techniques and X-ray diffraction. The most
often used solid-state analytical techniques will be discussed below.

4.1. Spectroscopy of vibration-rotation transitions

According to the used part of infrared (IR) spectra (energy), near infrared spectroscopy
(NIR), middle infrared spectroscopy (MIR), Raman scattering and terahertz (THz)
spectroscopy are distinguished.

4.1.1. NIR Spectroscopy

Photons in NIR region have the highest energy and can therefore vibrationally excite
molecules into even higher excited vibrational states than the first level, i.e. the second, the
third and others. These transitions are called overtons. Absorption of radiation in the NIR
region is usually based on higher energy transitions between vibrational levels of molecules,
namely combination transitions and overtones and not fundamental transitions, which are
dominant in mid infrared region (MIR). NIR spectrometers are not so demanding of applied
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materials, as are the instruments working in the mid infrared region, due to different
radiation frequencies used in the NIR spectrometry. Acquisition of NIR spectra requires
several seconds and can be performed during manufacturing process. Therefore, the NIR
spectroscopy 1is still more often applied as a tool of process analytical technology. In
co-crystal analysis NIR spectroscopy is commonly used as a screening method of the first
choice (Pekarek & Jampilek, 2010).

4.1.2. MIR spectroscopy and Raman scattering

The aim is not only to present the basic principles of both methods, but also to compare them.
Raman spectroscopy and mid-infrared spectroscopy are both widely used in the
pharmaceutical industry for the solid-state characterization because of their specificity. MIR
region is the most important region in terms of analytical application. It is a region, where the
majority of the so-called fundamental vibrations appear, i.e. the vibrational transitions from
the basic to the first excited vibrational state. Vibrational spectroscopy provides key
information about the structure of molecules. Positions and intensities of bands in a
vibrational spectrum can be used to determine the structure of a molecule or to determine the
chemical identity of a sample. With sufficient experience it is possible to identify chemical
compounds or monitor intermolecular interactions by evaluating changes in positions and
intensities of Raman bands which is extremely useful for the above mentioned purposes.

The mid-infrared and Raman spectra (with the exception of optical isomers) of a drug
substance or any chemical compound are unique. Raman spectroscopy is a vibrational
spectroscopy method which complements mainly the mid-IR spectroscopy. The intensity of
bands in IR spectra is proportional to the dipole moment change occurring during the given
type of the vibrational motion. Modes with a large change in the dipole moment having
intensive bands in the IR spectra generally provide low-intensity bands in Raman spectra.
Conversely, vibrations of non-polar functional groups provide intense bands in Raman
spectra and weak bands in infrared spectra. (Zakrzewski & Zakrzewski, 2006; Pekarek &
Jampilek, 2010). An important advantage of Raman spectroscopy over IR spectroscopy is the
possibility to measure aqueous solutions. This advantage can be used in identification of
APIs in aqueous solutions, emulsions or suspensions.

4.1.3. THz spectroscopy

This technique covers a wide interval, which can be roughly defined, for example, by
frequencies of 100 GHz and 3 THz, which corresponds to wavelengths between 3 and
0.1 mm, i.e. wave numbers from 3 to 100 cm™. Hence THz region partially overlaps with
far-infrared region. The characteristic frequency of 1 THz can be equivalently expressed in
other spectroscopic units. The decisive factor for expansion of this method was the
development of optical femtosecond lasers being an integral part of the most current
laboratory and commercial THz spectrometers. Attractiveness of the THz field lies in the
scale of the specific options for application of electromagnetic radiation of these frequencies.
Application options in pharmaceutical analysis are mainly spectroscopy and imaging.
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Solid substances often exhibit specific interactions in the THz region. While some crystals
are transparent in this range, many others show low-frequency oscillations of the crystal
structure (called phonon bands) with characteristic frequencies being determined by short-
range inter-atom interactions and even arrangement of atoms at long distances (Kadlec &
Kadlec, 2012). Similar to NIR and mid-IR spectroscopy, in THz spectroscopy reflectance (less
often) and transmittance measurements are used.

It is known that vibrational modes of amorphous and crystalline substances are very
different. This was experimentally proven, for example, in THz spectra of samples of
crystalline and amorphous saccharides (Walther et al, 2003). The absence of sharp
vibrational modes that can be observed in the crystalline form was later also confirmed in
THz spectra of indomethacin (Strachan et al., 2004).

Determination of tablet coating thickness and determination of particle size belong among
special applications of THz spectroscopy. Radiation in THz region has the lowest energy,
which can cause changes mainly in rotational energy of molecules therefore it has the lowest
(destructive) influence on measured co-crystals.

4.2. Solid state nuclear magnetic resonance

Solid state NMR (ssNMR) spectroscopy is not used for routine analyses in pharmacy
because of its demands, but its role in pharmaceutical development is indispensable. It has
very wide application. The most important applications can be divided into the following
groups (Havlicek, 2010): (i) API structural analysis; (ii) polymorphism; (iii) co-crystal
analysis; (iv) dosage form analysis; (v) solvate analysis; (vi) salt analysis.

Among the most widely used ssNMR techniques CP/MAS NMR belongs. It has three
modifications: cross polarization (CP), magic angle spinning (MAS) and high-power
heteronuclear decoupling. With this arrangement the sensitivity and line broadening
problems were overcome, and high-resolution ssNMR was brought in practical use.

Solid-state NMR 1is capable of providing detailed structural information about organic and
pharmaceutical co-crystals and complexes. ssNMR non-destructively analyzes small
amounts of powdered material and generally yields data with higher information content
than vibrational spectroscopy and powder X-ray diffraction methods. Particularly, its ability
to prove or disprove molecular association and possibility to observe structural features
(such as hydrogen bonding) are great advantages of this method. These advantages can be
utilized in the analysis of pharmaceutical co-crystals, which are often initially produced
using solvent drop grinding techniques that do not lend themselves to single-crystal growth
for X-ray diffraction studies (Vogt et al., 2009).

4.3. Thermal analysis

Thermal analysis is a broad term referring to methods (see Table 1), which measure physical
and chemical properties of a substance, a mixture of substances or also of a reaction mixture
as a function of temperature or time during a controlled temperature programme. Most of
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these methods monitor corresponding system properties (mass, energy, size, conductivity,
etc.) as dynamic functions of temperature.

For co-crystal analysis mainly differential scanning calorimetry (DSC) and its modifications,
differential thermal analysis (DTA) and thermogravimetry analysis (TGA), are of great
importance. For special cases a very useful method is thermally stimulated current (TSC).
DSC and DTA are the most applied methods of thermal analysis in pharmaceutical
development. In DSC, the sample is subjected to linear (or modulated) heating, and the heat
flow rate in the sample is proportional to the actual specific heat and is continuously
measured. Very interesting and useful modifications of DSC are hyperDSC, microDSC and
modulated DSC (Krumbholcova & Dohnal, 2010).

Method name Tracked value
Differential thermal analysis temperature difference between the studied and the
(DTA) standard sample

thermal energy provided for compensation of
temperature between the studied and the standard
sample

Differential scanning calorimetry
(DSC)

Thermogravimetry analysis weight change

(TGA)

;F;ll\e/[rgomechamcal analysis change in a mechanical property (module, hardness)
Dilatometry change in volume

Effluent gas analysis volume of the studied gas

Pyrolysis pyrolysis products

Thermal luminescence analysis | emission of light

Electric conductivity analysis change in electric conductivity

Table 1. List of the most common methods of thermal analysis. (Ref. Krumbholcova & Dohnal, 2010).

4.3.1. Thermally stimulated current

This special thermal method uses a so-called molecular mobility, which provides
information about the structure of substances, about dynamic parameters AH and AS and
the relaxation (release) time 1. In TSC the substance is heated to a temperature Tr in an
electric field with intensity Er for a period of time tr, which is sufficient for differently
moving particles of the studied substance to reach identical orientation in the electric field.
In this state, the sample is rapidly cooled to a temperature To, which ensures zero motion of
the particles. The effect of the electric field is then also deactivated, and the substance is then
kept at temperature Tofor time fo. The temperature then linearly increases, and the substance
returns to the previous balance, and depolarization current Ip is recorded as a function of
temperature. Each depolarization peak is characterized by temperature Tmax with intensity
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Imax. This technique is particularly suitable for substances with polar character. It can

distinguish polymorphs or co-crystals, which cannot be determined by classical DSC
(Krumbholcova & Dohnal, 2010).

4.4. X-Ray diffraction

X-Ray diffraction is one of the basic solid state analytical techniques labelled as the "gold
standard". It is used not only for characterization and identification of crystalline substances
but also for their discrimination.

Two basic methods are discerned according to the type of the analysed sample. They are:

1. Diffraction on single crystal (single-crystal X-ray diffraction, SCXRD),
2. Powder diffraction (X-ray powder diffraction, XRPD).

obtained data

molecules in the crystal, interactions
between molecules, determination and
location of solvents.

Name single-crystal X-ray diffraction X-ray powder diffraction
Abbreviation SCXRD XRPD
Sample - type Single crystal Powder
Sample — amount | 1 single crystal with size of 0.1 -1 mm 100 - 500 mg
Sample - Selection of a suitable single crystal and | Filling of the holder cavity
preparation its fixation onto the goniometric head. or possibly milling.
f::;ﬁlr:l;tion Non-destructive Non-destructive
Measurement .
time Hours/days Minutes/hours

Complete information about the

molecule, conformation, bond lengths,
Analysis of chirality, spatial arrangement of ,Fingerprint" of the crystal

structure

Monochromatic light falls on a single
crystal, and because only one lattice

Monochromatic radiation
impacts a polycrystalline

protein, a Complex, etc.

Principle of the |diffracts, it is necessary to rotate the material and all lattices that
method crystal to obtain the desired set of meet the diffraction
reflections (the principle of four-circle condition diffract at the
diffractometer). same time.
. . L Mainly industrial, screenin
. Crystallographic studies: determination Y &
Practical and control method for
.. of the complete structure of an API, a L.
application characterization of

crystalline materials.

Table 2. Comparison of basic diffraction methods. (Ref. Brusova, 2010).
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Their basic characteristics, advantages and disadvantages are summarized in Table 2. The
X-ray structural analysis methods, which use single-crystal samples, often allow a complete
determination of crystallographic characteristics. Diffraction on a single-crystal yields
intensities of diffractions on individual configurations of the crystallography planes,
individually for each of their orientation, and the number of the detected maxima is very
high, in orders of 102 —-10% In the powder diffraction, on a debyeogram or a diffractogram
there at most 100 lines can be distinguished. In addition, each diffraction line is a
superposition of diffractions of all inequivalent and equivalent planes (Husak et al., 2007;
Kratochvil et al., 2008).

5. Carbohydrates and their derivatives as crystallization modifiers

As discussed above, pharmaceutical co-crystals have rapidly emerged as a new class of API
solids demonstrating great promise and numerous advantages. Various co-crystals of APIs
were prepared by reason of intellectual property protection, for example, imatimib (see Fig. 6,
structure I) with co-crystal carbohydrate formers such as a-D-glucopyranose,
D-fructofuranose and N-methyl-D-glucamine (meglumine) (Krél et al., 2010); agomelatine (see
Fig. 6, structure II) with carbohydrate counterions such as D-sorbitol, aspartame, phenyl-f3-D-
glucopyranoside, D-glucoheptono-1,4-lactone, D-(+)-trehalose, lactose, a-D-glucopyranose,
saccharose, N-methyl-D-glucamine and D-(+)-glucosamine hydrochloride (Ferencova et al.,
2012); or to improve permeability, for example, alendronate (see Fig. 6, structure III),
ibandronate (see Fig. 6, structure IV) or risedronate (see Fig. 6, structure V) with a number of
carbohydrates as co-crystal formers (Jampilek et al., 2009; Harokova, 2010; Havelkova, 2010;
Hruskova, 2010; Jampilek et al., 2010; Kos, 2010; Oktabec et. al, 2010; Kos et al., 2011; Tazké
2011; Havelkova, 2012; Oktabec, 2012).

A e O
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Ox ~ ~
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s S
HO P HO P HO R
72D &\ = V2N
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alendronate sodium (III) ibandronate sodium (IV) risedronate sodium (V)

Figure 6. APIs used as host of carbohydrate formers.

The present study deals with the design and an effort to prepare co-crystals/new entities,
generally new solid phases, of the above discussed bisphosphonates III-V. These
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compounds were investigated in detail, and a lot of valuable knowledge concerning
generation of solids was obtained. Bisphosphonates (BPs) can be denoted as top-selling
APIs. BPs are the most widely used and the most effective bone resorption inhibitors
currently available for treatment of Paget’s disease, tumour-associated bone disease and
osteoporosis. All BPs have high affinity for bone mineral as a consequence of their P-C-P
backbone structure, which allows chelation of calcium ions (Ebetino et al., 1998). Following
release from bone mineral during acidification by osteoclasts, BPs appear to be internalized
specifically by osteoclasts, but not other bone cells. The intracellular accumulation of BP
leads to inhibition of osteoclast function due to changes in the cytoskeleton, loss of the
ruffled border (Carano et al., 1990; Sato et al.,, 1991) and apoptosis (Hughes et al., 1995;
Selander et al., 1996; Ito et al., 1999; Reszka et al., 1999). The ability of BPs to inhibit bone
resorption depends on the presence of two phosphonate groups in the P-C-P structure,
which appears to be required for interaction with a molecular target in the osteoclast as well
as for binding bone mineral (Rogers et al., 1995; van Beek et al., 1998; Rogers et al., 2000).
BPs as pyrophosphate analogues are a group of drugs that are widely used in practice.
There are several injectable bisphosphonates: etidronate, pamidronate and zoledronate,
which may be administered every three months or yearly. Peroral BPs alendronate and
risedronate are taken daily, weekly or monthly, and ibandronate is approved to be taken
monthly. Oral bioavailability of these BPs is very low (their gastrointestinal absorption is
about 1%) due to their high hydrophilicity (Ezra & Golomb 2000).

A number of various patented solid forms of each API from this group can be found, which,
for example, complicates their utilization for generic formulation from the intellectual
property point of view. Eiermann et al. prepared crystalline forms of ibandronate (IV) B and
A (Eiermann et al., 2006a; Eiermann et al., 2006b). Lifshitz-Liron et al. obtained forms C, D,
E, F, G H,]J K K2 K3 Q Q1, Q2, Q3, Q4, Q5, Q6, QQ, R, S and T (Lifshitz-Liron et al.,
2006). Muddasani et al. prepared polymorphs I and II (Muddasani et al, 2007), and
Devaraconda et al. generated ibandronate forms III-XXXI (Devarakonda et al., 2010). Ten
different polymorphic and pseudo-polymorphic forms of sodium risedronate (V) identified
as A, B, B1, BB, D, E, F, G and H and a semi-crystalline form were described (Cazer et al.,
2001; Aronhime et al., 2003a; Aronhime et al., 2003b; Richter et al., 2007). The crystal
structures of four different hydrates (monohydrate, dihydrate, hemipentahydrate and
variable hydrate) and an anhydrate of sodium risedronate (V) have been elucidated and
discussed by Redman-Furey (Redman-Furey et al., 2005) and Gossman (Gossman et al.,
2003). Recently three new phases were found and named ], K and M (Bruning et al., 2011).

This paper deals with investigation of various types of carbohydrates and their derivatives
as crystallization modifiers applied to crystal study concerning the BP family.
Carbohydrates were used due to their hydroxyl moieties, which are able to interact with a
phosphoric group and/or a nitrogen atom in the alkyl chain or heterocycle. Carbohydrates
also provided a unique excellent system of hydroxyl moieties in different stereochemical
modifications. These hydroxyl groups can be straightly modified, for example, by
alkylation/arylation, and the structure of the carbohydrate molecule obtains absolutely
different three-dimensional/space properties.
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Figure 7. Structures of sugar alcohols used as potential co-crystal/crystallization formers.
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Thus mixtures of BPs with various sugar alcohols, furanoses, pyranoses and gluco-, manno-
and galactopyranoside derivatives, some amino carbohydrates and disaccharides (see Figs.
7-11) as counterions were designed in an effort to prepare new crystalline forms or co-
crystals/new entities. Mixtures of BPs and carbohydrates in different ratios and under
various conditions were prepared. All the prepared mixtures (solid compounds) were
characterized using some of the above mentioned solid state analytical techniques
(Harokova, 2010; Havelkova, 2010; Hruskova, 2010; Kos, 2010; Oktabec et. al, 2010; Kos et
al., 2011; Tazk4 2011; Havelkov4, 2012; Oktabec, 2012).
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Figure 10. Structures of pyranosides used as potential co-crystal/crystallization formers.

5.1. Generation of samples

All the evaluated samples with ratios 1:1 (A), 1:2 (B) and 1:3 (C) were prepared by means of
dissolution of bisphosphonate monosodium salt and the excipient in water, subsequently
mixed (1 h) and slowly evaporated at ambient temperature. To some samples with ratios 1:2
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and 1:3 methanol was slowly added dropwise as an anti-solvent. The solid precipitated
compound was filtered and dried at ambient temperature, samples 1:2 (D) and 1:3 (E), and
the remaining liquid part was slowly evaporated at ambient temperature, samples 1:2 (F)
and 1:3 (G). All generated solid compounds were subsequently screened by means of
FT-NIR and FT-Raman spectroscopy. If a sample differing from the starting materials was
found, it was additionally characterized by the below mentioned methods (Jampilek et al.,
2009; Harokova, 2010; Havelkova, 2010; Hruskova, 2010; Jampilek et al., 2010; Kos, 2010;
Oktabec et. al, 2010; Kos et al., 2011; Tazk4 2011 ; Havelkova, 2012; Oktabec, 2012).
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D-(+)-trehalose (28)
(a-D-glukopyranosyl-a-D-glukopyranoside)

Figure 11. Structures of disaccharides used as potential co-crystal/crystallization formers.

5.2. Used solid-state analytical techniques

Near infrared spectra were recorded using a Smart Near-IR UpDrift™, Nicolet™ 6700 FT-IR
Spectrometer (Thermo Scientific,c USA). The spectra were obtained by accumulation of
128 scans with 4 cm™! resolution in the region of 12800-4000 cm™. FT-Raman spectra were
accumulated by an FT-Raman spectrometer RFS 100/S (Karlsruhe, Bruker, Germany). The
spectra were obtained by accumulation of 256 scans with 4 cm™ resolution in the back
scattering geometry with the laser wavelength of 1064 nm. 3P CP/MAS NMR Spectra were
recorded on a Bruker AVANCE 500 MHz spectrometer (Karlsruhe, Bruker, Germany). The
3IP CP/MAS spectra were measured in 4 mm rotor at 10 kHz with 2 ms contact time.
S1P chemical shift of NHsH2POs (0 ppm) was used as an external reference for 3P chemical
shift. The 3C CP/MAS spectra were measured in 4 mm rotor at 13 kHz with 2 ms contact
time. Carbon chemical shifts were referenced to the signal for TMS via a replacement sample
of glycine (176 ppm for the carbonyl group signal). The XRPD patterns were obtained on a
PANalytical X’PERT PRO MPD diffractometer with Cu Ka radiation (45 kV, 40 mA). The
powder samples were measured on Silica plate holder. Data were recorded in the range
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2-40° 26, with 0.01° 20 step size and 50 s/step scan speed. For the measurement of
differential scanning calorimetry (DSC) curve an instrument DSC Pyris 1 (PerkinElmer,
USA) was used. Maximum sample weight was 3.5 mg, and the standard Al sample pan was
used. The record of the DSC curve was in the range of 50-300 °C at the rate of 10.0 °C/min
under a nitrogen atmosphere.

5.3. Crystal products of carbohydrates with alendronate and ibandronate

Although a number of carbohydrates were tested as potential co-crystal/crystallization
formers, no change in the crystal structure of the used alendronate sodium salt (III) was
obtained. The starting material was always obtained.

Mixtures of ibandronate monosodium salt (IV) with twenty-eight carbohydrates were
generated by means of thermodynamically and/or kinetically controlled crystallization
processes. Polymorph B of ibandronate monosodium salt monohydrate (sodium hydrogen
{1-hydroxy-3-[methyl(pentyl)amino]-1-phosphonopropyl}phosphonate, IV) was used as a
starting material (Eiermann, 2006a), which is the most common in pharmaceutical
formulations. It is a white powder, freely soluble in water and practically insoluble in
organic solvents.

From all the tested agents, only phenyl-3-D-galactopyranoside (see Fig. 10, structure 24)
yielded noteworthy products with BP IV. The rest of the tested carbohydrates, except phenyl-
[-D-glucopyranoside (see Fig. 10, structure 21) and 2-naphthyl-3-D-galactopyranoside (see
Fig. 10, structure 25), generated again the starting polymorph B. The mentioned two
carbohydrates 21 and 25 provided mixtures of polymorphs A+B, as shown in Table 3.
Samples of IV-24 in ratios 1:1 (A), 1:2 (B) and 1:3 (C) were prepared by mixing and
subsequent evaporation at ambient temperature. In all three samples a change in the NIR
spectra can be observed in the range of 5,300-4,800 cm™'. The spectra of samples IV-24/B and
IV-24/C are very similar, only slightly different from sample IV-24/A, probably due to the
lower crystallinity of sample IV-24/A, which causes broader bands in the spectrum. As
samples IV-24/A-C were prepared in the same way, it can be concluded that increasing
concentration of compound 24 influences the sample crystallinity.

Comp. A B C D E F G
Iv-21 B B B B B A+B A+B
IV-24 new new new B B new new
IV-25 B B B B B A+B A+B

Table 3. Samples of ibandronate (IV) and used carbohydrates 21, 24 and 25 in ratios 1:1, 1:2 and 1:3
prepared by evaporation at ambient temperature (A, B, C), samples in ratios 1:2 and 1:3 prepared by
methanol precipitation (D, E) and samples in ratios 1:2 and 1:3 prepared by addition of methanol and
evaporation of liquid part at ambient temperature (F, G). (Ref. Oktabec et al., 2010; Havelkova, 2012).

Based on the NIR spectra of samples of IV-24/D and IV-24/E in ratios 1:2 and 1:3
precipitated by methanol and filtered, it can be concluded that both samples contain only
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form B of compound IV. The same characteristic bands in the range of 5,300-4,800 cm™ as for
samples IV-24/A-C can be observed for samples IV-24/F and IV-24/G in ratios 1:2 and 1:3
after addition of methanol, filtration of the obtained precipitate and evaporation at ambient
temperature. Based on this fact it can be concluded that addition of methanol does not
influence generation of a new unknown solid phase, because the same products were
yielded with and without methanol addition. Slow evaporation seems to be important, i.e.
thermodynamically controlled crystal modification is probable. The presence of
carbohydrate 24 is fundamental for generation of a new entity. The samples IV-24/A-C and
IV-24/F, IV-24/G were also characterized by means of the FT-Raman spectrometry and
1P CP/MAS NMR spectroscopy for verification of this hypothesis. Both methods confirmed
the presence of new solid phases.

From the above mentioned results (Table 3) it is evident that ibandronate (IV) provided a
new solid phase only with phenyl-p-D-galactopyranoside (24). These samples, 1V-24/A-C
and IV-24/F, 1V-24/G, were generated under the thermodynamic conditions (slow
evaporation at ambient temperature) without or with methanol. It can be concluded that the
presence of the co-crystal/crystallization former and the thermodynamic conditions were
essential for generation of the new solid phase. Note that only B-D-pyranosides with
substituted hydroxyl moiety in Cq, position 2 of the tetrahydropyran ring, e.i. in the
equatorial position, showed interactions with BP IV. Although phenyl-a-D-pyranosides
were not evaluated, it is possible to suppose that a-D-pyranosides possess probably a
disadvantageous configuration of Cq) hydroxyl moiety.

Based on the above discussed results it can be also stated that substitution of C) hydroxyl
with the aromatic group is necessary for interactions, because e.g. methyl-p-D-
galactopyranoside (23) contrary to phenyl- (24) or naphthyl-3-D-galactopyranoside (25)
provided no modification of the starting polymorph of compound IV. This hypothesis is
supported by the fact that phenyl-p-D-glucopyranoside (21) afforded also the change of
polymorph B to form A of BP IV. It can be assumed that naphthyl is too bulky compared to
the phenyl ring. Nevertheless from all the evaluated substituted pyranosides only phenyl-3-
D-galactopyranoside (24) yielded the new solid phase of compound IV. As non-covalent
interactions are important for generation of crystal forms, the space configuration of all the
hydroxyl moieties is probably essential for interactions between BP IV and carbohydrate 24.
As illustrated in Fig. 10, where basic spatial configuration of substituted pyranosides is
shown, different interactions between phenyl-p-D-galactopyranoside (24) and phenyl-3-D-
glucopyranoside (21) are probably caused by opposite orientation of hydroxyl moiety in Cu
in position 5 of the tetrahydropyran ring. In compound 21 this hydroxyl moiety is
trans-oriented (in equatorial configuration) to the hydroxymethyl group in Cg) in position 6
of the tetrahydropyran ring, while in compound 24 it is cis-oriented (in axial configuration),
which at the same time guarantees space proximity to the pyran oxygen. Pyranoside 24
possesses cis-orientation of hydroxyl moieties in C@) and Cw in positions 4 and 5 of the
tetrahydropyran ring together with the phenoxy moiety in Cg) in position 2 of the
tetrahydropyran ring. This fact together with cis-orientation of the hydroxymethyl group in
Cp) in position 6 probably results in essential three-point interaction of neighbouring
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hydroxyl moieties between compound 24 and BP IV that is completed by interactions of the
adjacent phenoxy moiety and pyran oxygen in comparison with carbohydrate 21, see Fig.
10.

5.4. Crystal products of carbohydrates with risedronate

The semi-crystalline risedronate monosodium salt sodium 1-hydroxy-1-phosphono-2-
(pyridin-3-yl-ethyl)phosphonate, (V) was used as a starting material (Richter et al., 2007). It
is a white powder, freely soluble in water and practically insoluble in organic solvents. The
sodium hemipentahydrate, which is the marketed form A, is the most stable of all these
forms at ambient conditions (298 K, 50% room humidity) (Cazer et al., 2001).

From all the tested agents only phenyl-3-D-galactopyranoside (24) with risedronate (V)
yielded noteworthy products. Other tested carbohydrates yielded either risedronate form A
(in most cases), form H (in the case of the samples with myo-inositol (see Fig. 7, structure 4),
D-lyxofuranose (see Fig. 8, structure 9), phenyl-B-D-glucopyranoside (21) and naphthyl-g-D-
galactopyranoside (25) prepared by addition of methanol and evaporation of the liquid part
at ambient temperature) or impure form B in the case of the sample with (3-D-allopyranose
(see Fig. 9, structure 13) precipitated by methanol. A rapid change in solubility equilibrium
and fast precipitation (kinetically controlled crystallization process) caused generation of
different form B (samples V-13/D and V-13/E), while slow evaporation, i.e.
thermodynamically controlled crystallization, led to preparation of stable polymorphs A or
H. B-D-Allopyranose (13) modifies the environment from which compound V was
crystallized, but this carbohydrate was not detectable in the final crystalline form. Based on
this fact it can be concluded that the addition of methanol as an anti-solvent is crucial for
generation of this different/uncommon solid form.

Different interactions of BP V with carbohydrate 13 are probably caused by the opposite
orientation of hydroxyl moieties in Ct) and Cg) in positions 2 and 4 of the tetrahydropyran
ring in comparison with a-D-gluco-, a-D-manno- and a-D-galactopyranose (10-12). The
B-position of the hydroxyl moiety in Cau) of {-D-allopyranose (13) possesses also
cis-orientation (axial configuration, see Fig. 9) with respect to the pyran oxygen in position 1
of the tetrahydropyran ring. As bonds influencing generation of crystalline forms are
formed by non-binding interactions (e.g. by H-bonds, ionic bonds, van der Waals forces
(dispersion attractions, dipole-dipole, dipole-induced dipole interactions) and hydrophobic
interactions), the steric arrangement of hydroxyl moieties on pyranose skeletons is
important for formation of interactions, as discussed above.

Samples of V-24/A-C were prepared by mixing saturated aqueous solutions and subsequent
evaporation of water at ambient temperature. All three samples contained polymorph A of
risedronate (V) (the most thermodynamically stable form). Samples V-24/D and V-24/E
precipitated by methanol and filtered yielded again polymorph A of compound V. Samples
V-24/F and V-24/G were generated by addition of methanol and filtration of the obtained
precipitate with following evaporation at ambient temperature. Samples V-24/F and V-24/G
were absolutely different from all the above mentioned samples. A change in the NIR
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spectra of samples V-24/F and V-24/G was observed in the range of 7,100-4,900 cm™. Both
samples were also characterized by means of FT-Raman spectrometry and 5'P and *C
CP/MAS NMR spectroscopy for verification of the above mentioned hypothesis. Sample V-
24/G was a mixture of polymorph A and the amorphous form of V, but sample V-24/F was
confirmed as a new crystalline form of BP V. Therefore solid V-24/F was additionally
characterized by means of XRPD (Fig. 12) and also by DSC. A XRPD pattern corresponds to
a crystalline sample. Visual comparison of the measured pattern with those published
previously (Aronhime et al., 2003; Bruning et al., 2011) revealed that a new solid phase of BP
V was formed. It is also supported by the absence of peaks of co-crystal former 24. It can be
concluded that the presence of compound 24 and slow evaporation, i.e. thermodynamically
controlled crystallization process, with a small amount of methanol as anti-solvent provided
risedronate (V) in an unknown form that was named as polymorph P.

Sugar alcohols did not provide any different forms or co-crystals with risedronate (V). The
polyols used are acyclic compounds, or probably important heterocyclic oxygen is not
present in the ring. In the case of myo-inositol (4), where only the different polymorph H of
compound V was detected, cis-oriented hydroxyl moieties are in Cqa), Cp, C@ and Ce) or
conversely oriented hydroxyl moieties are in Cu and C), see Fig. 7. Contrary to the rest of
the tested unsubstituted carbohydrates, only (3-D-allopyranose (13) shows cis-orientation of
hydroxyl moieties in Ca) and Ce) in positions 2 and 6 of the tetrahydropyran ring together
with the pyran oxygen in position 1 and cis-orientation of hydroxyl moieties in Ce), C@) and
Cu in positions 3, 4 and 5 of the tetrahydropyran ring, i.e. cis-orientation of three sequential
hydroxyl moieties. These facts are probably essential for interactions between BP V and
carbohydrate 13. For example, a-D-galactopyranose (12) possesses 1, 4, 5, 6 cis-oriented
pyran oxygen together with hydroxyl moieties; a-D-glucopyranose (10) possesses 1, 4, 6
cis-oriented pyran oxygen together with hydroxyl moiety; and a-D-mannopyranose (11)
possesses 3, 4, 6 cis-oriented hydroxyl moieties together with pyran oxygen in position 1.
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Figure 12. XRPD patterns of new solid phase V-24/F named as polymorph P.
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According to the above mentioned hypothesis, interactions with BP V should be predicted only
for D-lyxofuranose (Fig. 8, structure 9) from the furanose family. D-Lyxofuranose (9) shows cis-
orientation of hydroxyl moieties in Cz) and Cp) in positions 3 and 4 of the tetrahydrofuran ring
together with the furan oxygen in position 1. Nevertheless, this three-point interaction of
carbohydrate 9 with BP V, which however is not completed by other additional/secondary
interactions, is not sufficient for generation of a different form or co-crystal of BP V, when only
form H was generated using compound 9. Probably the conformation of the tetrahydrofuran
ring different from the pyranose chair conformation is also important.

Different interactions of risedronate monosodium salt (V) with phenyl-3-D-galactopyranoside
(24) compared to other evaluated O-substituted pyranosides are probably caused by the
opposite orientation of the hydroxyl moiety in Cu in position 5 of the tetrahydropyran ring, as
it is shown in Fig. 10 and discussed in Section 5.3. 3-Position of the hydroxyl moiety in Cq) of
B-D-gluco- and (-D-galactopyranoside (as well as in (3-D-allopyranose) possessing also cis-
orientation to the pyran oxygen together with phenyl substitution of this hydroxyl moiety
seems also to be an important assumption for interactions. For example, methyl-3-D-
galactopyranoside (23) did not show any interactions with compound V, whereas phenyl-{3-D-
glucopyranoside (21) and naphtyl--D-galactopyranoside (25) generated polymorph H of
compound V, and phenyl-f3-D-galactopyranoside (24) provided a new solid phase. Aliphatic
alkoxy moieties (methoxy, octyloxy) show absolutely different physico-chemical properties, i.c.
non-binding interactions compared with the aromatic phenyl nucleus. On the other hand, a
naphthyl moiety, which is comparable with a phenyl ring, does not meet steric requirements
to generate a new solid phase with compound V. Contrary to the rest of the tested
O-substituted pyranosides, carbohydrate 24 shows cis-orientation of hydroxyl moieties in Ce),
Cw and Cp) in positions 4, 5 and 6 of the tetrahydropyran ring, i.e. three sequential hydroxyl
moieties that possess cis-orientation with the phenoxy moiety in Cq in position 2 of the
tetrahydropyran ring together with the pyran oxygen in position 1, as was mentioned in
Section 5.3. This configuration of all the hydroxyl moieties, as illustrated in Fig. 10, is probably
essential for interactions between risedronate (V) and phenyl-3-D-galactopyranoside (24).

6. Future research

Samples IV-24/A-B and IV-24/F, IV-24/G should be characterized by XRPD. Also some of
the above mentioned samples as well as sample V-24/F (polymorph P) should be analyzed
using single-crystal X-ray diffraction (SCXRD), i.e. monocrystals should be prepared for
absolute characterization of their structure. Based on the above described primary screening,
other carbohydrate derivatives should be synthesized, especially various substituted
-D-pyranosides, e.g. O-arylated or O-alkylated. For example, based on the screening of
these carbohydrates, it was confirmed that the structure derived from (3-D-galactopyranose
could be a successful candidate for modification of a crystalline form of BPs.

In the recent past, molecular modelling and/or molecular dynamics simulates started
playing an increasingly important role in detection of molecule interactions. These
computational techniques allow investigating possible binding modes of compounds.
Therefore the priorities are advanced simulation of interactions between carbohydrate
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derivatives and various APIs and modelling/computing of physico-chemical properties of
these new potential solids by means of various advanced simulating software products and
subsequent transfer of the results of this systematic virtual screening to practice.

7. Conclusion

Twenty-eight carbohydrate derivatives were evaluated as formers during crystallization
process of monosodium salts of alendronate (III), ibandronate (IV) and risedronate (V). All
prepared samples were screened by FT-NIR and FT-Raman spectroscopy, and some new
entities were checked by P and C CP/MAS NMR spectroscopy, XRPD and DSC. In the
present study the relationships between the chemical structures of bisphosphonates and
carbohydrates required for crystalline form change are investigated and discussed. It can be
concluded that in general carbohydrates can be used as crystallization modifiers, although none
of carbohydrates afforded a new solid phase with alendronate (III). Ibandronate (IV) and
risedronate (V) generated new solid phases with phenyl-p-D-galactopyranoside (24). It is worth
to note that both BPs IV and V contain trisubstituted nitrogen in contrast to alendronate (III),
which can be an important factor that can cause different interactions. In case of BP IV it can be
speculated about co-crystal generation; in case of BP V the new crystal form, polymorph P, is
explicitly characterized. In both cases thermodynamically controlled crystallization was
successful. The fundamental steric requirements to carbohydrate formers for generation of a
new solid phase is (3-orientation of hydroxyl moiety in Cq) in position 2 of the tetrahydropyran
ring together with cis-orientation of at least three vicinal hydroxyl moieties and the pyran
oxygen. 3-Hydroxyl moiety in C) have to be substituted by an aromatic or heteroaromatic ring.
It is also important to note that all the used carbohydrates can chelate the sodium cation in
monosodium salts of BPs, and thus the sodium cation can contribute to the binding of BPs and
carbohydrate with convenient conformation. The sodium cation can make the complex
energetically favourable and help to retain the proper topology of the binding phosphates of
BPs and the proper orientation of the hydroxyl moieties of a carbohydrate.
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1. Introduction

Carbohydrates are the most abundant and structurally diverse class of biological
compounds in nature. However, our current understanding regarding the relationship
between carbohydrate structure and its biological function is still far from what is known
regarding proteins and nucleic acids. Initially, carbohydrates were only recognized as
structural and energy storage molecules (e.g. cellulose, chitin and glycogen), but recent
developments in the field have shown that carbohydrates are also involved in numerous
biological events, such as cancer, inflammations, pathogen infections, cell-to-cell
communication, etc. In addition, carbohydrate-processing enzymes have become the choice
in many industrial applications due to their stereo-selectivity and efficiency.

Carbohydrates can be found in nature in many forms, from simple monomers to more
complex oligomers, polymers or glicoconjugates. The complexity of these structures can be
reasonably high since each carbohydrate monomer can accommodate multiple linkages
and/or branches in its structure. Moreover, as the glycosidic linkage between each
monosaccharide can have two anomeric configurations (a or f), even in small
oligosaccharides, the potential number of structures that can exist is huge.

In the last decades, there has been a great effort to synthesize oligo- and poly-saccharides in
the laboratory, mainly due to their key role in many biological events but also to the interest
expressed by the food and technical industries. The chemical approaches to carbohydrate
synthesis have been known since Arthur Michael first reported the synthesis of a natural
glycoside in 18792 However, the construction of complex carbohydrates and
glycoconjugates in the laboratory remains a challenging endeavor. The causes for these
difficulties are several but they mainly rely on the exceptional complexity and diversity that
some compounds may show. Indeed, unlike the systematic processes of proteins and nucleic
acids synthesis, in which the order of attachment of amino acids and nucleotides is read

I NT EC H © 2012 Cerqueira et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
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from a nucleic acid matrix, the synthesis of carbohydrates is a non-template-directed process
that is controlled by a complex stereo- and regio-specific process. It requires a special
regioselective reaction at a particular position of the sugar unit, in which the hydroxyl group
that is available in such position must be distinguished from all the other hydroxyl groups
in the structure that have similar properties. Additionally, the linkage between sugars must
proceed through a stereoselective manner, since the linkage can produce two stereoisomers
and one of them must be preferred to the other. Many carbohydrates are also found linked
to protein and lipids. The synthesis of glycoconjugates has also proven to be a difficult task
because it generally involves the participation of multiple transporters and enzymes. The
mechanisms governing the regulation of these pathways are still being elucidated, but so far
it has been found that the assembly of carbohydrates to proteins and lipids requires a
specific chemistry that is far from being universal.

The production of oligosaccharides and polysaccharides has been deeply studied in the past
decades and revealed to be, as expected, a challenging task® In spite of the advances
observed in organic chemistry, the chemical synthetic routes addressed to synthesize these
compounds have proven to be inefficient in the majority of the cases. This happens because
the preparation of complex oligosaccharides and polysaccharides require multiple
protection/deprotection and purification steps, which often lead to a tedious and time-
consuming process and normally result in poor yields. To overcome these limitations, the
enzymatic synthesis rapidly gained more prominence. The attractiveness of enzymatic
synthesis is that protecting groups are not required and the stereo- and regio-selectivity
chemistry is always followed in the formation of the glycosidic linkages, in the majority of
the cases.

Enzymatic formation and cleavage of the bond between two sugars or between a sugar and
another group can occur by hydrolysis to give the free sugar (glycosidases), by
transglycosylation to give a new glycoside (glycosyltransferases), by phosphorolysis to give
the sugar-1-phosphate (phosphorylases) or by elimination to give unsaturated sugar
products (lyases). Currently, glycosidases and glycosyltransferases are the major classes of
biocatalysts that are available for the enzymatic synthesis of polysaccharides and
oligosaccharides. As the structure of lysozyme was first solved in 1965¢, glycosidases have
long been the subject of structural biology studies in order to understand the molecular
details of substrate recognition and of catalysis. As a result, about three quarters of the 113
known families of glycosidases have at least a structural representative. In contrast, progress
in the structural biology of glycosyltransferases has been slower!. Part of the success in
characterizing glycosidases is due to the high stability of these enzymes when compared
with the glycosyltransferases and because they are very easy to isolate, being generally
available from natural sources like seeds, micro-organisms or fungal cultures, as well as in
higher organisms (typically plant seed, mollusks, etc)®. These facts have turned glycosidases
into an attractive target for many industries involved in the food, the paper and pulp
industry, as well as in organic chemistry, where glycosidases have proven to be extremely
efficient catalysts, being capable of hydrolyzing the very stable glycosidic bonds in
glycoconjugates, oligo- and poly-saccharides®. The importance of glycosidases has also
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attracted the attention of many pharmaceutical industries since they are involved in many
biological processes such as cell-cell or cell-virus recognition, immune responses, cell
growth, and viral and parasitic infections. Currently, they have been associated with many
diseases, which result from the lack or dysfunction of a glycosidase and are used in the
treatment of metabolic disorders, viral infections and even cancer.

Despite the current advances in the field and the exponential interest in glycosidases, many
aspects of the mechanism of action of these enzymes remain hidden in the available
experimental data, in particularly in the X-ray structures that figure in the protein databank.
Taking this into account, we focus in this review in the current literature regarding the
catalytic mechanisms of glycosidases.

2. Catalytic mechanism of glycosidases

Glycosidases (GH) are present in almost all living organisms (exceptions are some
Archaeans and a few unicellular parasitic eukaryotes)”® where they play diverse and
different roles. Taking into account the diversity of reactions that they catalyze as well as
amino acid sequence and folding, glycosidases have been classified in many different ways.
According to The IUBMB (International Union of Biochemistry and Molecular Biology)
glycosidases are classified based on their substrate specificity and/or their molecular
mechanism.?”® However, this classification is far from gaining consensus. A necessary
consequence of the EC classification scheme is that codes can be applied only to enzymes for
which a function has been biochemically identified. Additionally, certain enzymes can
catalyse reactions that fall in more than one class, which makes them bear more than one EC
number. Furthermore, this classification does not reflect the structural features and
evolutionary relations of enzymes. In order to overcome these limitations, a new type of
classification was proposed based on the amino acid similarity within the protein. This new
classification is available at the Carbohydrate-Active Enzymes database (CAZy -
http://www.cazy.org/)”!° and provides a direct relationship between sequence and folding
similarities, that can be found in 130 amino acid sequence-based families. Some families
with apparently unrelated sequence similarities show some uniformity in their three-
dimensional structures. In those cases, these structures have been assigned to the so-called
“Clans”, that have been numbered from A to N.” In general, GHs belonging to the families
of the same clan have common ancestry, similar 3D structure and are characterized by an
identical catalytic mechanism of action.”1%-1¢

The two most commonly employed mechanisms used by glycosidases to achieve glycosidic
bond cleavage with overall inversion or retention of anomeric stereochemistry are shown
schematically at Figure 1. These mechanisms can be generally divided in two main groups:
the retaining GHs and the inverting GHs. 17'® Generally, enzymes of the same family have
the same mechanism (but not specificity) [41, 43, 63], and the only exception are the GH23
and GH97 families that combine retaining and inverting GHs.!” Table 1 summarizes the
information about all GHs discovered until now.
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Figure 1. Mechanistic overview of retaining and inverting GHs activities.
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Clan Families (GHs) Type (?f Three-dimensional
Mechanism structure
1,2,5,10, 17, 26, 30, 35, 39, 42, 50,
A 71016,20-33 51,53,59,72,79, 86,113, 128 Retaining (/cr)s barrel
B3 7,16 Retaining -sandwich
C 3536 11,12 Retaining -sandwich
D 3743 27,31, 36 Retaining (B/a)s barrel
E 738 33, 34, 83, 93 Retaining | 6-bladed p-propeller
F 4445 43, 62 Inverting | 5-bladed B-propeller
G 37,63 Inverting (at/ax)s barrel
H 4652 13,70, 77 Retaining (B/cr)s barrel
175855 24, 46, 80 Inverting o+ lysozyme
J 2644455657 32, 68 Retaining | 5-bladed B-propeller
K 7252830 18, 20, 85 Retaining (B/a)s barrel
L 71832 15, 65, 125 Inverting (a/ax)e barrel
M 3 8, 48 Inverting (at/ax)s barrel
N 30325859 28, 49 Inverting ()3 solenoid

Table 1. Organization of glycosidases families in clans and their correlation with the type of
mechanism that they catalyze, and their protein folding.

2.1. Retaining GHs

The catalytic mechanism of retaining glycosidases was proposed about 58 years ago by

Koshland et al ® (Figure 2). According to this proposal, the mechanism occurs as a double
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displacement involving two steps: a glycosylation and a deglycosylation step. In the first
step, the enzyme is glycosylated by the concerted action of the carboxylates of two residues,
either Asp or Glu, or both that are found on opposite sides of the enzyme active site and are
normally close to each other (around 5.5 A). One of these residues functions as a general
acid in the first step of the mechanism where the glycosidic bond starts to break. The acid
residue donates a proton to the dissociated sugar. During the same step, the second
deprotonated carboxylate acts as a nucleophile, attacking the anomeric carbon at the
oxocarbenium ion-like transition state. This step, referred to as the glycosylation step, leads
to the formation of a covalently linked glycosyl-enzyme intermediate that has an anomeric
configuration opposite to that of the starting material. The second step of this reaction, the
deglycosylation step, involves the hydrolytic breakdown of the glycosyl-enzyme
intermediate®!. The carboxylate that first functioned as an acid catalyst now acts as a base by
abstracting a proton from the incoming nucleophile, usually a water molecule.
Simultaneously, the water molecule attacks the carbohydrate-enzyme linkage in a reverse
mode of the first step. At the end of the reaction, the enzymatic turnover is obtained and a
hemi-acetal is formed with the same anomeric configuration as the starting material. Recent
studies have shown that the transition states (TS1 and TS2) of both glycosylation and
deglycosylation steps have a dissociative nature. Both reactions are favored by the distortion
of the substrate during catalysis, but this effect is more evident in the first step of the
reaction®>%. The glycosylation process is also favored by the hydrogen bond between the
nucleophilic carboxylate and the hydroxyl group of position 2 in the substrate. It behaves
almost as an anchor that aligns the substrate in the active site and facilitates the
glycosylation process.

Acid/base

Acid/base Acid/base

HO OH 0" s
0
Ho. +
)
/
’H
O\\c 0

Nucleophile Nucleophile Nucleophile

Nucleophile

Figure 2. Catalytic mechanism of retaining GHs.

A variation of the general mechanism for retaining enzymes has been demonstrated for the
N-acetyl- 8 -hexosaminidases, belonging to families 18 and 20%¢”. Unlike the most retaining
glycosidases, these enzymes lack a catalytic nucleophile, e.g. the water molecule. Instead, it
is the acetamido substituent of the substrate that acts as an intramolecular catalytic
nucleophile.®*7! As it is shown in Figure 3, the general acid/base residue protonates the
oxygen of the scissile glycosidic bond. The other charged carboxylate residue stabilizes the
positive charge developed on the nitrogen of the oxazolinium ion that is formed after the
intramolecular attack of the N-acetamido oxygen to the anomeric carbon.®®”> To complete
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the double displacement mechanism, in the second step, an incoming water molecule
attacks the anomeric carbon, resulting in a product with retention of the initial
configuration.” In this reaction, several aromatic residues available in the active site have a
key role to endorse the correct orientation of the nucleophilic carbonyl oxygen of the
substrate and in this way promote and stabilize the formation of the oxazolinium ion.
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Figure 3. Catalytic mechanism of retaining f-hexosaminidase from families GH18 and GH20.

2.2. Inverting GHs

In inverting GHs, there is an inversion of the anomeric configuration of the starting material.
Here, the two crucial carboxylic residues act as general acid and base catalysts and these
groups are circa 10.5 A apart from each other. It this specific case, this distance is larger than
in retaining GHs because the substrate and the water molecule must be present
simultaneously in the active site of the enzyme during the hydrolytic process.!86674+78 Figure
4 shows the proposed mechanism of action for inverting GHs, which occurs via a single-
displacement type of mechanism. In this case, one of the carboxylate residues protonates the
scissile glycosidic oxygen atom while the other coordinates the nucleophile (i.e. the water
molecule) to assist its deprotonation and in this way complete the hydrolysis reaction.”
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Figure 4. Catalytic mechanism of inverting GHs.

In contrast with the retaining mechanism, this reaction is completed in a single step and it is
supposed that it requires the formation of a single transition state structure. Moreover, it
does not involve the formation of any covalent enzyme intermediate during the course of
catalysis and induces the inversion of the anomeric configuration of the starting material.
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2.3. Cofactor dependent GHs

There are other GHs whose catalytic mechanism is substantially different from the
mechanisms described above. One of the most interesting ones requires the presence of an
NADH cofactor. The retaining 6-phospho-0-GH enzymes from family 4 are among these
enzymes (Figure 5) in which the cofactor is perfectly positioned to remove the hydride from
carbon C3 of the substrate®. Consequently, the acidity of the hydrogen atom that is attached
to carbon C2 of the substrate increases and helps its abstraction by one of the tyrosine
residues that is available in the active site and acts as a base. The hydroxyl group that is
initially attached to carbon C3 of the substrate is subsequently oxidized to a ketone forming
the 1,2-unsaturated reactive intermediate. Simultaneously, one of the carboxylate residues
assists the cleavage of the sugar bound and the proton that is attached to carbon C2 of the
substrate is abstracted by the base. This step is favoured by the presence of a metal ion in the
active site of the enzyme that polarizes the carbonyl at carbon C3 and stabilizes the enolate
species. The last step of this mechanism involves the nucleophilic attack of one water
molecule to the double bond of the ketone. Simultaneously, the re-protonation of the enolate
is catalysed by the close presence of the tyrosine residue, and the reduction of the ketone
located at carbon C3 is accomplished by the NADH, favouring the enzymatic turnover.
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Figure 5. Catalytic mechanism for NADH dependent GHs.

2.4. Transglycosylation activity of GHs

In addition to the hydrolytic ability, GHs can also be used under appropriate conditions for
the reverse reaction, thus promoting the formation of glycosidic linkages. This type of
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reactions are called transglycosylation®? and generally require high concentration of
substrate. The proposed catalytic mechanism is depicted in Figure 6. Similarly to the
previous described mechanisms, the first step leads to the departure of the aglycon group
and the formation of the covalent intermediate. The second step of the reaction involves the
attack of the carbohydrate-enzyme linkage by another sugar molecule, and the proton
transfer from the sugar to the active site acid/base carboxylate.
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Figure 6. Transglycosylation reaction catalyzed by retaining GHs.

Usually, the synthesis of glycosidic linkages in nature is carried out natively by
glycosyltransferases (that use activated glycosides as the glycosyl donors). Typical glycoside
donors are expensive nucleotide sugars such as ADP-glucose, UDP-glucose, and UDP-
galactose. In contrast, the transglycosylation activity of GHs employs a considerably
inexpensive substrate (such as simple sugars) as a glycoside donor molecule leading to large
industrial interest in employing these enzymes for biotechnological synthesis. However, the
yields for these transglycosylation reactions are typically low because the product itself is a
substrate for the enzyme and undergoes hydrolysis. As their hydrolytic activities compete
with this mechanistic pathway, it is necessary to displace the equilibrium of the glycosidic
bond formation using excessive substrate concentration (thermodynamic control) or using
good activated glycosyl donors, such as an aryl glycoside (kinetic control). Another
disadvantage of the transglycosylation reactions catalysed by GHs is their limited efficiency
for the glycosides synthesis in disaccharides or trisaccharides.3®! This happens because these
reactions require high degrees of chemo, regio and stereo-selectivity.®> The same is also true
for oligosaccharides, but in this case the problems arise from their complex structure turning
their chemical synthesis difficult to achieve, namely the production of glycosides with a
mixture of various linkages (i.e., formation of 1-2, 1-3, 1-4 and 1-6 glycosidic bonds) and
both anomers (o and B). In this regard, the control of the stereospecificity and the
regiospecificity of bond formation remains a challenging problem in the chemical synthesis
of oligosaccharides $%. A solution for this unsolved problem would be very important, as
industrially there is only interest in the oligosaccharide target.

In order to overcome most of the limitations of the transglycosylation reaction in
glycosidases, many enzymes have been mutated in the region of the active site in order to
enhance the rate of this reaction. A classical example of mutated glycosidases are the
glycosynthases, in which the hydrolytic activity has been inactivated through the mutation
of their catalytic nucleophile residues by small non-nucleophilic residues, such as alanine,
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glycine or serine These enzymes possess a high activity because they are able to accept an
activated glycosyl donor group (generally glycosyl fluorides or nitrophenyl glycosides) and
catalyse transglycosylation reactions to an acceptor molecule.?'> In opposition to the native
GHs, these engineered enzymes produce carbohydrates with elevated molecular weight and
with higher product yields.®! The first glycosynthase enzyme was reported in 1998 by
Withers and colleagues®® but, currently many other glycosynthases have been developed
that posses specific substrate specificity. Figure 7 shows the reaction mechanisms of several
types of glycosynthases. As native glycosidases, the glycosynthases can also show retaining
and inverting mechanism. In the inverting a-glycosynthases, the donor group is transferred
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Figure 7. Catalytic mechanism of glycosynthases: a) inverting (3-glycosynthase, b) retaining 3-
glycosynthase, c) inverting a-glycosynthase and d) thioglycoligase.
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to the 4-nitrophenyl-o-glucoside acceptor group and the deglycosylation step proceeds
similarly to what is observed with the retaining GHs (Figure 7a). The retaining
glycosynthases act within the presence of one external nucleophile, such as sodium formate,
and an activated donor group with the anomeric configuration of the native substrate
(commonly 2-nitrophenyl- or 2,4-dinitrophenyl-B-glucoside) (Figure 7b). Therefore, the
nucleophile mimics the catalytic active-site carboxylate of the enzyme and builds the
formyl-glycoside intermediate. Subsequently, the donor carbohydrate is transferred to an
acceptor sugar, promoting the polysaccharide synthesis.®>%7-%

Some retaining glycosynthases can also have inverting mechanisms. This occurs when the
donor sugar has a glucosyl fluoride in an opposite anomeric configuration relatively to the
native substrate, thus mimicking the intermediate of the reaction (Figures 7a and 7c).%

Another type of glycosynthases are the thioglycoligase engineering enzymes, in which the
mutated residue is the acid/base carboxylate instead of the nucleophile residue as in the
previously described glycosynthases (Figure 7d). In these cases, a good leaving group such
as dinitrophenyl, is placed in the substrate, which allows the formation of the glycosyl-
enzyme intermediates that favors the catalytic process.”!

3. Structural aspects that influence the GHs catalytic mechanism

The structural studies addressed at GHs have also provided important clues about how
these enzymes enhance the catalytic process. As mentioned before, the distortion of the
substrate along the full catalytic process is one of these mechanisms and this effect is found
in many studies.”>” The available data reveals that GHs are able to selectively bind and
stabilize high energy substrate conformations before the hydrolysis takes place. Such
distortion of the substrate favours, in the Michaelis complex, the attack of the catalytic
acid/base carboxylates to the glycosidic oxygen of the substrate. At the same time, it helps to
guide the leaving group in a pseudoaxial position in relation to the substrate, facilitating the
nucleophilic attack on carbon C1 and the subsequent cleavage of the glycosidic bond. It has
been proposed also that the conformation changes of the ring along the catalytic process
might determine the efficiency of the polysaccharides degradation. Taking into account
these results and the available X-ray structures of several GHs that contain the substrates
with different conformational distortions, Stoddart 1912 proposed a diagram to classify the
conformation of a a-glucopyranose molecule ring along the reaction pathway (Figure 8). In
this diagram C, B, S corresponds to the chair, boat, and skew conformations, respectively.
This diagram includes the most energetically stable *Ci chair, six boat-type and six skew-
type conformations, as well as several transient structures (e.g. half-chair and envelope
conformations) between the transition of *Ci chair to the boat/skew conformations.

The itinerary map of Stoddart gives therefore all the possible conformational pathways that
a hypothetical substrate may follow as it moves from one conformation to another®.
However, no energetically information can be extracted regarding the relative stability of
different conformations, nor can it be assumed that all conformations on this map
correspond to stationary points in the free energy landscape with respect to ring distortion.
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Figure 8. Stoddart’s diagram.

Nevertheless, over the years, this diagram has been actively used as an “itinerary map” to
design new enzyme inhibitors for therapeutic activities. In this regard, the conformational
itinerary pathway of several GHs families has been studied, such as GH29 enzymes and o-
xylosidases from the GH31 family that catalyze the hydrolysis using the “Ci1 «<» 3Hs < 35
glycosylation itinerary °*'%; inverting endoglucanases from the GHS8 family that use the f-
250/°B <> 2°B <> 0-°S1 glycosylation itinerary of the glycon ring '; the glycosylation reaction
of golgi a-mannosidase II from the GH38 family following an °S2/B2s <> B2s «»> 1Ss itinerary
105; the catalytic itinerary of 1,3-1,4-B-glucanase from the GH16 family 16 pursue the “*B/!Ss
< 4E/*Hs <> #C1 %1% jtinerary, and the inverting a-mannosidases from the GH47 family that
follow the 351 «» °Hs < #C1 glycosylation itinerary.'"”

Many GHs also contain cations in the region of the active site. The presence of these species
in the structure of GHs appears to be more common than it was initially imagined, and are
believed to be very important for the stabilization of the transition states during catalysis.
For instance, the Golgi o-mannosidase II from the GH38 family has a zinc ion in its 3D
structure. Studies on the catalytic mechanism of this enzyme revealed that the Zn?* ion is
fundamental to coordinate the hydroxyl groups attached to carbons C2 and C3 of the
mannosyl group, which stabilize the transition states, and thus reduces the overall
activation energy required for the reaction. Furthermore, QM/MM metadynamics
simulations also demonstrate that the zinc ion helps to lengthen the C2 hydroxyl bond when
the substrate acquires the oxocarbenium character, facilitating the electron reduction of this
species.’® A similar role has been proposed for the calcium ion present in the structure of
the endoplasmic reticulum o-mannosidase I from the GH47 family. The crystallographic
structure shows that the cation coordinates with the hydroxyl groups that are attached to
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carbons C2 and C3 of 1-deoxymannojirimycin or kifunensin inhibitors.!® A magnesium ion
is also found close to the region of the active site of B-galactosidase from Escherichia coli. In
these case, theoretical calculations have clearly demonstrated that the presence of the cation
has a key role in lowering down the activation barrier by 14.9 kcal/mol, emphasizing its
importance during the catalytic process.

4. Conclusions

GHs are impressive nano-molecular machines that are present in almost all living organisms
(exceptions are some Archaeans and a few unicellular parasitic eukaryotes). These enzymes
catalyze the hydrolysis of the glycosidic linkage in a myriad of biological reactions and
under specific conditions can also catalyse the reverse reaction promoting the formation of
glycoside linkages.

The interest of GHs has started long ago but the catalytic power behind glycosidases is only
now being established. Structural analyses of various enzyme complexes representing stable
intermediates along the reaction coordinate together with detailed mechanistic and
spectroscopic studies on wild type and mutant enzymes, have revealed that the source for
their catalytic power is based on nucleophilic and general acid/base catalysis. These
enzymes develop finely tuned active sites that contain two carboxylates residues (Asp and
Glu) carefully aligned and positioned on opposite sides of the enzyme active site that
embrace the substrate upon substrate binding. The active site also provides an extensive
network of hydrogen bonds that endorse a conformational distortion of the substrate. This
induces the substrate to adopt a higher energetic conformation before the hydrolysis takes
place, and such configuration is maintained during the full catalytic process. This effect is
very important for the stabilization of the transition-state structure and therefore to lower
the activation barrier of the full process. Some GHs also possess positive ions (Zn?, Mn?*,
and Mg?) into their structure and these cations have been found also to be essential for the
stabilization of the transition states during catalysis. The two most commonly employed
mechanisms used to hydrolyze the glycoside linkage of substrates by glycosidases involve
the retention or the inversion mechanisms. These mechanisms are conserved within the
majority of GHs families. The only exception are the glycosidases from family 4 and 109, in
which the hydrolytic process occurs via an elimination type of mechanism, and requires the
presence of the NADH cofactor.

The structural and the mechanistic studies addressed to glycosidases provided and continue
to provide important clues about the catalytic power of these enzymes. This knowledge is
very important as it offers new ways to improve, modify or even inhibit the activity of GHs.
These developments are particularly important for the biotechnology industries that have
been increasing the commercial uses of glycosidases in several areas. Indeed, specific
glycosidases are increasingly used for food processing, for bio-bleaching in the pulp and
paper industry, as well as for biomass degradation with the potential to convert solid
biomass into liquid fuels.
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In the last two decades, it has also been watched an increasing interest of glycosidases for
therapeutic uses. Glycosidases are involved in the biosynthesis of the oligosaccharide chains
and quality control mechanisms in the endoplasmic reticulum of the N-linked glycoproteins.
Inhibition of these glycosidases can have profound effects on quality control, maturation,
transport, and secretion of glycoproteins and can alter cell-cell or cell-virus recognition
processes. This principle is the basis for the potential use of glycosidase inhibitors in viral
infection, diabetes and genetic disorders. ™10, Most of these drugs are glycosidase
inhibitors that can bind and block the active sites of these enzymes. Some successful
examples are the a-amylase inhibitor Acarbose and Miglitol that were approved by the FDA
in 1990 and 1996, respectively, and are used to inhibit some of the intestinal glycosidases
and pancreatic a-amylase in order to regulate the absorption of carbohydrates. These
inhibitors are currently used therapeutically in the oral treatment of the non-insulin-
dependent diabetes mellitus (typr II diabetes). Other glycosidases inhibitors are used as
anti-viral agents''l. Here the inhibitors were developed to inhibit the formation of
glycoproteins of the viral envelopes, which are essential for virion assembly and secretion
and/or infectivity. A successful example was the development of Zanamivir(Relenza) and
Oseltamivir (Tamiglu), approved by FDA in 1999, that are used in the treatment and
prophylaxis of influenza caused by influenza A virus and influenza B virus'2. These
compounds efficiently inhibit a glycosidases called neuraminidase. Glycosidases are also
used in the therapy of human genetic disorders. The glycosphingolipid storage diseases
(GSD, also glycogenosis and dextrinosis) are a rare hereditary disorders that are severe in
nature and frequently fatal. These diseases result from defects in the processing of glycogen
synthesis or breakdown within muscles, liver, and other cell types'®. An example of such
disorders is the Fabry disease that is caused by the deficiency of the essential enzyme o-
glycosidase A, resulting in renal failure along with premature myocardial infarction and
strokes. The only successful treatment is, to date, the enzyme replacement therapy.
Fabrazyme was approved by FDA in 2003 and is intended to replace the missing enzyme in
patients with this progressive disease.

Taking into account that almost two-thirds of all carbon that exist in the biosphere is
carbohydrate, we believe that the current applications of GHs are only a small group of the
many very important applications that these enzymes may find in the future. It is therefore
expected that a wide variety of relevant and new applications will arise in the near future
involving glycosidases. To stimulate these developments, the continuous study regarding
glycosidases will be very important as they will provided crucial knowledge to turn their
use more efficient and effective.
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1. Introduction

Carbohydrates have rarely been a matter of research by medicinal chemistry-oriented
scientists in the past, but has recently gained substantially more publicity [1]. Although
equally or even more abundant in nature than peptides/proteins or nucleic acids, they were
often simply neglected as potential drug targets and/or drug leads or even drug candidates.
There are a number of reasons for this. Glycans — complex carbohydrates linked to proteins
or lipids are essential components of every cell surface as all cells are coated with a so-called
glycocalyx layer. These cell surface carbohydrates allow for intercellular communication by
binding to the carbohydrate-binding proteins (CBPs). Many physiological and even
pathophysiological processes like pathogen-cell contact rely upon these interactions.
Currently, more than 80 human CBPs have been identified [2,3], so one might immediately
recognise CBPs as promising targets for anti-infective therapy. However, only a few of them
have been thoroughly studied and as a result, few CBPs have been recognised and validated
as drug targets. Furthermore, CBPs’ affinity is generally weak per monosaccharide unit, so
CBPs usually form strong interactions by binding massive glycans that bear several hundred
terminal carbohydrate units, many of which form contact with a single CBP or even a cluster
of CBPs on the cellular surface. To inhibit glycan-protein interaction efficiently, one would
have to consider designing and synthesizing multivalent carbohydrate ligands. This is by no
means an easy task, and makes CBPs relatively unattractive targets in terms of druggability.
Even if one would consider producing multivalent carbohydrates with optimal
pharmacodynamic properties, they possess unattractive pharmacokinetic properties.
Carbohydrates, especially large multivalent ones, share some intrinsic pharmacokinetic
shortcomings as drugs; they are rapidly digested in the gut in most cases, and even if they
survive the gut metabolism obstacles, they are practically unable to passively diffuse
through the enterocyte layer in the small intestine. This inevitably means that no oral
application can be guaranteed for a carbohydrate drug, which is the preferred application
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route. Once in the body, carbohydrates are mostly a source of energy, but are also excreted
rapidly with glomerular filtration. Due to these drawbacks, carbohydrates or carbohydrate-
derived drugs were often considered unappealing even before their design would take
place.

To tackle the first drawback, advances in CBP biochemistry has led to a progressive gain of
knowledge on CBPs. A vast international research network named Consortium for Functional
Glycomics (CFG, http://www.functionalglycomics.org/static/consortium/consortium.shtml)
was founded in 2001 with the ultimate goal of enlightening the role of glycans and glycan-
binding proteins. To date, hundreds of members of this network as well as outside
researchers have revealed the secrets of CBPs and many are now considered potential drug
targets: their specific ligands were discovered with screening on large glycoarrays and their
binding sites were mostly elucidated [3]. Understanding the 3D structures of CBPs and their
binding modes is indispensable for drug design. In order to offer a central repository of
knowledge available about CBPs, PROCARB has been constructed [4]. PROCARB is a
database of known and modelled carbohydrate-binding protein structures with sequence-
based prediction tools, and is a single resource where all the relevant information about a
pair of interacting proteins and carbohydrates is available. A similar, although a bit less
appealing and informative database on lectin 3D structure is the database of lectins of Centre
de Recherches sur les Macromolécules Végétales (CERMAV), a French fundamental research
centre devoted to glycosciences (http://www.cermav.cnrs.fr/lectines/). Glycoscience.de
(http://www.glycosciences.de/) is a German internet portal to support glycomics and
glycobiology research. These web sites offer proof that the scientific community has
recognised the potential of CBPs. Accordingly, many national and international associations
have been involved in deciphering CBPs fundamental roles in human pathophysiological
processes, which inevitably leads to on-going cognizance of how CBPs might be exploited to
help develop novel therapeutic approaches for treatment of human diseases.

CBPs may be classified primarily into two broad categories: lectins (which are further
subdivided into specific types, like C-, H-, I-, L-, P-, R-, and S-type lectins) and sulphated
glycosaminoglycan-binding proteins [3]. Extracellular lectins are the most promising drug
targets among CBPs and CFG divides them into 4 specific groups: C-type lectins, galectins
(or S-type lectins), siglecs (a subclass of I-type lectins that bind sialic acid) and other. Out of
174 total CBPs records on the CFG webpage, 120 of them are classified as C-type lectins,
which in itself highlights the importance of this class of CBPs. Like all extracellular lectins,
C-type lectins bind terminal carbohydrate epitopes of glycans that originate from either
pathogens or other cells. DC-SIGN, (Dendritic Cell-Specific Intercellular adhesion molecule-
3-Grabbing Non-integrin) is a type II C-type lectin that functions as an adhesion molecule
located exclusively on dendritic cells (DCs). Originally discovered in 1992 [5], it was defined
as a C-type lectin capable of binding the HIV-1 envelope glycoprotein gp120, but it took
time until Steinman [6] and van Kooyk [7] unravelled its specific role in immunology and
pathology and revealed the information to the broader scientific community. Since then, it
has been shown to have a major role in primary immune response [8], but it also enhances
several pathogens (like HIV, Ebola) infection of T cells and other cells of the immune system
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[7,9]. This makes DC-SIGN a very interesting CBP and a target of interest towards novel
immunomodulatory and anti-infective therapy. DC-SIGN function can be modulated by
small molecules termed DC-SIGN antagonists that bind to DC-SIGN and prevent binding of
native DC-SIGN ligands. These molecules could act as novel anti-infectives, and are
currently in the early phase of drug development. Latest in vitro studies demonstrate that
DC-SIGN antagonists effectively block the transmission of pathogens like HIV-1 and Ebola
to CD4+ T cells [10]. Although DC-SIGN has not been validated in vivo as a drug target yet,
DC-SIGN antagonists are a fruitful example of how inhibition of a C-type lectin function
might be achieved by small synthetic molecules. As exposed before, CBPs’ affinity is
generally weak per carbohydrate unit, so the design of molecules that bind to DC-SIGN
with high affinity is a demanding assignment. In general, the affinity issue and
pharmacokinetic drawbacks of carbohydrates may be overcome by two predominant
strategies implied in the design of DC-SIGN antagonists: screening of non-carbohydrate
compounds to obtain ligands that are completely devoid of carbohydrate nature [11] and the
design of glycomimetics, the compounds designed based on carbohydrate leads which
usually still retain some or even a significant degree of carbohydrate nature [3,12]. DC-SIGN
binds mannose- and fucose-based oligo- and polysaccharides, so their glycomimetics have
been designed and proved to inhibit pathogen-DC-SIGN interaction potently. The author
foresees that the approach used to design glycomimetic DC-SIGN antagonists is of general
applicability when designing lectin antagonists and will be the thoroughly presented in the
present chapter.

2.1. C-type lectins

Probably the largest type or family of lectins is the C-type found on animal (and human)
cells [13]. This family includes several endocytic receptors and proteoglycans, and all
collectins and selectins identified to date. They are of paramount importance for normal
function of the immune system, as they mediate innate immunity, inflammation and
immunity to tumour and virally infected cells. Although these CBPs vary greatly in
structure among themselves, they have in common a domain, named C-type lectin-like
domain (CTLD) or carbohydrate recognition domain (CRD). It is a compact globular
structure responsible for selective binding of terminal units found in large carbohydrates
[14]. The unique structural hallmark of such a domain is that it binds a carbohydrate by Ca?
ion, which acts as a bridge between the protein and the “core monosaccharide” unit through
complex interactions with sugar hydroxyl groups [15]. Namely, the binding with Ca? ion
involves just one terminal saccharide unit — the “core monosaccharide” (as illustrated in
Figure 1 for two distinct C-type lectins, the mannose-binding protein and DC-SIGN), while
other ligand carbohydrate units (if present) form structural and bonding complementarity
with the CRD. Several amino acid residues of the CRD offer 6 coordinate bonds for a Ca?"
ion and the carbohydrate donates 2 coordinate bonds with its hydroxyls, so that the Ca?* ion
is octacoordinated [16]. Distinct CRD aminoacid residues form hydrogen bonds with other
hydroxyl groups on the carbohydrate directly or through water bridges. Changes in the
amino acid residues that interact with the “core monosaccharide” modify the carbohydrate-
binding specificity of the lectin, so that specific carbohydrate is recognised.
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a) b)

il |
Figure 1. Binding mode of 2 C-type lectin CRDs with the “core monosaccharide”. a) Crystal structure of
mannose-binding protein with N-acetylgalactosamine (GalNAc) in the binding site (PDB code: 1AFB)
[17]. b) Crystal structure of DC-SIGN in complex with Mans tetrasaccharide (PDB code: 1S5L4) [18]. The
3- and 4-OH groups of the “core monosaccharide” (sticks rendering, without hydrogens) directly
coordinate Ca?* (blue sphere) and form hydrogen bonds with amino acids that also serve as Ca?*
ligands. Ca?* is octacoordinated (violet broken line). For the sake of clarity, proteins are presented as
transparent surfaces with amino acid residues (thin sticks) that coordinate Ca2+.

The free energy of such interactions is relatively weak per carbohydrate unit, as we have to
take into account high desolvatation penalties of numerous hydroxyls upon carbohydrate
binding. The C-type lectin family however has means to obtain high binding affinity, or
better, avidity; some C-type lectins oligomerize in order to promote high avidity for specific
glycans [19]. The clustering of the CRDs influences not only avidity, but also the lectin
selectivity, since each individual CRD can act independently to bind end mono- or
oligosaccharide moiety [20]. Although the majority of lectins contain a single C-type CRD,
the macrophage mannose receptor has multiple independent CRDs in a single polypeptide.
The adjacent CRDs in the mannose receptor may help to direct its binding to specific
multivalent, mannose-containing glycans [21].

2.2. DC-SIGN function and structure

DC-SIGN (Dendritic Cell-Specific Intercellular adhesion molecule-3-Grabbing Non-integrin)
is a C-type lectin that functions as an adhesion molecule expressed specifically by dendritic
cells (DCs), a class of professional antigen presenting cells (APCs). The intrinsic role of DCs
is guidance of adaptive immune responses, since they are the major APCs that capture,
process and present antigens [22]. DC-SIGN is a specific pattern recognition receptor (PRR)
that recognizes distinct molecular patterns (PAMPs - Pathogen-Associated Molecular
Patterns) of a number of pathogens [23]. It induces intracellular signalling pathways and
triggers DC maturation upon pathogen binding [8,9]. To promote efficient transport of DCs
towards effector cells — T cells, DC-SIGN binds human adhesion molecules ICAM-2 on
vascular and lymphoid endothelium and enables cell interactions during DC migration [24].
Furthermore, DC-SIGN binding to ICAM-3 allows early antigen-nonspecific contact



between DC and T cells in the lymph nodes, enabling T cell receptor engagement by
stabilizing the DC-T-cell interaction [25]. Thus, we may conclude that DC-SIGN enables
some of the normal DC functions by binding endogenous ligands, but also modulates
immune responses to diverse pathogens via its ability to induce antigen-specific
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intracellular signalling.

DC-SIGN is a transmembrane C-type lectin that consists of one CRD, which defines the
ligand specificity of the receptor, a neck region composed of seven complete and one
incomplete tandem repeats, and a transmembrane region followed by a cytoplasmic tail
containing recycling, internalization and intracellular signalling motifs (Figure 2) [9].

Carbohydrate recognition
domain (CRD) - responsible for
ligand binding/selectivity

)

|

Neck repeat ——

domain

Cytoplasmic ¢&———

domain

—COO"

Hydrophobic amino-acid residues
responsible for tetramerization

Transmembrane
domain

—NH3+

Figure 2. DC-SIGN schematic structure: Ca2* CRD responsible for ligand binding/selectivity, a neck

region composed of seven complete and one incomplete repeats, and a transmembrane region followed

by a cytoplasmic tail (modified from évajger etal.) [9].
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Like many other C-type lectins, DC-SIGN tetramerizes to increase binding affinity and
oligomerization occurs through association of the DC-SIGN neck domain (Figure 3) [26].
The oligomerization status of the DC-SIGN and related C-type lectins depends on the
number of helical repeats of the neck region; at least 6 repeats are needed for tetramerization
[27]. The stacked CRDs of tetramerized DC-SIGN provides the means of increasing the
specificity for multiple repeating (oligo)saccharide units on host molecules, thereby defining
the set of pathogens or endogenous molecules that are recognized by DC-SIGN. DC-SIGN
neck domain, while allowing stacking and tetramerization, plays a central role as a pH-
sensor that balances the equilibrium between the monomeric and tetrameric states of DC-
SIGN [28]. In this sense, affinity for carbohydrates may be changed markedly by changing
the pH, which helps DC-SIGN to realize its native function. Namely, upon binding,
pathogen particles are internalized and further degraded into smaller particles and
conjugated to MHC class-II proteins. As degradation proceeds in an acidic endosomal
environment, the acid-triggered pathogen release from DC-SIGN is needed for successful
degradation. Apart from tetramerization, DC-SIGN forms clusters that organize in
membrane microdomains [29]. This organization on the plasma membrane is important for
the binding and internalization, suggesting that clustered assemblies act as functional
docking sites for pathogens (Figure 3).

m HIV-1 surface

saccharide chains on gp120 glycoprotein
gpl120
2 )+

L
) l tetramers clustering
tetramerization in microdomains
— P —

HIV-1

high avidity HIV-1
binding to DCs via
DC-SIGN clusters

HIV-1

W A dendritic cell membrane

facilitated HIV-1
gp120 binding

Figure 3. Tetramerization of DC-SIGN and further clustering allows high binding avidity and
influences pathogen binding, as depicted with the example of HIV-1 binding to DCs: tetramerization
increases avidity to PAMPs like gp120 on HIV-1 surface, while DC-SIGN clusters act as functional
docking site for HIV-1 (modified from évajger etal.) [9].

Apart from allowing oligomerization, DC-SIGN neck repeat domains separate CRDs from
the cell surface to enable multivalent interaction with glycans. DC-SIGN binds particularly
well to viral and bacterial glycans with closely spaced terminal oligo- or monosaccharides
with roughly 5 nm between the units [18,30,31]. DC-SIGN is not a totally rigid
macromolecule and shows a degree of flexibility upon ligand binding [31]. Namely, DC-
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SIGN adapts to an arrangement of terminal oligo- and monosaccharides, so all CDRs are
allowed to interact with their ligands. Taken together, the tetrameric form of DC-SIGN and
its conformational flexibility enable effective and selective binding of various glycans.
Furthermore, due to the nature of the receptor-mediated cellular signalling, tetramerization
of DC-SIGN could contribute to signal transduction after ligand binding.

2.3. DC-SIGN, a target for anti-infective therapy

Probably the most important feature of DC-SIGN is its ability to bind a great number of
highly virulent pathogens [32]. Accordingly, it has been recognised as a potential new target
for anti-infective therapy that perpetuates basic research of considerable importance. Apart
from the already mentioned CFG, the importance of DC-SIGN as a new drug target is
reflected in several other projects aimed to thoroughly clarify its function in pathogen
infection. For example, several prominent European research teams have joined to form
CARMUSYS, a collaborative training project aimed at designing and synthesizing
carbohydrate multivalent systems to be used as inhibitors for pathogen attachment and
penetration into target cells (CARMUSYS - Carbohydrate Multivalent System as Tools to Study
Pathogen Interactions with DC-SIGN).

DC-SIGN modulates the outcome of the immune response of DCs by binding and
recognizing a variety of microorganisms, including viruses (HIV-1, HCV, CMV, Dengue,
Ebola, SARS-CoV, HSV, coronaviruses, H5N1, West Nile virus, measles virus), bacteria (H.
pylori, M. tuberculosis, L. interrogans), fungi (C. albicans, A. fumigatus) and parasites
(Leishmania, S. mansoni) [9]. On mucosal surfaces of the body where immature dendritic
cells sample pathogens, DC-SIGN serves as one of the very first pathogen attachment points
and the usual result of this interaction is pathogen internalization, degradation and
exposure of the pathogen PAMPs to recruit CD4+ T-cells and to start the humoral immune
response [6,22]. HIV-1 exploits native DC-SIGN functions to enslave DCs as carriers to boost
T cell infection with or without becoming infected themselves [33]. The very first interaction
between HIV-1 and DCs occurs via HIV-1 envelope glycoprotein gp120 with DC-SIGN on
immature DCs (Figure 3). The HIV-1-DC-SIGN complex is rapidly endocyted into early
endosomes, where the acidic medium causes ligands to dissociate from DC-SIGN [34]. Upon
dissociation, most DC-SIGN-bound ligands are lyzed and processed as a normal
degradation pathway. Some HIV-1 particles however remain bound to DC-SIGN and thus
protected from the host immune system, so a fraction of HIV-1 retains its infectiveness [35].
HIV-1 may rest in DCs in an infectious state for days, hidden in undefined bodies that differ
from both endosomes and lysosomes [36]. N-glycan composition of surface proteins governs
the viral faith upon interaction of viral envelope with DC-SIGN [37]. By altering the N-
linked glycan composition from mixed to oligomannose-enriched, one increases the affinity
of HIV-1 for DC-SIGN, which enhances the viral degradation and reduces virus transfer to
target cells. On the contrary, HIV-1 with oligomannose-enriched N-glycans is presented to
viral envelope-specific CD4+ T cells more efficiently. In the alternative scenario, HIV-1 binds
to DC-SIGN and facilitates lateral binding of HIV-1 to CD4 and CCRS5 receptors expressed
on the same immature DCs [33]. The direct consequence of this interaction is HIV-1 infection
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of DCs [38]. To conclude, HIV-1 uses DC-SIGN as an entry mode to DCs, and DCs may be
regarded as a Trojan horse that takes HIV-1 to CD4+ T-cells while protecting it from the host
immune system [39]. A similar entry mode has been observed for some other pathogens like
viruses (Ebola) and bacteria (M. tuberculosis, H. pylori) [32]. Apart from this straightforward
infection pathway, HIV-1-infected DCs are able to mediate transmission of HIV-1 to CD4+
cells by means of immune response modulation and infectious synapse formation. Namely,
HIV-1 causes both inhibition of DC maturation while inducing formation of viral synapse, a
process previously attributed to mature DCs only [40]. As only several pathogens are able to
modulate DCs maturation process, it may be concluded that the DC maturation depends
upon selective ligand recognition, possibly also by DC-SIGN.

The fact that DC-SIGN acts as an entry point and a mediator of pathogen infections points
out the possible therapeutic usefulness of DC-SIGN. DC-SIGN antagonists work by
inhibiting pathogen interaction with DC-SIGN, so the very first phase of pathogen infection
can be inhibited, as proven in in vitro experiments [10,41,42]. DC-SIGN antagonists may be
designed as monovalent glycomimetics based on the DC-SIGN-binding oligosaccharides
and their multimeric presentation [43]. Alternatively, screening of compound libraries has
been successful in obtaining non-carbohydrate DC-SIGN antagonists [44]. As mentioned,
potential carbohydrate-derived drugs have poor pharmacokinetic properties in general and
this might raise some concern as to whether there is potential for therapeutically useful
glycomimetic DC-SIGN antagonists. In the case of HIV-1, the major initial contact site
between HIV-1 and DC-SIGN is in the vaginal mucosa, so a DC-SIGN antagonist could be
administered topically to prevent HIV-1 transmission without systemic application [45]. It
has to be stressed that no clinically proven therapy based on inhibition of DC-SIGN-
mediated pathogen infection has been presented [43].

2.4. How does DC-SIGN choose among terminal monosaccharides?

DC-SIGN has a highly regulated recognition of its ligands as it selectively binds glycans
with terminal D-mannose- and L-fucose expressed on a number of bacteria, parasites, fungi
and viruses [46]. However, the mere presence of D-mannose and L-fucose does not assure
binding selectivity itself. Namely, monosaccharide binding to DC-SIGN CRD is generally
very weak, with Ki(D-mannose) = 13.1 mM and Ki(L-fucose) = 6,7 mM being the strongest
binders among monosaccharides [26]. DC-SIGN CRD forms a 1-to-1 complex with terminal
mono- or oligosaccharides, which relies upon already mentioned octacoordination of Ca?*
ion in the binding site by the “core monosaccharide”; the equatorial 3- and 4-hydroxyls each
form coordination bonds with the Ca?* in the binding site common to all C-type lectins, but
also offer hydrogen bonds with amino acids that also serve as Ca? ligands [47]. A crucial
structural feature of a mannose residue is an axial position of the 2-hydroxyl group; this
allows tight surface complementarity of the core mannose with the binding site. Equatorial
position of the 2-hydroxyl group would probably prevent this tight binding due to steric
clash, so hexopyranoses with equatorial 2-hydroxyl groups do not form strong interactions.
To increase binding affinity, other saccharide units form additional interactions with the
binding site, while binding specificity is based on spatial constraints. An excellent
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description of selectivity/specificity mechanism may be found in the work of Guo et al., who
demonstrated that DC-SIGN selectively binds high-mannose and fucosylated
oligosaccharides [18]. The difference in the affinity of each oligosaccharide results from a
different spatial arrangement of the mannose- and fucose-based ligands demonstrated in
two crystal structures of fucose-based tetrasaccharide LNFP III and Mans tetrasaccharide
bound to DC-SIGN CRD; the Man3 mannose moiety of Mans (the “core monosaccharide”)
inclines the rest of the molecule towards Phe313 with high surface complementarity, while
the fucose moiety (the “core monosaccharide” of LNFP III) makes hydrophobic contact with
Val351 and positions the second saccharide in a vertical manner, away from the protein
surface (Figure 4). The binding mode presented for Manu tetrasaccharide (PDB code: 1S5L4)
in which Phe313 forms a steric hindrance is a prevalent one for a mannose-containing
oligosaccharides. However several other PDB structures of DC-SIGN CRD (PDB code: 1K9],
1K9]J, 2IT5 and 2IT6) show that Phe313 residue is rather flexible and allows 2 distinct
binding modes, both including coordination of the Ca2+ by one mannose residue. One mode
is shown in Figure 4, while in the second, the binding orientation of the mannose at the
principal Ca? site is reversed, and creates different interactions between the terminal
mannose and the region around Phe313 [47,48]. Thus we conclude that the binding mode of
a specific oligosaccharide does not depend solely on the “core monosaccharide” involved,
but is highly sensitive to the substitution pattern and 3D structure of adjacent
monosacccharides. Furthermore, the mannose- and fucose-based ligands have overlapping,
but different binding modes, which might offer a rational explanation for the different
biological effects of mannose- and fucose-based ligands [49]. Consequently, the two
observed binding modes offer a solid basis upon which DC-SIGN antagonists with either
fucose or mannose anchors can be designed [50].

On the supramolecular level, DC-SIGN tetramerization has a major impact on binding
affinity. By forming tetramers, binding affinity for glycans with repetitive sugar motifs with
high-mannose or fucose N-linked oligosaccharides increases markedly [46]. This simple
observation drives us to the conclusion that only polyvalent ligands could efficiently bind to
DC-SIGN and offer a rationale for design of multivalent carbohydrate systems as DC-SIGN
antagonists [51].

DC-SIGN was first regarded as the major binding lectin for various mannose-glycosylated
PAMPS including HIV-1 gp120. However, other C-type lectins bind both D-mannose and L-
fucose-containing glycans, which brings under question DC-SIGN’s exclusive role in
pathogen binding, but above all, raises the concern of binding selectivity when designing
DC-SIGN antagonists. In particular, two C-type lectins - Langerin on epithelial Langerhans
cells and a mannose receptor on dermal DCs - bind high-mannose oligosaccharides and
HIV-1 gp120 with high affinity [52]. Their function in HIV-1 (and possibly other pathogen)
infection differs: interaction of HIV-1 with DC-SIGN enables HIV-1 to survive a host
immune system, while Langerin helps Langerhans cells to eradicate HIV-1 [53,54]. On the
other hand, mannose receptor facilitates HIV-1 infection of DCs by the CD4/CCR5 entry
pathway [53]. Therefore, blockade of both DC-SIGN and mannose receptors seems the right
strategy for prevention of HIV-1 entry into DCs while Langerin inhibition suppresses viral
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3)

b)

Figure 4. Selected amino acid residues (thin sticks) of DC-SIGN CRD (transparent surface) in complex
with: a) Mans tetrasaccharide (solid sticks, PDB code: 1SL4), and b) fucose-based tetrasaccharide LNFP
III (solid sticks, PDB code: 1SL5) [18]. The Man3 mannose moiety of Mans or the “core monosaccharide”
inclines the rest of the molecule towards Phe313 with high surface complementarity, while the fucose
moiety or the “core monosaccharide” of LNFP III makes hydrophobic contact with Val351 and positions
the second saccharide in a vertical manner, away from the protein surface, so only one galactose moiety
makes additional contacts with DC-SIGN CRD.
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clearance thus allowing a boost of HIV-1 infection. When designing an efficient HIV-1 entry
inhibitor based on C-type lectin antagonism, an agent of choice should bind to both DC-
SIGN and mannose receptors, while having no or marginal affinity to Langerin. Although
all three receptors bind to virtually the same ligands, selectivity against Langerin is an
achievable objective since Langerin binding sites differ from that of DC-SIGN [55]. As
expected, selectivity versus Langerin does not necessarily rely on the “core
monosaccharide” involved in the binding process, but on spatial constraints formed by
adjacent glycan monosaccharide units [56].

2.5. Binding of monovalent DC-SIGN antagonists

As mentioned earlier, binding of DC-SIGN natural ligands depends upon the presence of an
L-fucose or D-mannose hexopyranose unit. Their inherent disadvantages in terms of low
activity and/or insufficient drug-like properties can be modified by the design of
glycomimetics — compounds that mimic the bioactive function of carbohydrates but have far
better drug-like properties [3]. This concept has been successfully used in the design of
monovalent DC-SIGN antagonists. The term “monovalent” is used here to describe low-
molecular weight molecules that can occupy only one DC-SIGN CRD at a time, so it
incorporates mono- and oligosaccharide structures and their mimetics. The design of these
monovalent glycomimetics can be structurally divided into the following sections, as
depicted in figure 5:

e the choice of a monosaccharide unit,

e the choice of glycosidic bond surrogate,

e the choice of adjacent saccharides or structures that contribute to overall binding
affinity.

D-Man or L-Fuc, substitution with monosaccharide unit that has:
The "core monosaccharide" |:> - 3,4-hydroxyls in equatorial position
- 2-hydroxyl group in axial position
HO

HO
HO

Oldy

. a-substitution, possible biocisosteric replacements with
O, o-glycosidic bond ::> ones posessing higher metabolic stability

adjacent saccharide units :>saccharide mimetics or unnatural structures that target
specific binding pockets on DC-SIGN CRD

Figure 5. Schematic presentation of the design of monovalent glycomimetics that act as DC-SIGN
antagonists: systematic replacements in structure that lead to efficient DC-SIGN ligands.
2.5.1. The choice of a monosaccharide unit

The most extensive work regarding the choice of the monosaccharide unit comes from the
work of Bernardi and Rojo’s groups from CARMUSYS [41,50,57]. In particular, they have
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shown that L-fucose can be incorporated in glycomimetic surrogates of Lewis-X trisaccharide
to obtain even better affinity than the native trisaccharide. The full Lewis-X mimetic 1 was
shown to inhibit DC-SIGN binding of mannosylated BSA in the upper micromolar range
(IC5=350 uM), but the second generation of analogous compounds failed to give any
significant improvement over 1 (Figure 6) [50,58]. STD-NMR studies of 1 with DC-SIGN ECD
have shown that only fucose residue makes strong contact with the DC-SIGN CRD. A
reasonable explanation for this observation might be the before mentioned binding mode of
the L-fucose moiety: it positions the second saccharide in a vertical manner away from the
protein surface, and thus the rest of the molecule fails to form tight interactions with protein.
Just a glance at figure 4 reveals that DC-SIGN CRD is quite flat and high structural
complementarity is one of the requirements for strong binding. In the absence of functional
groups that would allow ionic interactions which are not highly dependent on the distance,
the rest of the Lewis-X mimetic 1 and its analogues probably form the majority of interactions
with the solvent. Lewis-X mimetics however share one important figure; their affinity for
Langerin is insignificant, so they are selective DC-SIGN antagonists [58].

The L-fucose monosaccharide has the highest affinity for DC-SIGN among
monosaccharides, and L-fucose should be the logical choice as the “core monosaccharide”
when designing DC-SIGN antagonists. On the contrary, D-mannose has received most of
the attention as the majority of mono- and polyvalent DC-SIGN antagonists incorporate D-
mannose as the “core monosaccharide”.

The "core monosaccharide"

hydroxyls with defined 3D
arrangement at positions

23and 4
Oldh
/ QM \
L-Fuc moiety D-Man moiety 2-substituted D-Man moiety reduced shikimic acid moiety

OH HO HO— y Q
HO OH Qi HO %0 N NH,
0 Me HO o 0
o)
NH MeooN(I:eOOC 0 el 1 cO0H
0 % 3; Ki=350 uM
Mitchell et al.

MeO. O
Y HN © (2007)
~ Tetrahedron: Asymmetry
e} NH, S

HO 2; IC5=620 uM
OH Reina et al. 4; 1C5=3.2 mM
1; IC5=350 uM (2007) Garber et al.
Timpano et al. ChemMedChem (2010) F
(2008) Chem. Commun.

ChemBioChem

Figure 6. The choice of “core monosaccharide” of DC-SIGN antagonists; L-fucose (L-Fuc), D-mannose
(D-Man), 2-substituted D-mannose and reduced shikimic acid are useful “core monosaccharides”.
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Pseudo-1,2-mannobioside 2 and its analogues of Reina et al. (Figure 6) contain a D-mannose
unit substituted at the anomeric position with conformationally constrained cyclohexanediol
[41]. The STD-NMR of DC-SIGN ECD with an azido derivative of 2 shows that the
compound makes close contact with the protein, which is in agreement with the binding
mode of Manu tetrasaccharide. The inhibitory activity of 2 on Ebola virus entry into DC-
SIGN expressing Jurkat cells was quite high (IC50=0.62 mM) and this was the first functional
assay showing that DC-SIGN antagonism with small molecules might be used to inhibit
viral transfection mediated by DC-SIGN. Another example of substituted D-mannose as the
“core monosaccharide” might be found in the work of Mitchell et al.: they have synthesized
a small library of 2-C-substituted branched D-mannose analogues of which compound 3
exhibited a 48-fold stronger binding to DC-SIGN (Ki=0.35 mM, Ki(mannose)=17.1 mM) [59].

COOH
HO o
OH
" = > MR
HO HO
HO 0
OR
o-D-mannoside  hydroxyls at positions shikimic acid reduced shikimic acid

23and 4

Figure 7. Design of reduced shikimic acid “core monosaccharide” as D-mannose mimetic [60].

An innovative approach was used by Garber et al.: taking D-mannose as the lead structure,
they have concentrated on the spatial relationship of hydroxyls at positions 2,3 and 4 and
concluded that reduced shikimic acid should enable the same spatial relationship of
hydroxyls (Figure 7) [60]. They have synthesized 192 derivatives of reduced shikimic acid
and compound 4 (Figure 6) was found to be the most potent hit of this focused library.

2.5.2. The choice of glycosidic bond surrogate

The metabolic instability of glycosidic bonds renders it inappropriate for the design of
drugs, and hence requires an appropriate surrogate when designing mimetics of
oligosaccharides. Numerous changes in carbohydrate structures have been successful in the
design of glycosidase inhibitors, and exactly these structures could be used to modify
glycosidic bond instability [61]. However, unwanted inhibition of glycosidases may as well
provoke side effects of potential drugs, so careful choice of glycosidic bond surrogates has to
be made if only its stability is the ultimate goal. The a-glycosidic bond found in both L-
fucose and D-mannose containing oligosaccharides that bind to DC-SIGN was successfully
replaced by Timpano et al. by a stable a-fucosylamide structure (compound 1, Figure 6) and
shown not to affect the binding affinity in a detrimental sense [50]. The derivatives of
reduced shikimic acid (compound 4, Figure 6) have 2 features that influence glycosidic bond
stability: first, they have a thioglycosidic bond, which is proven to be metabolically more
stable towards glycosidases [62], and second, they are a constitute of reduced shikimic acid
which is a carbasugar. Carbasugars lack anomeric reactivity, which implies their metabolic
stability towards glycosidases and glycosyltransferases. Although glycosidic bond
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surrogates were often not used in the design of DC-SIGN antagonists, the stability of
glycosidic bonds has to be challenged when designing stable glycomimetics. According to
the latest literature, a large number of alternatives already exist [63].

2.5.3. The choice of adjacent saccharides or structures that contribute to overall binding
affinity

Monosaccharide moieties other than “core monosaccharide” in the structure of DC-SIGN
oligosaccharide ligands form not only additional interactions with the binding site, but also
influence the binding specificity with spatial constraints and point other monosaccharide
units towards or away from the protein surface, as seen in the Figure 4. Notable quality of
the adjacent monosaccharide units is that they do not form the same interactions like the
“core monosaccharide”, but instead form a network of H-bonds, possibly through water
molecules. For example, Mans tetrasaccharide makes contact with DC-SIGN through at least
two water molecules, while one stabilizes its binding conformation [18,64]. Alternatively,
both “core” and adjacent monosaccharides make surface complementarity and hydrophobic
interactions. In particular, Van Liempt et al. demonstrated that Val351 in DC-SIGN creates a
hydrophobic pocket that strongly interacts with the Fucalphal,3/4-GlcNAc moiety of the
Lewis antigens [65]. So, although highly polar in nature, the adjacent monosaccharide units
contribute significantly to overall binding free energy also by hydrophobic interactions
apart from being mere “linker” to other structures. This implies that altering hydrophilic
character of adjacent monosaccharide units to more hydrophobic surrogates should increase
free binding energy by increasing hydrophobic interactions. With this in mind, Timpano et
al. have used the (15,2R)-2-aminocyclohexanecarboxylic acid as a scaffold/linker to attach D-
galactose mimetic into the structure of compound 1 and its derivatives (Figure 8) [50]. The
molecule was carefully chosen to mimic Lewis-X structure while minimizing the
hydrophilic ballast of the Lewis-X, and galactose mimetic was incorporated based on the
observation, that galactose residue makes contact with the DC-SIGN CRD surface and is
thus important in binding [18].

L-Fuc OH OH
OH OH
HO/ o VS HO/ o MS
HOACHN HO
5 % OH oH —— "
% 0
- (1S,2R)-2-aminocyclohexane-
HO HO™ OH MeO\%OHN carboxylic acid residue;
GlcNAC D-Gal ? linker
Lewis-X 0 or GlcNAc mimetic
HO (1S,2S,4R 5S)-4,5-dihydroxy-
OH cyclohexane-1,2-dicarboxylic acid -

1 galactose mimetic

Timpano et al.
(2008)
ChemBioChem

Figure 8. (15,2R)-2-aminocyclohexanecarboxylic acid as a scaffold/linker to attach D-galactose mimetic
into the structure of compound 1 and its derivatives, all mimic Lewis-X [50].



DC-SIGN Antagonists — A Paradigm of C-Type Lectin Binding Inhibition 151

In the series of mannose-based DC-SIGN antagonists, Reina et al. and Sattin et al. (groups of
Rojo and Bernardi) have incorporated (15,25,45,55)-dimethyl 4,5-dihydroxycyclohexane-1,2-
dicarboxylate as adjacent monosaccharide mimicking “trans” conformation of 1,2-hydroxyls
in D-mannose (Figure 9, compounds 2 and 5) [10,41]. Again, the rational for this change was
to imitate the 3D relationship of key hydroxyls in the D-mannose moiety, while lowering the
overall hydrophilicity. Furthermore, the cyclohexane saccharide mimic lacks glycosidic
bond and is thus metabolically stable.
HO HO HO

os replacement of O, ] replacement of od
Hﬂo central central

annose unit mannose unit
MeOOC o I:r\t MeOOC 0
MeOOCm @A MeOOCm

L, Ly a2

OH
Reina et al. lead compound 5 O\/\N3
(2007) Sattin et al.
ChemMedChem MeOOC  OH (2010)

MeOQOC ACS Chem. Biol.

OH
(18,25,4S5,5S)-dimethyl 4,5-dihydroxycyclohexane-1,2-dicarboxylate

Figure 9. (15,25,45,55)-dimethyl 4,5-dihydroxycyclohexane-1,2-dicarboxylate as central
monosaccharide surrogate that mimics “trans” conformation of 1,2-hydroxyls in D-mannose.

Starting from compound 2 or its azido derivative, the group of Bernardi (Obermajer et al.)
continued to pursue the idea of increasing the binding affinity by identifying two binding
areas around Phe313 in the DC-SIGN binding site that were only partially occupied by co-
crystallized tetramannoside Man4 [64]. These hydrophobic areas were targeted by attaching
different hydrophobic moieties to deprotected carboxylates of pseudo-1,2-mannobioside 2
(Figure 10). A number of mannose-based DC-SIGN antagonists were synthesized (an
illustrative example is compound 6), and the majority of them inhibited DC adhesion at low
micromolar concentrations improving the potency of the starting compound 2 by two orders
of magnitude. Probably the same hydrophobic areas have contributed to the affinity of 4.

OH
OH  deprotection, attach
0 lipophilic fragments

e, IC5e=12.5 pM

Figure 10. Increasing potency of DC-SIGN antagonists by attaching hydrophobic moieties to
deprotected carboxylates of 2 to afford 6 and its derivatives [64].
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2.6. Increasing affinity and/or avidity?

The evident disadvantage of monovalent DC-SIGN antagonists — their low affinity for DC-SIGN
and thus low potency — can be overcome by conjugating monovalent units to various scaffolds
for polyvalent presentation (Figure 11) [51]. Namely, even the most potent monovalent ligands
have inhibitory constants in low micromolar concentrations, while therapeutically useful
compounds have the same effect in nanomolar or even picomolar concentrations. The
polyvalent antagonists are believed to interact with possibly all DC-SIGN CRDs on tetramers,
or perhaps, they might interact and collate DC-SIGN clusters on the cell surface in the same
manner as HIV-1 increases its avidity to DC surface (depicted in Figure 3). The avidity observed
for polyvalent ligands in general originates from multiple binding: the polyvalent molecule
with reversible mechanism of binding has higher possibility for being bound to at least one of
receptor binding sites (i.e. one of CRDs), so that dissociation rate constant significantly
decreases [66]. The other rationale may be derived from the observation of Andrews et al., who
concluded that the average loss of overall rotational and translational entropy accompanying
drug-receptor interaction is a constant for relatively small molecules and was estimated to be
approx. 14 kcal/mol at 310 K [67]. In other words, more favourable free binding energy is
obtained by combining binding epitopes/structures into one larger molecule, and this is also
true for uniting same monovalent structures into a large polyvalent one because all rotational
and translational entropic losses that occur during binding of individual monovalent molecules
are reduced to one entropic loss for a larger molecule. According to both theories, when larger
polyvalent molecules are employed, binding avidity is observed instead of just a linear increase
in binding affinity. The main concern when choosing appropriate polyvalent support is the
spatial relationship between individual monovalent ligands: monovalent ligands should be
appropriately spaced to allow binding to at least two binding sites (or CRDs in case of C-type

lectins), otherwise avidity cannot be achieved.
monovalent
glycomimetic

HO attach to

Ol polyvalent core monovalent
%o —
O\R

Design of monovalent glycomimetic structure:
- "core monosaccharide"

- surrogates of glycosidic bond

- attachment of adjacent monosaccharides,
their mimetics and other structures to increase
affinity

monovalent
glycomimetic

monovalent
glycomimetic
polyvalent antagonist
with increased avidity

Figure 11. Strategy for increasing binding affinity/avidity of DC-SIGN antagonists: monosaccharides or
monovalent glycomimetics are attached to polyvalent dendrimer or dendron core (modified from
Anderluh et al.) [43].
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The first polyvalent DC-SIGN antagonists were designed, synthesized and assayed in the
laboratories of Rojo and Delgado [68]. A simple glycodendritic core bearing 32 mannose
residues conjugated to BoltornH30 dendrimer through a succinic acid spacer (7, Figure 12)
hindered DC-SIGN mediated Ebola virus infection at nanomolar concentrations (ICs50=337
nM). In comparison, the same inhibition was achieved with only millimolar concentrations
of a-methyl-D-mannopyranoside (ICs=1.27 mM); the core bears only 32 mannose residues
and the difference in binding affinity is more than 3000-fold, which clearly indicates high
binding avidity.
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/_7§§ )?T\ Antimicrob. Agents Chemother.
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Figure 12. Glycodendritic structure bearing 32 mannose residues conjugated to BoltornH30 dendrimer
as DC-SIGN antagonist [68].

Relatively simple glycopolymers with a different load of combined a-mannose and f3-
galactose in ratios were synthesized by Becer et al. and evaluated in inhibition of DC-SIGN-
gp120 binding (8, Figure 13) [69]. Glycopolymer with 25% mannose failed to inhibit gp120
binding potently (ICs0 of 1.45 uM), while glycopolymer with 100% mannose was far more
efficient (ICso of 37 nM) even when calculated per mannose unit, as it had approx. 40 times
higher affinity compared with 4-times higher load of the mannose unit.

Polyvalent DC-SIGN antagonists described before relied on the use of “core
monosaccharide” only. The design and choice of a potent monovalent DC-SIGN ligand
might reduce the requirement for huge dendrimeric presentation while retaining desired
effect. Designed monovalent glycomimetic 4 (Figure 6) of Garber et al. was loaded onto a
carefully selected multivalent core designed to link at least 2 CRDs of DC-SIGN tetramer as
monovalent units were roughly 40A apart, which is exactly the width of DC-SIGN CRD (8,
Figure 13) [60]. Glycopolymer 8 with 29 units of 4 was found to have 1000-fold higher
affinity for DC-SIGN (IC50=2.9 uM) than 4, showing that high avidity binding was obtained.
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It is hard though to assess the relevance of designed monovalent ligand versus D-mannose,
as the analogous polyvalent DC-SIGN antagonist bearing D-mannose or reduced shikimic
acid was not synthesized. The direct evidence however came from the work of Sattin et al
[10]. They have attached four copies of monovalent trimannoside mimetic 5 (Figure 9) to a
tetravalent dendron 10 (Figure 14), which potently inhibited HIV-1 transfection to CD4+ T
lymphocytes (>94 % inhibition at 100 uM). For comparison only, a tetrameric dendron
bearing 4 copies of simple D-mannose (11, Figure 14) failed to inhibit HIV-1 transfection
with even comparable potency (65 % inhibition at 100 pM). Furthermore, Dendron 10
inhibited Ebola cis infection of Jurkat T cells one order of magnitude more potently than
dendron 11 [70]. This data clearly demonstrates that potent monovalent DC-SIGN
antagonists reduce the need for high polyvalency number and influences binding affinity
markedly.
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Figure 13. Glycopolymers of Becer et al. and Garber et al. with high binding avidity [60,69].
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Figure 14. Tetravalent dendrons of Sattin et al. bearing four copies of monovalent trimannoside
mimetic 5 (10) or D-mannose residue (11) [10].
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3. Conclusion; could it work for all C-type lectins?

As mentioned earlier, all C-type lectins share a structural feature, namely C-type lectin-like
domain (CTLD) or carbohydrate recognition domain (CRD) responsible for Ca?-dependent
selective binding of terminal mono- or oligosaccharide units of large carbohydrates. This
implies that only the “core monosaccharide” makes contact with Ca? ion while other ligand
carbohydrate units (if present) form structural and bonding complementarity with the CRD.
From this point of view, the systematic approach presented herein could be of general
applicability when designing glycomimetic C-type lectin antagonists. It consists of
designing the monovalent ligand based on three distinct steps: the choice/design of a “core”
monosaccharide unit, the choice/design of glycosidic bond surrogate and the choice/design
of adjacent saccharides or structures that contribute to overall binding affinity. Still, the
evident drawback of monovalent glycomimetics is their low affinity not only to DC-SIGN,
but to lectins in general [3]. The other characteristic of C-type lectins is their ability to
oligomerize, and further make clusters of functional oligomers. The tactics of polyvalent
presentation targets exactly the oligomerized or even clustered structures and is a
prerequisite of polyvalent structures as C-type lectin antagonists. Accordingly, high avidity
for DC-SIGN and other C-type lectins can be achieved with high loading of monovalent
ligands to various polyvalent systems. Taken together, the results of several groups
presented in this chapter clearly demonstrate that this general procedure for designing
glycomimetic DC-SIGN antagonists gives notable results, and according to the structural
resemblance of diverse C-type lectin CRDs, there is a high probability of its applicability to
distinct C-type lectins.
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1. Introduction
1.1. Origin and epidemiology

Dengue virus (DENV) is a member of the Flavivirus genus within the family of the
Flaviviridae and is the most common mosquito-borne viral disease. Flaviviruses derived
from a common viral ancestor 10,000 years ago. DENV has a relative recent
revolutionary history originating 1000 years ago and establishes transmission in humans
since a few hundred years. There is strong evidence that DENV was originally a monkey
virus in non-human primates in Africa and Asia. Cross-species transmission to humans
has occurred independently for all four DENV serotypes [1,2]. Each serotype shares
around 65% of the genome and despite of the differences, each serotype causes nearly
identical syndromes in humans and circulates in the same ecological niche [3]. First
clinical symptoms of dengue infections date from the 10* century but it is not for sure
that this was a dengue epidemic. The first large dengue epidemics were in 1779 in
Asia, Africa and North America. The first reported epidemic of dengue hemorrhagic
fever (DHF) was in Manilla, Philippines, in 1953 after World War II. It was suggested
that he movement of the troops during World War II has led to the spread of the virus. It
has been shown that in the 19" and 20t century, the virus was widespread in the tropics
and subtropics where nowadays 3.6 billion people are at risk of getting infected with
DENV (Figure 1). Every year, 50 million infections occur, including 500,000
hospitalizations for DHF, mainly among children, with a case fatality rate exceeding 15%
in some areas [4,5]. In 40 years of time, DENV became endemic in more than 100
countries because of the increase in human population, international transport and the
lack of vector control.

I m E c H © 2012 Schols and Alen, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. Global distribution of dengue virus infections in 2011. Contour lines represent the areas at
risk (Source: WHO, 2012).

1.2. Transmission

The transmission of DENV can only occur by the bite of an infected female mosquito, the
Aedes aegypti and the Aedes albopictus. Aedes aegypti originated, and is still present, in the
rainforests of Africa feeding on non-human primates (sylvatic cycle, Figure 2). DENV
infection in non-human primates occurs asymptomatically. However, the mosquito became
domesticated due to massive deforestation and breeds in artificial water holdings, like
automobile tires, discarded bottles and buckets that collect rainwater [4]. On one hand Aedes
aegypti is not an efficient vector because it has a low susceptibility for oral infection with
virus in human blood. Since mosquitoes ingest 1 pul of blood, the virus titer in human blood
has to be 105107 per ml for transmission to be sustained. After 7-14 days the virus has
passed the intestinal tract to the salivary glands and can be transmitted by the infected
mosquito to a new host. On the other hand, Aedes aegypti is an efficient vector because it has
adapted to humans and they repeatedly feed themselves in daylight on different hosts. After
a blood meal, the oviposition can be stimulated and the virus can be passed transovarially to
the next generation of mosquitoes (vertical transmission, Figure 2) [6].

The tiger mosquito Aedes albopictus is spreading his region from Asia to Europe and the
United States of America (USA). In the 1980s, infected Aedes Albopictus larvae were
transported in truck tires from Asia to the United States. Dengue viruses were introduced
into port cities, resulting in major epidemics [6].

Because there is no vaccine available, the only efficient way to prevent DENV infection is
eradication of the mosquito. In the 1950s and 1960s there was a successful vector control
program in the USA organized by the Pan American Health Organization. They eradicated the
mosquito from 19 countries. Unfortunately, the vector control program was stopped in 1972
because the government thought that DENV was not important anymore [2,4]. This resulted in
a re-emergence of the mosquito and DENV infections in the USA. Both demographic and
ecological changes contributed to the world wide spread of DENV infections.
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Figure 2. Transmission of DENV by Aedes mosquitoes. Modified from Whitehead et al. [7].
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Very recently, another approach to attack the vector has been documented [8,9]. There was a
mosquito made resistant to DENV infection after trans infection with the endosymbiont
Wolbachia bacterium which can infect a lot of insects. A certain strain of the Wolbachia
bacteria was trans infected in Aedes mosquitoes and was reported to inhibit the replication
and dissemination of several RNA viruses, such as DENV. Embryos of a Wolbachia
uninfected female die if the female has bred with a Wolbachia infected male. This means that
Wolbachia infected mosquitoes can take over the natural population. This was recently tested
in Australia, where dengue is endemic, and after 2 months the Wolbachia infected
mosquitoes resistant to DENV had taken over the natural mosquito population. Thus, this
indicates the beginning of a new area in vector control efforts with a high potential to
succeed.

1.3. Pathogenesis

Although DENV infections have a high prevalence, the pathogenesis of the disease is not
well understood. The disease spectrum can range from an asymptomatic or flu like illness to
a lethal disease. After a bite of an infected mosquito, there is an incubation period of 3 to 8
days. Then there is on acute onset of fever ( > 39°C) accompanied by nonspecific symptoms
like severe headache, nausea, vomiting, muscle and joint pain (dengue fever). Clinical
findings alone are not helpful to distinguish dengue fever from other febrile illnesses such
as malaria or measles. Half of the infected patients report a rash and is most commonly seen
on the trunk and the insides of arms and thighs. Skin hemorrhages, including petechiae and
purpura, are very common. Liver enzyme levels of alanine aminotransferase and aspartate
aminotransferase can be elevated. Dengue fever is generally self-limiting and is rarely fatal
[5,10,11].

The disease can escalate into dengue hemorrhagic fever (DHF) or dengue shock syndrome
(DSS). DHEF is primarily a children’s disease and is characterized as an acute febrile illness
with thrombocytopenia (< 100,000 cells/mm?®). This results in an increased vascular
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permeability and plasma leakage from the blood vessels into the tissue. Plasma leakage has
been documented by an increased hematocrit and a progressive decrease in platelet count.
Petechiae and subcutaneous bleedings are very common [12].

DSS is defined when the plasma leakage becomes critical resulting in circulatory failure,
weak pulse and hypotension. Plasma volume studies have shown a reduction of more than
20% in severe cases. A progressively decreasing platelet count, a rising hematocrit, sustained
abdominal pain, persistent vomiting, restlessness and lethargy may be all signs for DSS.
Prevention of shock can only be established after volume replacement with intravenous
fluids [5,11]. When experienced clinicians and nursing staff are available in endemic areas,
the case fatality rate is < 1%.

DHF and DSS occur during a secondary infection with a heterologous serotype. The first
infection with one of the four serotypes provides lifelong immunity to the homologous
virus. During a second infection with a heterologous serotype, non-neutralizing IgG
antibodies can enhance disease severity. This phenomenon is called antibody-dependent
enhancement (ADE). The pre-existing non-neutralizing heterotypic antibodies can form a
complex with DENV and enhance the access to Fc-receptor bearing cells such as monocytes
and macrophages [13,14] (Figure 3).
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Figure 3. Mechanism of antibody-dependent enhancement (ADE). During a secondary infection caused
by a heterologous virus, the pre-existing heterotypic antibodies can cross-react with the other DENV
serotypes. The non-neutralizing antibody-virus complex can interact with the Fc-receptor on monocytes
or macrophages. This will lead to an increased viral load and a more severe disease. Figure derived
from Whitehead et al. [7].

This will lead to an increase in viral load and a more severe disease. These non-neutralizing
antibodies can cross-react with all four virus serotypes, as well as with other flaviviruses.
This phenomenon explains why young infants born to dengue immune mothers often
experience a more severe disease due to transplacental transfer of DENV-specific antibodies
[15]. Another approach to assist this phenomenon is the observation of increased viremia in
non-human primates which received passive immunization with antibodies against DENV
[16].
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A second mechanism to explain ADE of flaviviruses is the involvement of the complement
system. It has been shown that monoclonal antibodies against complement receptor 3 inhibit
ADE of West Nile virus in vitro [14]. But Fc-receptor-dependent ADE is believed to be the
most common mechanism of ADE.

2. DENV entry
2.1. Entry process

The infectious entry of DENV into its target cells, mainly dendritic cells [17], monocytes and
macrophages, is mediated by the viral envelope glycoprotein E via receptor-mediated
endocytosis [18]. The E-glycoprotein is the major component (53 kDa) of the virion surface
and is arranged as 90 homodimers in mature virions [19]. Recent reports demonstrated also
that DENV enters its host cell via clathrin-mediated endocytosis [20,21], as observed with
other types of flaviviruses [22,23]. Evidence for flavivirus entry via this pathway is based on
the use of inhibitors of clathrin-mediated uptake, such as chlorpromazine. However, DENV
entry via a non-classical endocytic pathway independent from clathrin has also been
described [24]. It seems that the entry pathway chosen by DENV is highly dependent on the
cell type and viral strain. In case of the classical endocytic pathway, there is an uptake of the
receptor-bound virus by clathrin coated vesicles. These vesicles fuse with early endosomes
to deliver the viral RNA into the cytoplasm. The E-protein responds to the reduced pH of
the endosome with a large conformational rearrangement [25,26]. The low pH triggers
dissociation of the E-homodimer, which then leads to the insertion of the fusion peptide into
the target cell membrane forming a bridge between the virus and the host. Next, a stable
trimer of the E-protein is folded into a hairpin-like structure and forces the target membrane
to bend towards the viral membrane and eventually fusion takes place [25,27,28]. The fusion
results in the release of viral RNA into the cytoplasm for initiation of replication and
translation (Figure 4).

2.2. The DENV envelope

The DENV E-glycoprotein induces protective immunity and flavivirus serological
classification is based on its antigenic variation. During replication the virion assumes three
conformational states: the immature, mature and fusion-activated form. In the immature
state, the E-protein is arranged as a heterodimer and generates a “spiky” surface because the
premembrane protein (prM) covers the fusion peptide. In the Golgi apparatus, the virion
maturates after a rearrangement of the E-protein. The E-heterodimer transforms to an E-
homodimer and results in a “smoothy” virion surface. After a furin cleavage of the prM to
pr and M, the virion is fully maturated and can be released from the host cell. Upon fusion,
the low endosomal pH triggers the rearrangement of the E-homodimer into a trimer [29].

The E-protein monomer is composed out of (3-barrels organized in three structural domains
(Figure 5).
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Figure 4. Schematic overview of the DENV membrane fusion process. (A) Pre-fusion conformation of
the E-protein consists of homodimers on the virus surface. (B) Low endosomal pH triggers dissociation
of the E-dimers into monomers which leads to the insertion of the fusion peptide with the endosomal
target membrane. (C) A stable E-protein trimer is folded in a hairpin-like structure. (D) Hemifusion
intermediate in which only the outer leaflets of viral and target cellular membranes have fused. (E)
Formation of the post-fusion E-protein trimer and opening of the fusion pore allows the release of the
viral RNA into the cytoplasm. Modified from Stiasny et al. [26].
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Figure 5. Location of the 2 N-glycans on the envelope protein of DENV. The DENV E-protein dimer
carries 2 N-glycans on each monomer at Asn67 and Asn153. B-strands are shown as ribbons with
arrows, a-helices are shown as coiled ribbons. Thin tubes represent connecting loops. Domain I is
shown in red, domain II is shown in yellow and contains the fusion peptide near Asn153. Domain III is
shown in blue. Disulfide bridges are shown in orange. In green, the ligand N-octyl-D-glucoside is
shown, which interacts with the hydrophobic pocket between domain I and II. Modified from Modis et
al. [30].
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The central domain I contains the aminoterminus and contains two disulfide bridges.
Domain II is an extended finger-like domain that bears the fusion peptide and stabilizes the
dimer. This sequence contains three disulfide bridges and is rich in glycine. Between
domain I and domain Il is a binding pocket that can interact with a hydrophobic ligand, the
detergent P-N-octyl-glucoside. This pocket is an important target for antiviral therapy
because mutations in this region can alter virulence and the pH necessary for the induction
of conformational changes. The immunoglobulin-like domain III contains the receptor
binding motif, the C-terminal domain and one disulfide bond [30,31]. Monoclonal
antibodies recognizing domain III are the most efficient of blocking DENV [32,33] and this
domain is therefore an interesting target for antiviral therapy.

Because dendritic cell-specific intercellular adhesion molecule 3-grabbing non-integrin (DC-
SIGN) (See 1.3.1) is identified as an important receptor for DENV in primary DC in the skin
and DC-SIGN recognizes high-mannose sugars, carbohydrates present on the E-protein of
DENV could be important for viral attachment. The E-protein has two potential
glycosylation sites: asparagines 67 (Asn67) and Asnl53. Glycosylation at Asnl53 is
conserved in flaviviruses, with the exception of Kunjin virus, a subtype of West Nile virus
[34] and is located near the fusion peptide in domain II [30,31] (Figure 5). Glycosylation at
Asn67 is unique for DENV [31].

3. Role of DC-SIGN in DENYV infection

Prior to fusion, DENV needs to attach to specific cellular receptors. Because DENV can
infect a variety of different cell types isolated from different hosts (human, insect, monkey
and even hamster), the virus must interact with a wide variety of cellular receptors. In the
last decade, several candidate attachment factor/receptors are identified. DC-SIGN is
described as the most important human cellular receptor for DENV.

Since 1977, monocytes are considered to be permissive for DENV infection [35]. More recent,
phenotyping of peripheral blood mononuclear cells (PBMCs) from pediatric DF and DHF
cases resulted in the identification of monocytes as DENV target cells [36].

First, it was believed that monocytes are important during secondary DENV infections
during the ADE process, because of their Fc-receptor expression. The complex formed
between the non-neutralizing antibody and the virus can bind to Fc-receptors and enhance
infection in neighboring susceptible cells [14,18,37]. However, in vitro, monocytes isolated
from PBMCs, apparently have a very low susceptibility for DENV infection for reasons that
remain to be elucidated.

More detailed observation of the natural DENV infection, changes the idea of monocytes
being the first target cells. Following intradermal injection of DENV-2 in mice, representing
the bite of an infected mosquito, DENV occurs to replicate in the skin [38]. The primary
DENV target cells in the skin are believed to be immature dendritic cells (DC) or
Langerhans cells [17,39-41]. Immature DC are very efficient in capturing pathogens whereas
mature DC are relatively resistant to infection. The search for cellular receptors responsible
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for DENV capture leads to the identification of cell-surface C-type lectin DC-specific
intercellular adhesion molecule 3-grabbing non-integrin (DC-SIGN; CD209) [42-45]. DC-
SIGN is mainly expressed by immature DC, but also alveolar macrophages and interstitial
DC in the lungs, intestine, placenta and in lymph nodes express DC-SIGN [46]. DC-SIGN is
a tetrameric transmembrane receptor and is a member of the calcium-dependent C-type
lectin family. The receptor is composed of four domains: a cytoplasmic domain responsible
for signaling and internalization due to the presence of a dileucine motif, a transmembrane
domain, seven to eight extracellular neck repeats implicated in the tetramerization of DC-
SIGN and a carbohydrate recognition domain (CRD) (Figure 6) [47].
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Figure 6. Structure of DC-SIGN. DC-SIGN, mainly expressed by human dendritic cells in the skin, is
composed out of four domains: (A) cytoplasmic domain containing internalization signals, (B)
transmembrane domain, (C) 7 or 8 extracellular neck repeats implicated in the oligomerization of DC-
SIGN and (D) carbohydrate recognition domain which can interact calcium-dependent with a variety of
pathogens.

Alen ef al. [42] investigated the importance of DC-SIGN receptor in DENV infections using
DC-SIGN transfected Raji cells versus Raji/0 cells. A strong contrast in DENV susceptibility
was observed between Raji/DC-SIGN* cells and Raji/0 cells. DC-SIGN expression renders
cells susceptible for DENV infection. Also in other cell lines, the T-cell line CEM and the
astroglioma cell line U87, expression of DC-SIGN renders the cells permissive for DENV
infection. To evaluate the importance of DC-SIGN, Raji/DC-SIGN* cells were incubated with
a specific anti-DC-SIGN antibody prior to DENV infection. This resulted in an inhibition of
the DENV replication by ~90%, indicating that DC-SIGN is indeed an important receptor for
DENV. Also 2 mg/ml of mannan inhibited the DENV infection in Raji/DC-SIGN* cells by
more than 80%. This data indicate that the interaction between DC-SIGN and DENV is
dependent on mannose-containing N-glycans present on the DENV envelope [42].

Thus, the CRD of DC-SIGN recognizes high-mannose N-glycans and also fucose-containing
blood group antigens [48,49]. Importantly, DC-SIGN can bind a variety of pathogens like
human immunodeficiency virus (HIV) [50], hepatitis C virus (HCV) [51], ebola virus [52]
and several bacteria, parasites and yeasts [46]. Many of these pathogens have developed
strategies to manipulate DC-SIGN signaling to escape from an immune response [46].
Following antigen capture in the periphery, DC maturate by up regulation of the co-
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stimulatory molecules and down regulation of DC-SIGN. By the interaction with ICAM-2 on
the vascular endothelial cells, DC can migrate to secondary lymphoid organs [53]. Next, the
activated DC interact with ICAM-3 on naive T-cells. This results in the stimulation of the T-
cells and subsequently in the production of cytokines and chemokines [54]. Inhibition of the
initial interaction between DENV and DC could prevent an immune response. DC-SIGN
could be considered as a target for antiviral therapy by interrupting the viral entry process.
But caution must be taken into account as the DC-SIGN receptor has also an important role
in the activation of protective immune responses instead of promoting the viral
dissemination. However, several DC-SIGN antagonists have been developed such as small
interfering RNAs (siRNA) silencing DC-SIGN expression [55], specific anti-DC-SIGN
antibodies [56] and glycomimetics interacting with DC-SIGN [57]. The in vivo effects of DC-
SIGN antagonists remain to be elucidated.

Besides DC, macrophages play a key role in the immune pathogenesis of DENV infection
as a source of immune modulatory cytokines [58]. Recently, Miller et al. showed that the
mannose receptor (MR; CD206) mediates DENV infection in macrophages by recognition
of the glycoproteins on the viral envelope [59]. Monocyte-derived DC (MDDC) can be
generated out of monocytes isolated from fresh donor blood incubated IL-4 and GM-
CSF. After a differentiation process MDDC were generated highly expressing DC-SIGN
(Figure 7A, B) and showing a significantly decrease in CD14 expression in contrast to
monocytes [59,60]. Again, DC-SIGN expression on MDDC renders cells susceptible for
DENV in contrast to monocytes (Figure 7A, B). MR is also present on monocyte-derived
DC (MDDC) and anti-MR antibodies can inhibit DENV infection, although to a lesser
extent than anti-DC-SIGN antibodies do (Figure 7C) [61]. Furthermore, the combination
of anti-DC-SIGN and anti-MR antibodies was even more effective in inhibiting DENV
infection. Yet, complete inhibition of DENV infection was not achieved, indicating that
other entry pathways are potentially involved. Two other receptors on DC reported to be
responsible for HIV attachment are syndecan-3 (a member of the heparan sulfate
proteoglycan family) [62] and the DC immune receptor [63]. Since DENV interacts with
heparan sulfate, syndecan-3 may be a possible (co)-receptor on DC. It has been
hypothesized that DENV needs DC-SIGN for attachment and enhancing infection of DC
in cis and needs MR for internalization [59]. In fact, cells expressing mutant DC-SIGN,
lacking the internalization domain, are still susceptible for DENV infection because DC-
SIGN can capture the pathogen [43].

Another C-type lectin, CLEC5A (C-type lectin domain family 5, member A) expressed by
human macrophages can also interact with DENV and acts as a signaling receptor for the
release of proinflammatory cytokines [64]. However, whereas the DC-SIGN-DENV
interaction is calcium-dependent, CLEC5A binding to its ligand is not dependent on
calcium. Mannan and fucose can inhibit the interaction between CLEC5A and DENYV,
indicating that the interaction is carbohydrate-dependent [64]. However, a glycan array
demonstrated no binding signal between CLEC5A and N-glycans of mammals or insects
[65]. The molecular interaction between CLEC5A and DENV remains to be elucidated.
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Figure 7. Infection of MDDC by DENV. Monocytes isolated from PBMCs were untreated (A) or treated
with 25 ng/ml IL-4 and 50 ng/ml GM-CSF (B) for 5 days prior to DENV-2 infection. Two days after
infection the cells were permeabilized and analyzed for DC-SIGN expression and DENV infection by
confocal microscopy and flow cytometry. Uninfected cells were stained with a PE-labeled monoclonal
DC-SIGN-antibody (red). Infected cells were stained with a mixture of antibodies recognizing DENV-2
E-protein and PrM protein (green). Nuclei were stained with DAPI (blue). Infected monocytes (A) and
MDDC (B) were analyzed by flow cytometry to detect DENV-2 positive cells. The values indicated in
each dot plot represent the % of DENV-2 positive cells. (C) MDDC were preincubated with 10 pug/ml of
isotype control IgGza, anti-DC-SIGN or anti-MR antibody for 30 minutes before DENV-2 infection. Viral
replication was analyzed by flow cytometry. % Inhibition of viral replication + SEM of 4 different blood
donors is shown.

Immune cells, in particular dendritic cells, are the most relevant cells in the discovery of
specific antiviral drugs against dengue virus, but the isolation of these cells and the
characterization is unfortunately labour intensive and time consuming,.

Liver/lymph node-specific ICAM-3 grabbing non-integrin (L-SIGN) is a DC-SIGN related
transmembrane C-type lectin expressed on endothelial cells in liver, lymph nodes and
placenta [66,67]. Similar to DC-SIGN, L-SIGN is a calcium-dependent carbohydrate-binding
protein and can interact with HIV [67], HCV [51], Ebola virus [52], West Nile virus [68] and
DENV [45]. Zellweger et al. observed that during antibody-dependent enhancement in a
mouse model that liver sinusoidal endothelial cells (LSEC) are highly permissive for
antibody-dependent DENV infection [69]. Given the fact that LSEC express L-SIGN, it is
interesting to focus on the role of L-SIGN in DENV infection. L-SIGN expression on LSEC
has probably an important role in ADE in vivo and therefore it is interesting to find antiviral
agents interrupting the DENV-L-SIGN interaction and subsequently prevent the
progression to the more severe and lethal disease DHF/DSS. Although endothelial cells [70]
and liver endothelial cells [71] are permissive for DENV and L-SIGN-expression renders
cells susceptible for DENV infection, the in vivo role for L-SIGN in DENV entry remains to
be established.
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4. Antiviral therapy

At present, diagnosis of dengue virus infection is largely clinical, treatment is supportive
through hydration and disease control is limited by eradication of the mosquito. Many efforts
have been made in the search for an effective vaccine, but the lack of a suitable animal model,
the need for a high immunogenicity vaccine and a low reactogenicity are posing huge
challenges in the dengue vaccine development [7,72]. There are five conditions for a dengue
vaccine to be effective: (i) the vaccine needs to be protective against all four serotypes without
reactogenicity, because of the risk of ADE, (ii) it has to be safe for children, because severe
dengue virus infections often affects young children, (iii) the vaccine has to be economical with
minimal or no repeat immunizations, because dengue is endemic in many developing
countries, (iv) the induction of a long-lasting protective immune response is necessary and
finally (v) the vaccine may not infect mosquitoes by the oral route [7,73].

As there is no vaccine available until now, the search for antiviral products is imperative. The
traditional antiviral approach often attacks viral enzymes, such as proteases and polymerases
[74,75]. Because human cells lack RNA-dependent polymerase, this enzyme is very attractive
as antiviral target without cytotoxicity issues. Nucleoside analogues and non-nucleoside
compounds have previously been shown to be very effective in anti-HIV therapy and anti-
hepatitis B virus therapy. The protease activity is required for polyprotein processing which is
necessary for the assembly of the viral replication complex. Thereby, the protease is an
interesting target for antiviral therapy. However, the host cellular system has similar protease
activities thus cytotoxic effects form a major recurrent problem. Very recently, many efforts
have been made in the development of polymerase and protease inhibitors of DENV, but until
today, any antiviral product has reached clinical trials. This chapter is focusing on a different
step in the virus replication cycle, namely, the viral entry process. In the past few years,
progression has been made in unraveling the host cell pathways upon DENV infection. It is
proposed that viral epitopes on the surface of DENV can trigger cellular immune responses
and subsequently the development of a severe disease. Therefore, these epitopes are potential
targets for the development of a new class of antiviral products, DENV entry inhibitors.
Inhibition of virus attachment is a valuable antiviral strategy because it forms the first barrier
to block infection. Several fusion inhibitors, glycosidase inhibitors and heparin mimetics have
been described to inhibit DENV entry in the host cell. Here, specific molecules, the
carbohydrate-binding agents (CBAs), preventing the interaction between the host and the N-
glycans present on the DENV envelope are discussed.

4.1. Carbohydrate-binding agents (CBAs)

The CBAs form a large group of natural proteins, peptides and even synthetic agents that
can interact with glycosylated proteins. CBAs can be isolated from different organisms:
algae, prokaryotes, fungi, plants, invertebrates and vertebrates (such as DC-SIGN and L-
SIGN) [76,77]. Each CBA will interact in a specific way with monosaccharides, such as
mannose, fucose, glucose, N-acetylglucosamine, galactose, N-acetylgalactosamine or sialic
acid residues present in the backbone of N-glycan structures. Because a lot of enveloped
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viruses are glycosylated at the viral surface, such as HIV, HCV and DENV (Figure 5), CBAs
could interact with the glycosylated envelope of the virus and subsequently prevent viral
entry into the host cell [78,79]. Previously, antiviral activity against HIV and HCV [78-80]
was demonstrated of several CBAs isolated from plants (plant lectins) and algae specifically
binding mannose and N-acetylglucosamine residues.

Here, we focus on the antiviral activity of three plant lectins, Hippeastrum hybrid agglutinin
(HHA), Galanthus nivalis agglutinin (GNA) and Urtica dioica (UDA) isolated from the
amaryllis, the snow drop and the stinging nettle, respectively. In general, plant lectins form
a large diverse group of proteins, exhibiting a wide variety of monosaccharide-binding
properties which can be isolated from different sites within the plant, such as the bulbs,
leaves or roots. HHA (50 kDa) and GNA (50 kDa) isolated from the bulbs are tetrameric
proteins. For GNA, each monomer contains two carbohydrate-binding sites and a third site
is created once if tetramerization had occurred, resulting in a total of 12 carbohydrate-
binding sites (Figure 8). HHA specifically interacts with al-3 and al-6 mannose residues
and GNA only recognizes al1-3 mannose residues. UDA, isolated from the rhizomes of the
nettle, is active as a monomer containing 2 carbohydrate-binding sites recognizing N-
acetylglucosamine residues (Figure 8). In 1984, UDA was isolated for the first time and with
its molecular weight of 8.7 kDa, UDA is the smallest plant lectin ever reported [81]. The
plant lectins have been shown to possess both antifungal and insecticidal activities playing a
role in plant defense mechanisms. Here, the antiviral activity of the plant lectins against
DENYV will be further highlighted and discussed in detail.

Figure 8. Structure of GNA and UDA. GNA is isolated from the snow drop and is a tetrameric protein.
UDA is isolated from the stinging nettle and is a monomeric protein composed out of hevein domains.

Previously, concanavalin A (Con A), isolated from the Jack bean, binding to mannose
residues and wheat germ agglutinin binding to N-acetylglucosamine (Glc-NAc) residues,
were shown to reduce DENYV infection in vitro. A competition assay, using mannose, proved
that the inhibitory effect of Con A was due to binding a-mannose residues on the viral
protein, because mannose successfully competed with Con A [82]. Together with the fact
that HHA, GNA and UDA act inhibitory against HIV and HCV, we hypothesized that these
plant lectins had antiviral activity against DENV, because DENV has two N-glycosylation
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sites on the viral envelope and uses DC-SIGN as a cellular receptor to enter DC. The
antiviral activity of the three plant lectins was investigated in DC-SIGN* and L-SIGN* cells
and the infection was analyzed by flow cytometry, RT-qPCR and confocal microscopy.

4.2. Broad antiviral activity of CBAs against DENV

Because DC-SIGN interacts carbohydrate-dependent with DENV, the antiviral activity of
the three plant lectins, HHA, GNA and UDA, recognizing monosaccharides present in the
backbone of N-glycans on the DENV E-protein, was evaluated. A consistent dose-dependent
antiviral activity was observed in DC-SIGN transfected Raji cells against DENV-2 analyzed
by flow cytometry (detecting the presence of DENV Ag) and RT-qPCR (detecting viral RNA
in the supernatants) [42].

Next, the antiviral potency of the three plant lectins was determined against all four
serotypes of DENV, of which DENV-1 and DENV-4 are low-passage clinical virus isolates,
in both Raji/DC-SIGN* cells and in primary immature MDDC. The use of MDDC has much
more clinical relevance than using a transfected cell line. MDDC resemble DC in the skin
[83] and mimic an in vivo DENV infection after a mosquito bite. Moreover, cells of the
hematopoietic origin, such as DC, have been shown to play a key role for DENV
pathogenesis in a mouse model [84]. A dose-dependent and a DENV serotype-independent
antiviral activity of HHA, GNA and UDA in MDDC was demonstrated as analyzed by flow
cytometry (Figure 9). These CBAs proved about 100-fold more effective in inhibiting DENV
infection in primary MDDC compared to the transfected Raji/DC-SIGN* cell line.
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Figure 9. Dose-dependent antiviral activity of HHA, GNA and UDA in DENV-infected MDDC. MDDC
were infected with the four serotypes of DENV in the presence or absence of various concentrations of
HHA, GNA and UDA. DENV infection was analyzed by flow cytometry using an anti-PrM antibody
recognizing all four DENV serotypes (clone 2H2). % of infected cells compared to the positive virus
control (VC) £ SEM of 4 to 12 different blood donors is shown. (Adapted from Alen et al. [61]).
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When DENYV is captured by DC, a maturation and activation process occurs. DC require
downregulation of C-type lectin receptors [85], upregulation of costimulatory molecules,
chemokine receptors and enhancement of their APC function to migrate to the nodal T-
cell areas and to activate the immune system [86]. Cytokines implicated in vascular
leakage are produced, the complement system becomes activated and virus-induced
antibodies can cause DHF via binding to Fc-receptors. Several research groups
demonstrated maturation of DC induced by DENV infection [87,88]. Some groups made
segregation in the DC population after DENV infection, the infected DC and the
uninfected bystander cells. They found that bystander DC, in contrast to infected DC,
upregulate the cell surface expression of costimulatory molecules, HLA and maturation
molecules. This activation is induced by TNF-a and IFN-a secreted by DENV-infected DC
[40,89,90]. Instead, Alen et al. observed an upregulation of the costimulatory molecules
CD80 and CD86 and a downregulation of DC-SIGN and MR on the total (uninfected and
infected) DC population following DENV infection [61]. This could indicate that the DC
are activated and can interact with naive T-cells and subsequently activate the immune
system resulting in increased vascular permeability and fever. When the effect of the
CBAs was examined on the expression level of the cell surface markers of the total DC
population, it was shown that the CBAs are able to inhibit the activation of all DC caused
by DENV and can keep the DC in an immature state. Furthermore, DC do not express
costimulatory molecules and thus do not interact or significantly activate T-cells. An
approach to inhibit DENV-induced activation of DC may prevent the immunopathological
component of DENV disease.

However, since plant lectins are expensive to produce and not orally bioavailable, the search
for non-peptidic small molecules is necessary. PRM-S, a highly soluble non-peptidic
small-size carbohydrate-binding antibiotic is a potential new lead compound in HIV
therapy, since PRM-S efficiently inhibits HIV replication and prevents capture of HIV to
DC-SIGN* cells [91]. PRM-S also inhibited dose-dependently DENV-2 replication in
MDDC but had only a weak antiviral activity in Raji/DC-SIGN~* cells [61]. Actinohivin
(AH), a small prokaryotic peptidic lectin containing 114 amino acids, exhibits also anti-
HIV-1 activity by recognizing high-mannose-type glycans on the viral envelope [92].
Although DENV has high mannose-type glycans on the E-protein, there was no antiviral
activity of AH against DENV infection. Other CBAs such as microvirin, griffithsin and
Banlec have been shown to exhibit potent activity against HIV replication [93-95], but
these CBAs did not show antiviral activity against DENV. Previously, it has been shown
that the CBAs HHA, GNA and UDA also target the N-glycans of other viruses, such as
HIV, HCV [79] and HCMV [80]. This indicates that the CBAs can be used as broad-
spectrum antiviral agents against various classes of glycosylated enveloped viruses.
Although, the three plant lectins did not act inhibitory against parainfluenza-3, vesicular
stomatitis virus, respiratory syncytial virus or herpes simplex virus [79]. Together, these
data indicate a unique carbohydrate-specificity, and thus also a specific profile of antiviral
activity of the CBAs.
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4.3. Molecular target of the CBAs on DENV

It was demonstrated in time of drug addition assays that the mannose binding lectin HHA
prevents DENV-2 binding to the host cell and acts less efficiently when the virus had
already attached to the host cell. It was shown that HHA interacts with DENV and not with
cellular membrane proteins such as DC-SIGN on the target cell. The potency of HHA to
inhibit attachment of DENV to Raji/DC-SIGN* cells is comparable to its inhibitory activity of
the capture of HIV and HCV to Raji/DC-SIGN* cells [79]. CBAs could thus be considered as
unique prophylactic agents of DENV infection.

To identify the molecular target of the CBAs on DENV, a resistant DENV to HHA was
generated in the mosquito cell line C6/36 by Alen et al. (HHAr™ DENV). Compared with the
WT DENYV, two highly prevalent mutations were found, namely N67D and T155], present in
80% of all clones sequenced. Similar mutational patterns destroying both glycosylation
motifs (T69I or T69A each in combination with T155I) were present in another 10% of the
clones analyzed. The N-glycosylation motif 153N-D-Tiss is conserved among the majority of
all flaviviruses, while a second N-glycosylation motif ¢/IN-T-Tes is unique among DENV [96].
In the HHA's virus both N-glycosylation motifs were mutated either directly at the actual
N-glycan accepting a residue of the first site (Asn67) or at the C-proximal Thr155 being an
essential part of the second N-glycosylation site [97], thus both N-glycosylation sites on the
viral envelope protein can be considered to be deleted. This indicates that HHA directly
targets the N-glycans on the viral E-protein. In fact, all clones sequenced showed the
deletion of the N-glycan at Asn153. However, 10% of the clones sequenced had no mutation
at the glycosylation motif &/N-T-Tey, indicating that this glycosylation motif [96] has a higher
genetic barrier compared to 1:3N-D-Tiss. Though there are multiple escape pathways to
become resistant to HHA, it seems not to be possible to fully escape the selective pressure of
favoring a deglycosylation of the viral E-protein. In addition, there were no mutations found
either apart from the N-glycosylation sites of the E-protein or in any of the five WT DENV-2
clones passaged in parallel. This is not fully unexpected as flaviviruses replicate with
reasonable fidelity and DENV does not necessarily exist as a highly diverse quasispecies
neither in vitro nor in vivo [98,99].

There are some contradictions in terms of necessity of glycosylation of Asn67 and Asn153
during DENV viral progeny. Johnson et al. postulated that DENV-1 and DENV-3 have both
sites glycosylated and that DENV-2 and DENV-4 have only one N-glycan at Asn-67 [100]. In
contrast, a study comparing the number of glycans in multiple isolates of DENV belonging
to all four serotypes led to the consensus that all DENV strains have two N-glycans on the
E-protein [101]. However, mutant DENV lacking the glycosylation at Asn153 can replicate in
mammalian and insect cells, indicating that this glycosylation is not essential for viral
replication [96,102]. There is a change in phenotype because ablation of glycosylation at
Asnl153 in DENV is associated with the induction of smaller plaques in comparison to the
wild type virus [96]. Asn153 is proximal to the fusion peptide and therefore deglycosylation
at Asnl153 showed also an altered pH-dependent fusion activity and displays a lower
stability [103,104]. In contrast, Alen ef al. showed that the mutant virus, HHA™ lacking both
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N-glycosylation sites, had a similar plaque phenotype in BHK cells (manuscript submitted).
It has been shown that DENV lacking the glycosylation at Asn67 resulted in a replication-
defective phenotype, because this virus infects mammalian cells weakly and there is a
reduced secretion of DENV E-protein. Replication in mosquito cells was not affected,
because the mosquito cells restore the N-glycosylation at Asn67 with a compensatory site-
mutation (K64N) generating a new glycosylation site [96,105]. These data are in contrast
with other published results, where was demonstrated that DENV lacking the Asn67-linked
glycosylation can grow efficiently in mammalian cells, depending on the viral strain and the
amino acid substitution abolishing the glycosylation process [102]. A compensatory
mutation was detected (N124S) to repair the growth defect without creating a new
glycosylation site. Thus, the glycan at Asn67 is not necessary for virus growth, but a critical
role for this glycan in virion release from mosquito cells was demonstrated [102]. However,
HHA resistant virus was found to replicate efficiently in mosquito and insect cells indicating
an efficient carbohydrate-independent viral replication in these cell lines. A possible
explanation for the differences between our data and data from previous studies could be
that the mutant virus has been generated in mosquito C6/36 cells (during replication under
antiviral drug pressure) and not in mammalian cells (after introducing the mutations by
site-directed mutagenesis). In addition, in previous studies, other amino acid substitutions
were generated, resulting in different virus genotypes and subsequently resulting in poorly
to predict virus phenotypes.

The glycosylation at Asn67 is demonstrated to be essential for infection of monocyte-derived
dendritic cells (MDDC), indicating an interaction between DC-SIGN and the glycan at
Asn67 [96,106]. Also the HHA™s DENV was not able to infect efficiently DC-SIGN* cells or
cells that express the DC-SIGN-related liver-specific receptor L-SIGN. Interestingly, MDDC
are also not susceptible for HHA™s DENV infection, indicating the importance of the DC-
SIGN-mediated DENV infection in MDDC. Moreover, cells of the hematopoietic origin, such
as DC, are described to be necessary for DENV pathogenesis [84]. If the CBA resistant
DENYV in not able to infect DC anymore, it can be stated that the CBAs interfere with a
physiologically highly relevant target. DC-SIGN is postulated as the most important DENV
entry receptor until now. The entry process of DENV in Vero, Huh-7, BHK-21 and C6/36 cell
lines is DC-SIGN-independent and also carbohydrate-independent. Indeed, HHA™s DENV
can efficiently enter and replicate in these cell lines. HHAr DENV lacking both N-glycans
on the envelope E-glycoprotein is able to replicate efficiently in mammalian cells, with the
exception of DC-SIGN* cells.

The HHA virus was used as a tool to identify the antiviral target of other classes of
compounds as it could replicate in human liver Huh-7 cells. The use of Huh-7 cells has
much more clinical relevance than using monkey (Vero) or hamster (BHK) kidney cells. The
HHAs DENV was found cross-resistant to GNA, that recognizes like HHA, o-1,3 mannose
residues. UDA, which recognizes mainly the N-acetylglucosamine residues of the N-
glycans, also lacked antiviral activity against HHArs DENV in Huh-7 cells. This indicates
that the entire backbone of the N-glycan is deleted. Likewise, pradimicin-S (PRM-S), a small-
size o-1,2-mannose-specific CBA, was also unable to inhibit HHA™ DENV. This
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demonstrates that PRM-S targets also the N-glycans on the DENV envelope. In contrast,
ribavirin (RBV), a nucleoside analogue and inhibitor of cellular purine synthesis [74],
retained as expected wild-type antiviral activity against HHArs DENV. This argues against
that there would be compensatory mutations in the non-structural proteins of DENV which
are responsible for an overall enhanced replication of the viral genome [107,108]. SA-17, a
novel doxorubicine analogue that inhibits the DENV entry process [109], was equipotent
against WT and HHA™s DENV. The SA-17 compound is predicted to interact with the
hydrophobic binding pocket of the E-glycoprotein which is independent from the N-
glycosylation state of the E-glycoprotein [109]. These data confirm the molecular docking
experiments of SA-17.

Generally, the function of glycosylation on surface proteins is proper folding of the protein,
trafficking in the endoplasmic reticulum, interaction with receptors and influencing virus
immunogenicity [110]. Virions produced in the mosquito vector and human host may have
structurally different N-linked glycans, because the glycosylation patterns are
fundamentally different [101,111]. N-glycosylation in mammalian cells is often of the
complex-type because a lot of different processing enzymes could add a diversity of
monosaccharides. Glycans produced in insect cells are far less complex, because of less
diversity in processing enzymes and usually contain more high-mannose and pauci-
mannose-type glycans. DC-SIGN can distinguish between mosquito- and mammalian cell-
derived alphaviruses [112] and West Nile virus [68], resulting in a more efficient infection by
a mosquito-derived virus, but this was not the case for DENV [101].

Although the CBAs HHA and GNA are not mitogenic and not toxic to mice when
administered intravenously [113], caution must be taken in the development of the CBAs to
use as antiviral drug in the clinic. First, the natural plant lectins are expensive to produce
and hard to scale-up, but efforts have been made to express CBAs in commensal bacteria
which provide an easy production process of this class of agents. Second, there can be a
systemic reaction against the lectins such as in food allergies against peanut lectin or banana
lectin [114,115]. Third, the CBAs can recognize aspecifically cellular glycans and could
interfere with host cellular processes. But, DENV glycosylation is of the high-mannose or
pauci-mannose type, which is only rare on mammalian proteins. The synthetic production
of small non-peptidic molecules, such as PRM-S, with CBA-like activity, could overcome the
pharmacological problems of the plant lectins. Therefore, PRM-S forms a potential lead
candidate in the development of more potent and specific DENV entry inhibitors.

5. Conclusion

In conclusion, besides active vector control in tropical and subtropical regions, there is an
urgent need for antiviral treatment to protect half of the world’s population against severe
DENYV infections. DC-SIGN is thought to be the most important DENV receptor and that the
DC-SIGN-DENYV envelope protein interaction is an excellent target for viral entry inhibitors
such as the CBAs. Resistance against HHA forces the virus to delete its N-glycans and
subsequently this mutant virus is not able anymore to infect its most important target cells.
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Thus the CBAs act in two different ways: prevention of viral entry by directly binding N-
glycans on the viral envelope and indirectly forcing the virus to delete its N-glycans and
loose the capability to infect DC. The plant lectins provided more insight into the entry
pathway of the virus into the host cell. Hopefully some of these future derivatives with a
comparable mode of action will reach clinical trials in the near future.
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1. Introduction
1.1. Clinical assessment of asthma

Pulmonary function tests (PFTs/spirometry) are routinely used clinically to diagnose
asthma. Forced expiratory volume in one second (FEVi) is a measure of airflow and is
influenced largely by the resistance in the airways. During an “asthma attack”, the
airways narrow owing to mucus hypersecretion and smooth muscle contraction, which
results in a sharp increase in airway resistance and reduction in FEV1. In the clinics, this
can be reproduced by exposing patients with asthma to non-specific smooth muscle
contractile agonists such as methacholine. A fall in FEV1 at a relatively low dose of
methacholine indicates airway hyperresponsiveness (AHR). In asthmatic patients this
drop in FEV: can be reversed by inhaled bronchodilators such as {32-agonists (e.g.
salbutamol), which relaxes airway smooth muscles. AHR is often used as a diagnostic
criterion for asthma.

Asthma is increasingly considered a syndrome, with diverse overlapping pathologies
and phenotypes contributing to significant heterogeneity in clinical manifestation,
disease progression, and treatment response [1]. Severe uncontrolled asthmatics make
up approximately 5-10% of the population of asthmatics, yet they consume around 50%
of the treatment resources [2]. Spirometric tests are incapable of exposing the
underlying pathologies or phenotypes which combine within an individual to produce
the asthmatic disease. In contrast specific biomarkers may enable more accurate
sub-phenotyping of disease by indicating the pathology within an individual, and
assist clinicians to better tailor the type and/or dose of therapy. In this way
biomarkers have the potential to guide more effective personalized treatment regimes
in asthma.

I NT EC H © 2012 Dorscheid et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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1.2. The causes of asthma

Several studies have used lung biopsies taken from non-asthmatic patients and those who
died from fatal asthma to show the airways of asthmatics possess characteristic structural
differences, shown in Figure 1. These include but are not limited to; increased eosinophil
numbers in asthmatics, and areas of focal bronchial epithelial denudation [3]. The contents
of the bronchial lumen can also be examined using the bronchoalveolar lavage (BAL)
technique, in which warm saline is instilled into a segmental bronchus of a patient and
removed. BAL fluid-based studies confirmed the previous research that inflammatory cell
influx and epithelial damage occur in the airways of asthmatics [3] [4]. It is a point of some
debate as to whether the epithelial damage is caused by inflammation, is a cause of
inflammation, or whether epithelial damage and airway inflammation are concurrent but
unrelated processes. We shall discuss the potential role of the epithelium and epithelial
repair in asthma in more detail later.

1.3. Inflammation in asthma

The rationale for treating severe asthmatics with steroids is centred on the assumption that
the disease is driven by uncontrolled airway inflammation. The classical paradigm of the
acute inflammatory response in allergic asthma is briefly; inhaled allergenic antigens are
captured by professional antigen-presenting dendritic cells, macrophages, or epithelial cells.
Antigens presented by these cells are recognized by T-cells which proliferate and
differentiate. Primed Th: cells bind to B cells and release cytokines including triggering
maturation of antigen-specific B cell populations into plasma cells. Plasma B cells release
antigen-specific IgE that binds to IgE-receptors on mast cells in the airways, causing release
of histamine-containing granules. Extracellular histamine released from mast cells binds to
membrane receptors on airway smooth muscle cells triggering a rise in intracellular calcium,
muscle contraction and airway narrowing. Although this paradigm has gained acceptance
as an important mechanism in asthma, there is significant variation in specific cell types
involved between individuals. In the setting of chronic asthma, eosinophils are thought to
play a major role in maintaining airway inflammation in the long-term. Neutrophils are
occasionally the predominate inflammatory cell present in the airways of chronic
asthmatics, suggesting multiple underlying pathologies of disease. Neutrophilic vs.
eosinophilic asthma are clinically indistinguishable by pulmonary function testing, but such
pathological variation may have important implications regarding treatment as patients
with “neutrophilic asthma” tend to be relatively unresponsive to steroid treatment [5]. A
rapid and definitive method for determining the nature of airways inflammation in a
diagnosed asthmatic is therefore needed to guide the clinician’s selection of therapy.

1.4.IL-13 and asthma

Interleukin-13 (IL-13) is a pleiotropic Th2 cytokine secreted from a variety of inflammatory
cells and structural cells, including the airway epithelium. IL-13 is upregulated in the
airways of patients with allergic asthma exposed to allergen; segmental allergen challenge of
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atopic asthmatics triggered an increase of IL-13 protein and transcript in bronchoalveolar
lavage, and the source was identified as mononuclear inflammatory cells [6]. Experiments in
small mammals and in vitro studies using human cells, have demonstrated IL-13 triggers
many of the pathophysiological characteristics of asthma, independent of the IgE and
eosinophil inflammatory mechanisms classically associated with allergic disease [7] [8].
Genetic studies in humans have demonstrated the gene loci for IL-13 and the IL-4 receptor
portion of the IL-13Ral receptor have a strong genetic association to asthma susceptibility
and severity [9]. IL-13 can act directly on the airway epithelium in various ways; previous
studies have demonstrated IL-13 exposure of cultured human airway epithelial cells triggers
an matrix-metalloproteinase-7 (MMP-7)-dependent release of the pro-inflammatory
chemokine, soluble Fas-ligand, potentially leading to local inflammation and epithelial
damage via removal of the protective Fas-ligand-mediated epithelial immune barrier [10].
Mucous hypersecretion is a common observation in asthmatic airways; acute treatment of
differentiated cultures of primary human airway epithelial cells with IL-13 induces a
hypersecretory phenotype [11], which develops into an asthma-like mucous hyperplasia
with a 5-10-fold increase in goblet cell density and MUC5AC (the predominant airway
mucin) detection after 14 day treatment [12]. Murine studies confirm IL-13 is required and
sufficient to directly induce epithelial mucous hyperplasia in vivo in the absence of
intermediate inflammatory cells [13]. Mucins including MUC5AC are highly glycosylated
proteins, it thus follows that increased mucous production will necessitate an increase in the
activity of associated transferase enzymes. In the H292 airway epithelial cell line, IL-13
treatment has been shown to increase the activity of the M and L isoforms of core 2 betal,6
N-acetylglucosaminyltransferase (C2GnT) via activation of a JAK/STAT signaling pathway
[14]. Thus, IL-13 acts directly on the airway epithelium to trigger development of an asthma-
like phenotype, at least in part by increasing protein glycosylation via upregulation of
glucosyltransferase activity.

1.5. Current treatments for asthma

Asthma is rarely fatal but often leads to significant patient morbidity. For over thirty years
the mainstay therapy for asthma has been inhaled $2-agonists (3A), which relax the airway
smooth muscles, causing bronchodilation, and inhaled glucocorticosteroids (i.e. steroids),
which ameliorate airway inflammation and reduce the risk of asthma exacerbations.
Steroids are anti-inflammatory drugs but also have many unwanted side-effects,
particularly at high doses, including; weight-gain due to changes in body metabolism, and a
reduction in bone mineral density, potentially leading to brittle bones. Therefore the
decision to treat a patient with steroids should not be taken lightly. Inhaled [32-agonists (s)
are the most effective bronchodilators available and their main mechanism of action is via
the relaxation of airway smooth muscle [15]. BAs interact with G-protein-coupled cell
surface B2-adrenoceptors (32AR) on bronchial smooth muscle cells and activate adenyl
cyclase, causing a rise in intracellular cAMP, this results in relaxation of the smooth muscle
and bronchodilation. Long term A treatment can result in a loss of response which shows
variation between individuals. Desensitisation due to chronic A treatment is caused by a
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down-regulation of receptor transcription, secondary to a reduced activity of the CREB
(cyclic AMP response element binding protein) transcription factor [15]. The -
adrenoceptor gene possesses at least three possible GRE binding sites for the activated GCR,
and GCs have been shown to increase P2AR transcription two-fold in human lung
preparations in vitro and also in rat lungs in vivo. The downregulation of 2AR transcription
resulting from long-term A treatment can therefore be reversed by a GC, so there is no net
change in the level of f2ARs expressed in the bronchial epithelium or airway smooth muscle
of animals treated with a combination of GCs and (3As [15]. The very large (32AR reservoir in
airway smooth muscle cells may mean that this upregulation by GCs is functionally
unimportant in vivo [15]. Many asthmatics who are unresponsive to high doses of steroids
show a marked improvement in symptoms when given steroids with BA together. Thus
there may be a true synergy between the two classes of drugs as f2-adrenoceptor agonists
enhance the function of GCs both in vitro and in vivo, possibly by increasing the nuclear
localisation of activated GCRs. Low-dose theophylline has been prescribed as an asthma
treatment for many years, however it has now been relegated to a third-line therapy
according to the global asthma guidelines (reviewed in [16]). Theophylline is a weak, non-
specific cyclic nucleotide phosphodiesterase (PDE) inhibitor, and recently these PDE
inhibitory characteristics have re-ignited interest in this drug as a possible asthma treatment.

Monoclonal antibodies have gained recent credence as a potential means to target therapy
against specific receptors and signalling pathways. Omalizumab, a biologic agent that binds
to IgE, has shown some promise as a means of controlling some difficult to treat asthma
patients who are poorly controlled with standard inhaled steroid and (3-agonist combination
therapy (reviewed in [17]). Interleukin-5 (IL-5) is an important cytokine for eosinophil
differentiation, maturation, migration into the circulation and survival. Various studies have
implicated the eosinophil as being the primary cell responsible for airway
hyperresponsiveness in asthma, thus anti-IL-5 antibodies have been developed (such as
mepolizumab) with the intention of reducing airways hyperresponsiveness by preventing
eosinophil recruitment and survival in the airway. Clinical trials have demonstrated such
inhaled anti-IL-5 therapy does indeed reduce airway eosinophilia, but does not have a
clinically-beneficial effect on lung function [18, 19]. Considering the highly important role
IL-13 is thought to play in asthma, it is unsurprising that therapies are being developed to
specifically target IL-13. Lebrikizumab, an anti-IL-13 monoclonal antibody, has just
completed phase II clinical trials in which patients with poorly-controlled asthma were
given the drug subcutaneously at 4 weekly intervals for 6 months [20]. This study found
anti-IL-13 therapy did significantly improve lung function, but only in a sub-group of
asthma patients who exhibited high serum periostin levels, a surrogate marker of high
airway IL-13 [20]. These studies demonstrate highly-targeted therapies may be useful in
asthma, but each individual drug will probably only prove effective in a specific sub-group
of asthmatic patients. The potential for such personalised medicine highlights the
importance for accurate phenotyping of asthmatic individuals, discussed in the biomarkers
section of this chapter (Section 5).
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1.6. Carbohydrates and asthma

Carbohydrate decoration of proteins has been associated with asthmatic disease. Two case-
control studies have investigated the role of the histoblood group antigens; H(O), A, B, or
AB in asthma susceptibility. They found in human subjects the O-secretor mucin glycan (H-
antigen) phenotype is associated with an increased susceptibility to recurrent asthma
exacerbations [21].

2. Normal airway structure

From the level of the bronchioles upwards, the stratified epithelium lining the airway lumen
rests on a basal lamina or ‘true’ basement membrane, a specialised ‘mat’ of extracellular
matrix proteins. Below the basal lamina is a layer of collagenous matrix, termed the reticular
basement membrane, in which fibroblasts are embedded in a sporadic arrangement. Farther
below the fibroblastic layer are arranged bundles of smooth muscle myocytes, blood vessels
and afferent nerve endings.

2.1. Structural changes to the airway in asthma

Although asthma is considered an inflammatory disease, there are many structural changes
in the airways. Figure 1. shows cross-sections through the large airways of two patients, one
normal and one severe asthmatic. The Movat’s pentachrome stain clearly highlights the
various architectural remodeling events occurring in the asthmatic airway. Obstruction of
the airways from excessive mucus production is a common finding in severe asthmatics,
blue staining in the epithelium and the lumen demonstrates mucous cell hyperplasia, with
excessive mucus deposition into the airway. Under the asthmatic epithelium a thicker
basement membrane is present which contains several different extracellular matrix (ECM)
factors (including tenascin-C) compared to normals [22]. Deeper into the airway, red-stained
muscle mass is increased in the asthmatic owing to a combination of smooth muscle
hypertrophy and hyperplasia (reviewed in [23]). The airways of severe asthmatics also
demonstrate a fibrotic response with increased connective tissue deposition and fibroblast
and myofibroblast proliferation. Opinion is divided as to whether inflammation precedes
airway remodeling, or whether the two occur in parallel (reviewed in [15, 24, 25]). Evidence
tends to favour the latter because; firstly, remodeling occurs very early on in the disease,
and in some cases in the absence of inflammation [26], secondly, there is only a weak link
between airway inflammation and symptoms [27], and thirdly, epidemiological data
demonstrate steroids do not work in all asthmatics [5]. In reality it is likely effective
therapies will need to target both airway inflammation and remodeling.

2.2. Airway epithelial structure and function

The bronchial epithelium lines the inner wall of the respiratory tract in a continuous layer; it
forms the interface between inspired air and the internal milieu as well as being the primary
target for inhaled respiratory drugs. In the larger airways and down the respiratory tree to
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the level of the bronchioles the epithelium is at least two cells thick (reviewed. in [28]).
Although there are at least eight morphologically and functionally distinct epithelial cell
types present in the respiratory tract, they can be classified into three main groups; basal,
ciliated columnar, and secretory columnar (reviewed in [29]).

-~

Normal

Figure 1. The airways in asthma undergo significant structural remodeling. Medium-sized airways
from a normal and severe asthmatic patient were sectioned and stained using Movat’s pentachrome
stain. The epithelium (Ep) in asthma shows mucous hyperplasia and hyper secretion (blue), and
significant basement membrane (Bm) thickening. Smooth muscle (Sm) volume is also increased in
asthma. Bv =blood vessel. Scale bar =100um.

Basal cells

Basal epithelial cells are pyramidal-shaped cells with a low cytoplasm to nucleus ratio,
although found throughout the airway, their contribution to epithelial volume decreases
with airway size (reviewed in [29]). Basal cells are anchored to the underlying basement
membrane and to other cells via specialised adhesion structures discussed below (Figure 2.)
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[4, 30]. Historically the basal cell has been considered to be the stem cell of the bronchial
epithelium (reviewed in [31]), however animal studies suggest there may be alternative stem
cells located in the airway epithelium, including secretory cells, and cells located at
specialised niches including the broncho-alveolar junction and the neuroepithelial bodies.

Columnar ciliated cells

Columnar epithelial cells lie above the basal cell layer and line the airway lumen, in direct
contact with the inspired air. Ciliated cells are terminally differentiated columnar cells and
are the most common cell-type in the bronchial epithelium, accounting for around 50% of all
epithelial cells and 80% of terminally-differentiated apical cells in the human trachea [32],
reviewed in [29]. Their main function is the removal of particulate matter by means of the
mucociliary pathway. Ciliated cells arise from either a basal or secretory cell pre-cursor and
possess around 300 cilia per cell, directly beneath the cilia are observed numerous
mitochondria and a dense microtubule system, reflecting the high metabolic demands of
particle clearance [29] [33].

Secretory cells

Secretory cells are also present at the apical surface, comprising 15 to 20% of the normal
tracheobronchial epithelium [32]. In the larger airways the mucus-secreting goblet cell
represents the predominant secretory cell and is the main source of airway mucus. These
cells are characterised by membrane-bound electron-lucent acidic-mucin granules which are
released into the airway lumen to trap inhaled particles and pathogens, prior to removal
from the respiratory tract by coordinated cilia beating. Serous cells and Clara cells are
relatively rare secretory cells in the larger airways present in large airways, but Clara cells
are the main secretory epithelial cell type of the bronchioles, particularly the most distal
bronchioles (reviewed in [34]). Several studies in rodents indicate the progenitor cell of the
bronchial epithelium is not the basal cell but it is in fact the non-ciliated, secretory columnar
cell. Both goblet and clara cells have been observed to undergo de-differentiation and
proliferation during in vivo wound repair [4] [35-38].

2.3. Airway epithelial carbohydrate expression

The airway epithelial surface is covered by a layer of airway surface liquid (ASL), mainly of
epithelial origin. A layer of mucins form a mucous layer that overlies the thin watery
periciliary layer (PCL). The predominant mucins in the airways are MUC5AC and MUC5B
secreted by goblet cells and submucosal glands respectively. Mucins are highly glycosylated
proteins; 70-80% of their molecular weight are carbohydrate, and the structural
characteristics of the mucous layer depends on interaction between the carbohydrate side-
chains of mucin proteins. Studies of airway mucins in disease, demonstrate mucins are both
oversulphated and hyper-sialylated in patients with cystic fibrosis and in chronic bronchitis
patients with significant infections [39]. Pseudomonas aeruginosa, the pathogen responsible
for the majority of morbidity and mortality in cystic fibrosis patients, uses the sialylated and
sulphated Lewis-x determinants as attachment sites. Thus mucin glycosylation patterns may
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significantly affect infection in the airway. Specific lectin-binding assays have been used to
characterise carbohydrate expression patterns in differentiated human airway epithelium
[40]. Out of 38 lectin probes tested, seven bound specifically to basal cells, seven to columnar
cells, and three specifically labelled secretory cells. The 1HAEo- and 16HBE14o0- airway
epithelial cell lines were also probed with the same lectin panel, revealing identical
carbohydrate expression to the basal epithelial cells in the human tissue [40]. Thus the
different cell types in the pseudostratified epithelium of the airways, express specific
patterns of carbohydrates, possibly reflecting their different functions.

2.4. Airway epithelial functions

The primary function of the bronchial epithelium is to serve as a continuous physical barrier
and as such it functions as part of the non-specific immune system, preventing pollutants,
bacteria, viruses, allergens, and other potentially noxious substances transferring from
inspired air into the underlying mesenchyme. This defence is mediated by several adhesive
mechanisms which have been elucidated through transmission electron microscopy and
immunohistochemical studies of bronchial epithelial biopsies [4] [30] (Figure 2.). Belt-like
tight junctions (zonula occludens) seal the lateral apices of columnar cells, regulating para-
cellular transport, whilst columnar cells adhere to each other via classical E-cadherin
mediated adherens junctions [30]. Desmosomal cadherins mediate strong cell-cell adhesion
and desmosomes are present between basal cells and particularly at the junction of basal
and columnar cell layers [30]. Basal cells are in turn anchored to the basement membrane via
specialised integrin-mediated cell.ECM junctions. Integrin heterodimers function by
dynamically linking the contractile machinery of the cell’s cytoskeletal network to the
external matrix at specialised sites termed focal adhesions or focal contacts. The airway
epithelium expresses several integrin heterodimers, including the a6(34 integrin which binds
to laminin-5 in the basement membrane forming a hemidesmosome anchor with the ECM.

The bronchial epithelium is more than a passive barrier; it performs a variety of roles
allowing it to function as a dynamic regulator of the innate immune system [39]. The
mucociliary pathway represents the principle mechanism of particle clearance in the airway.
Inhaled particles and pathogens (bacteria, viruses) are trapped in mucus prior to removal
from the respiratory tract by coordinated cilia beating. In addition to producing mucus,
secretory cells are the source of a variety of mediators capable of having direct effects on
inhaled noxious agents; including anti-oxidants and a variety of anti-bacterial agents;
lactoferrin, lysozyme, (3-defensins and also opsonins, components of the complement system
that coat bacteria to facilitate phagocytosis by macrophages (reviewed in [39]). Various
immunoglobin isotypes are secreted onto mucosal surfaces where they act in a protective
manner by opsonising bacteria and other pathogens, rendering them relatively harmless
and activating phagocytosis and digestion by tissue macrophages. Allergen-specific IgA is
secreted by activated B lymphocytes (plasma cells) in the sub-mucosa, dimeric IgA (dIgA)
selectively binds to the polymeric Ig receptor (pIgR) expressed on the basal surface of basal
airway epithelial cells. The pIgR-IgA complex is subsequently internalised and is
transported to the apical surface via the endosomal pathway ready for secretion into the
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airway lumen. Dimeric secretory IgA (sIgA) is released into the airway lumen as a 1:1
combination of dIgA and a portion of the pIgR known as secretory component (SC), which
protects the IgA from digestion by proteases on the mucosal surface [40, 41]. SC is a highly
glycosylated protein containing 15% N-linked carbohydrate. Glycosylated SC binds IL-8,
inhibiting IL-8-mediated neutrophil chemotaxis and transendothelial migration. This
interaction is dependent on SC glycosylation state as de-glycosylation with peptide N-
glycosidase F abolishes the SC-IL-8 complex [42].

Ciliated columnar cell Secretory (goblet/
clara) cell
Tight junction \
(20-1) O -
: 0 __
Adherens junction C
(E-cadherin)
Desmosomes \.\
(Cell-Cell) A
Basal cell
Hemidesmosome
Cell-ECM
Basal Lamina
(collagen IV/laminin)

Figure 2. Adhesion mechanisms in the human bronchial epithelium. Tight junctions seal the lateral
apices of columnar cells which adhere to each other via adherens junctions. Desmosomes mediate basal-
basal and columnar-basal cell attachments, whilst hemidesmosomes anchor basal cells to the basal
lamina. (Adapted from Roche et al. [30]).

3. Epithelial injury and repair

All epithelial tissues are regularly damaged as a consequence of exposure to environmental
insults. Rapid repair following injury is crucial for restoring adequate barrier function, with
subsequent cellular differentiation required to regenerate normal epithelial structure and
function. The repair processes in all epithelial types have common elements producing an
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orderly progression of events including; cell spreading at the margins of the wound, cell
migration into the wound, cell proliferation and finally re-differentiation (Figure 3). In vivo
investigations of wound repair have demonstrated that migration and proliferation are both
critical for the rapid restitution of the bronchial epithelium after injury [35-38]. Hamster
tracheal epithelia were mechanically denuded to leave behind a bare (and sometimes
damaged) basal lamina and wound repair was monitored until a morphologically normal
epithelium was restored. Following epithelial removal, plasma promptly exudes into the
injured site from the underlying vasculature to cover the denuded basement membrane,
facilitating the binding of serum proteins to cellular receptors that stimulate repair of the
damaged epithelium. At 12h post-wounding, viable secretory and basal cells at the wound
margins de-differentiate, flatten into a squamous morphology, and migrate at about
0.5pum/min to cover the wound site.
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Figure 3. Airway epithelial repair involves a series of events including, cell spreading, migration,
proliferation and differentiation. Following epithelial injury, neighboring cells flatten, spread and
migrate to cover the site of injury. Subsequent proliferation and differentiation restores the epithelial
structure and barrier function. The different stages of repair are mediated and facilitated by a diverse
array of growth factors, cytokines and cell surface receptors, adhesion molecules, and intracellular
enzymes, many of which are glycosylated. These glycans can modulate the function of proteins and
lipids thereby regulating the repair process.

Proliferation is also an intrinsic component of epithelial repair. In the aforementioned
hamster tracheal injury studies, mitosis rates at 12h post-injury are low (0.4%) but by 24h a
wave of proliferation occurs primarily in secretory cells, resulting in a multi-layered
epidermoid metaplasia [35]. At 48h post-wounding proliferation rates decrease (although
mitosis is still significantly above basal levels), from this time point onwards the upper-most
cells of the metaplastic epidermis start to slough off, resulting in a gradual loss of the
metaplastic phenotype, with subsequent regeneration of a functional mucociliated
phenotype achieved by apical cell re-differentiation. In small wounds normal mucociliary



IL-13, Asthma and Glycosylation in Airway Epithelial Repair

structure is restored by 120h but some persistent metaplasia persists in larger wounds
through 168h post-wounding [38]. Although both secretory and basal cells are involved in
epithelial repair, secretory cells play a dominant role in these experiments, consistently
demonstrating higher mitosis rates than any other epithelial cell type [35-38]. In vitro studies
using muco-ciliated human bronchial epithelial cells grown in air-liquid interface (ALI)
culture, demonstrate that scrape wound repair is achieved by rapid spreading and
migration of cells at the wound edge, followed by proliferation of basal cells outside of the
wound area [43]. Acute wound repair speeds were inhibited slightly by the steroid
dexamethasone, but the same drug potentiated the ability of long-term ALI cultures to
repair repeated wounds [43].

In vivo studies demonstrate epithelial repair is accompanied by a corresponding
proliferation of the underlying mesenchyme. Hamster tracheal epithelial damage is
followed at 24h by capillary endothelial cell division, and at 36h many fibroblasts were
observed to be in mitosis [35-37]. Mesenchymal proliferation persisted for a longer period
than the epithelial response and supports several in vitro studies demonstrating epithelial
damage can influence the phenotype and proliferation of underlying fibroblasts [44, 45].

3.1. Airway epithelial wound repair is compromised in asthmatics

The patho-physiological changes observed in the asthmatic airway may be due to
reactivation of the epithelial-mesenchymal trophic unit (EMTU), triggered by an abnormal
epithelium that is held in a repair phenotype [24]. In vitro studies support the hypothesis
that epithelial-derived factors are capable of altering the phenotype of adjacent
mesenchymal cells [43, 44]. The mechanisms involved in initiating and maintaining the
epithelial repair response in asthma are largely unknown, however recent studies have
demonstrated the airway epithelium in asthmatics is intrinsically altered compared to
normals, and that these differences persist for extended periods in culture [45, 46]. There is
considerable evidence to suggest the airway epithelium is capable of orchestrating the
inflammatory immune response, as following injury, epithelial cells release a variety of pro-
inflammatory cytokines, chemokines and growth factors. Acute inflammation is a necessary
aspect of wound repair, however if epithelial damage persists, or the epithelial repair
response is not shut-off, then potentially deleterious chronic inflammation may result
(Figure 4.).

3.2. Mechanisms of cellular migration

Many disorders characterized by impaired re-epithelialization, are not a result of inadequate
proliferation, but are due to impaired cell migration over the denuded site [47-49]. Cell
migration requires a coordinated, highly complex series of events including; changes to the
cell cytoskeleton, modification of the surrounding ECM and modulation of adhesions to
ECM substrate and to other cells. The majority of these processes are regulated by the Rho-
like family of small GTPases including, RhoA, B, C, E, Racl, 2, 3 and Cdc42 (Figure 3.)
(reviewed in [50, 51]) that function by acting as “molecular switches”, cycling between an
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Figure 4. Injury and repair cycle of the airway epithelium in asthma. Complete repair requires
glycosylation as a means of regulation of essential elements. Aberrant glycosylation would result in a
defect in the mechanisms of repair, the accumulation of epithelial damage and persistent airway
inflammation. Modified from Davies [46].

inactive GDP-bound state and an active GTP-bound form at the plasma membrane [52].
GTPases are able to regulate the transmission of signals from cell surface receptors, such as
integrin-mediated cell-ECM adhesion, or growth factor ligation, to downstream intracellular
signalling pathways, influencing the cell cytoskeleton, gene transcription, and the cell cycle
(reviewed in [53]). Rho induces formation of stress fibres, integrin-mediated focal adhesions,
and actomyosin-mediated cell body contraction [54], Rac-dependent actin polymerisation
leads to lamellipodium extension and membrane ruffles at the leading edge of the cell [55],
and Cdc42 induces formation of microspikes/filopodia [56].
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Figure 5. Cellular processes occurring during migration. The transition from a stationary state to a
migratory phenotype involves several distinct mechanisms, Rho-like GTPases regulate the majority of
these processes and the individual GTPases most directly linked to each are: (1.) Rac-dependent actin
(blue) polymerisation leads to lamellipodium extension at the leading edge of the cell, (2.) new ECM
adhesions are formed at the lamellipodium via focal contacts (red), also regulated by Rac, (3.) cell body
contraction is dependent on actomyosin contraction (blue arrows) and is dependent on Rho activity, (4.)
tail detachment is possibly affected by GTPase activity but the protease calpain is important for
degradation of focal adhesions at the rear of migrating cells, (5.) cadherin-mediated cell-cell adhesions
(green) are dependent on Rho and Rac activity and are often downregulated during migration. MMP-
mediated ECM degradation is necessary for migration, even in cells migrating over a basement
membrane.

Several in vitro studies have demonstrated activity of the RhoGTPase family is essential for
airway epithelial wound repair; activation of protein kinase A (PKA) facilitates scrape
wound closure in cultured bovine airway epithelial cells via inhibition of Rho activity and
decreased focal contact attachments [57]. The 16HBE human airway epithelial cell line has
been used to demonstrate coordination of RhoA and Racl activities are vital for efficient
wound closure [58]. Detachment of the trailing edge is often a limiting factor of cellular
migration speed, detachment is possibly affected by GTPase activity but the protease
calpain is important for degradation of focal adhesions at the rear of migrating cells. Rho-
GTPases are also involved in cell proliferation during airway epithelial repair; the scaffold
IQ domain GTPase-activating protein (IQGAP1), an effector of Rho GTPases, is upregulated
during 16HBE scrape wound repair and facilitates closure by increasing via a {3-catenin-
mediated transcription of genes involved in cell cycle regulation such as CyclinD1 [59, 60].

3.3. The effect of intracellular protein glycosylation on epithelial repair

The activity of the Rho-GTPase family is highly regulated by glycosylation. Clostridium
difficile toxins A and B (TcdA and TcdB) are major virulence factors for the induction of
antibiotic-associated diarrhea and pseudomembranous colitis. These toxins possess potent
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cytotoxicity against cultured cell lines by inducing disaggregation of the cytoskeleton. TcdA
and TcdB cellular toxicity is dependent on their intrinsic glucosyltransferase activity, they
modify Rho-like GTPases by using UDP-glucose as a co-substrate [61]. RhoA undergoes
mono-O-glucosylation at threonine-37, and Racl and Cdc42 are glucosylated at the
homologous amino acid threonine-35. The threonine residue at position 37 of Rho (position
35 of Rac or Cdc42) is highly conserved and is located in the so-called effector region, it
participates in co-ordination of the bound magnesium ion and thereby plays a pivotal role
in nucleotide binding [62]. Glucose binding to residues within the effector region inhibits
Rho-GTPase activity leading to drastic alteration of the cell cytoskeleton via several
potential mechanisms including; inhibition of effector coupling, inhibition of nucleotide
exchange (thereby directly blocking GTPase activity), by altering the sub-cellular
localization of the GTPase, and finally by altering the stability of the enzyme within the cell
(Reviewed in [52], [63]). TcdA has also been shown to induce apoptosis of intestinal
epithelial cells via activation of caspases-3, -8 and -9 [64]. To date there is no direct
experimental evidence linking Rho-GTPase glucosylation to the inhibition of wound repair
in airway epithelial cells. However as this family of enzymes play such a fundamental role
in repair of the airway epithelium, and the structure and function of the Rho-family of
GTPases is very highly conserved, it is logical to presume that glycosylation would also play
a pivotal role in regulating GTPase activity and thus wound repair.

3.4. Role of cell surface glycoconjugates in epithelial repair

Many proteins essential for normal cell physiology including adhesion molecules and cell
surface receptors are glycosylated [65,66]. Alteration in the glycosylation pattern of many
glycoproteins leads to changes in their function. It has been shown that impaired
glycosylation of receptors often leads to abnormal intracellular trafficking, ligand binding
and downstream signal transduction ability [67-70]. Tsuda ef al. demonstrated that removal
of sialic acid from erythropoietin leads to loss of its in wvivo activity [71]. Complex
carbohydrate structures attached to cell surface proteins and lipids have functional roles in
cell motility [72], adhesion [73], proliferation [74], and growth potential [75] in several cell
types. It also has been demonstrated that certain apical cell-surface carbohydrates are
altered during cellular differentiation [76]. Thus many cellular functions are regulated and
dependent upon glycoproteins. Because of the role of glycosylated structures in cell-cell and
cell-matrix interaction, it is not surprising that there is a growing interest to explore the role
for and regulation of these cell-surface carbohydrates in epithelial repair.

Lectins are naturally occurring proteins that can be isolated from a variety of plants and
animals. Each lectin binds to a specific sugar moiety. As such, lectins are exquisitely
selective tools to identify or block specific glycoconjugate motifs and have been extensively
employed to study the role of cell-surface sugars and complex carbohydrates in cellular
function [77, 78]. A variety of approaches have been employed to unravel the role(s) of
carbohydrates in the multiple steps of the repair process. Some studies have investigated the
expression pattern of different carbohydrates after injury using lectins as probes. Using
three methods for localizing or quantifying lectin-binding sites Gipson et al. compared cell-
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surface of normal and migrating corneal epithelium of the rat. In their study they found that
cell-surface of migrating epithelia express different sugar moieties relative to cell
membranes of stratified stationary epithelia. There was a dramatic increase in concanavalin
A (ConA) and wheat germ agglutinin (WGA) binding on migrating cells relative to
stationary cells. The authors also showed that migrating cells have an increase in
glycoprotein production determined by an increase in the incorporation of radiolabelled
leucine and glucosamine. In addition they found that N-glycosylation of epithelial cells is
necessary for epithelial cell migration [79, 80]. Sweatt ef al. demonstrated an increase in N-
acetylgalactosamine in cell-surface glycoconjugates at the site of epithelial injury in pig cornea
[81]. Dorscheid et al. has previously characterized cell-surface glycosylation in non-secretory
cells of central human airway epithelium and airway epithelial cell lines utilizing lectin-
binding patterns [82]. In this study it was shown that galactose- or galactosamine-specific
lectins labeled basal epithelial cells and cell lines derived from basal cells. Lectins specific for
several different carbohydrate structures bound columnar epithelial cells, and certain fucose-
specific lectins labeled subsets of the airway epithelial cells. The cellular specificity of these
differences suggests they may be relevant in various cellular functions. It has also been
demonstrated that following mechanical injury of guinea pig tracheal epithelium,
glycosylation profiles in the repairing epithelium change over time [83]. These changes may
represent either the expression of one or more new glycoproteins, or changes in glycosylation
of constitutive proteins, required for activation or a change in cell function needed for repair to
proceed. Studies have shown that injury of the respiratory epithelium enhances P. aeruginosa
adhesion and it has been speculated that changes of cell surface glycoconjugates related to
wound repair, cell migration and/or spreading may favor P. aeruginosa adhesion [84].

In a previous study, Dorscheid et al. examined the functional role of cell surface
carbohydrates in an in vitro model of wound repair after mechanical injury of human airway
epithelial cells. The results demonstrated that N-glycosylated glycoproteins, particularly
those with a terminal fucose residue, are essential in the adhesion and migration of airway
epithelial cells and facilitate closure of epithelial wounds in monolayer culture [85].
Recently, Allahverdian et al. studied the role of a fucose containing tetrasaccharide, sialyl-
Lewis X (sLex) [NeuAca2-3Galp1-4(Fucal-3)GIcNAc], in airway epithelial repair. Increased
presentation of sLex was observed in areas of epithelial damage relative to areas of intact
epithelium. In an in vitro model of bronchial epithelial repair, cell surface expression of sLex
was shown to be significantly increased following mechanical injury of airway epithelial cell
monolayers and inhibition of sLex completely prevented repair [86]. Further studies
demonstrated that sLex decoration of epidermal growth factor receptor (EGFR) plays an
important role in mediating airway epithelial wound repair [87]. Allahverdian et al.
demonstrated that sLex co-localizes with EGFR and blocking of sLex with a neutralizing
antibody resulted in reduced phosphorylation of EGFR and prevented repair. The final step
in the synthesis of sLex is catalysed by a specific «a-1,3-fucosyltransferase,
fucosyltransferase-IV (FucT-IV). Reduction in EGFR phosphorylation and repair were
similarly observed when FucT-IV gene expression was knocked down using small
interfering RNA (siRNA). These studies demonstrate the importance of cell surface
carbohydrates in mediating airway epithelial repair.
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It has been shown previously by Donaldson ef al. that the plant lectin concanavalin A
(ConA), which binds glucose and mannose moieties, can inhibit migration of newt
epidermal cells [88]. Gipson et al. cultured rat corneas with 3 mm central epithelial abrasions
in the presence of four plant lectins. In this study the authors demonstrated that blocking
glucose, mannose, and glucosamine sites on corneal epithelial cell surfaces and/ or the
epithelial basement membrane reversibly slows or inhibits epithelial migration [78]. Using
the same culture model of bronchial epithelial repair, Patchell et al. has demonstrated that
following mechanical wounding of intact monolayers, the lectins Allomyrina dichotoma
(AlloA) and chick pea agglutinin (CPA) differentially stain human airway epithelial cells in
damaged areas relative to the staining of intact epithelial monolayers [89]. While AlloA
positive staining cells are those that appear to be migrating from areas distant to the wound
and accumulating in the wound, CPA positive staining cells are restricted to the leading
edge of the wound. Moreover, the addition of the above lectins following mechanical
wounding inhibited the repair. These results suggest that AlloA and CPA bind specific
carbohydrate structures involved in normal epithelial repair. Further work is being carried
out to determine the identity of the relevant proteins associated with these carbohydrate
ligands.

In a study by Trinkaus-Randall ef al., the effect of specific carbohydrate moieties of the basal
lamina on the attachment and spreading of rabbit corneal epithelial cells was studied.
Corneal epithelial basal cells were plated onto freshly denuded basal lamina and three
lectins WGA, ConA and RCA were used to block specific sugar moieties in the basal lamina.
This study showed that lectin binding of glucose, mannose, and galactose moieties on the
basal lamina significantly altered the extent of cellular spreading, while the binding of
glucosamine inhibited attachment. This study demonstrated that alteration of specific sugar
moieties on the native basal lamina dramatically affects the ability of basal cells of corneal
epithelium to attach or spread [90]. Using an in vitro model of airway epithelial repair Adam
et al. demonstrate that lectin WGA which binds to N-acetyl glucosamine residues inhibits
the repair of epithelial damage without altering cell viability, while other N-acetyl
glucosamine binding lectins do not affect the repair process [81].

These studies clearly demonstrate the critical role of carbohydrates in the process of
epithelial repair. However, carbohydrates must either modify a protein or lipid to regulate
its function or participate in binding to a specific receptor to effect the desired action. As
such, the biological role of glycans can be broadly divided into two groups. One group
depends on the structural and modulatory properties of glycans and the other relies on
specific recognition of glycan structures (generally receptor proteins or lectins).

3.5. Galectins, annexins and epithelial injury - repair

Galectins and annexins are two of possibly many families of proteins with carbohydrate
binding capabilities. Although their role in epithelial repair remains unclear, recent studies
highlight their importance in these processes. Galectins are a specific family of lectins with
an affinity for B-galactose-containing oligosaccharides that have no enzymatic activity. To
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date, as many as 14 galectins have been identified, and they have been found in non-
mammalian species such as birds, amphibians, fish, worms, sponges and fungi. The binding
affinities of galectins are often greater for the oligosaccharides than the monosaccharide
galactose. The expression of galectins is conserved however; their expression is often tissue
specific and developmentally regulated. Different cells express a unique complement of
galectins. Of the 14 galectins, eight have been identified in the nucleus and cytoplasm and
participate in specific cellular functions. Nine galectins have been found extracellularly.
Their presentation on the cell surface remains a mystery since they lack a signal sequence for
secretion via the classical secretory pathway for membrane proteins.

Studies have shown that galectin-1 and galectin-3 have the potential to mediate cell-matrix
interactions [92-95]. Their ubiquitous expression makes it difficult to understand the
mechanism of their involvement in this process. In corneal epithelial cells, galectin-3 and
galectin-7 have been characterized as mediators of epithelial cell migration, an essential
component of epithelial wound repair [96, 97]. Galectin immunostaining in healing wounds
is more intense relative to normal epithelium, primarily at the leading edge and at areas of
cell-matrix interactions [97]. Furthermore, wound repair was impaired in gal-3-- mice in the
wound model systems of either alkali burn wounds that leave the corneal stroma intact or
laser ablation wounds that result in damage to the underlying basement membrane. This
impaired repair was not seen in gal-1-- mice. The authors propose that this effect is mediated
by the lectin domain binding complementary glycoconjugates in the ECM and cell surface
molecules resulting in enhanced cell-cell and cell-matrix interactions [97]. Similar work has
demonstrated that galectin-7 also plays a role in corneal epithelial repair [96]. Although
obvious differences exist between tissues, galectins may play a similar role in other
epithelial organs and epithelial repair such as the lung and intestinal tract.

Annexins are a family of proteins that bind acidic phospholipids in a calcium dependant
manner. Similar to galectins, annexins are largely cytoplasmic, however; several annexins
have been detected on the cell surface of a variety of cells. Like galectins, annexins also lack
a signal sequence for the cell surface presentation [98]. Annexins are proteins that have been
associated with many cellular functions however their role remains poorly understood.
Recent work has suggested that annexins possess carbohydrate binding abilities. This was
first observed with annexin A4 when it was shown that it binds a variety of glycans [99].
Recent studies have suggested that annexin II (All) is also capable of binding carbohydrates
however this work is still in preliminary stages. Previously, the binding of tissue-type
plasminogen activator (t-PA) was shown to bind HepG2 cells, however, following
enzymatic removal of a-fucose residues on t-PA, this binding was dramatically decreased
[100]. Subsequently, AIl has been shown to be a cell surface receptor for t-PA [101]. The
importance of a-fucose on t-PA may be a result of the carbohydrate binding of All. Patchell
et al. has shown that All is presented on the cell surface and acts as a mediator of epithelial
repair. AIl was shown to be actively involved in wound repair in cells at the leading edge of
the wound. Interestingly, the initial isolation purification of AlIl was achieved using a lectin,
chick pea agglutinin, suggesting that itself, or an associated protein is glycosylated. Their
tight association with the membrane and potential carbohydrate binding may influence the
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several functions associated with these relatively poorly understood proteins. On the surface
of cells, All has previously been shown to be involved in the migration of prostate cancer
and lung carcinoma cells [102, 103]. In the case of metastatic cells, the regulation of cell
migration and cell death is lost, however, under the appropriate levels of control, similar
mechanisms of migration may be involved in the normal processes of wound repair.
Following mechanical injury to rat cornea, at the leading edge of the wound AlI translocates
to the cell surface and interacts with the matrix protein tenascin-C [104]. The interaction of
AIl with tenascin-C results in the loss of focal adhesions and cell migration in endothelial
cells and has been shown to initiate downstream signaling pathways. These findings
combined with previous results suggest that All is involved in cell migration and repair.
However, the mechanism of All involvement in these cellular events is unknown but likely
involves a fucose binding lectin activity to coordinate the needed response.

As a cell surface molecule, it has been suggested that All is the human cytomegalovirus
receptor [105]. Following the initial interaction with heparan sulfate proteoglycan, the virus
particle is primed for membrane fusion and infection [106, 107]. As a membrane fusion
protein, AIl could potentially act as a receptor to other enveloped viruses such as
respiratory syncytial virus (RSV). Recently, AIl has been shown to bind RSV and was
characterized as a potential cell surface protein that can promote RSV infection [108]. These
findings along with data that has identified AIl on the surface of airway epithelial cells
provide strong evidence All may be a cell fusion receptor allowing RSV infection of the
respiratory tract. Viruses are a common source of lung injury, specifically the epithelium.
Epithelial cells, as a protective mechanism, become highly apoptotic following virus
infection to prevent 