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Supply Chain Management (SCM) has been widely researched in numerous 
application domains during the last decade. Despite the popularity of SCM research 

and applications, considerable confusion remains as to its meaning. There are several 
attempts made by researchers and practitioners to appropriately define SCM. Amidst 

fierce competition in all industries, SCM has gradually been embraced as a proven 
managerial approach to achieving sustainable profits and growth. This book “Supply 
Chain Management - Applications and Simulations” is comprised of twelve chapters 
and has been divided into four sections. Section I contains the introductory chapter 

that represents theory and evolution of Supply Chain Management. This chapter 
highlights chronological prospective of SCM in terms of time frame in different areas 
of manufacturing and service industries. Section II comprised five chapters those are 
related to strategic and tactical issues in SCM. Section III encompasses four chapters 

that are relevant to project and technology issues in Supply Chain. Section IV consists 
of two chapters which are pertinent to risk managements in supply chain.
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Preface 

Supply Chain Management (SCM) has been widely researched in numerous
application domains during the last decade. Despite the popularity of SCM research 
and applications,  considerable confusion remains as to its meaning. There are several
attempts made by researchers and practitioners to appropriately define SCM. Amidst
fierce competition in all industries, SCM has gradually been embraced as a proven 
managerial approach to achieving sustainable profits and growth. 

This book “Supply Chain Management - Applications and Simulations” is 
comprised of twelve chapters and has been divided into four sections, namely Supply 
Chain Management: Theory and Evolution, Strategic and Tactical Issues in Supply
Chain Management, Project and Technology Issues in Supply Chain, and Risk
Managements in Supply Chain.

Section I contains the introductory chapter that represents theory and evolution of
Supply Chain Management. This chapter highlights chronological prospective of SCM
in terms of time frame in different areas of manufacturing and service industries.

Section II comprised five chapters that are related to strategic and tactical issues in 
Supply Chain Management.

In chapter two, local consecutive Model Predictive Controllers (MPC) applied to a 
supply chain management system that consists of four echelons is presented. Two 
types of sequential decentralized MPC were used: in first method, each node 
completely by a decentralized model predictive controller optimized for its own 
policy, and in second method, decentralized model predictive controllers in each stage
are updated in each time period.

A methodology is outlined in chapter 3 that utilizes electrical simulations to account 
for component variability and its predicted impact on yield and quality. Identified
critical features in simulations from a design for reliability and manufacturability
perspective are used to drive supply chain decisions to build robust designs in an
efficient way. 

A proposal to systematically address the problem of disruptive event management in
SC is described in chapter 4. The proposal includes the definition of a SCEM (Supply
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A methodology is outlined in chapter 3 that utilizes electrical simulations to account 
for component variability and its predicted impact on yield and quality. Identified 
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XII Preface

Chain Event Management) system architecture conceived to provide system support 
for companies willing to engage in collaboration agreements for controlling the 
execution of their supply processes.  

Chapter 5 focuses on the integration of renewable energy, specifically the solar energy 
resources into conventional electric grid and deployment of smart architecture of 
hybrid energy system in the context of Green House Effect to Climate Change with the 
deployment of energy conservation efforts by Energy Service Companies (ESCOs) in 
Indian context for sustainable development of the rural and urban sector. This chapter 
illustrates the deployment of Energy Portal (EP) for Renewable Energy Resources 
based on Service-Oriented-Architecture (SOA) technology.  

Chapter 6 reveals the relation between financing services and supply chain 
management, and introduces how logistics firms could add value to all parties in 
supply chain. This chapter sheds some light on how Supply Chain Finance (SCF) 
impacts agents’ operational and financial decisions under the symmetric/asymmetric 
information and how SCF can create value for supply chain with capital constraints.  
In this chapter, SCF as the jointly operations/logistics and financing service, offered by 
a 3PL firm (Control Role), or an alliance of 3PL firm (Delegation Role) and financial 
institution (i.e., bank), etc. was defined. 

Section III encompasses four chapters that are relevant to project and technology 
issues in Supply Chain. 

Chapter 7 analyses main processes of the pharmaceutical supply chain and evaluates 
the impact of the combined use of the innovative technologies, such as RFID and 
EPCglobal, in some critical processes. Particular attention is focused on the wholesaler 
because it represents a middle point of the supply chain, very stressed in terms of 
constraints and products flow.  

Chapter 8 presents a modeling framework for quantitative evaluation of green supply 
chains (GrSCs). This chapter begins presenting a literature review of the works that 
address the quantitative evaluation of supply chains. After presenting a brief 
introduction of sustainability and supply chains, it discusses some of the performance 
models that are often adopted when conducting a quantitative evaluation of different 
kinds of systems. This chapter presented a framework based on the stochastic 
modeling of supply chains for evaluating business and sustainability metrics.  

Chapter 9 aims to provide a block analysis technique for complex electronic systems. 
This technique is based on the partitioning of the chain in several functional blocks 
and allows an identification of the block responsible for any specification violation and 
hence a more easy and quick solution of the problem. This chapter describes a 
systematic approach for the analysis of the signal integrity of a supply voltage pulse 
propagating from the input to the output port of a complex supply chain of devices for 
spatial and military applications. 

Preface XI 

Chapter 10 has launched a thorough study of the measurement and evolutionary 
mechanisms of supply chain flexibility, including building the dimension and 
measurement index system of supply chain flexibility, presenting integrated 
measurement method and offering the evolution framework and process, and studied 
on environmental uncertainty and matching models of supply chain flexibility,
proposing a complete theory of supply chain flexibility evolution.

Section IV consists of two chapters which are pertinent to risk managements in
supply chain.

Chapter 11 describes a control chart model for supplier risk management. In the 
supply chain system, prompt response of supplier to the feedback trouble from the
maker is important, and has become a key point of the supplier competitive edge. To 
improve supplier quality, there has been an increased interest in IT (information 
technology) control charts which are used to monitor online production processes. For 
the above problem, a feedback model of control chart is developed for supplier in this 
chapter. 

Chapter 12 illustrates a different approach in studying the changes in the supply
chains due to mergers and acquisitions activities, based on constructing a set of
Virtualized Supply Chains (VSCs) and applying the mergers-induced changes to these 
Virtualized Supply Chains. This chapter introduces the terminology of the virtual 
modeling of the Supply Chains: business class, business dependency, bounded and 
unbounded Virtualized Supply Chain, risk of a business class and global risk of the 
Virtualized Supply Chain Set. The objective of this chapter is to reduce the risks in the
supply chain by highlighting which one of the three investigated mergers alternatives 
(upstream vertical merger, downstream vertical merger and conglomerate merger) is
better suited for diminishing the risks in the supply chains sets.

I am honored to be editing such a valuable book, which contains contributions of a
selected group of researchers presenting the best of their works. I would like to thank 
all the authors for their excellent contributions in the different areas of supply chain 
management. The editor truly hopes that this book would be fruitful for researchers, 
scientists, students, academicians and practitioners who are involved in supply chain 
management.

I would like to convey heartiest thanks to my family members, especially to my
beloved parents and wife for their excellent cooperation. Finally, I express my 
gratitude to Almighty Allah for the successful completion of this book in the
scheduled time.

Asst. Prof. Dr. Md. Mamun Habib 
American International University – Bangladesh (AIUB)

Bangladesh
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Supply Chain Management (SCM): 
Theory and Evolution 

MamunHabib 
American International University - Bangladesh 

(AIUB) Bangladesh 

During last decade, researchers usually focused on Supply Chain Management (SCM) issues 
in profit organizations. Research objectives may include adding value, reducing cost, or 
slashing response time in various parties involved in the manufacturing supply chain. 
However, very few studies were attempted in non-profit organizations. An extremely scarce 
number of research papers focused on SCM in the academia (Habib, 2011, 2010e, 2010d, 
2010f, 2010g). 
Hay (1990) states that a profit organization attempts to maximize profits, whereas a 
non-profit organization considers monetary returns of less importance. Their major 
objectives may include improved literacy rate, better quality of life, equal opportunities for 
all genders or races, etc. The revenues gained by a non-profit organization would be used 
primarily to balance the expenditure of the organization. Due to conflicting objectives, 
managing a successful profit organization may be drastically different from a non-profit 
organization (Firstenberg, 1996; Drucker, 1992). Recently, an increasingly large number of 
research studies highlight the criticalness of SCM as a means to assuring organizational 
success. 
SCM assists the business organization to compete in the dynamic international market. The 
objective of SCM is to incorporate activities across and within organizations for providing 
the customer value. This should also be applicable to the academia, which represents a type 
of non-profit organizations. The goal is to provide the society value by producing high 
quality graduates and research outcomes. An integrated educational supply chain involves 
coordination and information sharing up and down the process among ali stakeholders. 
With technology facilitating information flow, a coordinated supply chain can be designed 
to meet the strategic, planning, and operating objectives of the educational institutions. It 
also means establishing effective and feasible relationships both inside and outside the 
organization (Sandelands, 1994). 
SCM is needed for various reasons: improving operations, better outsourcing, increasing 
profits, enhancing customer satisfaction, generating quality outcomes, tackling competitive 
pressures, increasing globalization, increasing importance of E-commerce, and growing 
complexity of supply chains (Stevenson, 2002). Supply chains are relatively easy to define 
for manufacturing industries, where each participant in the chain receives inputs from a set 
of suppliers, processes those inputs, and delivers them to a different set of customers. With 
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Supply Chain Management  
Systems Advanced Control: MPC on SCM 

Mohammad Miranbeigi and Aliakbar Jalali 
Iran University of Science and Technology 

Iran 

1. Introduction 
A supply chain is a network of facilities and distribution entities (suppliers, manufacturers, 
distributors, retailers) that performs the functions of procurement of raw materials, 
transformation of raw materials into intermediate and finished products and distribution of 
finished products to customers. Between interconnected entities, there are two types of 
process flows: information flows, e.g., an order requesting goods, and material flows, i.e., 
the actual shipment of goods (Figure 1). Key elements to an efficient supply chain are 
accurate pinpointing of process flows and timing of supply needs at each entity, both of 
which enable entities to request items as they are needed, thereby reducing safety stock 
levels to free space and capital. The operational planning and direct control of the network 
can in principle be addressed by a variety of methods, including deterministic analytical 
models, stochastic analytical models, and simulation models, coupled with the desired 
optimization objectives and network performance measures (Beamon, 1998).  
The merit of model predictive control (MPC) is its applications in multivariable control in 
the presence of constraints. The success of MPC is due to the fact that it is perhaps the most 
general way of posing the control problem in the time domain. The use a finite horizon 
strategy allows the explicit handling of process and operational constraints by the MPC 
(Igor, 2008). In a recent paper (Perea et al., 2003), a MPC strategy was employed for the 
optimization of production/ distribution systems, including a simplified scheduling model 
for the manufacturing function. The suggested control strategy considers only deterministic 
type of demand, which reduces the need for an inventory control mechanism (Seferlis et al., 
2004:Kapsiotis et al., 1992). 
For the purposes of our study and the time scales of interest, a discrete time difference 
model is developed(Tzafestas, 1997). The model is applicable to multi echelon supply chain 
networks of arbitrary structure. To treat process uncertainty within the deterministic supply 
chain network model, a MPC approach is suggested (Wang et al., 2005:Chopra et al., 2004).  
Typically, MPC is implemented in a centralized fashion (Wang et al., 2005). The complete 
system is modeled, and all the control inputs are computed in one optimization problem. In 
large scale applications, such as power systems, water distribution systems, traffic systems, 
manufacturing systems, and economic systems, such a centralized control scheme may not 
suitable or even possible for technical or commercial reasons (Sarimveis et al., 2008), it is 
useful to have distributed or decentralized control schemes, where local control inputs are 
computed using local measurements and reduced order models of the local dynamics. The 
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algorithm uses a receding horizon, to allow the incorporation of past and present control 
actions to future predictions (Camacho et al., 2004; Findeisen et al., 2007). As well as, further 
decentralized MPC advantages are less computational complication and lower error risk 
(Agachi, 2009:Towill, 2008).  
So As supply chains can be operated sequentially, local Consecutive model predictive 
controllers applied to a supply chain management system consist of one plant, two 
warehouses, four distribution centers and four retailers. Also a move suppression term add 
to cost function, that increase system robustness toward changes on demands. Through 
illustrative simulations, it is demonstrated that the model can accommodate supply chain 
networks of realistic size under disturbances. 
 

 
Fig. 1. Schematic of a multi echelon/multi product (A, B, C) supply chain network with 
process flows 

2. Advanced control methods of supply chain management systems-
literature review 
The utilization of classical control techniques in the supply chain management problem can 
be traced back to the early 1950s when Simon applied servomechanism continuous-time 
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theory to manipulate the production rate in a simple system involving just a single product. 
The idea was extended to discrete-time models by Vassian who proposed an inventory 
control framework based on the z-transform methodology. A breakthrough, however, was 
experienced in the late 1950s by the so-called “industrial dynamics” methodology, which 
was introduced by the pioneering work of Forrester. The methodology, later referred to as 
“system dynamics” used a feedback perspective to model, analyze and improve dynamic 
systems, including the production-inventory system. The scope of the methodology was 
later broadened to cover complex systems from various disciplines such as social systems, 
corporate planning and policy design, public management and policy, micro- and macro-
economic dynamics, educational problems, biological and medical modeling, energy and 
the environment, theory development in the natural and social sciences, dynamic decision-
making research, strategic planning and more. The book written recently by Sterman is an 
excellent source of information on the “system dynamics” philosophy and its various 
applications and includes special chapters on the supply chain management problem. 
Forrester’s work was appreciated for providing powerful tools to model and simulate 
complex dynamical phenomena including nonlinear control laws. However, the “industrial 
dynamics” methodology was criticized for not containing sufficient analytical support and 
for not providing guidelines to the systems engineers on how to improve performance. 
Motivated by the need to develop a new framework that could be used as a base for seeking 
new novel control laws and/or new feedback paths in production/inventory systems, 
Towill presented the inventory and order based production control system (IOBPCS) in a 
block diagram form, extending the work of Coyle. It was considered that the system deals 
with aggregate product levels or alternatively it reflects a single product. The system was 
subject to many modifications and improvements in subsequent years including extensions 
to discrete-time systems, thus leading to the IOBPCS family. 
The designer has to decide on how the target stock will be set (fixed value or multiple of 
average sales) and select the three policies (demand policy, inventory policy and pipeline 
policy), in order to optimize the system with respect to the following performance objectives 
(Sarimveis et al., 2008): 
a. Inventory level recovery. 
b. Attenuation of demand rate fluctuations on the ordering rate. 
The second objective aims at the reduction of the “bullwhip” effect. The term “bullwhip” 
was only recently introduced as mentioned in the introduction, but the phenomenon where 
a small random variation in sales at the marketplace is amplified at each level in the supply 
chain was already identified by the pioneering work of Forester in industrial dynamics. This 
was later postulated by Burbidge under the “Law of Industrial Dynamics”. The utilization of 
control engineering principles in tackling the problem by providing supply chain dynamic 
modeling and re-engineering methodologies was soon recognized as reported by Towill. 
The two performance objectives are conflicting. Thus, for each particular supply chain, the 
control system designer seeks for the best inventory level and ordering rate trade-off. A 
qualitative look at the two extremes scenarios (perfect satisfaction of each one of the two 
objectives) clearly shows that a compromise is needed to arrive at a well designed control 
system. If a fixed ordering rate is used then large inventory deviations are observed, since 
inventory levels follow any demand variation. This policy (known as Lean Production in 
manufacturing cites) obviously results in large inventory costs. On the other hand a fixed 
inventory level (known as Agile Production in manufacturing cites) results in highly 
variable production schedules and hence, large production costs. 
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algorithm uses a receding horizon, to allow the incorporation of past and present control 
actions to future predictions (Camacho et al., 2004; Findeisen et al., 2007). As well as, further 
decentralized MPC advantages are less computational complication and lower error risk 
(Agachi, 2009:Towill, 2008).  
So As supply chains can be operated sequentially, local Consecutive model predictive 
controllers applied to a supply chain management system consist of one plant, two 
warehouses, four distribution centers and four retailers. Also a move suppression term add 
to cost function, that increase system robustness toward changes on demands. Through 
illustrative simulations, it is demonstrated that the model can accommodate supply chain 
networks of realistic size under disturbances. 
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Due to their dynamic and uncertain nature, production/inventory problems can be naturally 
formulated as dynamic programs. Dynamic programming is the standard procedure to 
obtain an optimal state feedback control law for stochastic optimal control problems. 
MPC has now become a standard control methodology for industrial and process systems. 
Its wide adoption from the industry is largely based on the inherent ability of the method to 
handle efficiently constraints and nonlinearities of multi-variable dynamical systems. MPC 
is based on the following simple idea: at each discrete time instance the control action is 
obtained by solving on-line a finite-horizon open-loop optimal control problem, using the 
current state of the system as the initial state. A finite-optimal control sequence is obtained, 
from which only the first element is kept and applied to the system. The procedure is 
repeated after each state transition. Its main difference from stochastic dynamic programming 
and optimal control is that the control input is not computed a priori as an explicit function 
of the state vector. Thus, MPC is prevalent in the control of complex systems where the 
solution of the dynamic programming equations is computationally intractable due to the 
curse of dimensionality. However, when the optimal control problem is stochastic in nature, 
one can only obtain suboptimal solutions, due to the open-loop nature of the methodology 
(Sarimveis et al., 2008). 
The significance of the basic idea implicit in the MPC has been recognized a long-time ago in 
the operations management literature as a tractable scheme for solving stochastic multi-
period optimization problems, such as production planning and supply chain management, 
under the term rolling horizon. For a review of rolling horizons in operation management 
problems and interesting trade-offs between horizon lengths and costs of forecasts, we refer 
the reader to Sethi and Sorger and Chand et al. Kapsiotis and Tzafestas were the first to 
apply MPC to an inventory management problem, for a single inventory site. They included 
a penalty term for deviations from an inventory reference trajectory in order to compensate 
for production lead times. Tzafestas et al., considered a generalized production planning 
problem that includes both production/inventory and marketing decisions. They employed 
a linear econometric model concerning sales as a function of advertisement effort so as to 
approximate a nonlinear Vidale–Wolfe process. The dynamics of sales are coupled with an 
inventory balance equation. The optimal control problem is formulated as an MPC, where 
the control variables are the advertisement effort and the production levels. The objective 
function penalizes deviations from desired sales and inventory levels. Perea-Lopez et al. 
employed MPC to manage a multi-product, multi-echelon production and distribution 
network with lead times, allowing no backorders. They formulated the optimal control 
problem as a large scale mixed integer linear programming (MILP) problem, due to 
discontinuous decisions allowed in their model. In their formulation the demand is 
considered to be deterministic. They tested their formulation in a quite complex supply 
chain producing three products and consisting of three factories, three warehouses, four 
distribution centers and 10 retailers servicing 20 customers. They compared their centralized 
approach against two decentralized approaches. The first decentralized approach optimizes 
distribution only and uses heuristic rules for production/inventory planning. The second 
approach optimizes manufacturing while allowing the distribution network to follow 
heuristic rules. Through simulations, they inferred that the centralized approach exhibits 
superior performance (Sarimveis et al., 2008). 
Seferlis and Gianellos developed a two-layered hierarchical control scheme, where a 
decentralized inventory control policy is embedded within an MPC framework. Inventory 
levels at the storage nodes and backorders at the order receiving nodes are the state 
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variables for the linear state space model. The control variables are the product quantities 
transferred through the network permissible routes and the amounts delivered to the 
customers. Backorders are considered as output variables. Deterministic transportation 
delays are also included in the model. The cost function of the MPC consists of four terms, 
the first two being inventory and transportation costs, the third being a quadratic function 
that penalizes backorders at retailers and the last term being a quadratic move suppression 
term that penalizes deviations of decision variables between consecutive time periods. In 
order to account for demand uncertainty, they employed an autoregressive integrated 
moving average (ARIMA) forecasting model for the prediction of future product demand 
variation. Based on historical demand they performed identification of the order and 
parameters of the ARIMA model (Sarimveis et al., 2008). 
PID controllers were embedded for each inventory node and each product. These local 
controllers are responsible for maintaining the inventory levels close to the pre-specified 
target levels. Hence, the incoming flows to the inventory nodes are selected as the 
manipulated variables for the PID controllers. This way a decoupling between inventory 
level maintenance and satisfaction of primary control objectives (e.g. customer satisfaction) 
is achieved, permitting the MPC configuration to react faster to disturbances in demand 
variability and transportation delays. However, tuning of the localized PID controllers 
requires a time consuming trial-and-error procedure based on simulations. In their 
experiments, assuming that demand is deterministic and performing a step change, they 
observed an amplification of set point deviations for upstream nodes (bullwhip). For 
stochastic demand variation, they noted that the centralized approach requires a much 
larger control horizon to achieve a comparable performance with their two-layered strategy. 
Braun et al., developed a linear MPC framework for large scale supply chain problems 
resulting from the semiconductor industry. Through experiments, they showed that MPC 
can handle adequately uncertainty resulting from model mismatch (lead times) and demand 
forecasting errors. Due to the complexity of large scale supply chains, they proposed a 
decentralized scheme where a model predictive controller is created for each node, i.e 
production facility, warehouse and retailers. Inventory levels are treated as state variables 
for each node, the manipulated variables are orders and production rates, and demands are 
treated as disturbances. The goal of the MPC controller is to keep the inventory levels as 
close as possible to the target values while satisfying constraints with respect to production 
and transportation capacities. Their simulations showed that using move suppression (i.e. 
the term in the objective function that penalizes large deviations on control variables 
between two consecutive time instants), backorders can be eliminated. It is well known in 
the MPC community that the move suppression term has the effect of making the controller 
less sensitive to prediction inaccuracies, although usually at the price of degrading set point 
tracking performance. Through simulations, Braun et al. and Wang et al. justified further the 
significance of move suppression penalties as a means for increased robustness against 
model mismatch and hedging against inaccurate demand forecasts. 
Wang et al. treated demand as a load disturbance and they considered it as a stochastic 
signal driven by integrated white-noise (the discrete-time analog of Brownian motion). They 
applied a state estimation-based MPC in order to increase the system performance and 
robustness with respect to demand variability and erroneous forecasts. 
Assuming no information on disturbances, they employed a Kalman filter to estimate the 
state variables, where the filter gain is a tuning parameter based on the signal-to-noise ratio. 
Through simulations they concluded that when there is a large error between the average of 
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actual demands and the forecast, a larger filter gain can make the controller compensate for 
the error sufficiently fast (Sarimveis et al., 2008). 
Dunbar and Desa applied a recently developed distributed/decentralized implementation 
of nonlinear MPC to the problem of dynamic supply chain management problem, reminiscent 
of the classic MIT “Beer Game”. By this implementation, each subsystem is optimized for its 
own policy, and communicates the most recent policy to those subsystems to which it is 
coupled. The supply network consists of three nodes, a retailer, a manufacturer and a 
supplier. Information flows (i.e., flows moving upstream) are assumed to have no time 
delays (lead times). On the other hand, material flows (i.e., flows moving downstream) are 
assumed to have transportation delays. The proposed continuous-time dynamic model is 
characterized by three state variables, namely, inventory level, unfulfilled orders and 
backlog for each node. The control inputs are the order rates for each node. Demand rates 
and acquisition rates (i.e., number of items per day acquired from the upstream node) are 
considered as disturbances. The control objective is to minimize the total cost, which 
includes avoiding backorders and keeping unfulfilled orders and inventory levels low. Their 
model demonstrates bidirectional coupling between nodes, meaning that differential 
equation models of each stage depend upon the state and input of other nodes. Hence, 
cycles of information dependence are present in the chain. These cycles complicate 
decentralized/distributed MPC implementations since at each time period coupled stages 
must estimate states and inputs of one another. To address this issue, the authors assumed 
that coupled nodes receive the previously computed predictions from neighboring nodes 
prior to each update, and rely on the remainder of these predictions as the assumed 
prediction at each update. To bound the discrepancy between actual and assumed 
predictions, a move suppression term is included in the objective function. Thus, with the 
decentralized scheme, an MPC controller is designed for each node, which updates its 
policy in parallel with the other nodes based on estimates regarding information for 
interconnected variables. Through simulations, they concluded that the decentralized MPC 
scheme performs better than a nominal feedback control derived in Sterman, especially 
when accurate forecasts regarding customer demand exist. However, both approaches 
exhibit non-zero steady-state error with respect to unfulfilled demands when a step increase 
is applied to the customer demand rate. Furthermore, the bullwhip effect is observed in 
their simulations (Sarimveis et al., 2008). 
Based on the model of Lin et al., Lin et al. presented a minimum variance control (MVC) 
system, where two separate set points are posed. An ARIMA model is used as a mechanism 
to forecast customer demands. The system proved superior to other approaches such as the 
order-up-to-level policy, PI control in maintaining proper inventory levels without causing 
the “bullwhip” effect, whether the customer demand trend is stationary or not (Sarimveis et 
al., 2008). 
Yildirim et al. studied a dynamic planning and sourcing problem with service level 
constraints. Specifically, the manufacturer must decide how much to produce, where to 
produce, when to produce, how much inventory to carry, etc., in order to fulfill random 
customer demands in each period. They formulated the problem as a multi-period stochastic 
programming problem, where service level constraints appear in the form of chance 
constraints. In order to obtain the optimal feedback control one should be able to solve the 
resulting stochastic dynamic program. However, due to the curse of dimensionality the 
problem is computationally intractable. Thus, in order to obtain a sub-optimal solution they 
formulated the problem as a static deterministic optimization problem. They approximated 
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the service level chance constraints with deterministic equivalent constraints by specifying 
certain minimum cumulative production quantities that depend on the service level 
requirements. The rolling horizon procedure is applied on-line following the MPC philosophy, 
i.e. by solving the resulting mathematical programming problem at each discrete-time 
instance, applying only the first decision and moving to a new state, where the procedure is 
repeated. The authors compared their approach to certain threshold subcontracting policies 
yielding similar results. 
Describing uncertainties in a stochastic framework is the standard practice used by the 
operations research community. For example, in the majority of papers reviewed so far, 
uncertainties concerning customer demands, machine failures and lead times were mostly 
described by probability distributions and stochastic processes. However, in many practical 
situations one may not be able to identify the underlying probability distributions or such a 
stochastic description may simply not exist. On the other hand, based on historical data or 
experience one can easily infer bounds on the magnitude of the uncertain parameters 
(Sarimveis et al., 2008). 
Having realized this fact a long-time ago, the control engineering community has developed 
the necessary theoretical and algorithmic machinery for this type of problems, the so-called 
robust control theory. In this framework, uncertainties are unknown-but-bounded quantities 
and constraints dictated by performance specifications and physical limitations are usually 
hard, meaning that they must be satisfied for all realizations of the uncertain quantities. In 
the robust control framework, models can be usually “infected” with two types of 
uncertainty; exogenous disturbances (e.g. customer demands) and plant-model mismatch, 
that is, uncertainties due to modeling errors (Sarimveis et al., 2008). 
The aim of this review paper was to present alternative control philosophies that have been 
applied to the dynamic supply chain management problem. Representative references were 
provided that can guide the reader to explore in depth the methodologies of his/her choice. 
The efforts started in the early 1950s by applying classical control techniques where the 
analysis was performed in the frequency domain. More recently, highly sophisticated 
optimal control methods have been proposed mainly based on the time domain. However, 
many recent reports state that the majority of companies worldwide still suffer from poor 
supply chain management. Moreover, undesired phenomena, such as the “bullwhip” effect 
have not yet been remedied. The applicability of control methodologies in real life supply 
chain problems is thus, naturally questioned. 
It is true that in many methodologies that have been presented in this paper, the 
assumptions on which they are based are often not valid in reality. For example, lead times 
are not fixed and are not known with accuracy, as many models assume. Inventory levels 
should be bounded below by zero and above due to warehouse capacities, but these bounds 
are not always taken into account. The same happens with the production rates which are 
limited by the machinery capacities. Another limitation is that single stage systems are 
usually studied, assuming production of a single product or aggregated production. In real 
life systems, various products are produced with different production rates and different 
lead times, which, however, share common machinery and storage facilities. Horizontal 
integration is often represented by considering the supply chain stages in a raw, while 
interconnections between different level and same level stages are ignored. Finally, raw 
material costs which may be variable, labor costs and inventory costs are rarely taken 
explicitly into account. From the above discussion, it is evident that despite the considerable 
advances that have occurred throughout the years in controlling supply chain systems, there 
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actual demands and the forecast, a larger filter gain can make the controller compensate for 
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i.e. by solving the resulting mathematical programming problem at each discrete-time 
instance, applying only the first decision and moving to a new state, where the procedure is 
repeated. The authors compared their approach to certain threshold subcontracting policies 
yielding similar results. 
Describing uncertainties in a stochastic framework is the standard practice used by the 
operations research community. For example, in the majority of papers reviewed so far, 
uncertainties concerning customer demands, machine failures and lead times were mostly 
described by probability distributions and stochastic processes. However, in many practical 
situations one may not be able to identify the underlying probability distributions or such a 
stochastic description may simply not exist. On the other hand, based on historical data or 
experience one can easily infer bounds on the magnitude of the uncertain parameters 
(Sarimveis et al., 2008). 
Having realized this fact a long-time ago, the control engineering community has developed 
the necessary theoretical and algorithmic machinery for this type of problems, the so-called 
robust control theory. In this framework, uncertainties are unknown-but-bounded quantities 
and constraints dictated by performance specifications and physical limitations are usually 
hard, meaning that they must be satisfied for all realizations of the uncertain quantities. In 
the robust control framework, models can be usually “infected” with two types of 
uncertainty; exogenous disturbances (e.g. customer demands) and plant-model mismatch, 
that is, uncertainties due to modeling errors (Sarimveis et al., 2008). 
The aim of this review paper was to present alternative control philosophies that have been 
applied to the dynamic supply chain management problem. Representative references were 
provided that can guide the reader to explore in depth the methodologies of his/her choice. 
The efforts started in the early 1950s by applying classical control techniques where the 
analysis was performed in the frequency domain. More recently, highly sophisticated 
optimal control methods have been proposed mainly based on the time domain. However, 
many recent reports state that the majority of companies worldwide still suffer from poor 
supply chain management. Moreover, undesired phenomena, such as the “bullwhip” effect 
have not yet been remedied. The applicability of control methodologies in real life supply 
chain problems is thus, naturally questioned. 
It is true that in many methodologies that have been presented in this paper, the 
assumptions on which they are based are often not valid in reality. For example, lead times 
are not fixed and are not known with accuracy, as many models assume. Inventory levels 
should be bounded below by zero and above due to warehouse capacities, but these bounds 
are not always taken into account. The same happens with the production rates which are 
limited by the machinery capacities. Another limitation is that single stage systems are 
usually studied, assuming production of a single product or aggregated production. In real 
life systems, various products are produced with different production rates and different 
lead times, which, however, share common machinery and storage facilities. Horizontal 
integration is often represented by considering the supply chain stages in a raw, while 
interconnections between different level and same level stages are ignored. Finally, raw 
material costs which may be variable, labor costs and inventory costs are rarely taken 
explicitly into account. From the above discussion, it is evident that despite the considerable 
advances that have occurred throughout the years in controlling supply chain systems, there 
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is still plenty of room for further improvements. Elimination of the above limitations will 
lead to new methodologies of more applicability. Therefore, dynamic control of supply 
chain systems remains an open and active research area. Among the alternative 
methodologies that have been presented in this review paper, we would like to draw the 
attention of the reader to the MPC framework which has become extremely popular in the 
engineering community, as it proved successful in facing problems similar to the ones 
mentioned above. Among other advantages, the MPC framework can easily incorporate 
bounds on the manipulated and controlled variables and leads to the formulation of 
computationally tractable optimization problems (Sarimveis et al., 2008). 

3. MPC for multi echelon supply chain management system 
Supply chains are complicated dynamical systems triggered by customer demands. Over 
the past decade, supply chain management and control has become a strategic focus of 
leading manufacturing companies. This has been caused by rapid changes in environments 
in which the companies operate, characterized by high globalization of markets and ever 
increasing customer demands for higher levels of service and quality. Proper selection of 
equipment, machinery, buildings and transportation fleets is a key component for the success 
of such systems. However, efficiency of supply chains mostly depends on management 
decisions, which are often based on intuition and experience. Due to the increasing 
complexity of supply chain systems (which is the result of changes in customer preferences, 
the globalization of the economy and the stringy competition among companies), these 
decisions are often far from optimum. Another factor that causes difficulties in decision 
making is that different stages in supply chains are often supervised by different groups of 
people with different managing philosophies. From the early 1950s it became evident that a 
rigorous framework for analyzing the dynamics of supply chains and taking proper 
decisions could improve substantially the performance of the systems. Due to the resemblance 
of supply chains to engineering dynamical systems, control theory has provided a solid 
background for building such a framework. During the last half century many mathematical 
tools emerging from the control literature have been applied to the supply chain 
management problem. These tools vary from classical transfer function analysis to highly 
sophisticated control methodologies, such as MPC and neuro dynamic programming.  
In this work, a discrete time difference model is developed. The model is applicable to multi 
echelon supply chain networks of arbitrary structure, that DP denote the set of desired 
products in the supply Chain and these can be manufactured at plants, P, by utilizing 
various resources, RS. The manufacturing function considers independent production lines 
for the distributed products. The products are subsequently transported to and stored at 
warehouses, W. Products from warehouses are transported upon customer demand, either 
to distribution centers, D, or directly to retailers, R. Retailers receive time varying orders 
from different customers for different products. Satisfaction of customer demand is the 
primary target in the supply chain management mechanism. Unsatisfied demand is 
recorded as backorders for the next time period. A discrete time difference model is used for 
description of the supply chain network dynamics. It is assumed that decisions are taken 
within equally spaced time periods (e.g. hours, days, or weeks). The duration of the base 
time period depends on the dynamic characteristics of the network. As a result, dynamics of 
higher frequency than that of the selected time scale are considered negligible and 
completely attenuated by the network (Perea, 2007). 

 
Supply Chain Management Systems Advanced Control: MPC on SCM  

 

25 

Plants P, warehouses W, distribution centers D, and retailers R constitute the nodes of the 
system. For each node, k, there is a set of upstream nodes and a set of downstream nodes, 
indexed by ( , )k k′ ′′ . Upstream nodes can supply node k and downstream nodes can be 
supplied by k. All valid ( , )k k′  and/or ( , )k k′′  pairs constitute permissible routes within the 
network. All variables in the supply chain network (e.g. inventory, transportation loads) 
valid for bulk commodities and products. For unit products, continuous variables can still 
be utilized, with the addition of a post-processing rounding step to identify neighbouring 
integer solutions. This approach, though clearly not formally optimal, may be necessary to 
retain computational tractability in systems of industrial relevance.  
A product balance around any network node involves the inventory level in the node at 
time instances t and t − 1, as well as the total inflow of products from upstream nodes and 
total outflow to downstream nodes. The following balance equation is valid for nodes that 
are either warehouses or distribution centers: 
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where ,i ky  is the inventory of product i stored in node k; , ,i k kx ′  denotes the amount of the i-
th product transported through route ( , )k k′ ; ,k kL ′  denotes the transportation lag (delay 
time) for route ( , )k k′ , i.e. the required time periods for the transfer of material from the 
supplying node to the current node. The transportation lag is assumed to be an integer 
multiple of the base time period. 
For retailer nodes, the inventory balance is slightly modified to account for the actual 
delivery of the i-th product attained, denoted by , ( )i kd t . 
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The amount of unsatisfied demand is recorded as backorders for each product and time 
period. Hence, the balance equation for back orders takes the following form: 

 
{ }

, , , , ,( ) ( 1) ( ) ( ) ( ),
, , .

i k i k i k i k i kBO t BO t R t d t LO t
k R t T i DP

= − + − −

∀ ∈ ∈ ∈
 (3) 

where ,i kR  denotes the demand for the i-th product at the k-th retailer node and time period 
t. ,i kLO  denotes the amount of cancelled back orders (lost orders) because the network 
failed to satisfy them within a reasonable time limit. Lost orders are usually expressed as a 
percentage of unsatisfied demand at time t. Note that the model does not require a separate 
balance for customer orders at nodes other than the final retailer nodes (Sterman et al, 2002).  
MPC is a model based control strategy that calculates at each sampling time via optimization 
the optimal control action to maintain the output of the plant close to the desired reference. 
In fact, MPC stands for a family of methods that select control actions based on online 
optimization of an objective function. MPC has gained wide acceptance in the chemical and 
other process industries as the basis for advanced multivariable control schemes. In MPC, a 
system model and current and historical measurements of the process are used to predict 
the system behavior at future time instants. A control relevant objective function is then 
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is still plenty of room for further improvements. Elimination of the above limitations will 
lead to new methodologies of more applicability. Therefore, dynamic control of supply 
chain systems remains an open and active research area. Among the alternative 
methodologies that have been presented in this review paper, we would like to draw the 
attention of the reader to the MPC framework which has become extremely popular in the 
engineering community, as it proved successful in facing problems similar to the ones 
mentioned above. Among other advantages, the MPC framework can easily incorporate 
bounds on the manipulated and controlled variables and leads to the formulation of 
computationally tractable optimization problems (Sarimveis et al., 2008). 

3. MPC for multi echelon supply chain management system 
Supply chains are complicated dynamical systems triggered by customer demands. Over 
the past decade, supply chain management and control has become a strategic focus of 
leading manufacturing companies. This has been caused by rapid changes in environments 
in which the companies operate, characterized by high globalization of markets and ever 
increasing customer demands for higher levels of service and quality. Proper selection of 
equipment, machinery, buildings and transportation fleets is a key component for the success 
of such systems. However, efficiency of supply chains mostly depends on management 
decisions, which are often based on intuition and experience. Due to the increasing 
complexity of supply chain systems (which is the result of changes in customer preferences, 
the globalization of the economy and the stringy competition among companies), these 
decisions are often far from optimum. Another factor that causes difficulties in decision 
making is that different stages in supply chains are often supervised by different groups of 
people with different managing philosophies. From the early 1950s it became evident that a 
rigorous framework for analyzing the dynamics of supply chains and taking proper 
decisions could improve substantially the performance of the systems. Due to the resemblance 
of supply chains to engineering dynamical systems, control theory has provided a solid 
background for building such a framework. During the last half century many mathematical 
tools emerging from the control literature have been applied to the supply chain 
management problem. These tools vary from classical transfer function analysis to highly 
sophisticated control methodologies, such as MPC and neuro dynamic programming.  
In this work, a discrete time difference model is developed. The model is applicable to multi 
echelon supply chain networks of arbitrary structure, that DP denote the set of desired 
products in the supply Chain and these can be manufactured at plants, P, by utilizing 
various resources, RS. The manufacturing function considers independent production lines 
for the distributed products. The products are subsequently transported to and stored at 
warehouses, W. Products from warehouses are transported upon customer demand, either 
to distribution centers, D, or directly to retailers, R. Retailers receive time varying orders 
from different customers for different products. Satisfaction of customer demand is the 
primary target in the supply chain management mechanism. Unsatisfied demand is 
recorded as backorders for the next time period. A discrete time difference model is used for 
description of the supply chain network dynamics. It is assumed that decisions are taken 
within equally spaced time periods (e.g. hours, days, or weeks). The duration of the base 
time period depends on the dynamic characteristics of the network. As a result, dynamics of 
higher frequency than that of the selected time scale are considered negligible and 
completely attenuated by the network (Perea, 2007). 
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Plants P, warehouses W, distribution centers D, and retailers R constitute the nodes of the 
system. For each node, k, there is a set of upstream nodes and a set of downstream nodes, 
indexed by ( , )k k′ ′′ . Upstream nodes can supply node k and downstream nodes can be 
supplied by k. All valid ( , )k k′  and/or ( , )k k′′  pairs constitute permissible routes within the 
network. All variables in the supply chain network (e.g. inventory, transportation loads) 
valid for bulk commodities and products. For unit products, continuous variables can still 
be utilized, with the addition of a post-processing rounding step to identify neighbouring 
integer solutions. This approach, though clearly not formally optimal, may be necessary to 
retain computational tractability in systems of industrial relevance.  
A product balance around any network node involves the inventory level in the node at 
time instances t and t − 1, as well as the total inflow of products from upstream nodes and 
total outflow to downstream nodes. The following balance equation is valid for nodes that 
are either warehouses or distribution centers: 
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where ,i ky  is the inventory of product i stored in node k; , ,i k kx ′  denotes the amount of the i-
th product transported through route ( , )k k′ ; ,k kL ′  denotes the transportation lag (delay 
time) for route ( , )k k′ , i.e. the required time periods for the transfer of material from the 
supplying node to the current node. The transportation lag is assumed to be an integer 
multiple of the base time period. 
For retailer nodes, the inventory balance is slightly modified to account for the actual 
delivery of the i-th product attained, denoted by , ( )i kd t . 

 
{ }

' ', , ,, , ,
'

( ) ( 1) ( ) ( ),

, , .

i k i k i ki k k k k
k

y t y t x t L d t

k R t T i DP

= − + − −

∀ ∈ ∈ ∈

∑
 (2) 

The amount of unsatisfied demand is recorded as backorders for each product and time 
period. Hence, the balance equation for back orders takes the following form: 
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where ,i kR  denotes the demand for the i-th product at the k-th retailer node and time period 
t. ,i kLO  denotes the amount of cancelled back orders (lost orders) because the network 
failed to satisfy them within a reasonable time limit. Lost orders are usually expressed as a 
percentage of unsatisfied demand at time t. Note that the model does not require a separate 
balance for customer orders at nodes other than the final retailer nodes (Sterman et al, 2002).  
MPC is a model based control strategy that calculates at each sampling time via optimization 
the optimal control action to maintain the output of the plant close to the desired reference. 
In fact, MPC stands for a family of methods that select control actions based on online 
optimization of an objective function. MPC has gained wide acceptance in the chemical and 
other process industries as the basis for advanced multivariable control schemes. In MPC, a 
system model and current and historical measurements of the process are used to predict 
the system behavior at future time instants. A control relevant objective function is then 
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optimized to calculate a sequence of future control moves that must satisfy system 
constraints. The first predicted control move is implemented and at the next sampling time 
the calculations are repeated using updated system states (illustrated in Figure 2). MPC 
represents a general framework for control system implementation that accomplishes both 
feedback and feed forward control action on a dynamical system. The appeal of MPC over 
traditional approaches to control design include (1) the ability to handle large multivariable 
problems, (2) the explicit handling of constraints on system input and output variables, and 
(3) its relative ease of use. MPC applied to supply chain management relies on dynamical 
models of material flow to predict inventory changes among the various nodes of the 
supply chain. These model predictions are used to adjust current and future order quantities 
requested from upstream nodes such that inventory will reach the targets necessary to 
satisfy demand in a timely manner (Wang et al, 2007). The control system aims at operating 
the supply chain at the optimal point despite the influence of demand changes. The control 
system is required to possess built in capabilities to recognize the optimal operating policy 
through meaningful and descriptive cost performance indicators and mechanisms to 
successfully alleviate the detrimental effects of demand uncertainty and variability. The 
main objectives of the control strategy for the supply chain network can be summarized as 
follows: (i) maximize customer satisfaction, and (ii) minimize supply chain operating costs. 
The first target can be attained by the minimization of back orders (i.e. unsatisfied demand) 
over a time period because unsatisfied demand would have a strong impact on company 
reputation and subsequently on future demand and total revenues. The second goal can be 
achieved by the minimization of the operating costs that include transportation and 
inventory costs that can be further divided into storage costs and inventory assets in the 
supply chain network. Based on the fact that past and present control actions affect the 
future response of the system, a receding time horizon is selected. Over the specified time 
horizon the future behavior of the supply chain is predicted using the described difference 
model (Eqs. (1)–(3)). In this model, the state variables are the product inventory levels at the 
storage nodes, y, and the back orders, BO, at the order receiving nodes. The manipulated 
(control or decision) variables are the product quantities transferred through the network’s 
permissible routes, x, and the delivered amounts to customers, d. Finally, the product back 
orders, BO, are also matched to the output variables. The inventory target levels (e.g. 
inventory setpoints) are time invariant parameters. The control actions that minimise a 
performance index associated with the outlined control objectives are then calculated over 
the receding time horizon. At each time period the first control action in the calculated 
sequence is implemented. The effect of unmeasured demand disturbances and model 
mismatch is computed through comparison of the actual current demand value and the 
prediction from a stochastic disturbance model for the demand variability. The difference 
that describes the overall demand uncertainty and system variability is fed back into the 
MPC scheme at each time period facilitating the corrective action that is required. 
The centralized mathematical formulation of the performance index considering 
simultaneously back orders, transportation and inventory costs takes the following form: 
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The performance index, J, in compliance with the outlined control objectives consists of four 
quadratic terms. Two terms account for inventory and transportation costs throughout the 
supply chain over the specified prediction and control horizons(P , M). A term penalizes 
back orders for all products at all order receiving nodes (e.g. retailers) over the prediction 
horizon P. Also a term penalizes deviations for the decision variables (i.e. transported product 
quantities) from the corresponding value in the previous time period over the control 
horizon M. The term is equivalent to a penalty on the rate of change in the manipulated 
variables and can be viewed as a move suppression term for the control system. Such a 
policy tends to eliminate abrupt and aggressive control actions and subsequently, safeguard 
the network from saturation and undesired excessive variability induced by sudden 
demand changes. In addition, transportation activities are usually preferred to resume a 
somewhat constant level rather than fluctuate from one time period to another. 
However, the move suppression term would definitely affect control performance leading to 
a more sluggish dynamic response. The weighting factors, , ,y i kw , reflect the inventory 
storage costs and inventory assets per unit product, , , ,x i k kw ′ , account for the transportation 
cost per unit product for route ( , )k k′ .Weights , ,BO i kw  correspond to the penalty imposed on 
unsatisfied demand and are estimated based on the impact service level has on the company 
reputation and future demand. Weights , , ,x i k kw ′Δ , are associated with the penalty on the rate 
of change for the transferred amount of the i-th product through route ( , )k k′ . Even though, 
factors , ,y i kw , , , ,x i k kw ′ and , ,BO i kw  are cost related that can be estimated with a relatively 
good accuracy, factors , , ,x i k kw ′Δ  are judged and selected mainly on grounds of desirable 
achieved performance. 
The weighting factors in cost function also reflect the relative importance between the 
controlled (back orders and inventories) and manipulated (transported products) variables. 
Note that the performance index of cost function reflects the implicit assumption of a 
constant profit margin for each product or product family. As a result, production costs and 
revenues are not included in the index. 
But in this paper, a consecutive decentralized formulation will used, namely centralized cost 
function divided to decentralized cost functions for each stage(warehouse, distribution 
center, retailer): 
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optimized to calculate a sequence of future control moves that must satisfy system 
constraints. The first predicted control move is implemented and at the next sampling time 
the calculations are repeated using updated system states (illustrated in Figure 2). MPC 
represents a general framework for control system implementation that accomplishes both 
feedback and feed forward control action on a dynamical system. The appeal of MPC over 
traditional approaches to control design include (1) the ability to handle large multivariable 
problems, (2) the explicit handling of constraints on system input and output variables, and 
(3) its relative ease of use. MPC applied to supply chain management relies on dynamical 
models of material flow to predict inventory changes among the various nodes of the 
supply chain. These model predictions are used to adjust current and future order quantities 
requested from upstream nodes such that inventory will reach the targets necessary to 
satisfy demand in a timely manner (Wang et al, 2007). The control system aims at operating 
the supply chain at the optimal point despite the influence of demand changes. The control 
system is required to possess built in capabilities to recognize the optimal operating policy 
through meaningful and descriptive cost performance indicators and mechanisms to 
successfully alleviate the detrimental effects of demand uncertainty and variability. The 
main objectives of the control strategy for the supply chain network can be summarized as 
follows: (i) maximize customer satisfaction, and (ii) minimize supply chain operating costs. 
The first target can be attained by the minimization of back orders (i.e. unsatisfied demand) 
over a time period because unsatisfied demand would have a strong impact on company 
reputation and subsequently on future demand and total revenues. The second goal can be 
achieved by the minimization of the operating costs that include transportation and 
inventory costs that can be further divided into storage costs and inventory assets in the 
supply chain network. Based on the fact that past and present control actions affect the 
future response of the system, a receding time horizon is selected. Over the specified time 
horizon the future behavior of the supply chain is predicted using the described difference 
model (Eqs. (1)–(3)). In this model, the state variables are the product inventory levels at the 
storage nodes, y, and the back orders, BO, at the order receiving nodes. The manipulated 
(control or decision) variables are the product quantities transferred through the network’s 
permissible routes, x, and the delivered amounts to customers, d. Finally, the product back 
orders, BO, are also matched to the output variables. The inventory target levels (e.g. 
inventory setpoints) are time invariant parameters. The control actions that minimise a 
performance index associated with the outlined control objectives are then calculated over 
the receding time horizon. At each time period the first control action in the calculated 
sequence is implemented. The effect of unmeasured demand disturbances and model 
mismatch is computed through comparison of the actual current demand value and the 
prediction from a stochastic disturbance model for the demand variability. The difference 
that describes the overall demand uncertainty and system variability is fed back into the 
MPC scheme at each time period facilitating the corrective action that is required. 
The centralized mathematical formulation of the performance index considering 
simultaneously back orders, transportation and inventory costs takes the following form: 
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The performance index, J, in compliance with the outlined control objectives consists of four 
quadratic terms. Two terms account for inventory and transportation costs throughout the 
supply chain over the specified prediction and control horizons(P , M). A term penalizes 
back orders for all products at all order receiving nodes (e.g. retailers) over the prediction 
horizon P. Also a term penalizes deviations for the decision variables (i.e. transported product 
quantities) from the corresponding value in the previous time period over the control 
horizon M. The term is equivalent to a penalty on the rate of change in the manipulated 
variables and can be viewed as a move suppression term for the control system. Such a 
policy tends to eliminate abrupt and aggressive control actions and subsequently, safeguard 
the network from saturation and undesired excessive variability induced by sudden 
demand changes. In addition, transportation activities are usually preferred to resume a 
somewhat constant level rather than fluctuate from one time period to another. 
However, the move suppression term would definitely affect control performance leading to 
a more sluggish dynamic response. The weighting factors, , ,y i kw , reflect the inventory 
storage costs and inventory assets per unit product, , , ,x i k kw ′ , account for the transportation 
cost per unit product for route ( , )k k′ .Weights , ,BO i kw  correspond to the penalty imposed on 
unsatisfied demand and are estimated based on the impact service level has on the company 
reputation and future demand. Weights , , ,x i k kw ′Δ , are associated with the penalty on the rate 
of change for the transferred amount of the i-th product through route ( , )k k′ . Even though, 
factors , ,y i kw , , , ,x i k kw ′ and , ,BO i kw  are cost related that can be estimated with a relatively 
good accuracy, factors , , ,x i k kw ′Δ  are judged and selected mainly on grounds of desirable 
achieved performance. 
The weighting factors in cost function also reflect the relative importance between the 
controlled (back orders and inventories) and manipulated (transported products) variables. 
Note that the performance index of cost function reflects the implicit assumption of a 
constant profit margin for each product or product family. As a result, production costs and 
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Therefore by this implementation, As supply chains can be operated sequentially, i.e., stages 
update their policies in series, synchronously, each node by a decentralized model 
predictive controller optimizes for its own policy, and communicates the most recent policy 
to those nodes to which it is coupled. In fact, MPC‘s of retailers (with Eqs. (1),(5)) only will 
optimized for its own policy and then will sent its optimal inputs to upstream joint nodes to 
those nodes which it is coupled (distribution centers), as measurable disturbances. Also 
model predictive controllers of distribution centers (with Eqs. (1),(6)) only will optimized for 
its own policy and then will sent its optimal inputs to upstream joint nodes to those nodes 
which it is coupled (warehouse centers), as measurable disturbances. Finally, model 
predictive controllers of warehouses (with Eqs. (2),(3),(7)) will optimized for its own optimal 
inputs. 
Two types of sequential decentralized MPC can be used. In first method, each node 
completely by a decentralized MPC optimizes for its own policy. At each time period, the 
first decentralized MPC action in the calculated sequence is implemented until MPC process 
complete.  
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distribution centers will optimized and then will sent its optimal inputs to upstream joint 
nodes to those nodes which it is coupled (warehouse centers), as measurable disturbances. 
Finally, model predictive controllers corresponding to warehouses will optimized for its 
own optimal inputs by local method. In fact decentralized model predictive controllers, 
sequentially operate (Figure 2). 
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4. Simulations 
A four echelon supply chain system is used in the simulated examples. The supply chain 
network consists of one production nodes, two warehouse nodes, four distribution centers, 
and four retailer nodes (Figure 4). All possible connections between immediately successive 
echelons are permitted. One product family consist of 12 products is being distributed 
through the network. Inventory setpoints, maximum storage capacities at every node, and 
transportation cost data for each supplying route are reported in Table 1. 
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Echelon W D R 
Max inventory level 1400 500 150 
Inventory setpoint 320 220 35 
Transportation cost  
(move suppression cost) 

P to W 
0.5 

W to D 
1 

D to R 
1 

Inventory weights 1 1 1 
Back order weights - - 1 
Delays 2 3 2 

Table 1. Given values of supply chain  

A prediction horizon of 25 time periods and a control horizon of 20 time periods were 
selected and was considered , 0i kLO = for every times. So each delay was replaced by its 4th 
order Pade approximation (after system model transform to continues time model and then 
return to discrete time model). In this part, two method of consecutive decentralize MPC 
that beforehand was stated, applying to large scale supply chain to constant demands equal 
4. The simulated scenarios lasted for 70 time periods. As demand is constant, both method 
have equal response to constant demand that is presented in figure 5 (average inventory 
levels in each echelon). The move suppression term would definitely affect control 
performance leading to a more sluggish dynamic response. 
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Fig. 5. Discrete time dynamic response to a 4 unit constant demand for networks with 
different transportation delays L = [2 3 2] (first and second method) 
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Fig. 6. Discrete pulsatory customer demand 

In fact, if suddenly demand changed, the first method can not predict this changes and has 
not efficiency. Instead second method by online demand prediction in its formulation is 
efficient. As second method by online demand prediction in its formulation is rather 
efficient to first method, in this part, second decentralized MPC method applied to the 
supply chain network with pulsatory variations of customer demand that are seeing in 
figure 6, once with no move suppression term (Figure 7), and once with move suppression 
term (Figure 8).  
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Fig. 7. Inventory levels control by second method of consecutive decentralized MPC toward 
discrete pulsatory demand with without move suppression effect 

Also second decentralized MPC method applied to the supply chain network with pulsatory 
variations of customer demand that are seeing in figure 9, once with no move suppression 
term (Figure 10), and once with move suppression term (Figure 11). 
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In fact, if suddenly demand changed, the first method can not predict this changes and has 
not efficiency. Instead second method by online demand prediction in its formulation is 
efficient. As second method by online demand prediction in its formulation is rather 
efficient to first method, in this part, second decentralized MPC method applied to the 
supply chain network with pulsatory variations of customer demand that are seeing in 
figure 6, once with no move suppression term (Figure 7), and once with move suppression 
term (Figure 8).  
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Fig. 7. Inventory levels control by second method of consecutive decentralized MPC toward 
discrete pulsatory demand with without move suppression effect 

Also second decentralized MPC method applied to the supply chain network with pulsatory 
variations of customer demand that are seeing in figure 9, once with no move suppression 
term (Figure 10), and once with move suppression term (Figure 11). 
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Fig. 8. Inventory levels control by second method of consecutive decentralized MPC toward 
discrete pulsatory demand with move suppression effect 
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Fig. 9. Discrete stochastic demand of gamma distribution 

Therefore by using of move suppression, amplitude of variation of outputs will be 
decreased. So move suppression term increased system robustness toward changes on 
demands (Figure 11). 

5. Conclusion 
Supply chain management system is a network of facilities and distribution entities: 
suppliers, manufacturers, distributors, retailers. The control system aims at operating the 
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Fig. 10. Inventory levels control by second method of consecutive decentralized MPC 
toward discrete stochastic demand of gamma distribution without move suppression effect 
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Fig. 11. Inventory levels control by second method of consecutive decentralized MPC 
toward discrete stochastic demand of gamma distribution with move suppression effect 

supply chain at the optimal point despite the influence of demand changes. As supply 
chains can be operated sequentially, local Consecutive model predictive controllers applying 
to a supply chain management system consist of four echelon. Two types of sequential 
decentralized MPC used. In first method, each node completely by a decentralized model 
predictive controller optimized for its own policy, and in second method, decentralized 
model predictive controllers in each stage are updated in each time period. As second 
method by online demand prediction in its formulation is rather efficient to first method, in 
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toward discrete stochastic demand of gamma distribution with move suppression effect 

supply chain at the optimal point despite the influence of demand changes. As supply 
chains can be operated sequentially, local Consecutive model predictive controllers applying 
to a supply chain management system consist of four echelon. Two types of sequential 
decentralized MPC used. In first method, each node completely by a decentralized model 
predictive controller optimized for its own policy, and in second method, decentralized 
model predictive controllers in each stage are updated in each time period. As second 
method by online demand prediction in its formulation is rather efficient to first method, in 
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this part, second decentralized MPC method applied to the supply chain network with 
pulsatory variations of customer demand. Also second decentralized MPC method applied 
to the supply chain network with pulsatory variations of customer demand. In fact, if 
suddenly demand changed, the first method can not predict this changes and has not 
efficiency. Instead second method by online demand prediction in its formulation is efficient. 
Also a move suppression term add to cost function, that increase system robustness toward 
changes on demands.  
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1. Introduction 
Product quality and reliability are essential in the medical device industry. In addition, 
predictable development time, efficient manufacturing with high yields, and exemplary 
field reliability are all hallmarks of a successful product development process.  
One challenge in electronic hardware development normally involves understanding the 
impact of variability in component and material properties and the subsequent potential 
impact on performance, yield, and reliability. Over-reliance on physical testing and 
characterization of designs may result in subsequent yield issues and/or post-release design 
changes in high volume manufacturing. Issues discovered later in the product cycle make 
development time unpredictable and do not always effectively eliminate potential risk. 
Using hardware testing to verify that the embedded system hardware and firmware work 
under the worst case conditions in the presence of variation is potentially costly and 
challenging. As a result, improving predictability early in design with a virtual environment 
to understand the influence of process corners and better control of distributions and tails in 
components procured in the supply chain is important. The goal is to ensure that design 
works in the presence of all specified variability and to ensure the component designed is 
appropriately controlled during purchasing/manufacturing. This is achieved by establishing a 
clear link between the variability inherent in the supply chain on the performance, yield, 
and reliability of the final design. This will lay the groundwork for managing expectations 
throughout the entire supply chain, so that each functional area is aware of its responsibilities 
and role in the overall quality and reliability of the product. 
In this chapter, a methodology is outlined that utilizes electrical simulations to account for 
component variability and its predicted impact on yield and quality. Various worst-case 
circuit analysis (WCCA) methods with the advantages, assumptions and limitations are 
introduced in Section 2. A simulation based flow is developed in Section 3 to take advantage 
of the best qualities of each method discussed to understand design, reliability, and yield in 
relation to how the product is used and how the effects of variability in the supply chain 
influence the outcome. Furthermore, predictive yield estimation is enabled using a 
computationally efficient Monte Carlo analysis technique extending results of worst case 
analysis with actual component parameter distributions obtained from the supply chain is 
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introduced in Section 2. A simulation based flow is developed in Section 3 to take advantage 
of the best qualities of each method discussed to understand design, reliability, and yield in 
relation to how the product is used and how the effects of variability in the supply chain 
influence the outcome. Furthermore, predictive yield estimation is enabled using a 
computationally efficient Monte Carlo analysis technique extending results of worst case 
analysis with actual component parameter distributions obtained from the supply chain is 
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discussed in Section 4. Transfer functions are built upon simulation-based design of 
experiments and realistic distributions applied to the various input parameters using 
statistically based data analysis. Building upon simulations to statistically predict real-world 
performance allows creating a virtual operations line for design yield analysis, which allows 
effective design trade-offs, component selection, and supply chain control strategies.  

2. Worst-case circuit analysis methods 
Worst-case circuit analysis (WCCA) is a method to ensure the system will function correctly 
in the presence of allowed/specified variation. WCCA quantitatively assesses the performance 
that takes into consideration the effect of all realistic, potential variability due to component 
and IC variability, manufacturing processes, component degradation, etc. so as to ensure 
robust and reliable circuit designs. Modeling and simulation-based worst-case circuit 
analysis enables corners to be assessed efficiently, and allows design verification at a 
rigorous level by considering variations from different sources. 

2.1 Sensitivity analysis  
An initial approach for understanding the primary sources of variability usually starts with 
a sensitivity analysis study which is a method to determine the effects of input parameter 
variation on the output of a circuit by systematically changing one parameter at a time in the 
circuit model, while keeping the other parameters constant (Figure 1). Sensitivity is defined 
as follows:  

 Sensitivity = Δ output / Δ parameter (1) 

 

Component parameter

C
irc

ui
t m

ea
su

re
m

en
t

output variation

parameter tolerance

 
Fig. 1. Sensitivity analysis: circuit output changes due to variation of the input 

If the output variation is reasonably linear with the variation of the component parameter 
across its entire tolerance range, sensitivity can be multiplied by the tolerance range of the 
component parameter to determine the output variation due to this tolerance. Two 
important attributes in the sensitivity analysis are the magnitude and polarity/direction. 
When the input increases, the polarity/direction is positive if the output increases, and is 
negative if the output decreases. Because of the huge potential number of simulation 
variables (e.g. m components with n parameters each), sensitivity analysis can be used to 
investigate one factor at a time (OFAT) to provide an initial triage of those parameters 
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requiring subsequent evaluation. For typical designs, there are multiple outputs that need to 
be understood, so separate sensitivity analysis and subsequent treatment is usually 
employed, which is discussed in Section 3 and Section 4. The real-world is rarely as simple 
as textbook-like examples. 
In each case, as one parameter is varied, all others are held at their nominal conditions. This 
approach assumes that all variables are independent and there are no interactions among 
them. While this technique is much less sophisticated than other formal methods, it 
provides an effective means of reducing the subsequent analysis and complexity, potentially 
by several orders of magnitude. Figure 2 shows one example of a sensitivity analysis result. 
A few top critical input factors that dominate output response are identified from sensitivity 
analysis with 74 parameters varied within the specified limits. A large number of other 
factors that are insignificant are eliminated from subsequent analysis by performing this 
important sensitivity analysis step. Subsequent simulations or physical testing can then 
focus limited resources on the factors with the greatest importance.  
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Fig. 2. Top five critical factors identified from sensitivity analysis  

2.2 Extreme value analysis (EVA) 
Extreme value analysis is a method to determine the actual worst case minimum or 
maximum circuit output by taking each component parameter to their appropriate extreme 
values. The EVA method decomposes the simulations into two steps for a circuit with n 
input variables. 
First 2n sensitivity simulations are run, where each component parameter is simulated 
separately at its minimum and maximum (Figure 3). The results of the sensitivity simulations 
are analyzed, and the magnitude of change on the output due to each individual input 
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requiring subsequent evaluation. For typical designs, there are multiple outputs that need to 
be understood, so separate sensitivity analysis and subsequent treatment is usually 
employed, which is discussed in Section 3 and Section 4. The real-world is rarely as simple 
as textbook-like examples. 
In each case, as one parameter is varied, all others are held at their nominal conditions. This 
approach assumes that all variables are independent and there are no interactions among 
them. While this technique is much less sophisticated than other formal methods, it 
provides an effective means of reducing the subsequent analysis and complexity, potentially 
by several orders of magnitude. Figure 2 shows one example of a sensitivity analysis result. 
A few top critical input factors that dominate output response are identified from sensitivity 
analysis with 74 parameters varied within the specified limits. A large number of other 
factors that are insignificant are eliminated from subsequent analysis by performing this 
important sensitivity analysis step. Subsequent simulations or physical testing can then 
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Fig. 2. Top five critical factors identified from sensitivity analysis  

2.2 Extreme value analysis (EVA) 
Extreme value analysis is a method to determine the actual worst case minimum or 
maximum circuit output by taking each component parameter to their appropriate extreme 
values. The EVA method decomposes the simulations into two steps for a circuit with n 
input variables. 
First 2n sensitivity simulations are run, where each component parameter is simulated 
separately at its minimum and maximum (Figure 3). The results of the sensitivity simulations 
are analyzed, and the magnitude of change on the output due to each individual input 
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variation can be ranked in a Pareto chart (Figure 2). Parameters that make the most 
influence can be identified as critical factors. Knowing critical parameters from sensitivity 
analysis provides information to narrow down the list of variables and provides information 
for component selection and control in case needed. 
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Fig. 3. Sensitivity analysis: output sensitivity to all inputs (2n ‘quick’ simulations)  

Next, for each output measurement, two simulations are run that combine critical input 
parameters at either low spec limit and/or upper spec limits. Thus, this method requires 
only 2n+2 simulations so this method can be efficiently used on large number of outputs. 
EVA is a commonly used worst case analysis method and the easiest one to apply 
(Reliability Analysis Center, 1993). It is also a more conservative method compared to root-
sum-squared analysis or Monte Carlo analysis. One limitation of EVA is the assumption that 
critical factors are independent of one another, and the polarity determined from sensitivity 
doesn’t change between the nominal and the worst case scenarios. EVA can be an effective 
and efficient way of performing worst case analysis. In other situations where interactions 
exist among input parameters or when the very conservative nature of EVA is too 
prohibitive for design, other methods such as design of experiments or circuit level Monte 
Carlo simulations can be used instead.  

2.3 Root-sum-squared (RSS) analysis 
As EVA targets the worst case corners which can be very conservative, Root-Sum-Squared 
analysis provides a statistically realistic estimation. Assuming an output Y can be 
approximated by n inputs x1 to xn. 
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Assuming correlation between inputs are zero, the covariance of xi and xj is zero. The 
variance of Y is 
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When there are no interactions among input variables, a practical Root-Sum-Squared 
analysis method calculates the root-sum-square of the tolerances. Using RSS, the standard 
deviation of the output measurement is determined as follows (Reliability Analysis Center, 
1993):  
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where Xiσ is the standard deviation of the ith input parameter.  
Assuming the output follows a normal distribution, the worst case performance limits of the 
output measurement can be approximated as mean ± mσY depending on the worst case 
criteria. Compared to EVA, RSS provides more realistic, less conservative worst case 
predictions. The limitation is that it is not a “true” worst case analysis. In addition, it 
assumes component parameters have normal distributions that are described by a mean and 
a standard deviation. Due to these limitations, RSS is not as widely applied compared to 
EVA, especially in critical reliability applications. 

2.4 Monte Carlo simulations  
The Monte Carlo method is an algorithm that utilizes random sampling of input parameters 
to compute a statistical output result. Monte Carlo simulations in this Section refer to circuit 
simulations with electronic design software programs. Circuit level Monte Carlo analysis 
takes into account process variation, mismatch, and/or other design and component 
variables. For each iteration, a circuit is constructed by selecting a set of component 
parameters using statistical distributions, and then the circuit is simulated and the results 
are captured. After the simulations are completed, the result is a statistical distribution of 
the output. The Monte Carlo method requires a statistical distribution for each actual part 
tolerance distributions in the circuit, which is used to create the component model. The 
parameter distributions are not limited to normal distributions and can be extended to any 
real data distribution that can be described mathematically. This is particularly effective if 
the output variation is NOT linear with the variation of the component parameter across its 
entire tolerance range. Thus, the Monte Carlo simulation method is the most accurate 
method to provide a realistic variability evaluation. However, the Monte Carlo approach 
requires running a large number of analysis iterations, which is computationally expensive, 
especially when simulating complex circuit functionality consistent of many integrated 
circuits and discrete components. Due to this reason, it is challenging to use Monte Carlo 
simulations to provide a “true” worst-case result, and it is more practical to use it to 
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variation can be ranked in a Pareto chart (Figure 2). Parameters that make the most 
influence can be identified as critical factors. Knowing critical parameters from sensitivity 
analysis provides information to narrow down the list of variables and provides information 
for component selection and control in case needed. 
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Fig. 3. Sensitivity analysis: output sensitivity to all inputs (2n ‘quick’ simulations)  

Next, for each output measurement, two simulations are run that combine critical input 
parameters at either low spec limit and/or upper spec limits. Thus, this method requires 
only 2n+2 simulations so this method can be efficiently used on large number of outputs. 
EVA is a commonly used worst case analysis method and the easiest one to apply 
(Reliability Analysis Center, 1993). It is also a more conservative method compared to root-
sum-squared analysis or Monte Carlo analysis. One limitation of EVA is the assumption that 
critical factors are independent of one another, and the polarity determined from sensitivity 
doesn’t change between the nominal and the worst case scenarios. EVA can be an effective 
and efficient way of performing worst case analysis. In other situations where interactions 
exist among input parameters or when the very conservative nature of EVA is too 
prohibitive for design, other methods such as design of experiments or circuit level Monte 
Carlo simulations can be used instead.  

2.3 Root-sum-squared (RSS) analysis 
As EVA targets the worst case corners which can be very conservative, Root-Sum-Squared 
analysis provides a statistically realistic estimation. Assuming an output Y can be 
approximated by n inputs x1 to xn. 
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where Xiσ is the standard deviation of the ith input parameter.  
Assuming the output follows a normal distribution, the worst case performance limits of the 
output measurement can be approximated as mean ± mσY depending on the worst case 
criteria. Compared to EVA, RSS provides more realistic, less conservative worst case 
predictions. The limitation is that it is not a “true” worst case analysis. In addition, it 
assumes component parameters have normal distributions that are described by a mean and 
a standard deviation. Due to these limitations, RSS is not as widely applied compared to 
EVA, especially in critical reliability applications. 

2.4 Monte Carlo simulations  
The Monte Carlo method is an algorithm that utilizes random sampling of input parameters 
to compute a statistical output result. Monte Carlo simulations in this Section refer to circuit 
simulations with electronic design software programs. Circuit level Monte Carlo analysis 
takes into account process variation, mismatch, and/or other design and component 
variables. For each iteration, a circuit is constructed by selecting a set of component 
parameters using statistical distributions, and then the circuit is simulated and the results 
are captured. After the simulations are completed, the result is a statistical distribution of 
the output. The Monte Carlo method requires a statistical distribution for each actual part 
tolerance distributions in the circuit, which is used to create the component model. The 
parameter distributions are not limited to normal distributions and can be extended to any 
real data distribution that can be described mathematically. This is particularly effective if 
the output variation is NOT linear with the variation of the component parameter across its 
entire tolerance range. Thus, the Monte Carlo simulation method is the most accurate 
method to provide a realistic variability evaluation. However, the Monte Carlo approach 
requires running a large number of analysis iterations, which is computationally expensive, 
especially when simulating complex circuit functionality consistent of many integrated 
circuits and discrete components. Due to this reason, it is challenging to use Monte Carlo 
simulations to provide a “true” worst-case result, and it is more practical to use it to 
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estimate mean and standard deviation of the output based upon a practical number of 
Monte Carlo samples.  
When using Monte Carlo simulations to estimate yield for cases where the probably of 
failure is small, the number of needed iterations can be very large. To obtain a yield estimate 
with (1−ε)100% accuracy and with (1−δ)100% confidence when the probability of failure is 
p, the required number of iterations is  

 ( )
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ε δ
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Thus, for 90% accuracy (ε = 0.1) and 90% confidence (δ = 0.1), roughly 100/p samples are 
needed (Date et al., 2010; Dolecek et al., 2008). Other modified methods such as Importance 
Sampling, are developed for variance reduction and thus to accelerate convergence with 
reduced number of runs (Zhang & Styblinshi, 1995). 
Nowadays many simulation platforms have built-in Monte Carlo algorithms and algorithms 
to facilitate variability analysis. Circuit level Monte Carlo simulations can be very time 
consuming. Due to the size and complexity of today’s systems, it is more practical and 
efficient to partition the Electrical systems into smaller functional blocks/circuits and 
perform simulation based WCCA or yield predictions on the circuit block level, or to 
perform simulations at the system level with abstract block behavioral models to improve 
speed.  

2.5 Monte Carlo analysis based on empirical modeling  
Instead of running circuit level Monte Carlo simulations requiring a large number of runs 
and computational expense, Monte Carlo analysis based on a transfer function that 
mathematically describes the relationship between the input variables and the outputs can 
be used. This transfer function can be an analytical design model or an empirical model 
generated from design of experiments (Maass & McNair, 2010).  

 ( )1 2, ,..., iY f x x x=  (7) 

Using design of experiments (DOE) methodologies, factorial experiments are conducted  
and influence of input variables on outputs are analyzed from a statistical point of  
view. Furthermore, response surface methodology (RSM) focuses on optimizing the 
output/response by analyzing influences of several important variables using a linear 
function or (first-order model) or a polynomial of higher degree (second-order model) if 
curvature exists (Montgomery, 2009).  
One advantage of DOE and RSM is finding the worst case in situations where interactions 
exist among input variables, which sensitivity analysis and EVA may not take into account. 
In addition, Monte Carlo analysis based on transfer functions generated from DOE or RSM 
can greatly improve computation efficiency compared to Monte Carlo circuit simulations by 
replacing large number of random samples to a limited number of corner simulations. 
However, the accuracy of transfer functions is based on how well it represents real behavior. 
These methods work well if the assumptions are valid that a linear or quadratic function 
accurately describes the relationship between inputs and the output. Otherwise, circuit level 
Monte Carlo simulations for yield estimations are more accurate, though more 
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computationally expensive. In addition, when the number of factors is large, the number of 
runs required for a full factorial design could be too large to be realistic. In such cases, 
fractional factorial design can be used with fewer design points. However, design 
knowledge is needed to make judgment and assumptions, as some or all of the main effects 
could be confounded with interactions (Montgomery, 2009). Low resolution designs with 
fractional factorial design are thus more useful for screening critical factors rather than to be 
used to generated an empirical model.  
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Fig. 4. Simulation-based worst-case circuit analysis and yield prediction flow 

3. Simulation flow for WCCA and yield predictions 
As different methods have different assumptions, advantages, and limitations, a simulation 
based WCCA and yield prediction method has been utilized. The simulation-based WCCA 
flow, shown in Figure 4, describes how the methods discussed in Section 2 are used in 
different scenarios to estimate the worst case limits and to develop the transfer functions 
needed to understand design, reliability, and yield in relation to how the product is used 



 
Supply Chain Management - Applications and Simulations 

 

40 

estimate mean and standard deviation of the output based upon a practical number of 
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computationally expensive. In addition, when the number of factors is large, the number of 
runs required for a full factorial design could be too large to be realistic. In such cases, 
fractional factorial design can be used with fewer design points. However, design 
knowledge is needed to make judgment and assumptions, as some or all of the main effects 
could be confounded with interactions (Montgomery, 2009). Low resolution designs with 
fractional factorial design are thus more useful for screening critical factors rather than to be 
used to generated an empirical model.  
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As different methods have different assumptions, advantages, and limitations, a simulation 
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different scenarios to estimate the worst case limits and to develop the transfer functions 
needed to understand design, reliability, and yield in relation to how the product is used 
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and how the effects of variability in the supply chain impact design success. This method 
provides a flow to effectively narrow down critical factors and a conservative estimation of 
worst case limits, while taking advantage of the best qualities of different methods for the 
optimal accuracy and computational efficiency.  
The process begins with the following key elements:  
• Identify output signals to monitor and potential input factors to analyze 
• Generate and validate circuit models (component and IC models) that support worst 

case analysis  
• Determine component tolerances and ranges 
• Determine worst case operating modes 
WCCA requires that the components in the circuit have specifications that include the 
minimum and maximum for important component parameters, which are integrated into 
the component models needed to support WCCA simulations. Using component or 
subsystem specification limits as tolerance limits could be conservative, as the specification 
limits can be wider than actual distributions. This is mainly to ensure requirement 
consistency at different hierarchy levels. Setting worst-case limits at or beyond the 
specification limits helps ensure conservative simulations that are most likely to capture the 
worst-case behavior of the system. 
Simulations start with sensitivity analysis to determine the impact of each component 
parameter variance on each output signal. At this step, 2n simulations are performed for 
sensitivity analysis in a circuit with n component parameters for each output. This is more 
efficient to screen and to identify critical factors if there are a large number of component 
parameters in the circuit that are suspected to impact the design outputs.  
From the sensitivity analysis, k critical factors are identified according to the impact on the 
output changes. One example of identified critical factors is shown in a Pareto chart in 
Figure 2. In this example, 74 parameters were varied within the specified limits in the 
sensitivity analysis and the first a few top critical factors that dominate are identified from 
this screening and will be used in subsequent treatments. Note that it is possible that a 
potential critical parameter might be left out if the impact shown is negligible, as the 
sensitivity analysis is only performed with one parameter varied and others are held at their 
nominal conditions. In such cases, design knowledge may need to be applied and design of 
experiments can be used instead to screen and determine if the suspected parameters have 
critical impact on outputs.  
With the critical factors identified for each corresponding output, worst case limits can be 
determined using the component specifications and other additions due to aging or 
environmental (e.g. radiation) exposure. If the critical factors are independent of one another 
based on design knowledge, EVA can be applied to determine the worst case design 
performance limits for that output. Two simulations are run with EVA that combine critical 
input parameters at either low spec limit and/or upper spec limits. If interactions among 
input parameters are not negligible, simulation corners can be designed based on DOE and 
RSM to address interactions. With a full factorial design of two-level k critical factors, 2k 
simulations are run based on the worst-case limits for each of the critical parameters.  
A transfer function is then generated that describes the relationship between the output 
and critical inputs in a linear or quadratic equation. Worst case limits can be determined 
based on the generated empirical methods and simulations can be used to confirm the 
results.  
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The derived transfer function can be further used for yield estimates via Monte Carlo 
analysis, which is illustrated in details in Section 4. If an accurate transfer function is not 
easily derived and simulation speed is permitted, circuit level Monte Carlo simulation is 
preferred to estimate output distribution and yield.  
One major application of worst-case circuit analysis is to determine design trending through 
sensitivity analysis, and determine design capability limits and design margin. Figure 5 
illustrates the results of worst case analysis and predicted distributions.  
Besides design verification, another major application for WCCA is to determine component 
level worst case electrical use conditions, which can only be driven by simulations with 
WCCA. Understanding worst case use conditions is critical in reliability engineering to 
assess component reliability relative to capability data obtained from critical component 
reliability testing and modeling.  
 

WCCAmargin margin

Device requirement

Output 
distribution

Cpk optimized 
test limits

 
Fig. 5. Simulation and analysis outputs 

Design for reliability approaches integrate reliability predictions into the hardware 
development process, thus improving design decisions and ensuring product reliability 
early in the life cycle. The objective is to capture quality / reliability issues earlier in the 
design cycle, and utilize quantitative reliability predictions based on simulated use 
conditions to drive design decisions. Use of simulations provides not only nominal use 
conditions, but also the variations in use conditions due to different operating modes and 
underlying component variability. Understanding use conditions related to design and 
variance is critical to create a virtual field use model for reliability predictions and to ensure 
design for reliability early in development. Based on the predictions, operating modes or 
component parameters that contribute to circuit overstress or premature wearout will be 
captured earlier to drive design and supply chain changes. On the other hand, some 
component parameters drift over time due to aging or exposure to certain environments 
(e.g. medical radiation), which may result in product failure at some point. Integrating these 
aging effects in simulations can help capture how the system functions when experiencing 
“faults.” This fault condition analysis helps to understand design capability limits, to 
prevent/alleviate certain failure mechanisms, and to help put the right controls in supply 
chain.  
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and how the effects of variability in the supply chain impact design success. This method 
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The simulation based WCCA / variability method developed in this chapter can be very 
conservative. The probability that all component parameters shift simultaneously to the 
worst case limits is extremely small. In addition, using the specification limits as tolerance 
limits make the results even more conservative, as some of the component specifications 
may have much wider limits than what the components actually perform to.  
However, the intent of using specification limits is to ensure that specification ranges at 
lower levels are consistent with higher level design requirements, and to highlight the 
potential risk and extracted critical component parameters if inconsistency exists. Using 
actual distribution data to start with will leave unanalyzed regions at risk if the distribution 
drift but still meet specification. 
The fact that with a conservative WCCA method and data the circuit still meets 
requirements provides great confidence of the design quality. Otherwise, limits used in the 
component models can always be revisited, and more detailed analysis such as Monte Carlo 
analysis can be performed to get a better idea of the circuit behavior that includes variation. 
In general, WCCA should be performed early in the project, during the design phase of a 
project as an integral part of hardware verification. When the analysis results indicate the 
circuit does not work in the worst case, there are several options: 
• Change the circuit design 
• Select different components 
• Change requirement for a component  
• Screen critical component parameters in manufacturing 
• Perform a less conservative WCCA and estimate the distribution and Cpk 
If opportunities are found that critical component parameters need to have a tighter range, 
controls should be put in place to get the new component level requirements implemented 
in supply chain.  
WCCA originated in the days when design was based on standard components and circuit 
boards. Thus design consisted of selecting the correct components and connecting them 
together correctly. The components were small ICs, discrete semiconductors, and passive 
components. The purpose of worst case circuit analysis was to ensure that the design would 
work correctly in the presence of all allowed variation, as specified in vendor datasheets of 
the standard parts. If the design didn’t work at the worst case scenario, a different 
component will be selected or the circuit design will be changed. With more custom or semi-
custom components nowadays, design optimization (in terms of design margin) is more 
emphasized as part of the design process. 

4. Application of computationally efficient Monte Carlo techniques  
Worst-case circuit analysis (WCCA) provides confidence that designs are robust against all 
potential design and manufacturing variability, due in major part to the variation inherent 
in all electronic components and assemblies. WCCA evaluates the design against various 
performance and reliability metrics in the presence of this variation. WCCA is capable of 
understanding the effect of parametric variation on design performance, establishing 
quantified metrics that identify and quantify the critical features necessary for design 
success (and margin), and demonstrating performance at the extreme limits of variation. By 
successfully analyzing a circuit using the WCCA methodologies, a high level of confidence 
can be demonstrated that circuits will perform as anticipated, even under these extreme 
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conditions. To our knowledge, no experimental approach to design verification can make 
equivalent claims of design robustness relative to WCCA. 
If a circuit is robust against these worst-case measures, it is safe to assume that high levels of 
design margin have been achieved. Yet, it is important to also understand more realistic 
levels of design margin, in order to further optimize designs that can trade-off design 
margin against other metrics such as performance or component cost. It is not always 
judicious to design for maximum design margin at the expense of these other metrics, after 
all, why pay extra for a ±1% resistor when a ±5% resistor will do just as well in a certain 
application. Rather, we would like to demonstrate a balance between design margin and 
other business and performance factors. Other analysis methods, such as Monte Carlo based 
simulation, can give more realistic estimates of real-world performance, yet it is hampered 
by two major tool limitations in a circuit simulation environment: 1) computational expense 
and 2) inflexibility in many simulation platforms in being able to accurately reflect real-
world distributions using non-normal distribution functions. 
In our improved methodology, called extended WCCA (EWCCA), we build the transfer 
functions based upon the WCCA methodology and apply more realistic distributions to the 
various input parameters using statistically based data analysis. This maintains the accuracy 
of circuit simulation while also providing the flexibility to evaluate various parametric 
distributions of critical inputs in a computationally efficient manner. The WCCA method 
provides the simulated design performance over a wide range of permitted (by specification) 
variability while the EWCCA method simply leverages those data to build transfer 
functions and utilize real-world distributions to make estimates of realistic performance. 
The results can be analyzed extremely rapidly using readily available software tools to 
virtually simulate the design performance of hundreds of thousands of units in a matter of 
seconds. This combination of accuracy and computational efficiency drives the real power in 
EWCCA towards predictive yield, real-world design margin, and reliability margin, while 
preserving the robust design analysis from the WCCA methodology. 

4.1 Methodology 
Extended worst-case circuit analysis (EWCCA) builds upon the WCCA simulation based 
approach where variability is simulated in order to predict performance and reliability 
margin as well as identify critical features for control. During the evaluation of a design 
under WCCA, all of the parameters are set at either a lower specification limit (LSL) or an 
upper specification limit (USL) and may also include variation due to aging or radiation 
exposure. By setting component (IC or discrete) specifications at their limits, a sensitivity of 
the relevant output parameters are observed via simulation. The parameters with the 
greatest influence on the outputs are quantified and captured as critical features. Once the 
top n critical features are identified, a simulation based design of experiments (DoE) is 
executed using the n critical features as experimental inputs while the simulation provides 
the virtual experimental output. Using a full 2n factorial design based simulation set permits 
the development of a transfer function model between the inputs and the outputs as shown 
in Figure 6. Of course, design of experiments is capable of utilizing more efficient, smaller 
sample, data input combinations, such as central-composite or Box-Behken for example. 
Regardless of the design of experiments approach that is taken, the primary aim is to 
leverage the simulation capabilities to perform the experiment, rather than taking the time, 
expense, and energy to replicate the experiment using physical hardware. 
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Fig. 6. Variation in inputs (Xi’s) leading to observable output (Y). Relationship between Xi‘s 
and Y creates a transfer function F(x1,x2,…xn) 

Using standard statistical analysis software, it is relatively straightforward to generate a 
linearized model that relates the observed outputs (Y’s) to the n critical design inputs (X’s). 
Since the simulated worst-case circuit analysis was built upon a 2n factorial experiment, all 
of the pieces are available to develop a linearized model which can be used for rapid, and 
accurate, calculations suitable for predicting real-world circuit behavior. For each of the 
critical features identified during the WCCA, either the lower-specification limit (LSL) or the 
upper-specification limit (USL) was used in the 2n factorial design. Here, for each input 
variable, the LSL is coded as a ‘-1’ and the USL is coded as a ‘+1’ during the model 
generation and analysis. Uncoded (actual) Xi values can also be used to generate models. In 
either situation, the end result should be the same, it’s simply a matter of how one arrives at 
the end state. 
A first-order model assumes that only the critical parameters identified in the WCCA 
sensitivity analysis have a significant effect on the outputs, while ignoring the potential 
interactions between terms. In general, a first order model takes the form: 

 0 1 1 2 2 ... n nY X X Xα α α α ε= + + + +  (8) 

where Y is the observed output given the various input parameters (Xi’s). The Y can be a 
performance metric, such as charge time, to assess design rigor or it may be a component 
use condition, such as dissipated power, that will be used to estimate reliability of the 
component. The αi terms are simply the model coefficients and ε is a term accounting for the 
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coefficient terms model 
term 

first order 
model 

second 
order 

offset α0 36.5971 36.5971
x1 α1 4.1113 4.1113
x2 α2 1.1109 1.1109
x3 α3 0.6841 0.6841
x4 α4 -0.8081 -0.8081
x5 α5 -0.0279 -0.0279
x6 α6 -0.0299 -0.0299
x1* x2 β12 0.1257
x1* x3 β13 0.0772
x1* x4 β14 -0.0918
x1* x5 β15 -0.0007
x1* x6 β16 -0.0052
x2* x3 β23 0.0211
x2* x4 β24 0.0209
x2* x5 β25 -0.0026
x2* x6 β26 0.0003
x3* x4 β34 -0.0141
x3* x5 β35 -0.0008
x3* x6 β36 -0.0002
x4* x5 β45 -0.0018
x4* x6 β46 0.0012
x5* x6 β56 

 

0.0004  
Table 1. Design of experiments simulation analysis results showing transfer function of 
simulation output vs. model parameters and input variables (Xi) 

residual error in the model. In general, for the WCCA results, a first order model provides a 
reasonably good prediction of the ‘true’ simulated outputs. It is relatively simple with 
software to create an improved version of the model that takes into account second-order 
effects, e.g. first-order interactions between all of the terms. While slightly more complex in 
form, it is a simple matter to generate such a second-order model and subsequently improve 
the predictive nature of the linearized model. The general form of a second-order model has 
the form: 

 0 1 1 2 2 12 1 2 1 1... ... ... ...n n n n ij i jY X X X X X X X X Xα α α α β β β ε= + + + + + + + +   (9) 

where Y is again the observed output given the various input parameters (Xi’s), the αi terms 
reflect the first order model coefficients (which may be different than the αi’s generated 
using only the first order model, and the βij terms relate to interaction terms between the 
respective Xi’s. By including the interaction terms, the model is better able to predict the 
‘true’ response of the design. In Figure 7, a comparison of the predictive nature of both a 
first-order and a second-order model are shown relative to the ‘true’ simulated response of 
the predicted output of a hardware circuit block. While the first-order model demonstrates 
very good agreement, the second-order model improves the accuracy without making the 
model overly burdensome. The goal is to demonstrate that the 1st or 2nd-order models 
accurately reflect the more computationally expensive simulation output. In this example, 
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Using standard statistical analysis software, it is relatively straightforward to generate a 
linearized model that relates the observed outputs (Y’s) to the n critical design inputs (X’s). 
Since the simulated worst-case circuit analysis was built upon a 2n factorial experiment, all 
of the pieces are available to develop a linearized model which can be used for rapid, and 
accurate, calculations suitable for predicting real-world circuit behavior. For each of the 
critical features identified during the WCCA, either the lower-specification limit (LSL) or the 
upper-specification limit (USL) was used in the 2n factorial design. Here, for each input 
variable, the LSL is coded as a ‘-1’ and the USL is coded as a ‘+1’ during the model 
generation and analysis. Uncoded (actual) Xi values can also be used to generate models. In 
either situation, the end result should be the same, it’s simply a matter of how one arrives at 
the end state. 
A first-order model assumes that only the critical parameters identified in the WCCA 
sensitivity analysis have a significant effect on the outputs, while ignoring the potential 
interactions between terms. In general, a first order model takes the form: 

 0 1 1 2 2 ... n nY X X Xα α α α ε= + + + +  (8) 

where Y is the observed output given the various input parameters (Xi’s). The Y can be a 
performance metric, such as charge time, to assess design rigor or it may be a component 
use condition, such as dissipated power, that will be used to estimate reliability of the 
component. The αi terms are simply the model coefficients and ε is a term accounting for the 
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residual error in the model. In general, for the WCCA results, a first order model provides a 
reasonably good prediction of the ‘true’ simulated outputs. It is relatively simple with 
software to create an improved version of the model that takes into account second-order 
effects, e.g. first-order interactions between all of the terms. While slightly more complex in 
form, it is a simple matter to generate such a second-order model and subsequently improve 
the predictive nature of the linearized model. The general form of a second-order model has 
the form: 
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where Y is again the observed output given the various input parameters (Xi’s), the αi terms 
reflect the first order model coefficients (which may be different than the αi’s generated 
using only the first order model, and the βij terms relate to interaction terms between the 
respective Xi’s. By including the interaction terms, the model is better able to predict the 
‘true’ response of the design. In Figure 7, a comparison of the predictive nature of both a 
first-order and a second-order model are shown relative to the ‘true’ simulated response of 
the predicted output of a hardware circuit block. While the first-order model demonstrates 
very good agreement, the second-order model improves the accuracy without making the 
model overly burdensome. The goal is to demonstrate that the 1st or 2nd-order models 
accurately reflect the more computationally expensive simulation output. In this example, 



 
Supply Chain Management - Applications and Simulations 

 

48 

the critical factors for this design output Y identified via WCCA are x1, x2, x3, x4, x5, and x6. 
Recall that parameters x7-x96 were determined to have only minor impact on the predicted 
output (Y), and are thus treated as part of the error term (ε) in equation () above. 
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Fig. 7. Comparison of a 1st-order and a 2nd-order model predictive relative to the ‘true’ 
simulation output result. In this case, a WCCA result predicting high voltage FET power 
dissipation is illustrated. While the 1st-order model shows good predictive behavior, the 
addition of the 2nd-order terms greatly improves the predictability of the model 

With a linearized model, it is now possible to leverage the computational efficiency of the 
approach and work to understand the predictive performance and yield of the design 
relative to real-world component variation. While the WCCA process was developed to 
guarantee performance at the limits of component specs many real-world distributions will 
not be at their worst-case limits, but will be represented more accurately by a statistical 
distribution. Many distributions are not accurately represented with the traditional normal 
distribution, but are rather more complicated. 

4.2 Modeling distributions 
There are many methods for modeling distribution functions in various statistical packages, 
and some very complicated distributions can be generated when the proper techniques are 
used. Not only can relatively standard normal, lognormal, and Weibull distribution 
functions be obtained, but models of bi- or multi-model distributions can be generated as 
well. Here, the algorithms necessary to select a random variable X from either a normal, 
lognormal, or Weibull distribution in Excel is shown in Table 2. 
In order to create a data set corresponding to a particular distribution, the above functional 
models are repeatedly applied to create a data set. A flowchart for this method is shown in 
Figure 8.  
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distribution functional model notes 
normal = NORMINV(RAND(),μ,σ) 
lognormal = 

EXP(NORMINV(RAND(),μ,σ) 
Weibull = α*[(-LN(RAND()))]1/β 

RAND() is the random number 
generator in Excel where 
(0<RAND()<1) and the expression 
NORMINV(probability,μ,σ) is a 
function that returns the inverse of 
the normal cumulative distribution 
function for the specified mean (μ) 
and standard deviation (σ) 

Table 2. Models for different distribution types suitable for use in the Excel spreadsheet 
program 
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Fig. 8. Algorithm for calculating random variables reflective of a statistical distribution 

4.3 Bi- and multi-modal distributions 
It is relatively straightforward to create bi- and multi-modal distributions using these 
distribution functions and some additional random number manipulation. If one is dealing 
with a distribution that is bimodal, statistical properties for the two distributions can be 
separated and then combined again to form a random distribution of variables that, in turn, 
will recreate the statistical behavior of the original bimodal distribution during Monte Carlo 
modeling. 
One example of a common bimodal distribution can be observed in many commercial off 
the shelf (COTS) components such as capacitors where tolerance levels are specified. 
Because a supplier can usually charge a little more for components with higher tolerances, it 
is not uncommon to order a batch of ±10% components and find that some of the ±5% 
components were removed from the distribution, and presumably sold as higher cost parts 
to another customer, as shown in Figure 9. 
All of the ±10% capacitors meet the specifications, but there now becomes a more multi-
modal distribution that should be understood. The different distributions can be separated 
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in order to parameterize the data set. An analysis of the multi-lot distribution shows that 
approximating the component parameters received from the supplier can be reflected with 
three separate distributions. 
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Fig. 9. Incoming data for +/-10% caps where some of the +/-5% caps were removed and 
used for other applications. The resulting distribution of capacitance values is multi-modal 

The presence of bi- or multi-modal distributions should raise some level of speculation 
unless there is a clear underlying cause. These distributions imply that there is more than 
one type of behavior occurring in the overall population. These differences in behavior can 
be seen in the resulting distribution function, but they can also signify potential differences 
in failure modes, failure rates, and overall reliability of the component. With this disclaimer, 
it is very important to realize that multi-modal distributions are generally not desirable in a 
highly controlled, high reliability manufacturing environment, even if all parameters meet 
specification. Great care and a lot of work need to be performed to justify use of components 
with ‘odd’ behavior. 
With that disclaimer, we will set out to replicate bi- (and by extension multi-) modal 
distributions for subsequent statistical Monte Carlo analysis. Decomposition of the full 
distribution shown in Figure 9 reveals the existence of about three separate distributions 
that can statistically describe the total distribution. The extracted distributions are: 
At this juncture, perfect accuracy is not required. The intent is to be able to statistically 
model the distribution, not claim perfect equivalency. In order to create a model for this 
multi-modal distribution using our algorithms described above, we will make a data set of 
random variables of selected from each of the three populations. The process is outlined in 
Figure 10. Here, the three data sets (n=3) is assumed and each population is modeled per the 
parameters in Table 3. The repeated calling of the random variable φ will select a randomly 
generated parameter from sub-population 1 45% of the time, from sub-population 2 30% of 
the time, and sub-population 3 the remaining 25% of the time. As the number of samples 
increases, the subsequent modeled population provides a statistical representation of the 
real-world distribution function, even in the case of complex, multi-modal distributions. 

Supply Chain Control: A Perspective from Design for  
Reliability and Manufacturability Utilizing Simulations   

 

51 

distribution type mean variance fraction of total 
sub-population 1 normal 0.933 0.01367 ~0.45 
sub-population 2 normal 1.003 0.02484 ~0.30 
sub-population 3 normal 1.064 0.0115 ~0.25 

Table 3. Distribution parameters for the multi-model distribution seen in Figure 9 
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Fig. 10. Algorithm for handling bimodal (extendable to multi-modal) distributions 

The final modeled results are shown in Figure 11. The agreement between the original data 
distribution and the modeled data set shows the ability of this mixing algorithm to 
accurately model more complex distributions. 

4.4 Monte Carlo analysis 
Now that we have some basic tools for modeling distributions, we can link the methods 
together to perform Monte Carlo analysis of our transfer functions, obtained from the 
linearized models built upon the 2n factorial simulation results of the WCCA, and real-world 
parametric distributions from incoming component variability analysis. The basic flow is 
illustrated in Figure 12. The linearized models were built upon simulations where the 
critical features were investigated at their upper and lower specification limits (USL and 
LSL, respectively.). Depending upon the type of model generated, coded vs. uncoded 
models… In the linearized model, these reflect input variables codes with permissible  
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with ‘odd’ behavior. 
With that disclaimer, we will set out to replicate bi- (and by extension multi-) modal 
distributions for subsequent statistical Monte Carlo analysis. Decomposition of the full 
distribution shown in Figure 9 reveals the existence of about three separate distributions 
that can statistically describe the total distribution. The extracted distributions are: 
At this juncture, perfect accuracy is not required. The intent is to be able to statistically 
model the distribution, not claim perfect equivalency. In order to create a model for this 
multi-modal distribution using our algorithms described above, we will make a data set of 
random variables of selected from each of the three populations. The process is outlined in 
Figure 10. Here, the three data sets (n=3) is assumed and each population is modeled per the 
parameters in Table 3. The repeated calling of the random variable φ will select a randomly 
generated parameter from sub-population 1 45% of the time, from sub-population 2 30% of 
the time, and sub-population 3 the remaining 25% of the time. As the number of samples 
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Fig. 11. Comparison of original data set and the bi-modal modeled distribution using two 
independent distributions and a mixing ratio 
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Fig. 12. Integrated extended worst-case circuit analysis flow 
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values ranging from (-1 at the LSL, 0 at nominal, and +1 at the USL). Any continuous value 
between -1 and +1 would reflect some point of the distribution that meets specification.  
In this example, a predictive Monte Carlo run is repeatedly performed to estimate the effect 
of the randomly selected input variables (x1-xn) on the circuit output (Y). Additional studies 
could be taken to determine if six critical parameters was sufficient or if fewer parameters 
would still provide results with sufficient accuracy. 
Based upon the WCCA, a linearized model using coded inputs based upon the 2n simulation 
results was extracted as: 
 

 

1 2 3 4 5 6 1 2

1 3 1 4 1 5 1 6 2 3

2 4 2 5 2 6 3 4 3 5

3 6 4 5

36.6 4.1 1.1 0.68 0.81 0.028 0.03 0.13
0.077 0.092 0.0007 0.005 0.021
0.021 0.0026 0.0003 0.014 0.0008
0.0002 0.0018 0.00

Y x x x x x x x x
x x x x x x x x x x
x x x x x x x x x x

x x x x

= + + + − − − + ⋅
+ ⋅ − ⋅ − ⋅ − ⋅ + ⋅
+ ⋅ − ⋅ + ⋅ − ⋅ − ⋅
− ⋅ − ⋅ + 4 6 5 612 0.0004x x x x⋅ + ⋅

 (10) 

 

The excellent fit between the linearized, second-order model and the more computationally 
expensive simulation results were shown in Figure 7. 
For each of the critical component parameters, real distributions were obtained from in-
house test or vendor supplied test data. A summary of the distributions is shown in Figure 
13. The minimum and maximum values on each of the corresponding x-axes are the relevant 
LSL and USL for each of the distribution parameters. 
 

 
Fig. 13. Modeled distributions for the critical parameters determined from the worst-case 
circuit analysis. All distributions reflect realistic distributions seen via the supply chain 
procurement process. The limits of each graph show the specification limits for the 
component parameter. Some components have very high Cpk, while others go through 
extensive screening to maintain in-spec compliance 
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Using the distributions and the 2nd-order linearized model, a Monte Carlo run was 
performed using over 10,000 data points, essentially modeling the electrical performance of 
10,000 circuits built in a high volume manufacturing facility. The results were summarized 
and statistically analyzed using Minitab software, and a summary of the results is shown in 
Figure 14. The real-world results, simulated from distributions in our Monte Carlo model, 
permit us to estimate the yield of this circuit to be an effective Cpk = 5.2 at the ±20% 
requirement level and 2.0 at a tighter ±10% level. 
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Fig. 14. Monte Carlo simulated output given the variability of the critical inputs. The target 
design point is Y=35, and the permitted variation is specified to be Y=35±20%. Worst-case 
circuit analysis indicates a maximum variation from 29.9 to 43.4. The real-world variation 
based upon the statistical model demonstrates a statistically well-behaved output with a 
representative Cpk=5.2. Both graphs contain the same simulation data 

Given these predicted output distributions, it is possible to not only demonstrate the design 
margin, but also to predict the yield of the design and process. Once this estimate is available, 
it becomes possible to compare the simulation results to end-of-line test data in order to 
determine the initial accuracy of the simulations. If deviations or differences are observed to 
be significant, it is suggested that the difference is understood in order to either improve the 
simulation accuracy (maybe requiring more accurate discrete component or integrated 
circuit simulation models) or look for the impact of test hardware or test execution. 
One of the main benefits of having a statistical estimation of the critical output distribution 
is being able to understand how variations in incoming components and materials impact 
the end of line performance. This can drive appropriate control plans and monitoring 
strategies around the most critical parameters first and then expanding the scope of the 
incoming material control plans as time and resources allow. In addition, a statistical 
estimation of end of line performance is also crucial for being able to proactively control the 
quality and reliability of manufactured products. The simulation-based statistical model as 
well as the on-going test data collected for the purposes of statistical process control will 
help identify tested units that violate the statistical expectations for performance, even if 
they meet the end of line specification. Essentially, this means that even though a unit meets 
specification, if it does not fit the expectations for performance based upon the statistical 
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picture of the design and process, it should be suspected of potentially not meeting the same 
performance expectations over time compared to the statistically well-behaved units. This 
situation is illustrated in Figure 15, where a statistical distribution based upon both simulation 
(line) and end-of-line test data (symbols) are compared against a tested unit that meets 
specification but differs from the statistical model of the output distribution (the outlier near 
31.5). An essential part of any control strategy, whether it is in incoming supply chain 
component and material procurement or end-of-line unit performance, should involve close 
scrutiny of statistical outliers in order to maintain the quality and reliability of products that 
the customers will see. 
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Fig. 15. Example of an in-spec, but out of control data point (at Y~31.5) compared to the 
simulated distribution prediction (line) and the cumulative end-of-line test data (symbols). 
This statistical anomaly should be treated as suspect unless convincing data proves otherwise 

Figure 16 shows one example of simulated worst case limits and distributions versus the 
actual manufacturing test data distribution of 305 samples. In this case, one output 
parameter for an Implantable Cardioverter Defibrillator (ICD) was simulated with models 
built for each IC, discrete components, and the tester. Simulations were first conducted at a 
smaller block level to sweep more than 70 initial component parameters with specified 
variations at a faster speed, compared to simulating the entire ICD. From the sensitivity 
analysis results 5 critical parameters were identified. Full factorial design is conducted to 
address potential interactions among the critical component parameters. Thirty-two 
simulations were run at the device level with models of all hardware included. A transfer 
function was built to describe the relationship between output and the 5 identified critical 
input parameters. Monte Carlo analysis was performed to generate the distribution of the 
output based on the transfer function. This way the computation efficiency is much higher 
compared to running Monte Carlo simulations for the entire parameter set of 70+ 
components for this ICD output. It is demonstrated from Figure 16 that the simulated 
distribution matches well with the actual product manufacturing data. In this particular 
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Using the distributions and the 2nd-order linearized model, a Monte Carlo run was 
performed using over 10,000 data points, essentially modeling the electrical performance of 
10,000 circuits built in a high volume manufacturing facility. The results were summarized 
and statistically analyzed using Minitab software, and a summary of the results is shown in 
Figure 14. The real-world results, simulated from distributions in our Monte Carlo model, 
permit us to estimate the yield of this circuit to be an effective Cpk = 5.2 at the ±20% 
requirement level and 2.0 at a tighter ±10% level. 
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Fig. 14. Monte Carlo simulated output given the variability of the critical inputs. The target 
design point is Y=35, and the permitted variation is specified to be Y=35±20%. Worst-case 
circuit analysis indicates a maximum variation from 29.9 to 43.4. The real-world variation 
based upon the statistical model demonstrates a statistically well-behaved output with a 
representative Cpk=5.2. Both graphs contain the same simulation data 

Given these predicted output distributions, it is possible to not only demonstrate the design 
margin, but also to predict the yield of the design and process. Once this estimate is available, 
it becomes possible to compare the simulation results to end-of-line test data in order to 
determine the initial accuracy of the simulations. If deviations or differences are observed to 
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the end of line performance. This can drive appropriate control plans and monitoring 
strategies around the most critical parameters first and then expanding the scope of the 
incoming material control plans as time and resources allow. In addition, a statistical 
estimation of end of line performance is also crucial for being able to proactively control the 
quality and reliability of manufactured products. The simulation-based statistical model as 
well as the on-going test data collected for the purposes of statistical process control will 
help identify tested units that violate the statistical expectations for performance, even if 
they meet the end of line specification. Essentially, this means that even though a unit meets 
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built for each IC, discrete components, and the tester. Simulations were first conducted at a 
smaller block level to sweep more than 70 initial component parameters with specified 
variations at a faster speed, compared to simulating the entire ICD. From the sensitivity 
analysis results 5 critical parameters were identified. Full factorial design is conducted to 
address potential interactions among the critical component parameters. Thirty-two 
simulations were run at the device level with models of all hardware included. A transfer 
function was built to describe the relationship between output and the 5 identified critical 
input parameters. Monte Carlo analysis was performed to generate the distribution of the 
output based on the transfer function. This way the computation efficiency is much higher 
compared to running Monte Carlo simulations for the entire parameter set of 70+ 
components for this ICD output. It is demonstrated from Figure 16 that the simulated 
distribution matches well with the actual product manufacturing data. In this particular 
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case, the simulated worst case limits are within the manufacturing test requirements, which 
indicate design margin. It also accurately showed that the distribution for this output is 
highly skewed toward the lower end of the requirement, which leaves less design margin at 
the lower limit side compared to the higher limit which is advantageous in this scenario.  
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Fig. 16. A device output distributions from Monte Carlo analysis and manufacturing test. 
Simulated worst case limits are shown in red dashed line 

While the generalized method of EWCCA was demonstrated here using electrical circuit 
simulation, any experimental or simulation based analysis method can be treated in this 
fashion to understand both the worst-case anticipated variation in a design: electrical, 
thermal, or mechanical, etc. as well as realistic variation which can be modeled accurately 
and computationally efficiently using the methods described in this paper. 

5. Conclusion  
Increased focus on product quality is requiring electrical designers to more effectively 
understand design margin. Fully understanding design margin provides designers the data 
to effectively make design trade-offs. These trade-offs may include rationale for component 
selection and manufacturing yield. This requires better understanding the influence of 
corners and better control of distribution tails. However, assessing the impact of corners or 
parameter shift is difficult to achieve in lab testing. Furthermore, using hardware testing to 
verify that system hardware works under all conditions in the presence of variation is very 
challenging, as the number of units tested cannot represent all the possible variations. This 
information can be provided proactively through worst-case circuit analysis to ensure the 
design works correctly in the presence of all specified variability.  

Supply Chain Control: A Perspective from Design for  
Reliability and Manufacturability Utilizing Simulations   

 

57 

This chapter provides an overview of different WCCA/variability analysis methods with 
the pros and cons for each method introduced. In addition, a simulation based flow for 
WCCA and yield predictions is developed to address different scenarios to allow extended 
analysis for yield estimation.  
Worst-case circuit analysis is a demonstrated method that provides clear understanding of 
design margin. The extended worst-case circuit analysis builds upon these findings to create 
mathematically simple transfer functions which can be used to simulate a virtual high 
volume manufacturing line that reflects real-world variability of incoming components and 
processes. The application of the EWCCA technique provides predictive yield and permits 
the use of realistic performance outputs, component stresses (use conditions) for use in 
subsequent reliability analysis, and helps create opportunities to balance design margin 
against a variety of other factors, including reliability and economic considerations. 
The benefits of simulation-based WCCA and yield predictions include rigorous identification 
of critical features to properly select components and define control strategies, understanding 
component use conditions, evaluation of design and manufacturing trade-offs, enabling 
predictive reliability, implementing design for reliability and manufacturability, and 
establishing meaningful component limits based upon design capability. In instances where 
inconsistencies exist between component tolerance and higher level design requirements, 
early, proactive solutions can be implemented in design, component selection, control 
requirements, or test requirements.  
In summary, with the disciplined use of simulation-based variability analysis and enabled 
predictive reliability analysis, product development can further improve time-to-market and 
reduce reliability issues, including those resulting from supply chain sources. Limits of 
circuit / component use conditions, insight into design margin, predictions on reliability 
and yield, and recommendations on critical control parameters can be provided to design 
and supply chain to improve design performance and yield. Identified critical features in 
simulations from a design for reliability and manufacturability perspective are used to drive 
supply chain decisions to build robust designs in an efficient way.  
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1. Introduction 
The Supply Chain Management (SCM) can be defined as the set of proposals used to 
efficiently integrate suppliers, manufacturers and warehouses, such that the product is 
produced and distributed in the right quantity and at the right time, minimizing the total 
cost and satisfying the required service level (Simchi-Levi et al., 1999). To this aim, 
enterprises in a Supply Chain (SC) perform collaborative business processes (Soosay et al., 
2008). Particularly, collaborative planning processes allow each enterprise to obtain 
production and/or distribution schedules synchronized with schedules of the other SC 
members (Derrouiche et al., 2008).  
In this chapter, a schedule is defined as a set of orders, where each order represents a supply 
process (production or distribution) that assigns materials to a place, states the required 
resources, the time period during which each resource is required and its required capacity. 
The execution of a schedule implies performing the operations defined in the supply process 
each order represents.  
As result of the uncertainty inherent in any supply process (Kleindorfer & Saad, 2005) 
disruptive events arise. The problems they cause during a schedule execution occur on a 
daily basis, and affect not only the organization where they are produced but also propagate 
throughout the SC (Lee et al., 1997; Radjou et al., 2002). That is, these disruptive events may 
affect the schedules and their synchronization. 
In this chapter a disruptive event is defined as a significant change in the order specifications 
or planned values of resource availability. These changes could be: rush or delay in the start 
or end date of the order, changes in the amount specified by the order, change in the 
expected future availability of a resource, and change into the current level of a resource 
regards to its planned value. They can be produced by changes that can take place into the 
enterprise or outside the enterprise. For example, an equipment breakdown, breakage of 
materials, change of material specification, weather conditions, traffic congestion, etc.  
The occurrence of disruptive events is a fact well known to the planning task, and therefore 
planning systems generate schedules including buffers (material, resource capacity and 
time) to be robust and flexible, thus the schedule can be adapted to conditions occurring 
during implementation (Van Landeghem & Vanmaele, 2002; Adhitya et al., 2007; Wang & 
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time) to be robust and flexible, thus the schedule can be adapted to conditions occurring 
during implementation (Van Landeghem & Vanmaele, 2002; Adhitya et al., 2007; Wang & 
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Lin, 2009; Bui et al., 2009; Liu & Min, 2008). The occurrence of disruptive events during the 
schedule execution requires an adequate response. If the effect cannot be mitigated, an 
exception occurs. In this work an exception is defined as a deviation from the schedule that 
prevents the fulfillment of one or more orders that requires re-planning. 
Supply Chain Event Management (SCEM) is defined as an event-based business process 
whereby significant disruptive events are recognized in time, reactive actions are quickly 
triggered, the flow of information and material are adjusted and key employees are 
immediately notified. The goal of SCEM is to enable the SC to respond to disruptive events 
avoiding the need to re-plan the operations of the SC. To support this business process, a 
new generation of event-based information systems, known as SCEM Systems (Masing, 
2003; Zimmermann, 2006), has been proposed. This proposal emphasizes the necessity of 
exception-based management of the SC, supporting short term logistic decisions, avoiding 
complex cycles of re-planning, aimed at reducing the gap between the planning system and 
the execution of the schedules generated by it. 
In this chapter a proposal to systematically address the problem of disruptive event 
management in SC is described. Both academic and industrial researchers (Zimmermann, 
2006, Radjou et al., 2002) have identified this problem as not being adequately covered by 
state of the art solutions in the SCEM systems. Moreover, the ability to automatically detect 
disruptions and repair them locally without affecting coordinated and coexistent schedules 
within a SC, is recognized to be a major competitive advantage in next generation of SCM 
systems. 

2. SCEM system classification 
From the view point of their automation levels, SCEM systems can be classified in the 
following types: 
Monitoring system: Planned as an extension of traditional Tracking and Tracing Systems 
(Szirbik et al., 2000; Kärkkäinen et al., 2003) they allow the user monitoring planed events to 
detect disruptive events. 
Alarm system: Can systematically detect deviations in the schedule and notify the key 
employee (Hoffmann et al., 1999; Speyerer & Zeller, 2004; Teuteberg & Schreber, 2005; 
Zimmermann, 2006). 
Decision support system: Can detect deviation and find a solution that minimizes the 
disturbance impact on the SC. The solution will be proposed to the human decision-maker 
to make the final decision (Cauvin et al., 2009; Adhitya et al., 2007).  
Autonomous corrective system: Able to detect a disruptive event, verify the feasibility of the 
current schedule or look for a solution to repair the schedule and implement it if one exists.  
From the view point of their monitoring strategy, the SCEM systems can be classified in the 
following types: 
Order focus: The monitoring task is centred on the orders. As disruptive event captures any 
significant change i to the specification of an order, ΔOi. These include: rush or delay in the 
start or end date of the order, changes in the carrying amount of the order, cancellation of 
order, new order.  
Order and Resource focus: The monitoring task is centred on the orders and resources 
associated with an order. As disruptive event captures any significant change in the planned 
value of the resource j, ΔRj, which produces significant change i to the specification of an 
order, ΔOi. To infer the change in the order specification, a change propagation function is 
used, which can be represented as in equation (1): 
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Order, Resource and environment focus: The monitoring task is centred on the orders, resources 
associated with them and environmental variables. As disruptive event captures any 
significant change i to the specification of an order, ΔOi, any significant change j in the 
planned value of a resource, ΔRj, and significant change regards to the expected in the 
environmental variable h, ΔEh, which may produce significant changes to the specification of 
an order or a resource. To infer these changes, propagation functions are used, which can be 
defined as in equation (2): 
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A propagation function can be defined as follow: 
- Based on data: through relevant data fault propagation patterns are detected and 

inference rules to specify cause-effect relationships are defined based on them. 
- Based on the structure of the supply process: a deterministic model is defined to capture 

and propagate disruptive events based on the structure of the supply process. 
- Based on the availability profile: a deterministic model is defined to capture and propagate 

disruptive events based on the availability profile of a resource. 
- Based on the structure of the supply process and probabilistic data: a probabilistic model is 

defined to capture and propagate disruptive events based on the structure of the supply 
process and statistical data updated periodically. 

3. Proposed SCEM System 
This chapter presents a SCEM system that from the view point of its automation level it can 
be classified as autonomous corrective system, and from the view point of its monitoring 
strategy can be classified as order, resource and environment focused. 
Figure 1 graphically represents a model of main components of a system proposed for 
management a SC. The SCEM system is composed by the Control Subsystem, the 
Monitoring Subsystem, and the Feasibility Management Subsystem. 
In this architecture, the SCEM system receives from the Planning System a schedule and 
notifies it if an exception has occurred; from the Execution System receives execution data and 
send it a solution (repaired schedule) if it is necessary to mitigate the effect of a disruptive 
event.  
Following, the three main components of the SCEM system, Control Subsystem, Monitoring 
Subsystem, and Feasibility Management Subsystem are described. 

3.1 Control subsystem 
This subsystem, graphically represented in Figure 2, is responsible for providing the 
functionality to control a schedule. Each member (node) of a SC has a Control Subsystem 
responsible for requesting monitoring function (Request schedule Monitoring) to the 
Monitoring Subsystem providing the access to updated data from the Execution Systems. It 
also interacts with the Feasibility Management Subsystem requesting the feasibility 
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exception occurs. In this work an exception is defined as a deviation from the schedule that 
prevents the fulfillment of one or more orders that requires re-planning. 
Supply Chain Event Management (SCEM) is defined as an event-based business process 
whereby significant disruptive events are recognized in time, reactive actions are quickly 
triggered, the flow of information and material are adjusted and key employees are 
immediately notified. The goal of SCEM is to enable the SC to respond to disruptive events 
avoiding the need to re-plan the operations of the SC. To support this business process, a 
new generation of event-based information systems, known as SCEM Systems (Masing, 
2003; Zimmermann, 2006), has been proposed. This proposal emphasizes the necessity of 
exception-based management of the SC, supporting short term logistic decisions, avoiding 
complex cycles of re-planning, aimed at reducing the gap between the planning system and 
the execution of the schedules generated by it. 
In this chapter a proposal to systematically address the problem of disruptive event 
management in SC is described. Both academic and industrial researchers (Zimmermann, 
2006, Radjou et al., 2002) have identified this problem as not being adequately covered by 
state of the art solutions in the SCEM systems. Moreover, the ability to automatically detect 
disruptions and repair them locally without affecting coordinated and coexistent schedules 
within a SC, is recognized to be a major competitive advantage in next generation of SCM 
systems. 

2. SCEM system classification 
From the view point of their automation levels, SCEM systems can be classified in the 
following types: 
Monitoring system: Planned as an extension of traditional Tracking and Tracing Systems 
(Szirbik et al., 2000; Kärkkäinen et al., 2003) they allow the user monitoring planed events to 
detect disruptive events. 
Alarm system: Can systematically detect deviations in the schedule and notify the key 
employee (Hoffmann et al., 1999; Speyerer & Zeller, 2004; Teuteberg & Schreber, 2005; 
Zimmermann, 2006). 
Decision support system: Can detect deviation and find a solution that minimizes the 
disturbance impact on the SC. The solution will be proposed to the human decision-maker 
to make the final decision (Cauvin et al., 2009; Adhitya et al., 2007).  
Autonomous corrective system: Able to detect a disruptive event, verify the feasibility of the 
current schedule or look for a solution to repair the schedule and implement it if one exists.  
From the view point of their monitoring strategy, the SCEM systems can be classified in the 
following types: 
Order focus: The monitoring task is centred on the orders. As disruptive event captures any 
significant change i to the specification of an order, ΔOi. These include: rush or delay in the 
start or end date of the order, changes in the carrying amount of the order, cancellation of 
order, new order.  
Order and Resource focus: The monitoring task is centred on the orders and resources 
associated with an order. As disruptive event captures any significant change in the planned 
value of the resource j, ΔRj, which produces significant change i to the specification of an 
order, ΔOi. To infer the change in the order specification, a change propagation function is 
used, which can be represented as in equation (1): 
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Order, Resource and environment focus: The monitoring task is centred on the orders, resources 
associated with them and environmental variables. As disruptive event captures any 
significant change i to the specification of an order, ΔOi, any significant change j in the 
planned value of a resource, ΔRj, and significant change regards to the expected in the 
environmental variable h, ΔEh, which may produce significant changes to the specification of 
an order or a resource. To infer these changes, propagation functions are used, which can be 
defined as in equation (2): 
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A propagation function can be defined as follow: 
- Based on data: through relevant data fault propagation patterns are detected and 

inference rules to specify cause-effect relationships are defined based on them. 
- Based on the structure of the supply process: a deterministic model is defined to capture 

and propagate disruptive events based on the structure of the supply process. 
- Based on the availability profile: a deterministic model is defined to capture and propagate 

disruptive events based on the availability profile of a resource. 
- Based on the structure of the supply process and probabilistic data: a probabilistic model is 

defined to capture and propagate disruptive events based on the structure of the supply 
process and statistical data updated periodically. 

3. Proposed SCEM System 
This chapter presents a SCEM system that from the view point of its automation level it can 
be classified as autonomous corrective system, and from the view point of its monitoring 
strategy can be classified as order, resource and environment focused. 
Figure 1 graphically represents a model of main components of a system proposed for 
management a SC. The SCEM system is composed by the Control Subsystem, the 
Monitoring Subsystem, and the Feasibility Management Subsystem. 
In this architecture, the SCEM system receives from the Planning System a schedule and 
notifies it if an exception has occurred; from the Execution System receives execution data and 
send it a solution (repaired schedule) if it is necessary to mitigate the effect of a disruptive 
event.  
Following, the three main components of the SCEM system, Control Subsystem, Monitoring 
Subsystem, and Feasibility Management Subsystem are described. 

3.1 Control subsystem 
This subsystem, graphically represented in Figure 2, is responsible for providing the 
functionality to control a schedule. Each member (node) of a SC has a Control Subsystem 
responsible for requesting monitoring function (Request schedule Monitoring) to the 
Monitoring Subsystem providing the access to updated data from the Execution Systems. It 
also interacts with the Feasibility Management Subsystem requesting the feasibility 
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verification and repairing (Request Feasibility Schedule Check) when a disruptive even is 
detected and engaging in collaborative repair (Request Collaboration to other Control System) 
when requested. It is responsible for send solution to the Execution System received from 
the Feasibility Management Subsystem and notifying exception to the Planning System for 
re-planning. 
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Fig. 1. Model of main components of a SC management system 

3.2 Feasibility management subsystem 
This Subsystem is responsible of providing functionalities for verifying the feasibility of a 
schedule when a disruptive event has occurred, and to repair a disrupted schedule 
requesting the collaboration of other Control Subsystems if it is necessary. To perform these 
functionalities appropriate decision making models, such as mathematical programming, 
heuristic programming, etc., are required. 
The functional model of the Feasibility Management Subsystem is graphically represented 
in Figure 3. This Subsystem receives the disruptive event notification, sent by the Control 
Subsystem, and analyzes the impact of it on a schedule. If the feasibility is damaged, it 
searches for strategies to repair the schedule.  
Sometimes, in order to restore feasibility in a damaged schedule it is necessary to propagate 
changes towards either customer or providers orders. These changes are feasible only if the 
customer’s and provider’s schedules are analyzed together with the damaged schedule, to 
ensure synchronicity and execution feasibility. That is, the solution to a schedule disruption, 
if found, must consider all schedule synchronization and should be executable and 
expressed in a common representation. To this aim, a request for collaboration is sent to the 
Control Subsystem. The solution to the schedule disruption only introduces changes within 
planned buffers. 
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verification and repairing (Request Feasibility Schedule Check) when a disruptive even is 
detected and engaging in collaborative repair (Request Collaboration to other Control System) 
when requested. It is responsible for send solution to the Execution System received from 
the Feasibility Management Subsystem and notifying exception to the Planning System for 
re-planning. 
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The Feasibility Management Subsystem performs these functions using a model based on a 
reference model for disruptive event management able to describe on going execution 
schedules of any kind, systematically capturing the planned buffers on critical resources and 
orders in a way suitable to perform feasibility analysis and repair processes. The reference 
model is described following. 

3.2.1 Reference model for management of disruptive events  
A reference model for management of disruptive event has been presented in (Guarnaschelli 
et al., 2010). It is relevant to emphasize that an instance of this reference model is a self-
contained description of the feasibility of an execution schedule that can be automatically 
transformed into a Constraint Satisfaction Problem (CSP). This CSP, checks the feasibility of 
the execution schedule, and also gives the possibility of identifying slacks in order to device 
a repair mechanism with minimum modifications, as the one presented here. Following the 
two main modeling views of this reference model are described. 
3.2.1.1 The supply process orders  
Whenever a disruptive event occurs it is important to track its origin and delimit its 
propagation, to be able to attenuate its effects or even eliminating them. To do this any 
ongoing execution schedule, a Schedule and the possible sources and propagation paths of a 
disruptive event, is described as a net of Resources and Supply Process Orders linking them. 
This representation is proposed not only because it can show the origin and propagation of 
a disruptive event, but also allows monitoring and controlling disruptive events and 
possible exceptions at their origin, communicating disruptions (repair solutions) and 
exceptions to the proper receptor. The receptor is the Control Subsystem, which has control 
of the resources and involved supply process orders. Using this representation the 
disruption propagation and impact can be assessed as different SCs and different business 
partners in a single SC are represented as supply process orders and resources having 
different Control Subsystems. 
Figure 4 presents an UML class diagram representation of a general supply process. Linked 
supply processes define a net of resources and supply process orders. In the class diagram, a 
supply process is defined, through a SupplyProcessOrder, which is composed by a set of 
DimensionRequirements imposed to every FeasibilityDimension of the resources assigned for 
the execution of the supply process order. When two supply process orders belong to 
different business partners, or even to different SCs their relation is captured by the 
association class RelatedSPO, which implies relationships between the two supply process 
orders, such as same orderQuantity, same timing, etc. 
Some supply process orders, can be cancelled in favor of the feasibility of execution of other 
supply process orders, and there can be special supply process orders called spare, that are 
only executed in case of emergency, for example an supply process order using a 3PL (third 
party logistics provider). 
In a typical SC, a disruptive event can cause different kind of losses, amongst them service 
level diminishment of the node causing the exception and in general for the whole SC. But it 
might not affect the totality of the ongoing execution schedule of the related nodes, but 
instead a set O of Supply Process Orders (SPO). Every SPO∈O is related to a set of resources 
required for its fulfillment (assignedResources set) belonging to any of the affected nodes. 
Whatever the disruptive event, if the information required is on hand, it is possible to trace 
its origin to the unavailability of one of the related resources or to a change in one supply 
process order.   
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Fig. 4. UML class diagram of a general supply process order 

3.2.1.2 The resources  
In order to assess the availability of a resource, the feasibility of its schedule and to evaluate 
the effects of disruptive events, it is necessary to describe the resources. A possible attempt 
is to classify resources by types as in (Hoffmann et al., 1999), but this has the drawback that 
resources in a SC can be quite diverse, a more generic and extensible characterization is 
needed. 
As the purpose is to model the availability of resources and the feasibility of its scheduled 
supply process orders, the characterization of resources by introducing the concept of 
feasibility dimensions is proposed (Figure 5). 
A FeasibilityDimension is a characteristic of a resource describing its capability to fulfill a 
requirement from a supply process order. The availability of the resource is therefore 
conditioned by them and every requirement for the resource should be expressible in terms 
of its feasibility dimensions. 
Two types of feasibility dimensions are defined, CapacitatedDimension and StateBased 
Dimension. Each one of them has an AvailabilityProfile that describes its intrinsic and planned 
availability in a given Horizon. 
Every SupplyProcessOrder has a set of requirements over the resources assigned for its 
fulfillment. These requirements should be expressed according to the availability of each 
resource, which is expressed in feasibility dimensions. The concept of DimensionRequirement 
to define all the possible uses of resources is introduced, in correspondence with each type 
of feasibility dimension. Therefore there are two types of requirements StateBased 
Requirement and CapacityRequirement. 

3.3 Monitoring subsystem 
This Subsystem is responsible of providing functionalities for monitoring a schedule. The 
execution of a schedule implies performing the operations defined in the supply process 
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This Subsystem is responsible of providing functionalities for monitoring a schedule. The 
execution of a schedule implies performing the operations defined in the supply process 
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Fig. 5. Feasibility dimension of a resource 

each order represents and is feasible if both the order requirements and the availability of 
the resources take their planned values. The monitoring function implies detecting relevant 
disruptive events in real time (Knickle & Kemmeler, 2002). To perform this functionality 
four main monitoring activities have to be carried out during the execution of a schedule, 
which are described following. 
Monitoring changes on expected future availability of a resource: The objective is to capture 
significant changes of the planed value of the future availability of a resource.  
Monitoring order progress: The objective is to monitor on going execution orders to 
proactively predict if a disruptive event affects the order expected completion. This implies 
to capture significant changes on any variable measuring the order progress or having a 
predictive relationship with this progress. Typically, they are variables in the execution 
environment that are used as predictors of potential disruptions. 
Monitoring current status of resource feasibility: The objective is to capture significant changes 
on the current value of any attribute of a resource that is critical to grant its feasibility.  
Monitoring current status of resource feasibility: The objective is to capture significant changes 
on the current value of any attribute of a resource that is critical to grant its feasibility.   
Monitoring order specification changes: The objective is to capture independent changes of the 
order specification values, i.e., start time, quantity or end time. By independent, we mean 
original modifications to the order specification, not as derived consequence of adjusting the 
order in response to other disruptive events. 
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The functional model of the Monitoring Subsystem is graphically represented in Figure 6. 
The Monitoring Subsystem has the ability of systematically generating the structure for 
capturing changes that can take place into the enterprise or outside the enterprise and may 
affect a supply process order or a resource. Using a cause-effect model propagates these 
changes to infer advancement or delay in the start or end date of the order, changes in the 
amount specified by the order, change into the availability of a resource, or change into the 
current level of a resource regards to its planned value, and analyzes if these changes can 
produce a disruptive event. The cause-effect model is developed based on the supply 
process structure and statistical data, and can be modeled using Bayesian Network, Petri 
Net, decision tree, etc. In this way, the Monitoring Subsystem can proactively notify the 
Control Subsystem a disruptive event affecting an order or a resource has occurred. 
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Fig. 6. Functional model of the monitoring subsystem 

3.3.1 Reference model for monitoring orders and resources 
A reference model for monitoring orders has been presented in (Fernández et al., 2010). In 
this chapter the reference model is extended for monitoring orders and resources. An 
instance of this reference model is a self-contained description of the monitoring structure of 
an order or a resource, which can be automatically transformed into a particular cause-effect 
model. The UML class diagram in Figure 7 presents the monitoring reference model which 
has a monitoring network structure based on a cause_effect relationship among Variables. 
These variables represent AttributeVariable (resource or order specifications) or Environment 
Variable affecting a resource or a supply process order specification.  
The monitoring structure has a set of milestones. Each Milestone defines a point where a set 
of variables will be observed. Each Variable of the monitoring structure has one State that can 
be: ObservedState or EstimatedState. When the state is ObservedState, the Variable is observed 
and its value is given. When the state is EstimatedState, the Variable value is estimated from 
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the value of other variables using the cause_effect relationship network. To perform this task, 
the MonitoringStructure is_analysed_by a MonitoringStructureAnalyzer. A variable has an 
observation policy. An ObservationPolicy defines the mode, the recurrence and the updating 
time of the observed variable. 
 

 
Fig. 7. Reference model for monitoring orders and resources 

The TargetVariable has a planned Value that is an order specification (for example, amount, 
end time, etc.) or a resource parameter (for example, geographical positions planned, 
production rate planned of the machine, etc.). Also, the target variable must have an 
estimated Value which is defined by a MonitoringStructureAnalyzer or an observed Value 
which is a given value of a variable in the monitoring structure.  
The TargetVariable is used to evaluate if a disruptive event can occur. This is done by 
evaluating conditions between the estimated/observed value and the planned one. When 
the disruption condition is verified, a DisruptiveEvent is reported. 
3.3.1.1 Monitoring changes on expected future availability of a resource 
Figure 8 presents the UML class diagram associated with this activity. Every resource has a 
scheduling horizon during which it will be monitored. Each AvailabilityProfile has_assigned a 
MonitoringStructure.  
The ScheduledCapacityProfile is defined by an ordered set of AvailableCapacityItem. Each 
AvailableCapacityItem has two TimeMilestone (itemStartTime and scheduleStart attributes) that 
define a time period where the capacity bounds will be observed to evaluate modifications 
of its planned values.   
The monitoring structure has a set of TargetVariable. This is, for each AvailableCapacityItem 
there are two target variables (one for each capacity bound).  
The Monitor is responsible for observing the capacity bounds at each milestone associated 
with a AvailableCapacityItem. It gets the observed value of each capacity bound and inserts 
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them to the MonitoringStructure. Each target variable (minTargetVariable and 
maxTargetVariable) has a planned Value that is the planned maximum or minimum capacity 
bound. The Monitor uses each target variable and comparing its planned and observed 
values to evaluate a possible DisruptiveEvent. 
 

 
Fig. 8. UML class diagram for the Monitoring future availability of a resource 

The ScheduledStatesProfile is defined by an ordered set of states, ScheduledState. Each 
ScheduledState has two TimeMilestone (stateStartTime and scheduleStart attributes).   
The monitoring structure associated with ScheduledStateProfile has a target variable for each 
ScheduledState. The Monitor is responsible for observing the specified state at each milestone. 
It gets the observed value of each ScheduledState and inserts it to the MonitoringStructure. The 
target variable has a planned Value that is a parameter of the state. It uses the target variable 
and comparing its planned and observed values to evaluate a possible DisruptiveEvent. 
For both dimensions, once the schedule start milestone is activated, the monitor will capture 
any change in the planned availability values and when the change is assessed as 
significant, according to a threshold, the disruptive event is concluded. 
3.3.1.2 Monitoring order progress  
Figure 9 presents the UML class diagram associated with this activity. The monitoring 
structure associated with this activity in general will depend on the type of process since 
complex cause-effect relationship among variables may be introduced to improve the 
predictive capabilities of a disruptive event. 
Each SupplyProcessOrder that is part of a schedule has a SupplyProcess. Each SupplyProcess 
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(absolute time or related to another milestone) or a StateMilestone (state to be reached by the 



 
Supply Chain Management - Applications and Simulations 

 

68 

the value of other variables using the cause_effect relationship network. To perform this task, 
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observation policy. An ObservationPolicy defines the mode, the recurrence and the updating 
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Fig. 7. Reference model for monitoring orders and resources 
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them to the MonitoringStructure. Each target variable (minTargetVariable and 
maxTargetVariable) has a planned Value that is the planned maximum or minimum capacity 
bound. The Monitor uses each target variable and comparing its planned and observed 
values to evaluate a possible DisruptiveEvent. 
 

 
Fig. 8. UML class diagram for the Monitoring future availability of a resource 
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supply process). Each Milestone has a set of Variables associated that allows representing 
Environment variables affecting the supply process or resources Attributes. 
 

 
Fig. 9. UML class diagram of the Monitoring order progress 

Each SupplyProcess has_assigned a MonitoringStructure based on a cause_effect relationship 
among Variables associated with all milestones, which allows predicting if a disruptive event 
at the last milestone can occur. 
Each Variable associated with a Milestone has one State that can be: ObservedState or 
EstimatedState. The state of a variable can be changed on the same milestone. After the value 
of a variable whose state was estimated is known (evidence), the variable changes to 
observed state. The branch of the monitoring structure (cause_effect relationship sub-net) 
that predicted its value is no longer necessary and can be eliminated.  
The Monitor is responsible for observing the variables at each Milestone. It starts with the 
initial milestone, gets the value of each observed Variable and inserts them to the 
MonitoringStructure. The MonitoringStructureAnalyzer using the MonitoringStructure 
(cause_effect relations net) evaluates the impact of these variable values on current and next 
milestones until the last milestone. Particularly, it defines an estimated Value for the 
TargetVariable. The TargetVariable has a planned Value that is an order parameter (for 
example, amount planned, end time planned, etc.). Following, to predict if a disruptive 
event can occur, the Monitor uses the TargetVariable comparing its planned and estimated 
values. Based on a decision criterion, it predicts if a disruptive event can occur, if so, it 
reports the DisruptiveEvent and the monitoring process ends; if not, the monitoring process 
follows. To this aim, the Monitor defines the next Milestone where the variables have to be 
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observed. The monitoring structure is initially defined for each supply process, but it is 
dynamically explored each time a milestone is reached. That is, the Monitor, depending on 
the results generated by the MonitoringStructureAnalyzer, can extend its monitoring strategy 
to another milestone including other observed variables, eliminating those that are not 
necessary or exploring different branches of the control structure. 
Unless a specific structure is designed for the process, a default structure is generated 
having two milestones: supply process order start and supply process order end, two target 
variables: corresponding to the order end time planned and order amount planned, and one 
observed variable indicating a measure of the order progress. This measure is used to infer 
estimated values for the target variables and anticipate a disruptive event. 
3.3.1.3 Monitoring current status of resource feasibility 
Figure 10 presents the UML class diagram associated with this activity. The monitoring 
structure associated with this activity defines a target variable for each feasibility dimension 
associated with a resource. For each AvailableCapacityItem and ScheduledState there is a target 
variable which has a planned value that represents an expected value of the corresponding 
feasibility dimension of the resource. The planned value is calculated through the projected 
profile for each feasibility dimension. This is, for each supply process order there is a set of 
requirements over the resources assigned for its fulfillment. These requirements are expressed 
according to the resource’s availability, which is expressed in feasibility dimensions. 
 

 
Fig. 10. UML class diagram of the Monitoring current status of resource feasibility 

The Monitor has a milestone for each dimension requirement where the current value is 
observed and compared against the planned value to evaluate the occurrence of a disruptive 
event in that dimension. 
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3.3.1.4 Monitoring order specification changes  
Figure 11 presents the UML class diagram associated with this activity. The monitoring 
structure associated with this activity defines three TargetVariables for each SupplyProcess 
Order. Each Variable has a planned value and an observed value. The planned value 
corresponds to an order specification (start time, end time or quantity). By default, the 
Monitor has two milestones to evaluate if a disruptive event may occur in an order. These 
are: schedule start, order start. Once the schedule start milestone is activated, the monitor 
will capture any change in the planned values for the order target variables (i.e., changes in 
the order specification) and when the change is assessed as significant, according to a 
threshold, the disruptive event is concluded. When the order start milestone is activated, the 
actual start time will be observed and compared with the planned value to evaluate a 
possible disruptive event. After this milestone, this activity finishes. 
Following the principles of the model driven architecture (Mellor et al., 2004), through a 
model-to-model transformation, from an instance of the monitoring reference model, a 
monitoring model can be automatically derived.  
 

 
Fig. 11. UML class diagram of the Monitoring order specification changes 

4. Case study: A commodity chemical supply chain  
As illustrative example a case study presented in (Guarnaschelli et al., 2010) is used. In this 
supply chain Urea is produced in the factory located at Bahía Blanca, Argentina, 
warehoused in the factory warehouse, FWBahiaBlanca and distributed to three distribution 
centers Urea-DCSanLorenzo at San Lorenzo, Argentina; Urea-DCUruguay, at Montevideo, 
Uruguay; and Urea-DCBrasil, at Rio Grande, Brazil. The distribution centers are sourced by 
means of dedicated ships through fluvial and maritime routes. Table 1 presents the average 
trip times in hours. 
 

 Urea-DCSanLorenzo Urea-DCUruguay Urea-DCBrasil 
FWBahiaBlanca 96 144 168 
Urea-DCUruguay - - 60 

Table 1. Average trip times in hours 
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Distribution schedules for a horizon of 33 days are generated by a Distribution Resource 
Planning system. Product availability in FWBahiaBlanca is considered to be unlimited, this 
means that stock, demand and supply is managed for each distribution center attending 
constraints regarding to: Ships routes and availability, loading dock availability at factory 
warehouse, and inventory size and safety stocks constraints at each distribution center. 
The schedule defines the replenishments to each distribution center, which imply 
coordination and timing for the resources implied by them. Using the reference model 
(Section 3.2.1) replenishments are modeled as transfers from FWBahiaBlanca to each 
distribution center, using the corresponding ship, loading dock and inventory resource at 
distribution center, like the supply process transfer-Urea-BahiaBlanca-DCBrasil-26 depicted in 
Figure 12. This figure also shows how the implied resources are modeled. 
Ships are coordinated with regards to its capacity and geographical position. A 
stateBasedDimension defines every geographical position along the scheduling horizon of 
every ship resource. The successive stateBasedDimension along the scheduling horizon defines 
the ScheduledStatesProfile for the corresponding ship resource. 
Inventory resources modeled with a single CapacityDimension, only have a maximum 
capacity constraint (Table 2) captured by availableCapacityItems in the scheduledCapacityProfile.  
 

transfer-Urea-BahiaBlanca-DCBrasil-26 :
SupplyProcessOrder

geographicalPosition :
StateBasedDimension

loadingCapacity :
CapacityDimension

Ship-DC Brasil :
Resource

loadingDock-BahiaBlanca :
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Urea-DCSanLorenzo-CapDim :
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loadingDock-BahiaBlanca-CapDim :
CapacityDimension

+assignedResource
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Fig. 12. A transfer-Urea-BahiaBlanca-DCBrasil-26 supply process order 

The loading dock acts as a renewable resource, requirements it attends are of type 
Renewable.  
Each distribution center has a list of Supply Process Orders (SPO) (transfer orders) to serve, 
which for this example are set together as a daily shipment for each of the 33 days. Each SPO 
imposes a CapacityRequirement on the corresponding inventory resource. 
  

 Urea-DCSanLorenzo Urea-DCUruguay Urea-DCBrasil 
Maximum capacity 30,000 20,000 20,000 

Table 2. Maximum capacity of distribution centers in tons 
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 Urea-DCSanLorenzo Urea-DCUruguay Urea-DCBrasil 
Maximum capacity 30,000 20,000 20,000 
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In this schedule, the shipments from each distribution center have the following scheduling/ 
rescheduling policy: Each order has a time window for its dispatch, if it was originally 
scheduled for day d, in case of a repair procedure it cannot be dispatched outside the week 
that contains day d. Some orders allow quantity modifications but they cannot exceed 10% 
of the original value. Table 3 presents minimum and maximum shipment size in tons. 
 

 Urea-DCSanLorenzo Urea-DCUruguay Urea-DCBrasil 
minimum  953 393 705 
maximum 2150 696 1147 

Table 3. Minimum and maximum shipment size (orderQuantity) in tons 

The replenishments to the distribution centers, that is transfer orders, are scheduled with a 
specific timing in the scheduling horizon, but, in case a of a repair procedure, their timing 
specification can be changed as long as resources capacities (inventories and ship capacity) 
and states (geographical position of ships) allow these changes. Transfer quantities are only 
limited by ships capacities (all of them have a storage capacity of 17000 tons). At Bahía 
Blanca ships are loaded at a constant rate of 1000 tons/hour. And in distribution centers 
ships are downloaded at a constant rate of 250 tons/hour in San Lorenzo and Uruguay, and 
at 425 tons/hour in Brasil.  
In exceptional situations the supply from Bahia Blanca to Brasil can be done by a third party 
logistics provider that by contract provides a transportation capacity of 17000 tons with a 
delivery time of 7 days. This optional process is modeled as a spareOrder (also cancelable) 
that requires for its execution resources loadingDock-BahiaBlanca to load Urea and Urea-
DCBrasil to download Urea. 

4.1 Predicting and detecting disruptive events  
The monitoring function performs four main activities during the execution of a schedule 
(Section 3.3). These are: monitoring order specification changes, monitoring current status of 
resource feasibility, monitoring order progress and monitoring changes in the expected 
future availability of a resource. The monitoring structure is generated using the reference 
model for monitoring orders and resources (Section 3.3.1).  
In this supply process, the navigation conditions of the ship can be unfavorable due to the 
weather conditions (storms, winds, etc.). These unfavorable weather conditions are more 
frequent in the winter season and can produce a delay in the ship arrives to the port. The 
delay can be increased if in the arrival port or in the intermediate ports there are 
unfavorable weather conditions or the port is congested. This prevent to carry out unload 
operations. The Ship-DCBrasil can carry orders to ports on Uruguay and Brasil. I.e., it is not a 
dedicated ship to an order. Therefore, this ship that has to carry Urea an order requires from 
Bahía Blanca to Rio Grande, may need to go through an intermediate port to meet the 
requirements of orders of Montevideo. It can be see in Table 1 the ship is in transit 144 hours 
from Bahia Blanca to Montevideo and 60 hours from Montevideo to Rio Grande. The 
MonitoringStructure (Section 3.3.1.2) for monitoring the progress of this maritime transport 
order is graphically represented in Figure 13. The total navigation time of the ship will be of 
204 hours. The milestones set contains: 
depart_of_the_BahiaBlanca_port:StateMilestone, arrival_to_intermediate_position_1:StateMilestone, 
arrival_to_intermediate_position_2:StateMilestone, arrival_to_Montevideo_port:StateMilestone, 
arrival_to_intermediate_position_3:StateMilestone, arrival_to_RioGrande_port:StateMilestone. 
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In Figure 14 a graphic representation of a Bayesian network of this MonitoringStructure is 
graphically represented. It is composed by discrete nodes and continuous nodes. The 
discrete nodes (the states are represented in braces) are the following: season:DiscreteNode 
{winter, non_winter}, navigation_condition:Discrete Node {favorable, neutral, unfavorable} and 
weather_conditions_at_port:DiscreteNode {favorable, unfavorable}, delay_in_departure:Discrete 
Node {[0-0.5),[0.5-2),[2-6),[6-24),[24-48),[48-inf)} and has a Gamma distribution. The 
continuous nodes are the following: delay_in_transit:ContinuousNode, delay_in_position 
:ContinuousNode, delay_in_intermediate_port:ContinuousNode and delay_in_arrival:Continuous 
Node. The node function is estimated_delay_in_arrival:FunctionNode. 
The decision criteria used by the Comparator establishes that the ship is delayed when its 
probability is greater than a threshold. In this example, the threshold has been defined equal 
to 24 hours. 

4.2 Disruptive event in the case study 
To illustrate the capabilities of the Feasibility Manager Subsystem in the case study a 
scenario generated due to a disruptive event notified by the Monitoring Subsystem is 
considered. The disruptive event is an unexpected increase in demand at Urea-DC-Uruguay 
has occurred. 
The supply chain of this example shares the Urea market with another provider and its 
supply chain. At Uruguay the distribution center of the competitor temporarily runs out of 
stock, this obligates its clients to supply from Urea-DCUruguay. As a result shipments 
scheduled from day 10 to 19 are duplicated and now their orderQuantity (without possibility 
of negotiating order quantities) are incremented as shown in Table 4:  
 

Supply Process Order orderQuantity new orderQuantity 
shipment-Urea-DCUruguay-10 668 1500 
shipment-Urea-DCUruguay-11 589 1500 
shipment-Urea-DCUruguay-12 481 1500 
shipment-Urea-DCUruguay-13 628 1500 
shipment-Urea-DCUruguay-14 693 1500 
shipment-Urea-DCUruguay-15 656 1000 
shipment-Urea-DCUruguay-16 502 1000 
shipment-Urea-DCUruguay-17 683 1000 
shipment-Urea-DCUruguay-18 649 1000 
shipment-Urea-DCUruguay-19 509 1000 

Table 4. Unexpected changes in orderQuantity of SPOs in tons 

Simulating the effects of this event on Urea-DCUruguay inventory (CapacityDimension : Urea-
DCUruguay-capDim), an important infeasibility clearly appears as seen in Figure 15, looking 
at the curve named "Exception". 
The Feasibility Manager Subsystem returns the following results: A set of 10 SPOs are 
modified (within planned buffers) in order to restore feasibility (Table 4). In Figure 15 is 
visible how the solution of the mechanism is closely related to the original schedule. The 
second Urea transfer is put forward and the other modifications consisted in slightly 
reducing some orders quantities in order to restore feasibility preserving most of the 
original schedule. 
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stock, this obligates its clients to supply from Urea-DCUruguay. As a result shipments 
scheduled from day 10 to 19 are duplicated and now their orderQuantity (without possibility 
of negotiating order quantities) are incremented as shown in Table 4:  
 

Supply Process Order orderQuantity new orderQuantity 
shipment-Urea-DCUruguay-10 668 1500 
shipment-Urea-DCUruguay-11 589 1500 
shipment-Urea-DCUruguay-12 481 1500 
shipment-Urea-DCUruguay-13 628 1500 
shipment-Urea-DCUruguay-14 693 1500 
shipment-Urea-DCUruguay-15 656 1000 
shipment-Urea-DCUruguay-16 502 1000 
shipment-Urea-DCUruguay-17 683 1000 
shipment-Urea-DCUruguay-18 649 1000 
shipment-Urea-DCUruguay-19 509 1000 

Table 4. Unexpected changes in orderQuantity of SPOs in tons 

Simulating the effects of this event on Urea-DCUruguay inventory (CapacityDimension : Urea-
DCUruguay-capDim), an important infeasibility clearly appears as seen in Figure 15, looking 
at the curve named "Exception". 
The Feasibility Manager Subsystem returns the following results: A set of 10 SPOs are 
modified (within planned buffers) in order to restore feasibility (Table 4). In Figure 15 is 
visible how the solution of the mechanism is closely related to the original schedule. The 
second Urea transfer is put forward and the other modifications consisted in slightly 
reducing some orders quantities in order to restore feasibility preserving most of the 
original schedule. 



 
Supply Chain Management - Applications and Simulations 

 

76 

 
 

Fig. 13. MonitoringStructure of a marine transport order 
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Fig. 14. Monitoring structure based on Bayesian Network 
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Fig. 14. Monitoring structure based on Bayesian Network 
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Fig. 15. Urea-DCUruguay projected available inventory (exception and solution) 

5. SOA-based implementation of the SCEM system  
Service oriented computing and architecture is the technology chosen to enact the SCEM 
business process in (Fernández et al., 2010 and Guarnachelli et al., 2010). It provides a way 
to create software artifacts that supports requirements on heterogeneity and autonomy that 
arise on current supply chain management practices. It provides a way to capture business 
requirements and processes and software artifacts delivered using Service-Oriented 
Architecture (SOA) (Papazoglou et al., 2007) are tied to them. The collaborative nature of 
this proposal for SCEM is benefited by adopting SOA technologies as it promotes few coarse 
grained interactions between service providers and consumers. Additionally a SOA 
architecture definition is platform independent allowing its implementation on business 
partners with diverse co-existent technologies. 
Using the methodology for SOA development (Arsanjani et al., 2008), to support the 
functionalities of the SCEM business process three participants have been proposed: 
Controller, Monitor and Feasibility Manager. Following, the collaborative SCEM business 
process has been defined (Fernández et al., 2010) (Guarnachelli et al., 2010). The business 
process defines the necessary collaboration among participants (messages) and the tasks each 
them has to perform to provide the SCEM functionalities to any SC implementing it. These 
participants define the components of the SCEM system architecture presented in Section 3. 
To identify all the capabilities and services required to enact the SCEM business process, a 
standard modeling technique (SOMA) (Arsanjani et al., 2008) was followed. The service 
model has been designed starting with the capabilities each participant in the business 
process has to provide to enact the collaboration. After that, the services exposing these 
capabilities were defined. 
In this proposal a document-centric approach to support the access to service operations has 
been adopted, therefore for each operation defined in a service there is an associated 
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document containing all the information required to provide the service. These documents 
are specified using the messageType artifact from the SOAML specification. (OMG, 2009).  
In order to define the messages and its information content in a consistent and complete 
way, we use the reference model described in Section 3.3.1. This model provides self-
contained descriptions of any on-going execution schedule of supply process orders with all 
the information required to assess its feasibility. 
 

 
Fig. 16. SCEM service architecture 

 

 
Fig. 17. The monitoring and feasibility management contracts 

The architecture resulting from organizing the participants and services through specific 
service contracts including the collaboration choreographies is represented in Figure 16. 
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Fig. 15. Urea-DCUruguay projected available inventory (exception and solution) 
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to create software artifacts that supports requirements on heterogeneity and autonomy that 
arise on current supply chain management practices. It provides a way to capture business 
requirements and processes and software artifacts delivered using Service-Oriented 
Architecture (SOA) (Papazoglou et al., 2007) are tied to them. The collaborative nature of 
this proposal for SCEM is benefited by adopting SOA technologies as it promotes few coarse 
grained interactions between service providers and consumers. Additionally a SOA 
architecture definition is platform independent allowing its implementation on business 
partners with diverse co-existent technologies. 
Using the methodology for SOA development (Arsanjani et al., 2008), to support the 
functionalities of the SCEM business process three participants have been proposed: 
Controller, Monitor and Feasibility Manager. Following, the collaborative SCEM business 
process has been defined (Fernández et al., 2010) (Guarnachelli et al., 2010). The business 
process defines the necessary collaboration among participants (messages) and the tasks each 
them has to perform to provide the SCEM functionalities to any SC implementing it. These 
participants define the components of the SCEM system architecture presented in Section 3. 
To identify all the capabilities and services required to enact the SCEM business process, a 
standard modeling technique (SOMA) (Arsanjani et al., 2008) was followed. The service 
model has been designed starting with the capabilities each participant in the business 
process has to provide to enact the collaboration. After that, the services exposing these 
capabilities were defined. 
In this proposal a document-centric approach to support the access to service operations has 
been adopted, therefore for each operation defined in a service there is an associated 
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document containing all the information required to provide the service. These documents 
are specified using the messageType artifact from the SOAML specification. (OMG, 2009).  
In order to define the messages and its information content in a consistent and complete 
way, we use the reference model described in Section 3.3.1. This model provides self-
contained descriptions of any on-going execution schedule of supply process orders with all 
the information required to assess its feasibility. 
 

 
Fig. 16. SCEM service architecture 

 

 
Fig. 17. The monitoring and feasibility management contracts 

The architecture resulting from organizing the participants and services through specific 
service contracts including the collaboration choreographies is represented in Figure 16. 
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In order to specify how compatible requests and services are connected by service channels, 
service contracts Feasibility Management and Monitoring are defined (Figure 17). 
These contracts contain all the metadata regarding the description about the SCEM SOA 
based solution services that is: the purpose and function of their operations, defined in 
service identification; the messages that need to be exchanged in order to engage the 
operations, defined in the service interface specification and the data models used to define 
the structure of the messages, defined in the service data model. 
The choreographies required by the collaboration among the participants in these contracts 
were described using UML sequence diagrams specifying the asynchrony of operation calls, 
and the logic and sequence in which operations are used.  

6. Conclusion 
In this chapter a proposal to systematically address the problem of disruptive event 
management in SC is described. The proposal includes the definition of a SCEM system 
architecture conceived to provide system support for companies willing to engage in 
collaboration agreements for controlling the execution of their supply processes. The 
architecture allows supporting a collaborative execution of the SCEM business process by 
independent supply chain partners. Because of the complexity of the models required for 
feasibility check and schedule repair, and the models for monitoring orders and recourse, in 
the proposed SCEM system architecture, theses functionalities are performed by two 
centralized subsystems, the Feasibility Management and the Monitoring Subsystems, which 
are implemented as web services. The aim is to prevent members have to make these 
complex processes and decision analysis. That is: To evaluate the feasibility of a schedule 
and to collaboratively repair a disrupted schedule a Constrain Satisfaction Problem (CSP) 
has to be solved. This requires the use of appropriate CSPsolvers, for example, the IBM 
ILOG OPL Development Studio (IBM, 2010) has been used to solve the CSP for the scenario 
of the case study in Section 4.2. To predict if significant changes regards to the expected in 
the environmental variable may produce significant changes to the specification of an order 
or a resource, a cause-effect network has to be used. For example, in the case study (section 
4.1) a representation of the Bayesian Network has been used, which has been processed 
using the inference engine of Hugin Expert A/S (Hugin, 2010).  
A distributed Control Subsystem implemented by each member, is responsible for 
providing the functionality to control a schedule requesting monitoring function to the 
Monitoring Subsystem and feasibility verification and repairing to the Feasibility Management 
Subsystem when a disruptive even is detected, and engaging in collaborative repair. 
The consistency of interoperation between the subsystems is granted in the semantic level 
with reference models that provide the basis for the definition of the business documents 
being exchanged among the subsystems. Reference models accomplish the description of 
the problem information in a very high level of abstraction and therefore being applicable to 
a wide range of SC processes, from procurement, manufacturing, distribution, and retailing 
domains. The reference models have the characteristic of providing self-contained 
descriptions of the information required for the decision making activities involved in the 
SCEM business process. This feature enables the possibility of automating the generation of 
decision models expressed in standard representations for decision making tools as 
mathematical programming solvers or inference engines. 
The Feasibility Management Subsystem provides generic feasibility checking and repair 
mechanisms for local adjustments of the coordinated execution schedule within the space of 
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buffers already provided in the planned operations. This level of intervention is suitable for 
being delegated into automated procedures avoiding the need for triggering complex re-
planning iterations. 
The Monitoring Subsystem also exploit the generality of the reference models by framing 
the monitoring task into four well-identified activities that will capture the disruptive events 
that are rooted either on the orders dynamic or the resource availability.  
A service-oriented solution applying standard SOMA techniques has been briefly described. 
The application of this technique allows the generation of the SOA specifications in full 
compliance with the SCEM business process and its requirements. 
There are some issues that need to be addressed further for the proposal described in this 
chapter can be effectively deployed in real world scenarios. First, the generality of the 
reference models impose the burden of creating very rich and dense documents that collect 
information normally disperse in different business applications and databases. This is not a 
simple task in nowadays enterprise software. However as the service oriented approach 
gains momentum in the industry, and the concepts of cross-organizational information 
buses are becoming more and more popular, the gap for the requirements in this proposal 
will narrow in the short future.  
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1. Introduction 
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and / or product, by a business and its networked, coordinated value chains (supply chains 
and demand chains working in harmony); such, that a value-adding and target-specific 
service and/or product solution is effectively, and efficiently, delivered to the individual 
customers in a timely, physical or virtual manner.” This chapter has focused on the 
integration of renewable energy, specifically the solar energy resources into conventional 
electric grid and deployment of smart architecture of hybrid energy system in the context of 
Green House Effect to Climate Change with the deployment of energy conservation efforts 
by Energy Service Companies (ESCOs) under Energy Conservation Act 2001 under Bureau 
of Energy Efficiency (BEE) in Indian context for sustainable development of the rural and 
urban sector. A proposed research background for cost proposition for integrating 
distributed renewable –solar energy resources to the electricity grid is discussed.  
ESCOs (Energy Service Companies), and ESCOs groups and ESCOs chains or e-energy 
service companies in the Smart-Grid network can optimize the national power shortage 
problem in peak demand period. It is a virtual service value network based on supply chain 
network of various energy trading companies. This proposition also helps to minimize the 
adverse challenges of climate change utilizing renewable energy resources at this service 
value network integrating into repository of conventional emery resources, thus reducing 
CO2 emissions percentage and ultimately enhancing a green power scenario. The 
deployment of smart architecture of hybrid energy system for sustainable development of 
the rural and urban sector through the integrated renewable energy, specifically the solar 
energy resources into conventional electric grid with the concept of next generation mobile 
smart-grid city for efficient real-time collaborative use of renewable and non-renewable 
energy sources at smart user-centric device for sustainable green environment in the context 
of climate change proposition, which with the chain of ESCOs can reduce CO2 emission 
ultimately with synchronization of all entities in the virtual network of Smart-Energy 
scenario. The cost proposition for integrating distributed renewable –solar energy resources 
to the electricity grid has been analyzed. 
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adverse challenges of climate change utilizing renewable energy resources at this service 
value network integrating into repository of conventional emery resources, thus reducing 
CO2 emissions percentage and ultimately enhancing a green power scenario. The 
deployment of smart architecture of hybrid energy system for sustainable development of 
the rural and urban sector through the integrated renewable energy, specifically the solar 
energy resources into conventional electric grid with the concept of next generation mobile 
smart-grid city for efficient real-time collaborative use of renewable and non-renewable 
energy sources at smart user-centric device for sustainable green environment in the context 
of climate change proposition, which with the chain of ESCOs can reduce CO2 emission 
ultimately with synchronization of all entities in the virtual network of Smart-Energy 
scenario. The cost proposition for integrating distributed renewable –solar energy resources 
to the electricity grid has been analyzed. 
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This chapter illustrates the deployment of Energy Portal (EP) for Renewable Energy 
Resources based on Service-Oriented-Architecture (SOA) technology. This EP based on 
Business Information Warehouse, will be utilized as Decision Support System for Energy 
Service Companies (ESCOs) and the Energy Information System Manager as well as the 
Enterprise Management System in the peak load time to utilize renewable energy resources 
to reduce power failure, to take decision about resource utilization of renewable energy 
resources in present global scenario of creating a pollution free environment based on Kyoto 
Protocol (The Kyoto Protocol is a protocol to the United Nations Framework Convention on 
Climate Change (UNFCCC or FCCC), an international environmental treaty with the goal of 
achieving "stabilization of greenhouse gas concentrations in the atmosphere at a level that 
would prevent dangerous anthropogenic interference with the climate system”). Also 
utilization of SOA for renewable hybrid energy systems to be connected to the National 
Power Grid, and also Grid-Interactive Solar Energy System or Solar-Wind integrated 
System, which may be distributed but can be mapped for feeding into the National 
Electricity Grid through proper deployment of SOA has been analyzed through case  
studies.  

2. Energy conservation act 2001 & its salient features in the context of India 
The Act empowers the Central Government and, in some instances, State Governments to: 
(i) specify energy consumption standards for notified equipment and appliances; (ii) direct 
mandatory display of label on notified equipment and appliances; (iii) prohibit manufacture, 
sale, purchase and import of notified equipment and appliances not conforming to energy 
consumption standards; (iv) notify energy intensive industries, other establishments, and 
commercial buildings as designated consumers; (v) establish and prescribe energy 
consumption norms and standards for designated consumers; (vi) prescribe energy 
conservation building codes for efficient use of energy and its conservation in new 
commercial buildings having a connected load of 500 kW or a contract demand of 600 kVA 
and above; (vii) direct designated consumers to – (a) designate or appoint certified energy 
manager in charge of activities for efficient use of energy and its conservation; (b)get an 
energy audit conducted by an accredited energy auditor in the specified manner and 
interval of time; (c) furnish information with regard to energy consumed and action taken 
on the recommendation of the accredited energy auditor to the designed agency; (d) comply 
with energy consumption norms and standards; (e) prepare and implement schemes for 
efficient use of energy and its conservation if the prescribed energy consumption norms and 
standards are not fulfilled; (f) get energy audit of the building conducted by an accredited 
energy auditor in this specified manner and intervals of time. State government also is 
empowered by the act. 

2.1 ESCOs in Indian context 
ESCO (Energy Service Company) - A consultancy group engages in a performance based 
contract with a client firm to implement measures which reduce energy consumption and 
costs in a technically and financially viable manner.  
The Government of India set up Bureau of Energy Efficiency (BEE) on 1st March 2002 [4] 
under the provisions of the Energy Conservation Act, 2001. The mission of the Bureau of 
Energy Efficiency is to assist in developing policies and strategies with a thrust on self-
regulation and market principles, within the overall framework of the Energy Conservation 
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Act, 2001 with the primary objective of reducing energy intensity of the Indian economy. 
This will be achieved with active participation of all stakeholders, resulting in accelerated 
and sustained adoption of energy efficiency in all sectors. BEE is promoting energy 
efficiency measures in India under the Energy Conservation Act, 2001. BEE co-ordinates 
with designated consumers, designated agencies and other organizations and recognize, 
identify and utilize the existing resources and infrastructure, in performing the functions 
assigned to it under the Energy Conservation Act. The Energy Conservation Act provides 
for regulatory and promotional functions.  
In addition to promoting energy audits among designated consumers by accredited energy 
auditors and facilitated by certified energy managers, BEE intends to promote 
implementation of energy conservation measures in existing buildings/facilities through the 
ESCOs route. With a view to tap the potential of bringing about energy efficiency 
improvement in existing buildings/ facilities BEE had undertaken shortlisting of ESCOs 
through an open invitation and evaluation process. 35 ESCOs have been qualified. This 
database of shortlisted ESCOs has been shared by BEE with the State Governments/ State 
Designated Agencies (SDA) which in turn would help in taking up energy efficiency 
improvement projects in their existing buildings/ facilities. 
There are several estimates of energy efficiency and conservation potential in the Indian 
economy. Most of them have based their assessment at the macro level taking note of some 
demonstration projects that were implemented in various sectors. Prominent amongst them 
are the Integrated Energy Policy (2006) that provides an estimate of energy saving potential 
in the Indian economic activity of 15-20%, the ADB study (2004) of Demand Side 
Management potential in industry, buildings, municipalities and the very recent National 
Mission for Enhanced Energy Efficiency that seeks to unlock a market potential of Rs. 74,000 
crores and an avoided capacity addition of 19,000 MW. In this background, it is necessary to 
assess detailed potential in each sector and in each state, given that the implementation of 
the Energy Conservation Act, 2001 is with the State Governments through their notified 
State Designated Agencies (SDAs).  
BEE, with the approval of Ministry of Power, has initiated a scheme for capacity building of 
SDAs during the current plan period. A 19 point state level Energy Conservation Action 
Plan (ECAP) has been evolved for 32 states/ UTs and is under implementation. As a part of 
the program, it was considered necessary to carry out a detailed assessment state-wise in 
some key sectors of the economy. National Productivity Council (NPC), an autonomous 
organization under the Ministry of Commerce, Government of India, was tasked to 
undertake this work in all 35 states / UTs. The study focused only on estimation of the total 
electricity consumption and saving potential in the following sectors of each state / UT:  
(i) Agricultural pumping; (ii) Municipal water and sewage pumping, street lighting;  
(iii) Commercial buildings like Hotel/Resorts, Hospital, Shopping Mall/Multiplex, office 
building, public park/monument having connected load of more than 500 KW;  
(iv) Representative Small and Medium Enterprises (SMEs) which have high saving potential. 

2.1.1 Policies to promote energy efficiency and renewable energy by BEE 
(i) Increased industrial energy efficiency: In the major energy-consuming industrial 
sectors, such as cement, steel, aluminum, fertilizers, etc., average specific energy 
consumption has been declining because of energy conservation in existing units, and 
(much more) due to new capacity addition with state-of-the-art technology; (ii) Electricity 
from renewables: The Electricity Act, 2003, requires State Electricity Regulatory 
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Supply Chain Management - Applications and Simulations 

 

86 

Commissions to specify a percentage of electricity that the electricity distribution companies 
must procure from renewable sources. Several Commissions have already operationalized 
this mandate, and also notified preferential prices for electricity from renewables. This has 
contributed to an acceleration in renewable-electricity capacity addition, and over the past 
three years, about 2,000 MW of renewable-electricity capacity has been added in India every 
year, bringing the total installed renewable capacity to over 11,000 MW. Of this, a little over 
7,000 MW is based on wind power. The National Hydro Energy Policy has resulted in the 
accelerated addition of hydropower in India, which is now over 35,000 MW; (iii) Enhancing 
efficiency of power plants: The Electricity Regulatory Commissions are also linking tariffs 
to efficiency enhancement, thus providing an incentive for renovation and modernization. 
New plants are being encouraged to adopt more efficient and clean coal technologies, and 
four new plants under construction have adopted the more-efficient supercritical technology 
for power generation[4]; (iv) Introduction of labeling programme for appliances: An 
energy labeling programme for appliances was launched in 2006, and comparative 
starbased labeling has been introduced for fluorescent tubelights, air conditioners, and 
distribution transformers, (See Fig. 1) providing information about the energy consumption 
of an appliance, and thus enable consumers to make informed decisions; (v) Energy 
conservation building code: An Energy Conservation Building Code (ECBC) was launched 
in May, 2007, which addresses the design of new, large commercial buildings to optimize 
the building’s energy demand; (vi) Energy audits of large industrial consumers: In March 
2007, the conduct of energy audits was made mandatory in large energy-consuming units in 
nine industrial sectors. These units, notified as “designated consumers” are also required to 
employ “certified energy managers”, and report energy consumption and energy 
conservation data annually; (vii) Accelerated introduction of clean energy technologies 
through the clean development mechanism (CDM): Over 700 CDM projects have been 
approved by the CDM National Designated Authority, and about 300 of these have been 
registered by the CDM Executive Board, which have already resulted in over 27 million 
tones of certified CO2 emissions reductions, and directed investment in renewable energy 
and energy projects by reducing the perceived risks and uncertainties of these new 
technologies, thereby accelerating their adoption [4]. 
 

 
Fig. 1. Energy labels for refrigerators and fluorescent lamps 
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2.1.2 Literature review: The contribution of renewable energy to mitigate climate 
change-role of ESCOs in this issue 
Changing smart energy scenario 

Visions are: (i) “Use of advanced technologies to improve the performance of electric utility 
systems to address the needs of society.” (ii) “A fully automated power delivery network, 
ensuring a two-way flow of electricity and information between the power plant and 
appliance, and all points in between. Its distributed intelligence, coupled with broadband 
communications and automated control systems, enables real-time transactions and 
seamless interface among people, buildings, industrial plants, generation facilities and the 
electric network.” - U.S. Department of Energy Grid 2030. (iii) “Its foundation is new 
distributed data communication, computing, and control technologies – efficient transfer of 
data and control from/to/among many field units.” 
As stated in the Third assessment Report of the Intergovernmental Panel on Climate  
Change (IPCC), there is new and stranger evidence that most of the warming observed over 
the past 50 years is attributable to human activities, and that significant climate change 
would result if 21-st century energy needs were met without a major reduction in the carbon 
emissions of the global energy system during this century. Current CO2 emission trends, if 
not controlled, will lead to more than a doubling of atmospheric concentrations before 2050, 
relative to pre-industrial levels[5]. Carbon dioxide, the most important anthropogenic 
greenhouse gas, increased markedly as a result of human activities, and its atmospheric 
concentration of 379 ppmv (parts per million, by volume) in 2005 by far exceeded the 
natural range of 180 to 300 ppmv over the last 650,000 years (CDIAC, 2005). This is being  
a serious challenge to sustainable development, the main strategies to prevent it are:  
(i) More efficient use of energy, especially at the point of end-use in buildings, transportation 
and production processes; (ii) increases reliance on renewable energy resources;  
(iii) accelerated development and deployment of new and advanced energy technologies, 
including next-generation fossil-fuel technologies that produce near zero harmful emissions. 
Due to lack of adequate investments on Transmission and distribution (T & D) works, the  
T & D losses have been consistently on the higher side, and are presently in the range of  
22-23 %. Solar energy has immense potential as the amount of solar radiation intercepted by 
the earth is much higher than the annual global energy use. Large-scale availability of solar 
energy depends on a region’s geographic position, typical weather conditions and land 
availability. Also the amount of final energy will depend on the efficiency of conversion 
device used (such as the photovoltaic cell applied). Implications of renewable energy 
resources are manifold towards climate change reducing CO2 emissions, reducing T & D 
losses by substituting conventional resources, ultimately affecting overall economy of 
hybrid energy system. The appropriate break-up of T & D losses in the Indian Power System 
are as follows: 
 

Transmission Loses  
(400 kV, 220 kV, 132 kV, 66 kV) 4 % 

Distribution Losses 
(33 kV, 11k V and 400 volts) 19 %

 23 %
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Due to lack of adequate investments on Transmission and distribution (T & D) works, the  
T & D losses have been consistently on the higher side, and are presently in the range of  
22-23 %. Solar energy has immense potential as the amount of solar radiation intercepted by 
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Transmission Loses  
(400 kV, 220 kV, 132 kV, 66 kV) 4 % 
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Out of the above loses 19% at distribution level, non-technical commercial losses account for 
about 5%, and thus the technical losses in distribution system may be taken as about 14%. 
PV connected to the electrical system (domestic and small scale) 

Mains connection means that the grid provides a reserve when output from the PV panels is 
not available. As well as acting as a source of electricity in the absence of PV output, the grid 
can also accept spill or surplus electricity generation when the connected load cannot accept 
any further power from the PV modules. This is particularly useful when the panels are 
producing electricity, with little or no available load.  
The grid can absorb PV power that is surplus to requirements very much in the manner of 
a giant battery that is being charged. This excess (or spilled) electricity flows to the grid 
and will automatically replace fossil fuel-generated electricity from the power stations. 
The PV electricity generated carries the additional benefit that it is supplied locally to 
customers and saves the electrical losses that occur in the grid transmission and 
distribution system (as the electricity flows through transformers, wires and cables from 
the power station). Grid-connected systems such as solar PV are described as network or 
grid embedded generation. 
In grid-connected PV systems, the DC output voltage from an array requires to be converted 
to a voltage and frequency that can be accepted by the grid, which is done using a grid-
commutated inverter, which makes sure there is synchronization between the PV electrical 
output and the electricity mains. The excess electricity not used within the buildings can be 
exported to the network and credited, with the agreement of the local electricity distribution 
network operator (DNO) or energy supply company (ESCO). The rate paid for spilled 
electricity will very much depend on the spill payment offered by the ESCO. Suitable 
certified and approved meters are installed to measure the amount of electricity generated 
by the system (generation meter) and spill onto the grid (export meter). 
Under some arrangements, payment is made for the spilled electricity as well as the 
environmental credit or greenness of the electricity generated by the PV system. The PV 
generation meter will register all the electricity generated by the panels. In some areas the 
ESCOs are considering the introduction of net metering systems. In this arrangement 
imported electricity is supplied and charged at the normal tariff rate for the installations, 
but exported electricity is deducted from the imported total and the installation is billed 
for the net balance between the import and exported electricity. It may be possible to have 
a net export of electricity with a payment for the exported balance from the ESCO, which 
is analogous to the energy company’s main import meters running backwards during 
export. 

2.1.3 Proposed research in renewable energy resources-solar energy to develop a 
smart energy scenario to cut CO2 emissions 
Energy produced from renewable energy resources such as solar specifically for example, is 
stored in battery before consumption, which is a solar module, which will be able to supply 
energy uninterupted. The main advantage of the system is that energy production’s 
independence from electricity network. The proposed research is to investigate solar 
irradiance in a particular location and to build solar module at that location of maximum 
irradiance and to measure the solar energy produced and simultaneously send that 
estimated solar energy to a computer through wireless connection or cable. The system will 
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be able to monitor specific types of investments that can be recommended for renewable 
energy resources are: (i) By expanded use of renewable energy resources for example PVs 
for small-scale applications in high-insolation areas can reduce the T & D losses of 
conventional energy resources; (ii) Use of PVs to provide supplementary power on grid-
connected distribution systems, if the peak load matches solar insolation; (iii) To analysis the 
cost proposition for integrating distributed renewable –solar energy resources to the 
electricity grid; (iv) Deploy a Service Value Network for ESCOs in the Smart-Grid 
infrastructure of Hybrid Energy Systems of integrated renewable energy recourses to the 
electricity grid. 

2.1.4 The “smart grid” applications 
Grid-connected applications: There are two main options for feeding PV electricity into 
grid network: (i) Via large central power stations occupying many areas of lands; (ii) Via 
many small grid-connected systems distributed on the roofs of the buildings. Centralized 
PV power stations: Large-scale PV plants connected to the grid will have to compete with 
conventional sources of grid electricity, to become commercially viable to substitute the 
expensive peak-load power plants. This commercial grid-conned applications of PV is cost-
effective in the peak-demand period. Specific Energy Systems Models is a linear programming 
type model that find the optimum combination of generators for a given electricity demand 
(characterized by a load-duration curve) and a given set of environmental restrictions. In 
case of a growth of demand in the electricity network, the capacity in the network should be 
increased. This increase of demand leads to an increase of peak load in the system, where 
this additional load will have to be supplied 100 % by additional plants. Assuming that 
renewable energy generators could take over some part of this capacity expansion, where 
some of the additional energy demanded can be supplied by the renewable energy 
resources. If the additional peak demand, for example, is solar driven, it may be possible 
that the demand will occur at times when the availability of this system is particularly high.  

2.1.5 Prism analysis of EPRI in the context of CO2 reduction in smart-grid scenario 
As per analysis, a Smart Grid could potentially reduce annual energy consumption by 56 to 
203 billion kWh in 2030, corresponding to a 1.2 to 4.3% reduction in projected retail 
electricity sales in 2030 [3]. In addition, a Smart Grid can facilitate greater integration of 
renewable generation resources and greater deployment of plug-in hybrid electric vehicles 
(PHEVs). Both of these mechanisms, while not associated with energy savings, will reduce 
greenhouse gas emissions, insofar as (a) renewables such as wind and solar displace fossil-
burning energy sources and (b) PHEVs avoid emissions from conventional internal 
combustion engines in the transportation sector. The combined environmental impact of 
these seven Smart Grid mechanisms is an estimated annual reduction in greenhouse gas 
emissions equivalent to 60 to 211 million metric tons of CO2 in 2030. As per Prism 
analysis of Electric Power Research Institute (EPRI), the U.S. electricity sector will need to 
rely on a portfolio of technologies to meet future carbon reduction goals, including energy 
efficiency, renewables, nuclear, advanced coal, carbon capture and storage, plug-in hybrid 
electric vehicles, and distributed energy resources. The EPRI Prism chart, shown as Fig. 2, 
illustrates what most industry experts agree: energy efficiency – the top slice of the Prism 
shown in blue – is the most technically and economically viable near-term option for the 
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be able to monitor specific types of investments that can be recommended for renewable 
energy resources are: (i) By expanded use of renewable energy resources for example PVs 
for small-scale applications in high-insolation areas can reduce the T & D losses of 
conventional energy resources; (ii) Use of PVs to provide supplementary power on grid-
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electricity grid; (iv) Deploy a Service Value Network for ESCOs in the Smart-Grid 
infrastructure of Hybrid Energy Systems of integrated renewable energy recourses to the 
electricity grid. 

2.1.4 The “smart grid” applications 
Grid-connected applications: There are two main options for feeding PV electricity into 
grid network: (i) Via large central power stations occupying many areas of lands; (ii) Via 
many small grid-connected systems distributed on the roofs of the buildings. Centralized 
PV power stations: Large-scale PV plants connected to the grid will have to compete with 
conventional sources of grid electricity, to become commercially viable to substitute the 
expensive peak-load power plants. This commercial grid-conned applications of PV is cost-
effective in the peak-demand period. Specific Energy Systems Models is a linear programming 
type model that find the optimum combination of generators for a given electricity demand 
(characterized by a load-duration curve) and a given set of environmental restrictions. In 
case of a growth of demand in the electricity network, the capacity in the network should be 
increased. This increase of demand leads to an increase of peak load in the system, where 
this additional load will have to be supplied 100 % by additional plants. Assuming that 
renewable energy generators could take over some part of this capacity expansion, where 
some of the additional energy demanded can be supplied by the renewable energy 
resources. If the additional peak demand, for example, is solar driven, it may be possible 
that the demand will occur at times when the availability of this system is particularly high.  

2.1.5 Prism analysis of EPRI in the context of CO2 reduction in smart-grid scenario 
As per analysis, a Smart Grid could potentially reduce annual energy consumption by 56 to 
203 billion kWh in 2030, corresponding to a 1.2 to 4.3% reduction in projected retail 
electricity sales in 2030 [3]. In addition, a Smart Grid can facilitate greater integration of 
renewable generation resources and greater deployment of plug-in hybrid electric vehicles 
(PHEVs). Both of these mechanisms, while not associated with energy savings, will reduce 
greenhouse gas emissions, insofar as (a) renewables such as wind and solar displace fossil-
burning energy sources and (b) PHEVs avoid emissions from conventional internal 
combustion engines in the transportation sector. The combined environmental impact of 
these seven Smart Grid mechanisms is an estimated annual reduction in greenhouse gas 
emissions equivalent to 60 to 211 million metric tons of CO2 in 2030. As per Prism 
analysis of Electric Power Research Institute (EPRI), the U.S. electricity sector will need to 
rely on a portfolio of technologies to meet future carbon reduction goals, including energy 
efficiency, renewables, nuclear, advanced coal, carbon capture and storage, plug-in hybrid 
electric vehicles, and distributed energy resources. The EPRI Prism chart, shown as Fig. 2, 
illustrates what most industry experts agree: energy efficiency – the top slice of the Prism 
shown in blue – is the most technically and economically viable near-term option for the 
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electric power industry to reduce its carbon footprint [1]. As per view of EPRI, an integrated 
set of four building blocks constitutes an emerging infrastructure that can make energy 
efficiency more dynamic and robust over time, substantially expanding its potential [2], 
which are: (i) Communications infrastructure to allow bi-directional flow of information 
between electricity suppliers and consumers; (ii) Innovative rates and regulation to provide 
adequate incentives for energy efficiency; (iii) investments for electricity suppliers and 
consumers. This can encompass the promulgation of innovative retail rate design structures 
such as time-of-use or dynamic pricing, which provide electricity customers with rates that 
correspond to wholesale market conditions. It also includes regulatory structures that 
encourage utilities to pursue energy efficiency, such as shareholder incentive mechanisms; 
(iv) Smart end-use devices that are energy-efficient and able to receive and respond to real-
time signals; (v) Innovative markets to ensure that energy efficiency measures instituted by 
regulation become self-sustaining in the marketplace. This can encompass the promulgation 
of progressive energy efficiency programs – implemented by utilities, state agencies, or 
other entities – and codes and standards that transform the market for energy efficient 
products and services. 
 

 
Fig. 2. EPRI 2008 Prism – technical potential for CO2 reductions in US electric sector 

From a utility’s perspective, a Smart Grid can be viewed as a means to further five primary 
Goals such as: (i) Enhance Customer Service; (ii) Improve Operational Efficiency; (iii) Enhance 
Demand Response and Load Control; (iv) Transform Customer Energy Use Behavior; and 
(v) Support More Utility Energy Efficiency Investment (See Fig. 3). As demonstrated in the 
Fig. 4, some of the energy savings and carbon reduction benefits overlap across the various 
goals. For example, indirect feedback to customers via improved billing is related to 
improvements in operational efficiency and to transforming customer energy use behavior. 
In addition, greater options for dynamic pricing and demand response are related to 
enhancing customer service as well as to enhancing demand response [2]. 
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Fig. 3. Utility smart grid goals: All paths lead to carbon reductions 

 

 
Fig. 4. Summary of energy-savings & carbon-reduction mechanisms enabled by a smart grid 
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2.1.6 Proposed methodology 
(a) To identify the break-even point for integration; (b) Technology upgradation: (i) 
Creation of a Standardized Interface and testing of that interface regarding hybrid energy 
system integration; (ii) Usage of A high-voltage, direct current (HVDC) electric power 
transmission system: HVDC uses direct current for the bulk transmission of electrical 
power, in contrast with the more common alternating current systems. Also, for long-
distance distribution, HVDC systems are less expensive and suffer lower electrical losses. 
Hence usage of HVDC in the context of renewable energy integration to electricity grid and 
vice-versa is proposed; (iii) Super conductor research: This is encouraged as transmission 
loss is reduced while transmission through super conductor and hence this research in the 
context of renewable energy integration to electricity grid and vice-versa is proposed; 
(c) Incorporating NASA Surface Meteorology and Solar Energy Data on Solar Energy 
Resources to estimate the solar energy potential at a particular latitude and longitude [7]; (d) 
Select Renewable Energy and Energy Efficient Systems (REEESs) whose market potential is 
to be mapped. Priority to be given to systems which are more promising for large scale 
application but present utilization is far below the potential; (e) Identification of all relevant 
factors affecting the market potential or acceptance level for any new REEESs under 
consideration; (f) Assess the significance level of each identified factor for the specific cases 
and assign the multiplication factor considering their availability, local, social and 
environmental conditions. Thus develop a scientific, elaborative, convenient and yet 
practically applicable method to calculate the Acceptance Index (AI)[7]; (g) Collection of 
relevant primary data from representative number of locations distributed over the 
geographic region, viz. the North Eastern Region of India. Test the kit with primary data so 
obtained for statistically representative locations. Make necessary modifications. 

2.1.7 Cost proposition for integrating distributed renewables-solar energy resources 
to electricity grid 
1. Cost of renewable energy at the point of demand 
Cost of Renewable Energy at the point of Demand = Installation Cost + Transmission Cost 
Where Installation Cost = Efficiency of the System + Area of the System 

2. Cost of extension of grid to point of generation of solar energy 
On the Map nearest Grid Point has to be located 
System Cost + Extension of Grid to the Point of Generation 
= Fixed Cost + Variable Cost + Energy Transmission Loss + Generation Efficiency + 
Installation Cost [Transmission line gap fill-up cost] 

3. Social cost 
Market price of conventional energy resources 
Conventional Power Generation Cost + profit + social cost = Market Price (MP) 
Market price of non conventional energy resources-renewable 
Non Conventional Power Generation Cost + Profit – Social Benefits = Market Price (MP) 
Environmental costs: Conventional power generation creates ‘Social Costs’ which are not 
included in the price of electricity. These social costs include damage done to the 
environment by acid rain and global warming, and effects on human health due to toxic 
emissions such as sulphurous and nitrous oxides.  
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Market price will then be set on equal plane if social cost of conventional energy resources 
can be given as subsidies to non conventional energy resources to replace conventional 
energy resources with non conventional –renewable energy resources. In this scenario, real 
completion of renewable is possible with conventional and renewable energy resources can 
compete farley with conventional energy resources. 

2.1.8 Challenges faced by power companies and ESCOs 
Environmental legislation in most industrialized countries calls for an increase in the 
production of renewable energy. The decentralized nature of facilities that produce green 
energy (solar energy), where Green Energy or Sustainable Energy-is the energy already 
passing through the environment as a current or flow, irrespective of there being a device 
to intercept and harness this power; compounded by natural fluctuations in power 
output, make it difficult for a power company to gather, validate, and deliver power-
capacity data. Hence, estimation of reasonably accurate capacity forecasts is a greater 
challenge along with the changes in government policies that result in changes to 
subsidies and tax breaks granted to producers of green energy. Enterprise services into 
composite application of mainstream power business enable a power company to reliably 
gather green-energy data from disparate sources and to embrace change in the fast-
moving green-energy part of its business. A power company needs timely information on 
its current and anticipated future capacities of green energy – a task that is extremely 
difficult to fulfill with error-prone manual and semiautomatic methods. Data sources 
typically include standard software solutions and a number of non-standard applications 
plus nonstandard databases run by the company’s smaller suppliers of green energy. They 
may even include arrays of solar panels operated by individuals who merely have a 
separate electricity meter that relays data to the power company in real time. Collecting 
complex data from disparate sources such as these and then aggregating and validating all 
relevant data requires a tremendous amount of effort plus time-consuming communication. 
Also green energy is popular; a growing number of customers are prepared to pay a 
premium for “clean” power. To sharpen its competitive edge in a highly competitive and 
sometimes volatile market, a power company wants to deploy a solution designed to ensure 
the quality and currency of data; to automate the tasks of data gathering, aggregation, 
validation, and presentation; and to ensure sustained regulatory compliance [7]. Supply 
Chain Network of ESCOs should be integrated with the Network of energy trading 
Companies in Smart-Grid of hybrid energy system with the implications of treating energy 
trading companies as ESCOs.  

2.1.9 SOA basic concepts 
Service Oriented Architecture (SOA) is a business-centric IT architectural approach that 
supports integrating the business as linked, repeatable business tasks or services. SOA helps 
users build composite applications which draw upon functionality from multiple sources 
within and beyond the enterprise to support horizontal business processes. A composite 
application is a set of related and integrated services that support a business process built on 
SOA. As a gross generalization, a service is a repeatable task within a business process. 
Identification of business processes and then identification of set of tasks within that each 
process. Next tasks are defined as services and the business process is a composite of 
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services. The Service Oriented Modeling and Analysis (SOMA) technique is an approach 
which has been devised to help to identify the appropriate granularity and construction of 
services derived from the business design. Service orientation is a way of integrating the 
business as a set of linked services. A Service Oriented Architecture, then, is an architectural 
style for creating an enterprise IT architecture that exploits the principles of service 
orientation to achieve a tighter relationship between the business and the information 
systems that support the business. Finally, SOA-based enterprise architecture will yield 
composite applications. A Service Oriented Architecture (SOA) is set of principles that 
define an architecture that is loosely coupled and comprised of service providers and service 
consumers that interact according to a negotiated contract or interface. These services 
provide the interfaces to Applications in the IT landscape. The primary goal of SOA is to 
expose application functions in a standardized way so that they can be leveraged across 
multiple projects. This approach greatly reduces the time, effort and cost it takes to maintain 
and expand solutions to meet business needs [12]. 

2.1.10 Role of enterprise service bus (ESB) in SOA configuration 
ESB provides a comprehensive, scalable way to connect a large number of applications 
without the need for each pair of applications to make a direct connection. Such a direct 
connection between two applications is called a point-to-point connection. In Web Services, 
the connection between the service consumer application and the service provider 
application is “point to point”. The point-to-point connection approach does not scale well 
because the number of applications involved in the integration increase; therefore, this 
integration approach is not suitable for a large enterprise where a large number of 
applications need to be integrated. The faturesof ESB are as: (i) An enterprise service bus 
(ESB) is the infrastructure of SOA; (ii) Its purpose is to provide interoperability 
(connectivity, data mapping, and routing) combined with some additional services such as 
security, monitoring, and so on; (iii) An ESB can be heterogeneous. Basic Services are 
services that each provide a basic business functionality, which provide the first 
fundamental business layer for one specific backend or problem domain. The role of these 
services is to wrap a backend or problem domain so that consumers (and high-level 
services) can access the backend by using the common SOA infrastructure. Hence, by 
introducing basic services, we get the fundamental SOA. With basic services introduced, 
service consumers can use an ESB to process the business functionality that one back end is 
responsible. 

2.1.11 Business problems addressed by SOA 
A large organization typically has many relationships with external business entities such as 
business partner and suppliers. Theses relationships are fluid in nature and frequently 
change for which a new approach is required to meet these fast-changing business 
conditions to provide flexible, agile IT systems that could meet theses fast-changing 
business needs of the time. SOA answer the problem with an emphasis on agile IT system 
through the use of reusable components. In this architecture, computer programs or 
components developed instead of solving a specific business problem, provide some generic 
functionality, where theses component can be threaded, linked, or integrated in a specific 
order or configuration to meet a specific business need. If the business requirement changes, 
there is no need to develop a new computer program and the system can be reconfigured to 
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meet the new business requirement. Generally, the different kinds of technological 
heterogeneity exist in a large enterprise, which are as following: (i) Middleware heterogeneity: 
Generally in a large enterprise, more than one type of middleware is being used and two 
mot common types of them are application servers and message-oriented middleware 
(MOM);(ii) Protocol heterogeneity: This heterogeneity refers to the different transport 
protocols being used to access the services offered by various applications; (iii) Synchrony 
heterogeneity: There is always a need to support both synchronous and asynchronous 
interactions between applications, which leads to a situation where the types of interaction 
supported by the two applications that wish to interact do not match; (iv) Diversity of data 
formats: Most of the time the data is dependent on the middleware being used, also can 
cause a problem if two applications that wish to interact support different data formats; 
Diversity of interface declarations: There are large difference in the way the service 
interfaces are declared and used to invoke a service; No common place for service lookup: 
Sometime there are no common place to look up services to deal with the diversity of 
services in a large enterprise. 

2.1.12 SOA-energy portal (EP) 
Creating a SOA-EP onto a Smart Device for power generation, transmission and distribution 
companies and Energy Service Companies (ESCOs) will help to reference real-time data 
related to power generation, transmission and distribution and peak load scenario of 
different utility consumers from diverse sources; for which SOA-EP features a unification 
server. This unification server includes a collaboration component, supporting real-time 
collaboration among various ESCOs and power plants at different sites via virtual rooms 
and different collaboration tools. Also the supply chain capabilities of individual supply 
chain members of various renewable and nonrenewable energy sources are brought 
together through mapping of Supply Chain Configuration Framework for renewable and 
nonrenewable Energy sources to enable joint decision making and technological 
implementation of decisions. Cross-enterprise functionality of State Grid with the remote 
renewable energy sites and nonrenewable energy sites has to be efficiently shared 
information cross all the departments and power generation plants and transmission and 
distribution network and also to work seamlessly with ESCOs and suppliers and 
communicate easily with industrial and domestic energy customers. This state grid can 
interact with entities outside it i.e. can integrate with renewable and nonrenewable energy 
sources i.e. entities outside the boundaries of state grid and interaction has to be done to 
complete and succeed globally. 

2.1.13 Solution through SOA 
An intelligent electricity solution created on IBM’s integrated, open-standards-based Service 
Oriented Architecture (SOA), connectgaia.com (Fig. 5) enables the Intelligent Grid work, to 
the advantage of all stakeholders – maintaining balance of electricity supply and demand in 
real time; allowing consumer participation in optimizing power and saving expenses 
through improved visibility; offering valuable demand response flexibility at relatively low 
cost. It will enable the creation of an intelligent power network that will pool dispersed and 
diverse resources and form a network that communicates and is in synergy with nature. The 
convergence of IT and Power Highway, the birth of an intelligent grid, that is alert, smart 
and communicates end to end.  
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Fig. 5. Connectgaia.com architecture enabling Demand Response Module (DRM) & Energy 

3. Conclusions 
A smart-energy market where an integrated renewable energy system into the smart-grid –a 
service oriented architecture can be designed to assess market potential of conventional 
versus renewable via acceptance index which is accessible to a mobile device or any smart 
device into a single entry point to the utility customer for efficient reliable use of energy 
resources in the context of environmental pollution control scenarios reducing Grren House 
Gas(GHG) in the context of Kyoto Protocol for rural and urban sustainable development. In 
addition, ‘Hybrid systems’ also have enormous potential for remote areas. Wind turbines, 
possibly with additional solar resources, are used in conjunction with back-up diesel 
generators, which operate as required. The renewable sources typically supply 60-85 % of 
energy. Existing renewable energy systems and DG sets are not adequate to fulfill the actual 
demand of electricity at Sagar Island. Hence, more Solar Photovoltaic (SPV) and wind 
energy is required to be installed and which would be Grid-Conned via Eastern Regional 
Grid to form an unified Smart-Grid System, through which extra renewable energy after 
fulfilling the consumers demand of Sagar Island will be exported to the conventional 
National Grid and vice versa when there will be shortage of hybrid renewable energy 
sources to satisfy the needs of the customers of Sagar Island. Also intermittent supply of 
SPV and wind energy and other renewable sources should be fully utilized. Deployment of 
Service-Oriented-Architecture (SOA) will be based on the topology of this Hybrid 
Renewable Energy Systems and also Grid-Interactive Solar Energy System or Solar-Wind 
integrated System, which may be distributed but can be mapped for feeding into the 
National Electricity Grid through proper deployment of SOA. 
A smart-energy market where an integrated hybrid energy system of renewables and 
conventional resources together, with the services of Energy Service Companies (EESCOs) 
can have impact to reduce CO2 in the by replacing conventional with renewable. A Smart-
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Grid scenario of integrated renewable energy system into the conventional electricity grid 
can be proposed and in this scenario, service value network of ESCOs in the Super Smart-Grid 
of Hybrid Energy System enabled with energy efficiency and energy conservation (ENCON) 
measures can optimize the demand for power in peak demand period to tackle the power 
failure synchronizing with the suitable location of insolation in case of electricity driven by 
solar energy resources as for example. A cost proposition of renewable energy resources can 
have impact to substitute conventional energy resources in the peak load scenario also 
thereby reducing T & D losses of conventional system ultimately. Supply Chain Network of 
ESCOs facing challenges which can be resolved bywith the design and testing of common 
Grid standardized Interface for integrated operations of tapping solar, bio, wind energy 
resources. Renewables can be coupled with energy efficiency measures along with strong 
environmental measures to go hand-in–hand with economic and social benefits. 

4. Case studies 
Case study 1: Objective of the proposed sample project 
The Energy Study in Selected Char Villages of Malda to set up a solar power plant to 
integrate it to the conventional electricity grid with the projected findings of current and 
future energy demand synchronized with the current and future population along with 
their growth rate percentage in 2009, 2011 and 2021 respectively. 
Sample specifications and features of solar power system 
NASA Surface Metrology and Solar Energy Data for Solar Energy Resources is used to find 
out the exact solar radiation estimation at a particular latitude & longitude of the Malda 
District of West Bengal. A proposed research background is discussed with an Energy 
Optimization Model for accessing Market Potential Mappings (MPMs) of solar energy 
resources specifically through calculating Acceptance Index(AI) [7], [8], [9], [10], [11], 
considering socio-economic and environmental parameters of utility consumers utilizing 
NASA Solar Meteorology and Surface Energy Data in the context of East India as an 
experiment for application of pervasive computing technologies in energy & utility sector 
for sustainable rural and urban development in the era of future next generation smart-grid 
[7]. (See Appendix) 
Case study 2: Objective of the proposed sample project 
To set up reliable Hydro Power Supply System having dual sources of 3 kWe Aero Generator 
and 3 kWp PV Array for ensuring power supply operations. 
Scope of work  
The work involves: (a) timely procurement and transportation to site in properly packed 
condition of all equipment, materials and miscellaneous item required to complete the 
project; (b) design, manufacture, supply, installation, testing, commissioning and five years 
trouble free maintenance of two numbers Hybrid Power Supply System to be installed at 
two different schools under Sagar Block of South 24 Parganas District, West Bengal. 
Sample specifications and features of wind-solar hybrid power system 
The equipment and materials for Wind-Solar Hybrid Power Supply System shall include but 
not limited to the following: (a) Aero generator with blades, Gear driver train, shaft, Alternator 
and Yawing Mechanism; (b) Twisting cable, Tower Control Box with control switch; 
(c) Hinged type Tower with pin pole, if any; (d) Indoor JB and Control Switch; (e) Guy ropes 
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and Guy anchors; (f) Aero Generator Isolating Switch’ (g) PV Modules (Poly/mono crystalline 
or Thin film); (h) Module Mounting Structures and frames; (i) Module Interconnecting 
Junction Boxes; (j) PV Array Isolating Switch; (k) Wind-Solar Hybrid Charge controller; 
(l) Battery Bank; (m) Battery Isolating Switch; (n) Inverter’ (o) Inverter Isolating Switch; 
(p) AC Power Distribution Board; (q) Data Logger with all transducers for measurement of 
wind, solar, voltage, current, temperature etc.; (r) Cable & Wires; (s) Earthling system 
including Lighting & Surge Protection arrangement; (t) Civil works for foundation of Tower; 
(u) Civil foundation for Guy Anchors’ (v) Civil work for Foundation of PV Array; (w) Tool 
Kits; (x) Users Manual; (y) Spares. All civil works associated with the installation and 
commissioning of Aero Generator System and PV Array shall have to be done by the 
Contractor. 
Case analysis of Moushuni solar PV power plant 
West Bengal Renewabl Development Agency (WBREDA) has set up a 53.5 kWp Solar PV 
Power Plant with an integrated daytime water supply system at village Bagdanga of 
Moushuni Island. Total population of this island is about 20,000. Primarily 300 families will 
be benefited with this Power Plant (See Fig. 12). Moushuni Island is a small picturesque 
island situated near Sagar Island and between Muriganga and Chinai rivers but very close 
to Bay of Bengal. (A 20 kW Biomass Gasifier System is recommended to give back-up to this Hybrid 
Renewables System for a reliable electric supply during shortage of intermittent renewable like solar, 
wind) 
WBREDA in Eastern part of India is trying to electrify remote isolated islands through 
hybrid renewable energies. The proposition is to optimize that hybrid renewable energy 
plants of  remote islands so that it can be grid-connected to feed the extra renewable after 
optimized use at those islands and vice versa. The aim isto design, develop and successfully 
deploy a modular solution for an existing renewable power plant operated by WBREDA, 
located at Moshuni Island, in Sundarbans of West Bengal, India.  
Objective of the Project: Objective of the Project is (i) To Install Grid Interactive Operation of  
Hybrid Solar Photovoltaic (SPV), wind, bio-mass System at Moushuni Island; (ii) To ensure 
the reliability and efficiency of the system to optimize the utilization of the hybrid 
renewable energy sources; (iii) To design, fabricate and deply reliable power electronic fron-
end interface with modular hardware; (iv) This modular hardware is made indigenously for 
converting power output from multiple small-scale renewable energy sources and storage 
elements into usuable voltage and frequency levels.  
Problems: (i) The existing components in the existing system in Moushuni Islands for 
tapping sources like solar, biomass, wind etc. are not uniformly designed for integrated 
operation;  (ii)  Issues of maintenance, service and spares tend to reduce availibility of theses 
power plants.  
Solutions: All interfaces need to be on a common AC link, which also serves as the feeder to 
the loads. A universal interface for hybrid renewable energy sources with technology for 
integrated operation is required. 
Technical Features are as follows (i) Maximum Power Point Tracking for wind electric 
generator (WEG) systems; (ii) MPPT for solar PV panels; (iii) Parallel operation of load side 
inverters; (iv) Parallel operation of battery chargers.  
Input Side Features: The universal 10kW power electronic Basic Interface Module (BIM) with 
capability to interface with solar panels (variable current, DC), battery bank (fixed voltage, 
variable current, DC), wind generators (variable frequency, variable voltage AC), AC 
generator working from bio-mass(variable frequency, variable voltage AC) on the input side.  
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Output Side Features: The fixed frequency, fixed voltage AC link on the output side. 
Control Algorithm: The control algorithm will ensure integrated operation of all the interface 
modules connected in parallel so as to feed a 20 kW load (Max.), to the feeder. Specific 
modules will be programmed with suitable control algorithms, which can be used to extract 
maximum power from a SPV source or WEG. A central controller is proposed to ensure the 
integrated operation of the power system and to realize user interface. (see Fig. 6). 
 

  
Fig. 6. Scheme of BIM and Digital Controller for Grid-Connected System at Moushuni 
Islands 

Block diagram for BIM, digital controller proposed to be installed at Moushuni Island 
Basic Interface Module (BIM): BIM is a back-to-back, three limb, two-level Voltage Source 
Inverter (VSI) topology sharing a common DC bus. This basic module can be customized 
through controls to fit the interfacing requirements of the known sources of renewable 
energy.  
Topology for BIM: A four-wire topology needs to be used. As the BIM is proposed to have a 
three-limb topology, the four-wire AC output is to be realized through delta-star coupling 
transformers. 
Fig. 7, 8 are the illustration for the Basic Interface Module (BIM) & Assembled and Tested 
units Proposed to be installed at Moushuni Island to control the solar-wind hybrid power 
plant for optimized use of renewable energy resources generated in the plant throughout 
the year to be grid-connected if required.  
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integrated operation of the power system and to realize user interface. (see Fig. 6). 
 

  
Fig. 6. Scheme of BIM and Digital Controller for Grid-Connected System at Moushuni 
Islands 

Block diagram for BIM, digital controller proposed to be installed at Moushuni Island 
Basic Interface Module (BIM): BIM is a back-to-back, three limb, two-level Voltage Source 
Inverter (VSI) topology sharing a common DC bus. This basic module can be customized 
through controls to fit the interfacing requirements of the known sources of renewable 
energy.  
Topology for BIM: A four-wire topology needs to be used. As the BIM is proposed to have a 
three-limb topology, the four-wire AC output is to be realized through delta-star coupling 
transformers. 
Fig. 7, 8 are the illustration for the Basic Interface Module (BIM) & Assembled and Tested 
units Proposed to be installed at Moushuni Island to control the solar-wind hybrid power 
plant for optimized use of renewable energy resources generated in the plant throughout 
the year to be grid-connected if required.  
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Fig. 7. BIM 

 

 
Fig. 8. Assembled and tested units at WBREDA- the illustration of the distribution board 
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Case analysis of energy scenario at Sagar Island 
The island is separated from the mainland by Hooghly and Muriganga rivers and surface 
transportation is a major bottleneck for development of this area. The journey to Sagar 
Island from Calcutta involves 90 Km of road journey and 6 Km of boat journey (up to 
Kachuberia). The total length of black topped, semi metal and unpaved kutcha roads are  
35 Km, 49 Km and 464 Km, respectively. 
Problem Statements: (i) To reduce the generation cost by adding auxiliary sources of energy; 
(ii) To eradicate the barriers of non-reliability due to unpredictable availability of renewable 
energy sources, where wind is more unpredicted in nature than solar; (iii) Biomass is 
available during monsoon but contains lots of moisture which affects the system, but 
availability of wind is better in monsoon; (iv) There is no optimized operating zone. 
Proposed main activities for the above two cases  
(i) A Service-Oriented-Architecture (SOA) can be deployed for the proposed Hybrid 
Renewable Energy Systems integrating to the National Grid in Eastern Part of India, 
considering isolated Sundarban Islands, (here Sagar Island & Moushuni Island is 
considered) [7],[9],[10]; (ii) The similarity between the monthly availability of different 
renewable resources can be expressed in terms of correlation of hourly energy availability; 
(iii) Biomass supply chain should be maintained from energy security point of view;  
(iv) Diesel back-up must be maintained to cater demand in case of shortage of estimated 
renewable energy.  
Decentralized solar energy for village electrification 
The parameters for Green Grid in village electrification: The proposes methodology for 
the Green Grid in village electrification is considering following parameter such as:  
(a) Identification of parameters such as: (i) Economic: Cost of product, maintenance and 
operating cost, prevailing subsidy, tax benefits, benefit due to absence/lesser amount (than 
fossil-fuel-run equivalent system) of social/scarcity/opportunity cost, resale value, etc. – all 
in annualized quantities; (ii) Social: Energy habit of the customer, social custom, aesthetic 
value of the product, customers goodwill for reasons such as lowering of pollution by use of 
these “green systems”, political goodwill/propaganda, population density & accessibility of 
the location, grid connectivity, etc. and (iii) Environmental: Availability of solar radiation and 
other environmental conditions that would significantly affect the performance of the SPV 
system in consideration. (b) Quantification of each parameter should also take care of three 
levels of awareness of the target population, such as, Willingness for Power- A: Very 
Willing; B: Somewhat Undecided; C: Unwilling. Also considering parameters (i) Totally 
un-aware; (ii) Aware but not yet totally realized; and (iii) Totally aware and realized. (c) A 
reasonable time frame based on: (i) Estimated product-life; (ii) The life of the technology; and (iii) 
Other factors (viz. the dynamic nature of the above mentioned parameters, the replacement 
frequency that depends on general habit of the users etc.) Also considering Supply Time-A: 
24 Hour Supply; B: Fixed Time Supply; C: Any Time Supply [see Appendix Table 6 & 
Table 7 for Sagar Islands for Commercial and domestic Consumers]. 
Case example of software utilization-SAP-APO for ESCOs 
The SAP-Advance Planner & Optimizor (APO), the Supply Chain Management (SCM) 
initiative by SAP can be recommended in this Service Value Network of ESCOs to meet the 
challenges of managing the entire supply chain from end-to-end to meet the demand of 
utility consumers peak demand period as well as in power failure by ESCOs; because with 
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SAP-APO, SAP combined the ERP executing power of the SAP R/3 system with advanced 
data analysis [6]. 

5. Appendixes 
Following is the surveyed and tested data for villages under Malda District of West 
Bengal, India for the project Specified in Case Study 1 with steps as: (i) Table 1 refers, to 
control the Market Price of Renewables in socio-economic [7] parameters using Algorithm 
of Acceptance Index(AI) [7], [8], [9], [10], [11]; (ii) Estimated Solar Radiation at a particular 
Latitude 25 and Longitude 87 provided as a sample at a particular point of the above 
mentioned Malda District along with, details of climate data at that location of earth 
throughout the year (See Table 2); (iii) Table 3: Socio-economic pattern of the same 
population of the above mentioned village; (iv)Table 4: Estimation of Latitude, Longitude, 
& Elevation in details for each block, gram panchayet under each village of the Malda –
West Bengal-India; (v) Table 5: Projected population & energy demand by that population 
with growth rate percentage in details. Table 6 & Table 7: System Study for Modernization 
of Distributed Systems at Sagar islands –Load Demand Survey for Commercial  & Domestic 
Consumers for respectively along with the parametes specified. 
 

 
Table 1. Algorithm for acceptance index [7], [8], [9], [10], [11] 

Power Optimization of Energy Service Companies (ESCOs) in  
Peak Demand Period Based on Supply Chain Network   

 

103 

 
 

Sample of NASA Surface Meteorology and Solar Energy Data for Northeast India-Malda 
District of West Bengal 

 Unit Climate data 
location 

Latitude °N 25 

Longitude °E 87 

Elevation m 37 

 

Heating design temperature °C 12.70 

Cooling design temperature °C 31.26 

Earth temperature amplitude °C 15.95 

Frost days at site day 0 

NASA Surface meteorology and 
Solar Energy: RETScreen Data 

Month Air 
temperature

Relative 
humidity

Daily solar 
radiation - 
horizontal

Atmospheric 
pressure 

Wind 
speed

Earth 
temperature

Heating 
degree-

days 

Cooling 
degree-

days 

 °C % kWh/m2/d kPa m/s °C °C-d °C-d 

January 17.6 47.9% 4.25 99.3 1.7 19.3 27 237 
February 20.7 43.5% 5.30 99.1 2.1 23.5 2 302 
March 25.1 40.4% 6.27 98.7 2.1 28.8 0 465 
April 26.6 58.0% 6.70 98.4 2.6 29.8 0 499 
May 26.6 76.8% 6.51 98.2 3.0 28.8 0 517 
June 27.6 82.9% 5.39 97.8 2.9 28.9 0 527 
July 27.4 85.7% 4.39 97.9 2.5 28.3 0 538 
August 27.4 84.9% 4.44 98.0 2.1 28.1 0 539 
September 26.3 84.3% 4.12 98.4 2.0 27.0 0 493 
October 24.2 76.9% 4.86 98.8 1.6 24.9 0 450 
November 21.6 57.5% 4.72 99.2 1.6 22.3 0 359 
December 18.9 49.3% 4.17 99.4 1.6 20.1 7 284 
Annual 24.2 65.7% 5.09 98.6 2.1 25.8 36 5210 

Measured 
at (m)     10.0 0.0   

 
 

Table 2. Sample of climate data estimation of solar radiation [10], [11] 
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Table 2. Sample of climate data estimation of solar radiation [10], [11] 
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Village name Pancha-
nandapur

Jamai  
Para 

Peyari  
Pola Mangadpur 

Geographical Area sq. km     

Gram Panchayet name Pancha-
nandapur

Pancha-
nandapur

Pancha-
nandapur Hamidpur 

Population - Male nos.     

Population - Female nos.     

Population - Total nos. 240 126 146 218 
Population - School  
Going Children nos. 80 36 46 35 

Population - SC nos.  126 101 95 
Population - ST nos.     

Population - Lit. Male nos. 75 29 55 40 
Population - Lit. Female nos. 46 21 44 21 
Population - Lit. Total nos. 121 50 99 61 
Population - Agri /lab nos. 45 23 29 42 
Population - Fishing nos. 0 1 0 0 
Population - Others nos. 0 2 0 1 
Population - Working Total nos. 45 26 29 43 
Total Income rs. 59000 32700 38800 63700 
No of Families nos. 45 26 29 43 
Avr. Income per Family rs. 1311 1258 1377 1481 
Average Monthly  
Fuel Requirement      

a) kerosene litres 4.7 2.9 4.9 5.04 
b) fuel wood kg 115.5 85.3 93.1 172.5 
No. of Points required      

a) Fan nos. 55 47 30 71 
b) Light nos. 113 60 59 103 
c) TV nos. 18 19 3 34 
Electrical Load      

a) Fan (@ 60 W each) kw 3.3 1.9 1.2 2.84 
b) Light kw 11.3 6 5.9 10.3 
c) TV kw 4.3 4.5 0.72 8.16 
d) Total kw 18.9 12.4 7.82 21.3 
e) Summer (3 Hrs/day for  
6 months) kwh/month 9612 6696 4222.8 11502 

f) Winter (3 Hrs/day for  
6 months) kwh/month 9612 6696 4222.8 11502 

h) Total (S:1602 ; W:1602) kwh/year 19224 13392 8445.6 23004 
 

Table 3. Estimation of socio-economic parameters [11] 
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NASA Surface Meteorology and 
Solar Energy Data Block Gram Panchayet Char Village 

Latitude Longitude 

Elevation 
(ft) 

Kaliachak-ii hamidpur harutola 24°55'01.45"N 88°01'20.86"E 93 
Kaliachak-ii hamidpur khatiakana 24°55'17.99"N 88°02'45.23"E 69 
Kaliachak-ii hamidpur mangadpur 24°57'08.45"N 87°57'15.32"E 97 
Kaliachak-ii hamidpur janki sorkar 24°54'06.43"N 87°57'19.39"E 75 
Kaliachak-ii hamidpur sripur 24°53'46.48"N 87°57'19.39"E 78 
Kaliachak-ii hamidpur hallas tola 24°52'16.43"N 87°57'19.39"E 88 
Kaliachak-ii hamidpur katlamary 24°51'26.53"N 87°57'19.39"E 85 
Kaliachak-ii hamidpur jugal tola 24°55'01.40"N 87°52'15.37"E 92 
Kaliachak-ii panchanandapur sibu tola 24°56'04.00"N 87°59'33.94"E 76 
Kaliachak-ii panchanandapur jamai para 24°57'05.08"N 87°57'39.98"E 84 
Kaliachak-ii raj nagar naya gram 24°55'08.27"N 87°51'11.45"E 75 
Kaliachak-ii raj nagar charbabu pur 24°55'08.27"N 87°51'11.45"E 69 
Kaliachak-ii raj nagar napitpara 24°55'01.41"N 87°52'12.47"E 97 
Manikchak dakshin chandipur jitentola 24°03'47.50"N 87°53'12.36"E 95 
Manikchak dakshin chandipur gudurtola 24°13'01.55"N 87°57'20.36"E 85 
Manikchak dakshin chandipur raghunathtola 24°15'06.48"N 87°57'25.26"E 79 
Manikchak dakshin chandipur aaikattola 24°55'01.45"N 87°57'12.36"E 81 
Manikchak dakshin chandipur master tola 24°55'04.40"N 87°57'39.90"E 88 
Manikchak dakshin chandipur jagabandhu 25°50'53.61"N 85°57'37.36"E 79 
Manikchak dakshin chandipur jadutola 25°55'43.55"N 86°55'42.46"E 75 
Manikchak dakshin chandipur raghu tola 25°51'41.50"N 87°56'47.26"E 81 
Manikchak dakshin chandipur bhabani tola 24°00'42.74"N 87°57'88.06"E 84 
Manikchak dakshin chandipur sadhucharantola 24°05'41.75"N 87°57'12.36"E 97 
Manikchak dakshin chandipur samastipur 25°04'43.61"N 87°47'09.37"E 85 
Manikchak dakshin chandipur paschimnarayanpur 25°12'58.50"N 87°48'40.51"E 82 
Manikchak dakshin chandipur kartik tola 25°12'58.50"N 87°48'40.51"E 83 
Manikchak dakshin chandipur chabilaltola 24°55'25.57"N 87°57'06.73"E 75 
Manikchak hiranandapur sonar tola 24°49'26.38"N 87°58'13.61"E 90 
Manikchak hiranandapur nathuram tola 24°55'01.45"N 87°57'12.36"E 76 
Manikchak hiranandapur rekha tola 24°55'31.35"N 87°51'11.26"E 77 
Manikchak hiranandapur lalmohan tola 24°55'21.55"N 87°58'42.66"E 78 
Manikchak hiranandapur ramananda tola 24°55'31.35"N 87°52'32.46"E 94 
Manikchak hiranandapur natun tola 24°°52'22.45"N 87°50'13.66"E 85 
Manikchak hiranandapur raghubirtola 24°51'07.45"N 87°51'17.76"E 87 
Manikchak hiranandapur fulchand tola 25°11'56.40"N 87°55'16.39"E 79 
Manikchak hiranandapur someswar tola 25°04'40.70"N 87°51'12.52"E 78 
Manikchak hiranandapur sankar tola 24°55'01.35"N 87°57'12.36"E 87 
Manikchak hiranandapur fuluktola 24°55'23.45"N 87°57'12.36"E 86 
Manikchak hiranandapur amirchandtola 24°51'01.45"N 87°57'12.36"E 85 
Manikchak hiranandapur bipin tola 24°45'01.34"N 87°51'08.26"E 83 

Table 4. Estimation of latitude, longitude & elevations [10], [11] 
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Manikchak hiranandapur lalmohan tola 24°55'21.55"N 87°58'42.66"E 78 
Manikchak hiranandapur ramananda tola 24°55'31.35"N 87°52'32.46"E 94 
Manikchak hiranandapur natun tola 24°°52'22.45"N 87°50'13.66"E 85 
Manikchak hiranandapur raghubirtola 24°51'07.45"N 87°51'17.76"E 87 
Manikchak hiranandapur fulchand tola 25°11'56.40"N 87°55'16.39"E 79 
Manikchak hiranandapur someswar tola 25°04'40.70"N 87°51'12.52"E 78 
Manikchak hiranandapur sankar tola 24°55'01.35"N 87°57'12.36"E 87 
Manikchak hiranandapur fuluktola 24°55'23.45"N 87°57'12.36"E 86 
Manikchak hiranandapur amirchandtola 24°51'01.45"N 87°57'12.36"E 85 
Manikchak hiranandapur bipin tola 24°45'01.34"N 87°51'08.26"E 83 

Table 4. Estimation of latitude, longitude & elevations [10], [11] 
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0.3 

 

 
0.39 

 
0.29 

 
0.31 

 
0.89 

 
0.63 

Willingness for 
Power 

A: Very 
Willing 

B: Somewhat 
Undecided 

C: Unwilling 

  
 
 

A 

 
 
 

A 

 
 
 

A 

 
 
 

A 

 
 
 

A 

Preferred 
Supply Time 
A: 24 Hour 

Supply 
B: Fixed Time 

Supply 
C: Any Time 

Supply 

  
 
 

A 
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Possible of 
Expansion of 
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Increased 
Availability of 

Power 
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Table 6. System Study for Modernization of Distributed Systems at Sagar Islands –Load 
Demand Survey for Commercial Consumers [13] 

Features of Systems Study as per Table 6 are as below: 
Type of the Load: Commercial 
Reference Location: Rudranagar Bazar 
Source of Supply: (1X25kVA Tr) by West Bengal State Electricity Board (WBSEB) 
Parameters Considered: Willingness for Power 
A: Very Willing ; B: Somewhat Undecided; C: Unwilling  
Preferred Supply Time 
A: 24 Hour Supply; B: Fixed Time Supply; C: Any Time Supply 
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nagar Bazar 

Rudra 
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Bhuban Ch. 
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Chowringhee 
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nagar  

Chowringhee 
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nagar  
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Source of 
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.S.E.B.  
(1X25 

kVA Tr) 

W.B 
.S.E.B.  
(1X25 

kVA Tr) 

W.B 
.S.E.B.  
(1X25 

kVA Tr) 

W.B. 
S.E.B.  
(1X25 

kVA Tr) 

W.B 
.S.E.B.  
(1X25 

kVA Tr) 

W.B 
.S.E.B.  
(1X25 

kVA Tr) 
Connected 

Load 
Light 
Fan 

Pumps 
TV 

Others 

 
 
 

3T+2B 
 

- 
- 
- 
 

2X5A Plug 

 
 
 

1T+2B 
 
- 
- 
- 
 

2X5A 

 
 
 

5B 
 
- 
- 
- 
 

2X5A 

 
 
 

3T+5B 
 

2F 
- 
 

- 
 

3X5A 
 

 
 
 

4T+4B 
 

2F 
- 
 

- 
 
 

3X5A 
 

 
 
 

5T+7B 
 

3F 
- 
 

1 
 
 

4X5A 

Total Load 
 in kW 

 
0.51 

 

 
0.41 

 
0.58 

 
0.99 

 
.98 

 
1.53 

Demand 
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0.17 

 
 

0.27 
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0.47 
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C: 
Unwilling 
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Table 7. System Study for Modernization of Distributed Systems at Sagar Islands –Load 
Demand Survey for domestic consumers [13] 

Features of Systems Study as per Table 6 are as below: 
Type of the Load: Domestic; Reference Location: Rudranagar Chowringhee 
Source of Supply: (1X25kVA Tr) by West Bengal State Electricity Board (WBSEB) 
Parameters Considered: Willingness for Power 
A: Very Willing; B: Somewhat Undecided; C: Unwilling 
Preferred Supply Time 
A: 24 Hour Supply; B: Variable; Time Supply; C: Fixed Time Supply (When) 
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Source: Adopted from Applied SOA: Service-Oriented Architecture and Design Strategies by Michael Rosen, 
Boris Lublinsky , Kevin T. Smith , Marc J. Balcer 

Fig. 9. A Next-Generation Smart-Grid Perspective of SOA[7], [10]  
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Fig. 9. A Next-Generation Smart-Grid Perspective of SOA[7], [10]  
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Fig. 9 depicts a Next-Generation-Smart-Grid perspective of SOA and the numbered circles 
in this figure correspond to the numbered list as: (1) A definition of services, the granularity, 
and types of services; (2) How services are constructed and used; (3) How existing packaged 
and legacy systems are integrated into the service environment; (4) How services are 
combined into processes; (5) How services communicate at a technical level (i.e., how they 
connect to each other and pass information); (6) How services interoperate at a semantic 
level (i.e., how they share common meanings for that information); (7)How services align 
with the business strategy and goals; (8) How to use the architecture.  
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1. Introduction 
In traditional study of supply chain management, people mainly consider the decisions 
from perspective of the operations management, such as, capacity, inventory, ordering level, 
pricing, etc., and often ignore to consider the impact of financial flow within the supply 
chain. However, the key function of supply chain management is concerned with the 
coordination of material flows, information flows, and funds flow (Figure 1). Therefore, the 
operation decisions of a firm is affected by its own initial capital status. For instance, with 
the globalization and international competition intensified, many companies have 
experienced a shortage of capital. The constrained capital of a company could affect the 
funds flow in the supply chain, and the performance of the entire supply chain as well. 
In global supply chain, and especially in the post-financial-crisis era, capital constraints are 
strengthened by common cash-management practices that promote collecting account 
receivable as quickly as possible while postponing payments to providers and suppliers. 
This “war for cash” (Milne, 2009) is squeezing small companies harder—these cash-strapped 
companies find themselves faced with increasing chances of going out of business. Also, the 
fact that large buyers are forcing suppliers from less developed countries to move to open 
account has further contributed to the problem of cash flow (UPS Capital, 2007). 
Consequently, a company with capital constraints who cannot raise funds from bank credit 
channel or other’s channel could hurt its own profit as well as that of the entire supply 
chain. 
 

 
Fig. 1. Three types of flows in the supply chain 
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How to solve this grave problem of capital constraints in the supply chain in developing or 
developed economics? To answer this question, this chapter sheds some light on how 
Supply Chain Finance (SCF) impacts agents’ operational and financial decisions under the 
symmetric/asymmetric information and how SCF can create value for supply chain with 
capital constraints.  In this chapter, we define SCF as the jointly operations/logistics and 
financing service, offered by a 3PL firm (Control Role), or an alliance of 3PL firm 
(Delegation Role) and financial institution (i.e., bank), etc. On one hand, SCF is a financing 
service which can relax the capital constraints in the supply chain; on the other hand, SCF is 
combined with a logistics service or trade transaction service.  
Different from traditional commercial loans which rely on fixed assets as the securities, SCF 
commonly depends on the liquid asset, such as inventories, accounting receivables or 
others, as the collateral. Since the bank does not have the resources to track or monitor the 
status of liquid assets, the bank could refuse to offer financing service with liquid assets as 
the collateral. Instead, the bank prefers to offer the fixed asset based financing. 
Unfortunately, the small-medium size firms are often of limited fixed asset, and could not 
raise funds from the bank by fixed-asset-based-financing. Even the development of 
Globalization and Outsourcing has resulted in fewer assets for the firms in the supply chain, 
making it more difficult for firms to borrow funds secured by fixed-based-financing. Then, 
SCF, as an innovative financing solution, bridges the bank and capital-constrained firms in 
the supply chain, reduces the mismatch risk of supply and demand in the financial flow, 
and creates value for supply chain with capital constraints.   
Based on the definition of SCF, the 3PL firm plays an important role in SCF, since it is able to 
have access to various information generating from supply chain’s activities, and then 
marry this information with the material flow. Consequently, the coupling of information 
and material flows enable lenders (i.e., banks) to mitigate financial risk within the supply 
chain, and then reduce the credit risks of financing service. The mitigation of financing risk 
allows the capital-constrained firm in the supply chain more capital to be raised, capital to 
be accessed sooner or capital to be raised at lower rates1.  
Before characterizing the value of SCF in the supply chain with capital constraints, we 
further illustrate the meanings of SCF by the following three examples in real business 
operations (Caldentey and Chen 2010, Chen and Wan 2011, Chen and Cai 2011).  
Chinese Material Shortage Transportation Group (CMST) is one of the largest logistics 
enterprises in China. Many small and medium size paper manufacturers in mainland China 
purchase materials from international suppliers. It is not uncommon that the financial 
system is unable to provide adequate services to support these manufacturers though they 
are short of capital. As a result, most of these small manufacturers find themselves making 
suboptimal procurement decisions. CMST viewed this gap as a business opportunity and, 
since 2002, started financing these small paper manufacturers to buy paper materials from 
international suppliers while simultaneously providing the logistics services required in 
these transactions. Under this credit contract, the paper manufacturer pays a fraction of the 
wholesale price charged by the supplier as a deposit and CMST covers the difference. After 
the sale season, the manufacturer repays CMST the remaining fraction of the wholesale 
price. With this supply chain financing service, CMST has become one of the leading 
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logistics-financing service providers in China. In 2006, CMST financing supply chain 
business was about 1.1 billion dollars, up from 750 million dollars in 2005. Currently, this 
operation is one of most popular modes of financing for small-and-medium companies in 
China. As the CMST example unveils, bringing financing services into supply chain 
management has the potential to improve the operational efficiency and the profits of the 
entire supply chain.  
In an example of a mobile-phone supply chain in China, a manufacturer sells mobile-phones 
to end-users via retailers. Although demand for the mobile phones is high, many retailers 
can order only a limited number of mobile phones from the manufacturer because of limited 
cash. Hence, the capital constraints of retailers strongly influence both the retailers’ and 
manufacturer’s revenue, as well as the performance of the entire supply chain. With the 
above situation taken into consideration, the manufacturer built an alliance with a local 
bank to motivate the bank to offer commercial loans to those capital-constrained retailers. 
This practice achieved great success and the manufacturer attained its largest market share 
in 2002. Since then, many mobile-phone manufacturers in China have started to cooperate 
with banks to help capital-constrained retailers make loans from banks to increase their 
revenue. As discussed above, capital constraints may influence the operational decisions in 
a supply chain while financing may relax the constraints with additional costs (usually in 
form of interest). Therefore, it is important to know how financing influences the 
operational decisions and performance of individual firms in a capital-constrained supply 
chain, and how a retailer jointly makes operational and financial decisions under capital 
constraints. 
Financing support from banks could facilitate capital-constrained companies greatly. A 
professional aluminum ingots trading company grew from less than 5 million Yuan to over 
600 million Yuan in one year, with the aid of a goods-ownership mortgage loan (50 million 
Yuan) from Shenzhen Development Bank. However, not all companies could get as lucky as 
the one in this case. Banks might not be willing to provide financing service for it’s difficult 
for them to monitor the transactions of the products. Thus, without accurate real-time 
information about the transactions, banks would have to figure out some way to keep the 
capital-constrained companies from diverting the loan to other riskier projects. Here comes 
the integrating logistics and financing service (ILFS), through third party logistics (3PL) firms 
that ally with financial institutions and provide cooperative logistics and financial solutions 
to capital-constrained retailers. The benefits of ILFS are absolutely worth discussing. 
These examples show that SCF plays an important role in the real business. However, the 
research on SCF is very limited in the literature. The motivation of this chapter is to make a 
first step on the research about this field.  
The rest of this chapter is organized as follows. We review the literature in Section 2. Under 
the symmetric information, we inspect the value of financing service to the supply chain 
with capital constraints, and examine the jointly operations and financing decisions for the 
agents, in Section 3. We then model to highlight the value of 3PL firm in SCF under 
asymmetric information, and analyze how SCF could create more value for supply chain in 
Section 4 and 5. We conclude in Section 6. 

2. Literature review 

Our work is relative to the interface research of operations and financial management. In 
this section, we firstly review the related work in the economic and financial area;   
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How to solve this grave problem of capital constraints in the supply chain in developing or 
developed economics? To answer this question, this chapter sheds some light on how 
Supply Chain Finance (SCF) impacts agents’ operational and financial decisions under the 
symmetric/asymmetric information and how SCF can create value for supply chain with 
capital constraints.  In this chapter, we define SCF as the jointly operations/logistics and 
financing service, offered by a 3PL firm (Control Role), or an alliance of 3PL firm 
(Delegation Role) and financial institution (i.e., bank), etc. On one hand, SCF is a financing 
service which can relax the capital constraints in the supply chain; on the other hand, SCF is 
combined with a logistics service or trade transaction service.  
Different from traditional commercial loans which rely on fixed assets as the securities, SCF 
commonly depends on the liquid asset, such as inventories, accounting receivables or 
others, as the collateral. Since the bank does not have the resources to track or monitor the 
status of liquid assets, the bank could refuse to offer financing service with liquid assets as 
the collateral. Instead, the bank prefers to offer the fixed asset based financing. 
Unfortunately, the small-medium size firms are often of limited fixed asset, and could not 
raise funds from the bank by fixed-asset-based-financing. Even the development of 
Globalization and Outsourcing has resulted in fewer assets for the firms in the supply chain, 
making it more difficult for firms to borrow funds secured by fixed-based-financing. Then, 
SCF, as an innovative financing solution, bridges the bank and capital-constrained firms in 
the supply chain, reduces the mismatch risk of supply and demand in the financial flow, 
and creates value for supply chain with capital constraints.   
Based on the definition of SCF, the 3PL firm plays an important role in SCF, since it is able to 
have access to various information generating from supply chain’s activities, and then 
marry this information with the material flow. Consequently, the coupling of information 
and material flows enable lenders (i.e., banks) to mitigate financial risk within the supply 
chain, and then reduce the credit risks of financing service. The mitigation of financing risk 
allows the capital-constrained firm in the supply chain more capital to be raised, capital to 
be accessed sooner or capital to be raised at lower rates1.  
Before characterizing the value of SCF in the supply chain with capital constraints, we 
further illustrate the meanings of SCF by the following three examples in real business 
operations (Caldentey and Chen 2010, Chen and Wan 2011, Chen and Cai 2011).  
Chinese Material Shortage Transportation Group (CMST) is one of the largest logistics 
enterprises in China. Many small and medium size paper manufacturers in mainland China 
purchase materials from international suppliers. It is not uncommon that the financial 
system is unable to provide adequate services to support these manufacturers though they 
are short of capital. As a result, most of these small manufacturers find themselves making 
suboptimal procurement decisions. CMST viewed this gap as a business opportunity and, 
since 2002, started financing these small paper manufacturers to buy paper materials from 
international suppliers while simultaneously providing the logistics services required in 
these transactions. Under this credit contract, the paper manufacturer pays a fraction of the 
wholesale price charged by the supplier as a deposit and CMST covers the difference. After 
the sale season, the manufacturer repays CMST the remaining fraction of the wholesale 
price. With this supply chain financing service, CMST has become one of the leading 
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logistics-financing service providers in China. In 2006, CMST financing supply chain 
business was about 1.1 billion dollars, up from 750 million dollars in 2005. Currently, this 
operation is one of most popular modes of financing for small-and-medium companies in 
China. As the CMST example unveils, bringing financing services into supply chain 
management has the potential to improve the operational efficiency and the profits of the 
entire supply chain.  
In an example of a mobile-phone supply chain in China, a manufacturer sells mobile-phones 
to end-users via retailers. Although demand for the mobile phones is high, many retailers 
can order only a limited number of mobile phones from the manufacturer because of limited 
cash. Hence, the capital constraints of retailers strongly influence both the retailers’ and 
manufacturer’s revenue, as well as the performance of the entire supply chain. With the 
above situation taken into consideration, the manufacturer built an alliance with a local 
bank to motivate the bank to offer commercial loans to those capital-constrained retailers. 
This practice achieved great success and the manufacturer attained its largest market share 
in 2002. Since then, many mobile-phone manufacturers in China have started to cooperate 
with banks to help capital-constrained retailers make loans from banks to increase their 
revenue. As discussed above, capital constraints may influence the operational decisions in 
a supply chain while financing may relax the constraints with additional costs (usually in 
form of interest). Therefore, it is important to know how financing influences the 
operational decisions and performance of individual firms in a capital-constrained supply 
chain, and how a retailer jointly makes operational and financial decisions under capital 
constraints. 
Financing support from banks could facilitate capital-constrained companies greatly. A 
professional aluminum ingots trading company grew from less than 5 million Yuan to over 
600 million Yuan in one year, with the aid of a goods-ownership mortgage loan (50 million 
Yuan) from Shenzhen Development Bank. However, not all companies could get as lucky as 
the one in this case. Banks might not be willing to provide financing service for it’s difficult 
for them to monitor the transactions of the products. Thus, without accurate real-time 
information about the transactions, banks would have to figure out some way to keep the 
capital-constrained companies from diverting the loan to other riskier projects. Here comes 
the integrating logistics and financing service (ILFS), through third party logistics (3PL) firms 
that ally with financial institutions and provide cooperative logistics and financial solutions 
to capital-constrained retailers. The benefits of ILFS are absolutely worth discussing. 
These examples show that SCF plays an important role in the real business. However, the 
research on SCF is very limited in the literature. The motivation of this chapter is to make a 
first step on the research about this field.  
The rest of this chapter is organized as follows. We review the literature in Section 2. Under 
the symmetric information, we inspect the value of financing service to the supply chain 
with capital constraints, and examine the jointly operations and financing decisions for the 
agents, in Section 3. We then model to highlight the value of 3PL firm in SCF under 
asymmetric information, and analyze how SCF could create more value for supply chain in 
Section 4 and 5. We conclude in Section 6. 

2. Literature review 

Our work is relative to the interface research of operations and financial management. In 
this section, we firstly review the related work in the economic and financial area;   
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secondly, we further review the current research of operations/finance track; finally, we 
analyse the related work in which 3PL firm plays a role in supply chain’s financing service. 
Economics research has shown that a buyer’s budget constraints may influence the optimal 
mechanism of supply/procurement contract. In this vein, Levaggi (1999) develops a 
principal-agent model in which the principal (a buyer) faces a binding budget constraint, 
and argues the budget constraint does not guarantee that the principal is always better off if 
an incentive compatible contract is used. Hence the likely outcome is either a pooling or a 
bargaining solution. Che and Gale (2000) argues that a buyer’s budget constraint may make 
it optimal for the seller to use non-linear pricing, to commit to a declining price sequence, to 
require the buyer to disclose her budget, or to offer financing. Simchi-Levi and Thomas 
(2002) study the non-linear pricing problem when a budget constraint limits the magnitude 
of monetary transfer. The literature examines only the operational decisions, and does not 
consider the interaction between operational decisions and financial decisions. In this 
chapter, we study the supply chain management problem in which the retailer is capital-
constrained, thus involving both financial decisions and operational decisions 
simultaneously. 
In finance literature, researchers mostly study a firm’s integrated investment decision which 
influences its capacity sizes and debt decisions, and implicitly study a firm’s integrated 
operational and financial decisions. For example, Dotan and Ravid (1985) show that the 
investment and optimal financial decisions have to be made simultaneously and that a 
negative relationship exists between capacity expansion and the financial leverage. 
Dammon and Senbet (1998) analyse how the corporate and personal taxes influence a firm’s 
optimal investment and financial decisions under uncertainty. They show that, when 
investment (equity investment) is allowed to adjust optimally, the existing prediction about 
the relationship between investment-related and debt-related tax shields must be modified. 
Mello and Parsons (1992) compare the operational decisions of a mine under all-equity 
financing policy with those mines of partial financing to maximise leveraged equity value. 
Mauer and Triantis (1994) analyse the case where the firm has the flexibility to shut down or 
reopen its production facility in response to price fluctuations. In contrast to the literature in 
economics and finance, this chapter incorporates the financial decisions into operational 
decisions more directly and analyses the interactions between financial and operational 
decisions. 
In the literature on supply chain management, researchers are mostly concerned with the 
material flow and often ignore the impact of the financial flow. For instance, in Graves and 
Ton (2003) and Simchi-Levi et al. (2004), the mostly studied problems include production 
planning/inventory control, capacity expansion and performance of supply chains. 
However, financial flows are important in real-world supply chain management. Caldentey 
and Haugh (2005) argue that budget constraints are quite common in practice due to many 
reasons. 
Recently, more and more studies in operations management have started to look at the 
interface between operations and financial management. Chen and Wan (2011) reveal how 
supply chain could benefit from financing services, compared to the situation without 
financing services. However, most literature is concerned with the integrated operational 
and financial decisions based on retailer’s behaviour/strategy in a supply chain under 
symmetric information. For instance, most literature focuses on discussion of the budget-
constrained firm’s production/inventory or capacity decisions and debt decisions, and seeks 
to demonstrate that it is important to incorporate financial decisions into operational 
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decisions. Buzacott and Zhang show the importance of joint production and financial 
decisions in a start-up setting, where the firm’s growth capability is mainly constrained by 
its limited capital and depends on bank loans. They use a single period newsvendor model 
to explain the motivation for asset-based financing by analysing the decision-making at a 
bank and a set of retailers with different budgets. Hu and Sobel (2005) use a dynamic 
newsvendor model with a criterion of maximising the expected present value of dividends 
to analyse the interdependence of a firm’s capital structure and its short-term operational 
decisions involving inventory, dividends and liquidity. Chao et al. (2008) use multi-period 
inventory models to provide insights into the interaction between financial and operational 
decisions, and shows that it is essential for the retailers to take financial considerations into 
their operational decisions, especially for the retailers who are short of capitals. Boyabatli 
and Toktay (2006) analyse the impact of capital market imperfection on a firm’s operational 
and financial decisions in a capacity investment setting, where the firm’s limited budget, 
depending partly on a tradable asset, can be increased by borrowing from external market 
(commercial loan collateralised by physical asset), and its distribution can be altered with 
financial risk management (using forward contract to reduce the financial risk of tradable 
asset). However, all literature except for Buzacott and Zhang (2004) assume the interest rate 
of a loan is exogenous, ignoring the impact of competition of financial market or borrowing 
level on the interest rate of loan. Buzacott and Zhang (2004) consider the bank’s decision on 
the interest rate but their optimal interest rate is independent of the competition in a 
financial market. 
Although currently an increasing number of literature considers the jointly operations and 
financial decisions in the supply chain management area, limited literature characterises the 
value of SCF or the role of 3PL firm in the supply chain with capital constraints. Hofman 
(2005) introduces some conceptual insights of supply chain finance, and help the executives 
to look behind the SCF approach. To the best of our knowledge, among the first to examine 
the value of 3PL firm’s integrated logistics and financing service is the paper by Chen and 
Xie (2009).  They use the model to show that if 3PL firm offers the conventional logistics 
service, the budget-constrained retailer may not apply for loans successfully because of the 
asymmetric information, and also show that a monopolistic or competitive financing market 
can create value for budget-constrained supply chain. Lu et al. (2009) inspect the incentive of 
logistics service provider (LSP) for a 3PL firm to provide financial support to the 
retailer/supplier and to establish the backup inventory. Chen and Cai (2010) investigates an 
extended supply chain model with a supplier, a budget-constrained retailer, a bank, and a 
3PL firm, in which the retailer has insufficient initial budget and may borrow or obtain trade 
credit from either a bank (traditional role) or a 3PL firm (control role). Their analysis 
indicates that the control role model yields higher profits not only for the 3PL firm but also 
for the supplier, the retailer, and the entire supply chain.  
In order to inspect the value of supply chain finance, in this current chapter we would 
mostly summarize some of the results and highlights from Chen and Wan (2011), Chen and 
Xie (2009), and Chen and Cai (2011). This chapter emphasizes on understanding of SCF and 
3PL firm’s value in the capital-constrained supply chain.   

3. Model description and assumptions 

We consider a simple supply chain with a supplier and a retailer. The supplier produces a 
single product which retailer sells to customers. Demand D is a nonnegative random 
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secondly, we further review the current research of operations/finance track; finally, we 
analyse the related work in which 3PL firm plays a role in supply chain’s financing service. 
Economics research has shown that a buyer’s budget constraints may influence the optimal 
mechanism of supply/procurement contract. In this vein, Levaggi (1999) develops a 
principal-agent model in which the principal (a buyer) faces a binding budget constraint, 
and argues the budget constraint does not guarantee that the principal is always better off if 
an incentive compatible contract is used. Hence the likely outcome is either a pooling or a 
bargaining solution. Che and Gale (2000) argues that a buyer’s budget constraint may make 
it optimal for the seller to use non-linear pricing, to commit to a declining price sequence, to 
require the buyer to disclose her budget, or to offer financing. Simchi-Levi and Thomas 
(2002) study the non-linear pricing problem when a budget constraint limits the magnitude 
of monetary transfer. The literature examines only the operational decisions, and does not 
consider the interaction between operational decisions and financial decisions. In this 
chapter, we study the supply chain management problem in which the retailer is capital-
constrained, thus involving both financial decisions and operational decisions 
simultaneously. 
In finance literature, researchers mostly study a firm’s integrated investment decision which 
influences its capacity sizes and debt decisions, and implicitly study a firm’s integrated 
operational and financial decisions. For example, Dotan and Ravid (1985) show that the 
investment and optimal financial decisions have to be made simultaneously and that a 
negative relationship exists between capacity expansion and the financial leverage. 
Dammon and Senbet (1998) analyse how the corporate and personal taxes influence a firm’s 
optimal investment and financial decisions under uncertainty. They show that, when 
investment (equity investment) is allowed to adjust optimally, the existing prediction about 
the relationship between investment-related and debt-related tax shields must be modified. 
Mello and Parsons (1992) compare the operational decisions of a mine under all-equity 
financing policy with those mines of partial financing to maximise leveraged equity value. 
Mauer and Triantis (1994) analyse the case where the firm has the flexibility to shut down or 
reopen its production facility in response to price fluctuations. In contrast to the literature in 
economics and finance, this chapter incorporates the financial decisions into operational 
decisions more directly and analyses the interactions between financial and operational 
decisions. 
In the literature on supply chain management, researchers are mostly concerned with the 
material flow and often ignore the impact of the financial flow. For instance, in Graves and 
Ton (2003) and Simchi-Levi et al. (2004), the mostly studied problems include production 
planning/inventory control, capacity expansion and performance of supply chains. 
However, financial flows are important in real-world supply chain management. Caldentey 
and Haugh (2005) argue that budget constraints are quite common in practice due to many 
reasons. 
Recently, more and more studies in operations management have started to look at the 
interface between operations and financial management. Chen and Wan (2011) reveal how 
supply chain could benefit from financing services, compared to the situation without 
financing services. However, most literature is concerned with the integrated operational 
and financial decisions based on retailer’s behaviour/strategy in a supply chain under 
symmetric information. For instance, most literature focuses on discussion of the budget-
constrained firm’s production/inventory or capacity decisions and debt decisions, and seeks 
to demonstrate that it is important to incorporate financial decisions into operational 
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decisions. Buzacott and Zhang show the importance of joint production and financial 
decisions in a start-up setting, where the firm’s growth capability is mainly constrained by 
its limited capital and depends on bank loans. They use a single period newsvendor model 
to explain the motivation for asset-based financing by analysing the decision-making at a 
bank and a set of retailers with different budgets. Hu and Sobel (2005) use a dynamic 
newsvendor model with a criterion of maximising the expected present value of dividends 
to analyse the interdependence of a firm’s capital structure and its short-term operational 
decisions involving inventory, dividends and liquidity. Chao et al. (2008) use multi-period 
inventory models to provide insights into the interaction between financial and operational 
decisions, and shows that it is essential for the retailers to take financial considerations into 
their operational decisions, especially for the retailers who are short of capitals. Boyabatli 
and Toktay (2006) analyse the impact of capital market imperfection on a firm’s operational 
and financial decisions in a capacity investment setting, where the firm’s limited budget, 
depending partly on a tradable asset, can be increased by borrowing from external market 
(commercial loan collateralised by physical asset), and its distribution can be altered with 
financial risk management (using forward contract to reduce the financial risk of tradable 
asset). However, all literature except for Buzacott and Zhang (2004) assume the interest rate 
of a loan is exogenous, ignoring the impact of competition of financial market or borrowing 
level on the interest rate of loan. Buzacott and Zhang (2004) consider the bank’s decision on 
the interest rate but their optimal interest rate is independent of the competition in a 
financial market. 
Although currently an increasing number of literature considers the jointly operations and 
financial decisions in the supply chain management area, limited literature characterises the 
value of SCF or the role of 3PL firm in the supply chain with capital constraints. Hofman 
(2005) introduces some conceptual insights of supply chain finance, and help the executives 
to look behind the SCF approach. To the best of our knowledge, among the first to examine 
the value of 3PL firm’s integrated logistics and financing service is the paper by Chen and 
Xie (2009).  They use the model to show that if 3PL firm offers the conventional logistics 
service, the budget-constrained retailer may not apply for loans successfully because of the 
asymmetric information, and also show that a monopolistic or competitive financing market 
can create value for budget-constrained supply chain. Lu et al. (2009) inspect the incentive of 
logistics service provider (LSP) for a 3PL firm to provide financial support to the 
retailer/supplier and to establish the backup inventory. Chen and Cai (2010) investigates an 
extended supply chain model with a supplier, a budget-constrained retailer, a bank, and a 
3PL firm, in which the retailer has insufficient initial budget and may borrow or obtain trade 
credit from either a bank (traditional role) or a 3PL firm (control role). Their analysis 
indicates that the control role model yields higher profits not only for the 3PL firm but also 
for the supplier, the retailer, and the entire supply chain.  
In order to inspect the value of supply chain finance, in this current chapter we would 
mostly summarize some of the results and highlights from Chen and Wan (2011), Chen and 
Xie (2009), and Chen and Cai (2011). This chapter emphasizes on understanding of SCF and 
3PL firm’s value in the capital-constrained supply chain.   

3. Model description and assumptions 

We consider a simple supply chain with a supplier and a retailer. The supplier produces a 
single product which retailer sells to customers. Demand D is a nonnegative random 
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variable with a cumulative distribution function ����. We define the Hazard Function 
��D�  �  ��D��F��D� and the Generalized Failure Rate (GFR) ��D�  �  D��D�, where F��D� �
 � � F �D� is the tail distribution of F(D). We also impose the following assumption to 
guarantee the existence and uniqueness of the equilibrium of our model. 
Assumption A1: The demand distribution function F�D� has the following properties:  
i.  It is absolutely continuous with density ����  �  � in ��� ��, for � �  � �  � �  �.  
ii.  It has a finite mean  D�. 
iii.  The generalized failure rate ��D� is increasing in D �  � (IGFR). 
We discuss the situation with symmetric information (i.e., all information is common 
knowledge to both the supplier and the retailer) first (and asymmetric information will be 
mentioned later). In particular, we assume the supplier and the bank know the retailer’s 
initial capital B, the demand probability distribution F�D�, and the retail price p. We use 
superscripts, B, R and S to denote the bank, the retailer, and the supplier, respectively, and 
use subscripts F or NF to denote the case the retailer does or does not have the chance to 
raise funds from a competitive financial market, respectively. 
A feature of our model is the introduction of an initial capital constraint on the retailer, 
which may limit her order levels. We assume the retailer has an initial capital B for ordering 
products from the supplier while the supplier has no capital constraints (i.e., he has 
sufficient working capital to pay for the manufacturing costs). Furthermore, we assume that 
all parties (the supplier, the retailer, and banks) are risk-neutral. Based on the financial 
“pecking order” theory, we also assume the retailer uses up all her capital before 
considering making a loan from a bank. Let the risk-free interest rate of the financial market 
be r� . The banks are always willing to finance the retailer for purchasing products with an 
interest rate �� �B�, and act competitively such that the expected return on a loan is equal to 
the expected return with the risk-free interest r� . Here, r� can be regarded as the average 
return on investment in the competitive financial market. Therefore, r� can be used to 
measure competition of services in the financial market. The lower the risk-free interest rate 
r�, the stronger the competition in the financial market. For example, the financial market 
has the strongest competition when r� = 0. Intuitively, many banks competing sufficiently in 
the financial market could lead to the result that the average return on investment for the 
financial market be reduced to (normalized) zero. 
Due to the popularity of the wholesale price contract in both academics and practice, we 
consider a capital-constrained supply chain with financing service under such a contract. In 
our model, we assume the following sequence: At the beginning of the period �� �  ��, the 
supplier offers a wholesale price contract �w�, an exogenous variable, to the retailer, then the 
retailer decides to accept or reject the contract; If the retailer accepts the contract and chooses 
ordering quantity Q� �w�, she may also make a commercial loan from the bank; 
Learning Q� �w�, the bank announces the interest rate �� �B� for the loan that amounts 
to �wQ� �w�  �  B��, where ����  �  ������ ��; The retailer borrows loan  �wQ� �w�  �  B�� 
from the bank and pays the amount wQ� �w� to the supplier for her order; The supplier 
produces and deliveries to the retailer before the selling season. At the end of the 
period �� �  � �, demand is realized. The revenue is equal to p ����D� Q ��w��, where p is a 
fixed retailer price, and finally a payment � �wQ� �w�  �  B���� � �� �B��� is made by the 
retailer to the bank. Certainly, if the retailer rejects the contract, the game ends and each firm 
earns a default payoff. Neither a salvage value nor a return policy for unsold units is 
assumed in our model. 
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Before we inspect the 3PL firm’s role, we model the game between the bank and the retailer 
in this current section. 

3.1 The bank 
Assume banks in the financial market have enough cash for loans. At time � �  � (i.e., 
beginning of selling season), the retailer makes an order quantity Q� �w� in response to the 
wholesale price contract w chosen by the supplier, and a bank may announce a loan contract 
(�� �B�) to the retailer, whose initial capital is B, for loan size  �wQ� �w�  �  B��. With the 
support of a loan from the bank, the retailer is able to make the full payment to the supplier. 
At time � �  T (i.e., the end of the selling season), the loan generates a random payoff 
� �  p min�D, Q F�w�� for the retailer, and revenue for the bank is equal to min��, L�B��� �
 �� �B���, where L�B�  �   �wQ� �w�  �  B��. If revenue � falls below the sum of the principle 
and the interest of a loan (i. e., L�B��� �  �� �B��), then the retailer may declare a 
bankruptcy, and the bank suffers a loss from the loan. Otherwise, the bank makes an 
expected profit L�B��� �B� as a return on the loan. 
From previous assumption, the bank is risk-neutral and operates in a competitive financial 
market, it will set an interest rate �� �B� that yields the expected profit. The profit is equal to 
the one generated by a risk-free interest rate r� in the competitive financial market. 
Intuitively, under the risk-neutral assumption, banks are indifferent to risks, and the payoff 
of risk- free capital and the return of financing service are identical. Hence, the interest rate 
on a loan is determined by the following equation: 

������ � �� � � � ������ , ������ � �� ������ (1)

Here, the bank evaluates the credit risk of loans based on the retailer’s initial capital. The 
assumption of competitive financing is also found in the previous literature in economics, 
finance, and operations field, such as, Brenna et al. (1988), Dotan and Ravid (1985), Xu and 
Birge (2004), etc.. 

3.2 The retailer 
The impact of the retailer’s limited initial capital on the execution of the wholesale price 
contract is twofold. First, the order quantity placed at  � �  � could satisfy the capital 
constraint B �  wQ F�w�. Second, if demand D is too low, then the retailer is unable to pay 
the bank the full amount  �wQ� �w� �  B���� �  �� �B�� that is due at time T. In this case 
(occurring if p min�D, Q F�w�� �  �wQ� �w�  �  B���� � �� �B��), the retailer declares 
bankruptcy and the bank collects only p min�D, Q F�w�� instead of �wQ� �w�  �  B���� �
 �� �B��. In this case we say the retailer has limited liability.  
For a given wholesale price contract (w), the capital-constrained retailer with an initial 
capital B chooses order quantity Q F�w�, and may raise funds  �wQ� �w�  �  B�� from the 
bank under the interest rate �� �B�. Then, the retailer’s net expected payoff is a function of 
Q F�w� and defined as: 

     πFR�Q� �w��  �  � ��p min�D, Q F�w��  �  �wQ� �w�  �  B���� �  �� �B����  �  B� , 

where ���� denotes the expectation with respect to ��D�. Note that in the definition of 
πFR�Q� �w�� the initial capital B is subtracted from the retailer’s profits. Hence, πFR�Q� �w�� 



 
Supply Chain Management - Applications and Simulations 116 

variable with a cumulative distribution function ����. We define the Hazard Function 
��D�  �  ��D��F��D� and the Generalized Failure Rate (GFR) ��D�  �  D��D�, where F��D� �
 � � F �D� is the tail distribution of F(D). We also impose the following assumption to 
guarantee the existence and uniqueness of the equilibrium of our model. 
Assumption A1: The demand distribution function F�D� has the following properties:  
i.  It is absolutely continuous with density ����  �  � in ��� ��, for � �  � �  � �  �.  
ii.  It has a finite mean  D�. 
iii.  The generalized failure rate ��D� is increasing in D �  � (IGFR). 
We discuss the situation with symmetric information (i.e., all information is common 
knowledge to both the supplier and the retailer) first (and asymmetric information will be 
mentioned later). In particular, we assume the supplier and the bank know the retailer’s 
initial capital B, the demand probability distribution F�D�, and the retail price p. We use 
superscripts, B, R and S to denote the bank, the retailer, and the supplier, respectively, and 
use subscripts F or NF to denote the case the retailer does or does not have the chance to 
raise funds from a competitive financial market, respectively. 
A feature of our model is the introduction of an initial capital constraint on the retailer, 
which may limit her order levels. We assume the retailer has an initial capital B for ordering 
products from the supplier while the supplier has no capital constraints (i.e., he has 
sufficient working capital to pay for the manufacturing costs). Furthermore, we assume that 
all parties (the supplier, the retailer, and banks) are risk-neutral. Based on the financial 
“pecking order” theory, we also assume the retailer uses up all her capital before 
considering making a loan from a bank. Let the risk-free interest rate of the financial market 
be r� . The banks are always willing to finance the retailer for purchasing products with an 
interest rate �� �B�, and act competitively such that the expected return on a loan is equal to 
the expected return with the risk-free interest r� . Here, r� can be regarded as the average 
return on investment in the competitive financial market. Therefore, r� can be used to 
measure competition of services in the financial market. The lower the risk-free interest rate 
r�, the stronger the competition in the financial market. For example, the financial market 
has the strongest competition when r� = 0. Intuitively, many banks competing sufficiently in 
the financial market could lead to the result that the average return on investment for the 
financial market be reduced to (normalized) zero. 
Due to the popularity of the wholesale price contract in both academics and practice, we 
consider a capital-constrained supply chain with financing service under such a contract. In 
our model, we assume the following sequence: At the beginning of the period �� �  ��, the 
supplier offers a wholesale price contract �w�, an exogenous variable, to the retailer, then the 
retailer decides to accept or reject the contract; If the retailer accepts the contract and chooses 
ordering quantity Q� �w�, she may also make a commercial loan from the bank; 
Learning Q� �w�, the bank announces the interest rate �� �B� for the loan that amounts 
to �wQ� �w�  �  B��, where ����  �  ������ ��; The retailer borrows loan  �wQ� �w�  �  B�� 
from the bank and pays the amount wQ� �w� to the supplier for her order; The supplier 
produces and deliveries to the retailer before the selling season. At the end of the 
period �� �  � �, demand is realized. The revenue is equal to p ����D� Q ��w��, where p is a 
fixed retailer price, and finally a payment � �wQ� �w�  �  B���� � �� �B��� is made by the 
retailer to the bank. Certainly, if the retailer rejects the contract, the game ends and each firm 
earns a default payoff. Neither a salvage value nor a return policy for unsold units is 
assumed in our model. 
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Before we inspect the 3PL firm’s role, we model the game between the bank and the retailer 
in this current section. 

3.1 The bank 
Assume banks in the financial market have enough cash for loans. At time � �  � (i.e., 
beginning of selling season), the retailer makes an order quantity Q� �w� in response to the 
wholesale price contract w chosen by the supplier, and a bank may announce a loan contract 
(�� �B�) to the retailer, whose initial capital is B, for loan size  �wQ� �w�  �  B��. With the 
support of a loan from the bank, the retailer is able to make the full payment to the supplier. 
At time � �  T (i.e., the end of the selling season), the loan generates a random payoff 
� �  p min�D, Q F�w�� for the retailer, and revenue for the bank is equal to min��, L�B��� �
 �� �B���, where L�B�  �   �wQ� �w�  �  B��. If revenue � falls below the sum of the principle 
and the interest of a loan (i. e., L�B��� �  �� �B��), then the retailer may declare a 
bankruptcy, and the bank suffers a loss from the loan. Otherwise, the bank makes an 
expected profit L�B��� �B� as a return on the loan. 
From previous assumption, the bank is risk-neutral and operates in a competitive financial 
market, it will set an interest rate �� �B� that yields the expected profit. The profit is equal to 
the one generated by a risk-free interest rate r� in the competitive financial market. 
Intuitively, under the risk-neutral assumption, banks are indifferent to risks, and the payoff 
of risk- free capital and the return of financing service are identical. Hence, the interest rate 
on a loan is determined by the following equation: 

������ � �� � � � ������ , ������ � �� ������ (1)

Here, the bank evaluates the credit risk of loans based on the retailer’s initial capital. The 
assumption of competitive financing is also found in the previous literature in economics, 
finance, and operations field, such as, Brenna et al. (1988), Dotan and Ravid (1985), Xu and 
Birge (2004), etc.. 

3.2 The retailer 
The impact of the retailer’s limited initial capital on the execution of the wholesale price 
contract is twofold. First, the order quantity placed at  � �  � could satisfy the capital 
constraint B �  wQ F�w�. Second, if demand D is too low, then the retailer is unable to pay 
the bank the full amount  �wQ� �w� �  B���� �  �� �B�� that is due at time T. In this case 
(occurring if p min�D, Q F�w�� �  �wQ� �w�  �  B���� � �� �B��), the retailer declares 
bankruptcy and the bank collects only p min�D, Q F�w�� instead of �wQ� �w�  �  B���� �
 �� �B��. In this case we say the retailer has limited liability.  
For a given wholesale price contract (w), the capital-constrained retailer with an initial 
capital B chooses order quantity Q F�w�, and may raise funds  �wQ� �w�  �  B�� from the 
bank under the interest rate �� �B�. Then, the retailer’s net expected payoff is a function of 
Q F�w� and defined as: 

     πFR�Q� �w��  �  � ��p min�D, Q F�w��  �  �wQ� �w�  �  B���� �  �� �B����  �  B� , 

where ���� denotes the expectation with respect to ��D�. Note that in the definition of 
πFR�Q� �w�� the initial capital B is subtracted from the retailer’s profits. Hence, πFR�Q� �w�� 
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measures the net profit the retailer obtains by operating in this supply chain. For example, if 
the retailer chooses Q� �w� � � then her net payoff is zero, reflecting the fact that she gains 
nothing from her business. The retailer’s optimal net expected payoff is obtained by solving 
the following program: 
 

                     ������� � ���� ������ ������ ����
� ���� ������ � ��� �����, � ����� � � � ��� ��� � ������ �����  
� �� 

(2)

 

subject to: 

���� � ���� ��� � ��� (3)

It is worth noting that the positive part in the definition of Π����B� captures the retailer’s 
limited liability in the case of bankruptcy. Here we implicitly assume the retailer has no 
other investment opportunity except her retailing business. This is to clearly show the 
financing service (represented here by banking loans) is a value generating activity. 
Notice that when the retailer cannot have the access to the financial market, the optimization 
problem for her is then given by: 

����� ��� � ���� ������� � �� �����, � ����� � ���� ���� (4)

subject to: 

� � ���� ��� � � (5)

If the retailer does not have capital constraints, the capital constraint (5) is redundant and 
has no impact on the retailer’s order decisions. Hence, (4) becomes a standard newsvendor 
problem and the optimal order level is given by Q��w�  � �� �� ��

��. However, if the initial 

capital is not sufficient to support optimal ordering (i.e., B 
� �  QN�w�), the capital constraint 

(5) is active and the retailer cannot achieve her optimal order level. (4)-(5) indicate the 
retailer’s capital constraints may influence her order level. Depending on the tightness of the 
constraints, the effects can be significant. Therefore, when the retailer has no access to the 
financial market, the optimal order policy for the retailer with capital constraints is 
Q��� �w�  �  ���� B 

�  , QN �w��. 
In the following section, we should analyse how the financing service has the impacts on the 
performance of supply chain with capital constraints under symmetric information. 
 

4. Financing service and supply chain’s performance 
Based on the assumptions in Section 3, under the case where the retailer has access to a 
financial market, and then chooses order quantity QF�wF� for an exogenous wholesale price 
wF from the supplier. Noting that when the retailer orders QF�wF�, the bank immediately 
announces an interest rate �� �B�. 
We proceed backwards to derive the equilibrium in the competitive finance market and the 
supply chain. Firstly, we determine the interest rate rF� �B� by solving Eq. (1); Secondly, we 
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compute the retailer’s best response as a function of a strategy chosen by the supplier by 
solving the retailer’s optimization problem in (2)-(3) to find QF� �wF, rF� �B�� for a fixed 
wholesale price (wF) and a given rF� �B��B�. 

4.1 Supply chain performance without financing service 
In the following discussion we assume the retailer has no access to financial markets as a 
benchmark for comparison, to address the motivation of financing services from a 
competitive financial market. 
Recall that the optimal order problem without the financing service for a retailer who has 
capital constraints in (4)-(5) is: 

Q��� ����� � ��� � �
���

, F� �� ����
� �� 

In the setting in which retailers cannot have access to the financial market, the optimal 
ordering level for the retailers ��� is Q��� ��� � ��� ��

� , F� �� ��
��� . When B � wF� �� ��

��, 

Q��� ��� � �
� ; When B � �F� �� ��

��, Q��� ��� is the constant value of F� �� ��
��. Obviously, 

without the support of financing service from financing market, the capital-constrained 
retailer is not able to make an optimal ordering level in the traditional newsvendor model, 
Q��w�  � F� �� ��

��, and leads to the loss to the supply chain performance. 

4.2 Supply chain performance with financing service 
Different to the previous subsection, we consider that the capital-constrained retailer has 
access to a competitive financing market during the operations of supply chain. We should 
show how the financing service affects the supply chain performance. 
The decisions of bank 
Recall the assumption of financing market in Section 3, by (1), the bank may determine the 
optimal interest rate rF� �B� as follows: 

 ����� ���� � ����� � ��� � �������, ����� ���� � ����� � ��������� (6)

We can show the existence and uniqueness of ����B� by the following reason, for any r � �  �, 
any scalar y �  �, and any random variable � � 0, there exists a unique r �  r � such that 
y�� � r ��  �  E�min��, y�� � r��� if and only if E���  �  y�� � r ��. (Refer to Chen and Wan 
2011).  
Consequently, , let y be the loan size L�B�  �   �w�Q� �w��  �  B��, r � ����B�, and let L be the 
retailer’s random revenue pmin�D, Q� �w�� �, then if the condition E���  �   �w�Q� �w��  �
 B���� �  ��� holds, we can obtain a unique interest rate ����B� � �� by solving the equation 
 �w�Q� �w��  �  B���� � ��� � E�min��,  �w�Q� �w��  �  B���� � ����B����. Furthermore, we 
can derive the optimal interest rate for a bank as follows.  
For a given order level Q� �w�� �  � and c � wF �  p, the retailer with an initial capital B 
may make a loan  �w�Q� �w��  �  B�� from a bank in the competitive financial market, with a 
risk-free interest rate r� �  �. �f the capital-constrained retailer has limited liability, then: 
i. there exists a unique interest rate rF��B� charged by the bank satisfying the following 

equation:  �wFQF �wF�  �  B���� � r�� � E�min��,  �wFQF �wF�  �  B���� � rF��B����� 
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measures the net profit the retailer obtains by operating in this supply chain. For example, if 
the retailer chooses Q� �w� � � then her net payoff is zero, reflecting the fact that she gains 
nothing from her business. The retailer’s optimal net expected payoff is obtained by solving 
the following program: 
 

                     ������� � ���� ������ ������ ����
� ���� ������ � ��� �����, � ����� � � � ��� ��� � ������ �����  
� �� 

(2)

 

subject to: 

���� � ���� ��� � ��� (3)

It is worth noting that the positive part in the definition of Π����B� captures the retailer’s 
limited liability in the case of bankruptcy. Here we implicitly assume the retailer has no 
other investment opportunity except her retailing business. This is to clearly show the 
financing service (represented here by banking loans) is a value generating activity. 
Notice that when the retailer cannot have the access to the financial market, the optimization 
problem for her is then given by: 

����� ��� � ���� ������� � �� �����, � ����� � ���� ���� (4)

subject to: 

� � ���� ��� � � (5)

If the retailer does not have capital constraints, the capital constraint (5) is redundant and 
has no impact on the retailer’s order decisions. Hence, (4) becomes a standard newsvendor 
problem and the optimal order level is given by Q��w�  � �� �� ��

��. However, if the initial 

capital is not sufficient to support optimal ordering (i.e., B 
� �  QN�w�), the capital constraint 

(5) is active and the retailer cannot achieve her optimal order level. (4)-(5) indicate the 
retailer’s capital constraints may influence her order level. Depending on the tightness of the 
constraints, the effects can be significant. Therefore, when the retailer has no access to the 
financial market, the optimal order policy for the retailer with capital constraints is 
Q��� �w�  �  ���� B 

�  , QN �w��. 
In the following section, we should analyse how the financing service has the impacts on the 
performance of supply chain with capital constraints under symmetric information. 
 

4. Financing service and supply chain’s performance 
Based on the assumptions in Section 3, under the case where the retailer has access to a 
financial market, and then chooses order quantity QF�wF� for an exogenous wholesale price 
wF from the supplier. Noting that when the retailer orders QF�wF�, the bank immediately 
announces an interest rate �� �B�. 
We proceed backwards to derive the equilibrium in the competitive finance market and the 
supply chain. Firstly, we determine the interest rate rF� �B� by solving Eq. (1); Secondly, we 
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compute the retailer’s best response as a function of a strategy chosen by the supplier by 
solving the retailer’s optimization problem in (2)-(3) to find QF� �wF, rF� �B�� for a fixed 
wholesale price (wF) and a given rF� �B��B�. 

4.1 Supply chain performance without financing service 
In the following discussion we assume the retailer has no access to financial markets as a 
benchmark for comparison, to address the motivation of financing services from a 
competitive financial market. 
Recall that the optimal order problem without the financing service for a retailer who has 
capital constraints in (4)-(5) is: 

Q��� ����� � ��� � �
���

, F� �� ����
� �� 

In the setting in which retailers cannot have access to the financial market, the optimal 
ordering level for the retailers ��� is Q��� ��� � ��� ��

� , F� �� ��
��� . When B � wF� �� ��

��, 

Q��� ��� � �
� ; When B � �F� �� ��

��, Q��� ��� is the constant value of F� �� ��
��. Obviously, 

without the support of financing service from financing market, the capital-constrained 
retailer is not able to make an optimal ordering level in the traditional newsvendor model, 
Q��w�  � F� �� ��

��, and leads to the loss to the supply chain performance. 

4.2 Supply chain performance with financing service 
Different to the previous subsection, we consider that the capital-constrained retailer has 
access to a competitive financing market during the operations of supply chain. We should 
show how the financing service affects the supply chain performance. 
The decisions of bank 
Recall the assumption of financing market in Section 3, by (1), the bank may determine the 
optimal interest rate rF� �B� as follows: 

 ����� ���� � ����� � ��� � �������, ����� ���� � ����� � ��������� (6)

We can show the existence and uniqueness of ����B� by the following reason, for any r � �  �, 
any scalar y �  �, and any random variable � � 0, there exists a unique r �  r � such that 
y�� � r ��  �  E�min��, y�� � r��� if and only if E���  �  y�� � r ��. (Refer to Chen and Wan 
2011).  
Consequently, , let y be the loan size L�B�  �   �w�Q� �w��  �  B��, r � ����B�, and let L be the 
retailer’s random revenue pmin�D, Q� �w�� �, then if the condition E���  �   �w�Q� �w��  �
 B���� �  ��� holds, we can obtain a unique interest rate ����B� � �� by solving the equation 
 �w�Q� �w��  �  B���� � ��� � E�min��,  �w�Q� �w��  �  B���� � ����B����. Furthermore, we 
can derive the optimal interest rate for a bank as follows.  
For a given order level Q� �w�� �  � and c � wF �  p, the retailer with an initial capital B 
may make a loan  �w�Q� �w��  �  B�� from a bank in the competitive financial market, with a 
risk-free interest rate r� �  �. �f the capital-constrained retailer has limited liability, then: 
i. there exists a unique interest rate rF��B� charged by the bank satisfying the following 

equation:  �wFQF �wF�  �  B���� � r�� � E�min��,  �wFQF �wF�  �  B���� � rF��B����� 
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ii. rF��B� is monotonically increasing when retailer’s initial capital B decreases;  
iii. for a fixed initial capital B, rF��B� increases with the ris��free interest rate �� . 
The above characteristics of  rF��B� can be illustrated by Figure 2. 
 

 
Fig. 2. The relationship between interest rate ����B� and B, �� 

The decisions of retailer 
If the wholesale price contract is wF, then the retailer may make a loan of L�B� �
 �wFQF �wF�  �  B�� with an interest rate rF��B� from a bank in the financial market. By the 
decisions of the bank, we can show that the sufficient and necessary condition for the 
existence of a loan is pE�min�D, QF �wF���  �  �wFQF �wF�  �  B���� � r��. Therefore, the 
retailer’s optimization problem with financing service (2)-(3) can be formulated as: 

������� � ���� ������� � ��� �����, � ������ � � � ���� ���� � ������������ � �� 
subject to : 

���� � ����� ����� ��� 

��������, � ������� �  ����� �����  ����� �  ��� 

������ � ��� � ������ �����, � ������, ������ � �������� 

(7)

We can rewrite the constraint in Eq. (7) as follows 

E�min�p min�D, Q F�wF�� � L�B��� �  r��, L�B��rF��B� � r���� � � 

Then, by virtue of the constraint in (7), the retailer’s optimization reduces to the following 
equation. 

ΠFR�B� � maxQ F��F��� E�p min�D, Q F�wF�� � L�B��� � r��� � B 
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subject to: 
 

E�min�p min�D, Q F�wF�� � L�B��� �  r��, L�B��rF��B� � r���� � � 
 

Solving problem (7) we get: Q�� �w�� � ���� ���������
� � ��, where x � y �  min�x, y�. To ensure 

the operability of the supply chain, the market price must exceed the purchasing cost, that 

is, w��� �  r��  �  p. And we can rewrite Q�� �B� � ���� ���������
� �.  

Recall that, in the traditional newsvendor model with no capital constraint (Hadley and 
Whitin (1963)), for a given ��, the retailer’s optimal solution Q����� solves the equation 
pF��Q������ � �� . This is the first-order optimality condition where the marginal revenue 
of an extra unit, pF��Q������, is equal to the cost of the extra unit, ��. Here, the first-order 
optimality condition is pF����� ����� � ���� �  r��. Since ���� �  r�� � ��, it follows that a 
retailer with financing service and limited liability has higher marginal costs and Q�� �w�� �
 Q�����.  
In the case where retailers can have access to a competitive financial market, the optimal 
ordering level for the retailers can be described by the following. When the retailer has a 
capital small to medium in size (i.e., B � w ���� �������

� �), the optimal order level for the 

retailer with limited liability is a constant ���� ��������
� �, and ��� ��� � ���� ���; When the 

retailer has a medium capital (i.e., w���� �������
� � �  � � ����� ��

�� ), the retailer does not 

make any loan but simply uses up her initial capital to order ��� ��� � �
�, and ��� ��� �

���� ���. In fact, the marginal revenue from a loan is not enough to offset the financial cost; 
hence, the retailer does not make any loan from banks; When the retailer has a large capital 
(i.e., B � ����� ��

��), the optimal order level is ��� ��� � ���� ��� � �����, and it is actually 
the optimal order level in a traditional newsvendor problem. Therefore, we can characterize 
the optimal operational and financial decisions of the retailer as functions of her initial 
capital as follows. 
These conclusions are shown in Table 1. We show that the risk-free interest rate �� of the 
competitive financial market may influence the retailer’s optimal order level and loan size. 
In Figure 3, we plot the optimal order level as a function of the retailer’s initial capital. Note 
that the initial capital is B, demand follows a normal distribution N(500, 200), the risk-free 
interest rate is set to 0, 0.02, and 0.04, respectively, and p = 10, w = 8. As seen in Figure 2, all 
observations are consistent with what we discussed in this section. 
Fascinatingly, results in our model are related to the Modigliani-Miller Theory. If the capital 
markets are perfect, Modigliani and Miller (1958) prove that managers may consider 
financial decisions independently from the firm’s other decisions (e.g., capacity investment). 
In Section 4.2, a retailer with a small to medium capital and limited liability can raise funds 
from banks in a competitive financial market. Thus, we can instead hold that the retailer has 
access to an unlimited capital account with interest rate ��, which is similar to the perfect 
capital market in Modigliani-Miller Theory. Interestingly, the results show the retailer’s 
financial decisions on loan size can be separated from the order decisions. Therefore, we can 
conclude that a competitive financial market decouples the financial decisions and 
operational decisions. 
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ii. rF��B� is monotonically increasing when retailer’s initial capital B decreases;  
iii. for a fixed initial capital B, rF��B� increases with the ris��free interest rate �� . 
The above characteristics of  rF��B� can be illustrated by Figure 2. 
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subject to: 
 

E�min�p min�D, Q F�wF�� � L�B��� �  r��, L�B��rF��B� � r���� � � 
 

Solving problem (7) we get: Q�� �w�� � ���� ���������
� � ��, where x � y �  min�x, y�. To ensure 
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� �.  
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the optimal operational and financial decisions of the retailer as functions of her initial 
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These conclusions are shown in Table 1. We show that the risk-free interest rate �� of the 
competitive financial market may influence the retailer’s optimal order level and loan size. 
In Figure 3, we plot the optimal order level as a function of the retailer’s initial capital. Note 
that the initial capital is B, demand follows a normal distribution N(500, 200), the risk-free 
interest rate is set to 0, 0.02, and 0.04, respectively, and p = 10, w = 8. As seen in Figure 2, all 
observations are consistent with what we discussed in this section. 
Fascinatingly, results in our model are related to the Modigliani-Miller Theory. If the capital 
markets are perfect, Modigliani and Miller (1958) prove that managers may consider 
financial decisions independently from the firm’s other decisions (e.g., capacity investment). 
In Section 4.2, a retailer with a small to medium capital and limited liability can raise funds 
from banks in a competitive financial market. Thus, we can instead hold that the retailer has 
access to an unlimited capital account with interest rate ��, which is similar to the perfect 
capital market in Modigliani-Miller Theory. Interestingly, the results show the retailer’s 
financial decisions on loan size can be separated from the order decisions. Therefore, we can 
conclude that a competitive financial market decouples the financial decisions and 
operational decisions. 
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Initial capital Loan QF� �w� 

B � w ���� ���� � ���
� � Yes ���� ���� � ���

� �

w���� ���� � ���
� � � � � ����� ��

�� None �
� 

B � ����� ��
�� None ���� ��

�� 

Table 1. The optimal operational and financial strategy of the retailer. (Refer to Chen and Cai, 2011) 

 

 
Fig. 3. The optimal order level ���  as a function of the initial capital B. (Refer to Chen and Cai, 2011) 

5. The role of 3PL firm in supply chain financing 
Following the above discussion about simple supply chain with a supplier and a retailer, we 
then introduce how the third party logistics (3PL) firm plays an important role in adding 
value to all parties and supply chain as a whole. 
In this section, we investigate three different roles of a 3PL firm in an extended supply chain 
with a supplier, a retailer, a 3PL firm, and a bank. The retailer is capital-constrained and 
may borrow capital from either the bank or the 3PL firm. The first role is called the 
Traditional Role (TR), where the 3PL firm provides only the traditional logistics services in 
the supply chain when the retailer borrows capital from the bank. The second role is 
regarded as the Delegation Role (DL), in which the 3PL firm aligning with the bank 
provides capital-constrained retailer with the integrated logistics and financing service. The 
third role is referred to as the Control Role (CR), where the 3PL firm provides both logistics 
services and trade credit financing to the capital-constrained retailer. Note that in supply 
chain finance, 3PL plays as either DR or CR. 
The retailer is of limited liability and procures a single product from the supplier with a 
wholesale price  wp, and then sells to a random market by a fixed retail price p normalised to 
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be one. More specially, the 3PL firm offering TR or DR to the capital-constrained retailer is 
also involved in the supply chain. Without loss of generality, this paper assumes that the 
3PL firm would charge the retailer wl for per unit product under TR or DR with cost cl per 
unit in its business operations. 
To make the operations of supply chain feasible, we offer the following assumption. 
 

Assumption A2: wl � cl , wp � cp  and �� � r��wp � wl� � �� � r�w � � 

5.1 3PL firm with TR in SCF 
With TR, we consider 3PL firms offering traditional logistics service to the supply chain, and 
then analyse the capital availability to the capital-constrained retailer. The roles of suppliers 
and 3PL firms are passive, and their payoffs depend on retailer’s ordering quantity only. 
Suppose that the retailer borrows funds from a bank in a monopolistic financial market and 
pays the supplier in full payment for the stock of goods purchased, we may then focus on 
studying the interplay between the retailer and the bank. 
We first discuss the game between the bank and the retailer under symmetric information 
and show that the retailer cannot separate operations and financial decisions in a 
monopolistic financial market. Then, we show that under asymmetric information on 
retailer’s initial capital, the bank may refuse to provide commercial loans for capital- 
constrained retailers. 

Decisions of retailer and bank under symmetric information 
Before characterizing the bank’s decisions of interest rate, we start with examining capital-
constrained retailer’s optimal strategies. 
The retailer’s optimal strategies 

Based on Eq (2), for a given rM�B� (the interest rate on a loan in the monopolistic finance 
market), we rewrite the retailer problem as follows: 

��� � �������� � �������� ������ � ������� � ���� � �������� � �� (8)

The characteristics for the retailer’s optimal ordering strategy and its basic properties can be 
written by the following: Suppose Assumptions A1 and A2. Under symmetric information, 
regardless the 3PL firm playing TR or CR, at a given interest rate on a loan rM�B� in a 
monopolistic financial market (1) the optimal ordering quantity of the retailer, Q� , is given 
by F��QM�  �  w�� � rM�B��F� ��wQM�B� � ���� � rM�B���; (2) the capital-constrained retailer 
should get a loan with size �wQ� �  B�. (Refer to Chen and Cai, 2011). 
As the retail price is normalised to 1, F����� �  represents the retailer’s expected marginal 
revenue from ordering an additional unit, while the expected marginal cost of ordering an 
additional unit is w�� � rM�F� ��wQM�B� � ���� � rM�B���. The volume of marginal cost 
depends on the interest rate rM�B�, and might be greater or less than the marginal cost in 
traditional newsvendor model. 
Here, we show that in the capital-constrained supply chain, the retailer’s operational 
decision (e.g. ordering quantity) and financial decisions (e.g. loan size) cannot be separated. 
Consequently, under perfect information, the Modigliani-Miller Theory cannot hold water 
in this setting. If the capital markets are perfect, Modigliani and Miller (1958) hold that the 
managers may consider financial decisions independent of the firm’s operational decisions. 
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Table 1. The optimal operational and financial strategy of the retailer. (Refer to Chen and Cai, 2011) 
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be one. More specially, the 3PL firm offering TR or DR to the capital-constrained retailer is 
also involved in the supply chain. Without loss of generality, this paper assumes that the 
3PL firm would charge the retailer wl for per unit product under TR or DR with cost cl per 
unit in its business operations. 
To make the operations of supply chain feasible, we offer the following assumption. 
 

Assumption A2: wl � cl , wp � cp  and �� � r��wp � wl� � �� � r�w � � 

5.1 3PL firm with TR in SCF 
With TR, we consider 3PL firms offering traditional logistics service to the supply chain, and 
then analyse the capital availability to the capital-constrained retailer. The roles of suppliers 
and 3PL firms are passive, and their payoffs depend on retailer’s ordering quantity only. 
Suppose that the retailer borrows funds from a bank in a monopolistic financial market and 
pays the supplier in full payment for the stock of goods purchased, we may then focus on 
studying the interplay between the retailer and the bank. 
We first discuss the game between the bank and the retailer under symmetric information 
and show that the retailer cannot separate operations and financial decisions in a 
monopolistic financial market. Then, we show that under asymmetric information on 
retailer’s initial capital, the bank may refuse to provide commercial loans for capital- 
constrained retailers. 

Decisions of retailer and bank under symmetric information 
Before characterizing the bank’s decisions of interest rate, we start with examining capital-
constrained retailer’s optimal strategies. 
The retailer’s optimal strategies 

Based on Eq (2), for a given rM�B� (the interest rate on a loan in the monopolistic finance 
market), we rewrite the retailer problem as follows: 

��� � �������� � �������� ������ � ������� � ���� � �������� � �� (8)

The characteristics for the retailer’s optimal ordering strategy and its basic properties can be 
written by the following: Suppose Assumptions A1 and A2. Under symmetric information, 
regardless the 3PL firm playing TR or CR, at a given interest rate on a loan rM�B� in a 
monopolistic financial market (1) the optimal ordering quantity of the retailer, Q� , is given 
by F��QM�  �  w�� � rM�B��F� ��wQM�B� � ���� � rM�B���; (2) the capital-constrained retailer 
should get a loan with size �wQ� �  B�. (Refer to Chen and Cai, 2011). 
As the retail price is normalised to 1, F����� �  represents the retailer’s expected marginal 
revenue from ordering an additional unit, while the expected marginal cost of ordering an 
additional unit is w�� � rM�F� ��wQM�B� � ���� � rM�B���. The volume of marginal cost 
depends on the interest rate rM�B�, and might be greater or less than the marginal cost in 
traditional newsvendor model. 
Here, we show that in the capital-constrained supply chain, the retailer’s operational 
decision (e.g. ordering quantity) and financial decisions (e.g. loan size) cannot be separated. 
Consequently, under perfect information, the Modigliani-Miller Theory cannot hold water 
in this setting. If the capital markets are perfect, Modigliani and Miller (1958) hold that the 
managers may consider financial decisions independent of the firm’s operational decisions. 
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In contrast, we show that the capital-constrained retailer has to integrate the operations and 
financial decisions to optimize her payoff. 
The interest rate of the bank 

There is Stacklberg-Nash game between the retailer and the bank. The optimal problem for 
the bank in a monopolistic financial market would be addressed by the following: 

��� � ������� �����������, ��, ��� � ���� � ������ � ��� � ��� (9)

Combing Eqs. (2) and (9), we can describe the bank’s decision problem in the following. 

��� � �����
�����������, ��� �, ����� � ���� � ���� � ����� � ���� (10)

Let L�r� � � �wQ�� � ����� � rM�B��. We denote that r�B� �� � ��� �B� is the optimal solution for 
Eq. (10). We then present the characteristics of the interest rate in the monopolistic financial 
market by the following,  
Suppose Assumption A1 and Assumption A2. Under symmetric information, the optimal 
interest rate ��� �B� in a monopolistic bank is given by: F����� � � � �����M�B�������M�B���

������ ��
� ����� �

; ���  is 

always less than the optimal ordering level QN. (refer to Chen and Cai, 2011). 
We then show that ��� �B� � QN. So the optimal ordering of retailer in monopolistic financial 
market ��� �B� is always less than traditional newsvendor optimal ordering quantity QN.  
Compared to ‘deep pocket’ assumption in the traditional newsvendor model, the capital- 
constrained retailers intuitively have to pay interest to the bank, and increase the marginal 
cost of operations. 

The behaviour of the retailer and the bank under asymmetric information 
Suppose the bank provides a loan contract (r�B�) with the borrower (the capital- constrained 
retailer) and evaluates the retailer’s credit risk based on her initial capital. If there is no 
device to screen the information on the retailer’s initial capital, the retailer can falsify her 
initial capital information and get a corresponding contract to increase her profit.  
We then conclude that under the asymmetric information,  given a commercial loan menu 
r�B� from a bank operating in a monopolistic finance market, the capital-constrained retailer 
with B� � ��QN may overstate her initial capital to get a lower interest rate of loans (refer to 
Chen and Cai, 2011 in detail). 
Accordingly, Chen and Cai (2011) show under asymmetric information of retailer’s initial 
capital, the bank may incur a loss in lending funds to the capital-constrained retailer. And 
under asymmetric information of retailer’s initial capital, the capital-constrained retailer has 
the incentive to falsify her real initial capital to get higher payoff. In turn, the bank would 
suffer a loss from loans due to asymmetric information. Naturally, the bank might refuse to 
extend loans to capital-constrained retailers. These insights can explain why the small-
medium size companies are not able to borrow loans from the financial institutions during 
the operations in supply chain. 

5.2 3PL with DR in SCF 
The asymmetric information of initial capital may break the equilibrium under full 
information and move part of revenue from the bank to the retailer. Hence the bank cannot 
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get its expected return from a loan. As a consequence, some banks might leave the financial 
market because of credit risk, hurting individual firms in the capital-constrained supply 
chain. 
However, the DR of 3PL firm can help the bank to track the liquid collateral of loan 
(inventory, etc.) and share the retailer’s real information. In this case, the retailer would have 
no chance to overstate her initial capital to the bank. Also, if the bank offers loan contract 
menu (����,����), the retailer would have no chance to lie about her initial capital either. But 
the retailer may divert funds in loans to a higher risk project without 3PL firms’ monitoring, 
leaving the bank with a higher risk. It follows that the bank would be unwilling to offer 
loans to the capital-constrained retailer if the bank has no effective approach to monitor the 
retailer’s real procurement behaviour. 
Then we can conclude the motivation of 3PL firm’s DR under asymmetric information with 
the following: Under asymmetric information of retailer’s initial capital, 3PL firm’s DR 
might force the retailer to declare her real information and help individual firms to achieve 
the equilibrium under symmetric information (Refer to Chen and Cai, 2011).  
As is shown above, under asymmetric information, the bank may have no incentive to offer 
commercial loans to the capital-constrained retailer with TR, because the retailer may falsify 
her initial capital or divert capital loans. Without DR, the retailer’s ordering level would be 
Q�� � ��� ��

� , Q��. But with DR, the bank would be encouraged to provide loans for the 
capital-constrained retailer. And the ordering level for the capital-constrained retailer 
Q��  �  ����Q�� , Q�� is always no less than Q��.  
Since the payoffs of supplier, 3PL firm, and the supply chain involving the bank and 3PL 
firm are respectively, Π� � �w� � ����, Π� � �w� � ����, Π�� � �������, �� � ���, we can 
obtain the following results directly: The payoffs of individual firms in the capital-
constrained supply chain with DR are greater than those with TR. (Refer to Chen and Cai, 
2011).  
As DR brings all entities to the table – 3PL firm, bank, buyer and supplier, it helps to bridge 
the information gap and understand the needs of each party. As we explained earlier in the 
introduction the role of 3PL firm’s DR for capital optimization within a capital-constrained 
supply chain, the coupling of information and physical control benefits lenders in the 
supply chain as well. For instance, the mitigation of risk allows more capital to be raised, or 
more capital to be assessed sooner. So the supply chain would be more efficient with the 
innovation service, DR of 3PL firm. 
We move on to show that DR would impact the performance of individual firms as well as 
the entire supply chain, create value in the capital-constrained supply chain, and that 
asymmetric information might account for the motivation of DR.  

5.3 Competitive financial market and SCF  
DR of 3PL firm might decrease the financial risk when financial institutions offer loans to 
capital- constrained retailers in the supply chain. And more and more financial institutions 
have got the incentive to join hands with third party firms in order to enhance their profits 
and competitive advantages, which raises competition in the finance market. For instance, 
the 3PL firm could ally with many banks to provide integrated logistics and financing 
service to its clients in the supply chain, and banks have to confront a more competitive 
market in offering loans to capital-constrained retailers. We next examine how competition 
in the finance market influences decisions of agents in the supply chain. 
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In contrast, we show that the capital-constrained retailer has to integrate the operations and 
financial decisions to optimize her payoff. 
The interest rate of the bank 

There is Stacklberg-Nash game between the retailer and the bank. The optimal problem for 
the bank in a monopolistic financial market would be addressed by the following: 

��� � ������� �����������, ��, ��� � ���� � ������ � ��� � ��� (9)

Combing Eqs. (2) and (9), we can describe the bank’s decision problem in the following. 

��� � �����
�����������, ��� �, ����� � ���� � ���� � ����� � ���� (10)

Let L�r� � � �wQ�� � ����� � rM�B��. We denote that r�B� �� � ��� �B� is the optimal solution for 
Eq. (10). We then present the characteristics of the interest rate in the monopolistic financial 
market by the following,  
Suppose Assumption A1 and Assumption A2. Under symmetric information, the optimal 
interest rate ��� �B� in a monopolistic bank is given by: F����� � � � �����M�B�������M�B���

������ ��
� ����� �

; ���  is 

always less than the optimal ordering level QN. (refer to Chen and Cai, 2011). 
We then show that ��� �B� � QN. So the optimal ordering of retailer in monopolistic financial 
market ��� �B� is always less than traditional newsvendor optimal ordering quantity QN.  
Compared to ‘deep pocket’ assumption in the traditional newsvendor model, the capital- 
constrained retailers intuitively have to pay interest to the bank, and increase the marginal 
cost of operations. 

The behaviour of the retailer and the bank under asymmetric information 
Suppose the bank provides a loan contract (r�B�) with the borrower (the capital- constrained 
retailer) and evaluates the retailer’s credit risk based on her initial capital. If there is no 
device to screen the information on the retailer’s initial capital, the retailer can falsify her 
initial capital information and get a corresponding contract to increase her profit.  
We then conclude that under the asymmetric information,  given a commercial loan menu 
r�B� from a bank operating in a monopolistic finance market, the capital-constrained retailer 
with B� � ��QN may overstate her initial capital to get a lower interest rate of loans (refer to 
Chen and Cai, 2011 in detail). 
Accordingly, Chen and Cai (2011) show under asymmetric information of retailer’s initial 
capital, the bank may incur a loss in lending funds to the capital-constrained retailer. And 
under asymmetric information of retailer’s initial capital, the capital-constrained retailer has 
the incentive to falsify her real initial capital to get higher payoff. In turn, the bank would 
suffer a loss from loans due to asymmetric information. Naturally, the bank might refuse to 
extend loans to capital-constrained retailers. These insights can explain why the small-
medium size companies are not able to borrow loans from the financial institutions during 
the operations in supply chain. 

5.2 3PL with DR in SCF 
The asymmetric information of initial capital may break the equilibrium under full 
information and move part of revenue from the bank to the retailer. Hence the bank cannot 
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get its expected return from a loan. As a consequence, some banks might leave the financial 
market because of credit risk, hurting individual firms in the capital-constrained supply 
chain. 
However, the DR of 3PL firm can help the bank to track the liquid collateral of loan 
(inventory, etc.) and share the retailer’s real information. In this case, the retailer would have 
no chance to overstate her initial capital to the bank. Also, if the bank offers loan contract 
menu (����,����), the retailer would have no chance to lie about her initial capital either. But 
the retailer may divert funds in loans to a higher risk project without 3PL firms’ monitoring, 
leaving the bank with a higher risk. It follows that the bank would be unwilling to offer 
loans to the capital-constrained retailer if the bank has no effective approach to monitor the 
retailer’s real procurement behaviour. 
Then we can conclude the motivation of 3PL firm’s DR under asymmetric information with 
the following: Under asymmetric information of retailer’s initial capital, 3PL firm’s DR 
might force the retailer to declare her real information and help individual firms to achieve 
the equilibrium under symmetric information (Refer to Chen and Cai, 2011).  
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commercial loans to the capital-constrained retailer with TR, because the retailer may falsify 
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As DR brings all entities to the table – 3PL firm, bank, buyer and supplier, it helps to bridge 
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supply chain, the coupling of information and physical control benefits lenders in the 
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5.3 Competitive financial market and SCF  
DR of 3PL firm might decrease the financial risk when financial institutions offer loans to 
capital- constrained retailers in the supply chain. And more and more financial institutions 
have got the incentive to join hands with third party firms in order to enhance their profits 
and competitive advantages, which raises competition in the finance market. For instance, 
the 3PL firm could ally with many banks to provide integrated logistics and financing 
service to its clients in the supply chain, and banks have to confront a more competitive 
market in offering loans to capital-constrained retailers. We next examine how competition 
in the finance market influences decisions of agents in the supply chain. 
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The interest rate of a loan 
Since the bank is risk-neutral and operates in a competitive financial market, it will set an 
interest rate r�B� that yields the expected profit. The profit is equal to the one generated by 
risk-free interest rate r�. In this chapter, we assume r� � 0. 
In Eq (4), the bank may determine the optimal interest rate ����B� as follows: 

����� � ��� � � ���������� � ����� � �����, ��� (11)

We can derive the optimal interest rate for a bank in the following: For a given ordering 
level QCF � �0 and �� � �w� � ��, where C denotes the production cost, the retailer with an 
initial capital B may borrow a loan �wQCF � B�� from a bank in the competitive finance 
market. If the capital-constrained retailer is of limited liability, there exists a unique interest 
rate r��  charged by the bank through solving (11), while r��  is monotonically decreasing in 
retailer's initial capital B. 
As the finance market is highly competitive, the bank’s equilibrium interest rate r��  equates 
the expected discounted return from the loan �wQCF � B�� subtracting its costs. We note that 
r��  depends on the retailer’s initial capital B. As B increases over the internal �0,wQN�, the 
loan size decreases and so does the bank’s risk associated with the retailer’s limited liability. 
Therefore, the prevailing interest rate decreases. 
The retailer’s optimal strategy 
Fascinatingly, the above problem corresponds to the standard newsvendor problem. By 
combining Eqs (2) and (6), we can immediately get the following results：Suppose 
Assumptions A1 and A2. In the competitive financial market with DR, the optimal ordering 
level for a capital-constrained retailer is Q��� ��� �� �QN (the standard newsvendor quantity) 
and is independent of her initial capital B. In addition, the capital-constrained retailer would 
borrow ��QN � �� from the bank.  
The above results are related to Modigliani-Miller Theory. In this chapter, we show that the 
retailer’s financial decisions on loan size can be separated from ordering decisions, and the 
ordering decision is the constant value and corresponds to the optimal ordering level in 
traditional newsvendor model. We then conclude that the competitive financial market can 
decouple financial and operational decisions of the capital-constrained retailer. (Refer to 
Chen and Cai, 2011) 
The competitive financial market motivates the capital-constrained retailer to order a 
quantity up to QN, which increases the value of all players in the supply chain. As a result, 
the competitive financial market creates value in the capital-constrained supply chain. 

5.4 The value of 3PL firm with CR in SCF 
In the traditional role model, the 3PL firm provides the transportation service only and does 
not provide any screening effect as suggested in adverse selection. Lu et al. (2009) mention 
the incentive of logistics service provider (LSP) to provide financial support to the 
retailer/supplier and to establish the backup inventory. We will inspect more deeply on 3Pl 
financing. If the 3PL firm forms an alliance with the bank, then the 3PL firm could monitor 
the transaction of products from the supplier to the retailer for the bank. Consequently, the 
retailer’s false revelation of the initial capital would be discovered and prohibited.  
In the control role model, the 3PL firm provides not only logistics services but also trade 
credit to the retailer. While the retailer has insufficient capital to order directly from the 
supplier, the 3PL firm procures the products from the supplier for the retailer through trade 
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credit financing and then transports them to the retailer. In addition, the 3PL firm can 
effectively track and monitor the transaction of products in addition to providing trade 
credit to the capital-constrained retailer. 
In the first stage of the Stackelberg game, the 3PL firm offers a trade credit contract 
(w, r�����) and in the second stage, the retailer orders Q��� ��� from the supplier through the 
3PL firm. The retailer’s decision process is the same as in the traditional role model. The 3PL 
firm’s profit is given as follows. 
 

       ��������� � ���� � ��� ��� � �̃��� � ��� � �������� ��� � ������ ��� � ������ ���
� ������, ���� ���� � ������ ��� � ���� � ��� ������� 

(12)

 

where ��� �  w� �  c� represents procurement and logistics operational costs incurred to the 
3PL firm and x�  �  ����x, 0�. The above payoff consists of two components: the operational 
revenue �w � �������� �B� and the financial revenue �w���� �B� � �� � ������, ���� �B�� �
������ �B� � ���� � r�� �B����

. It is straightforward that the operational profit is positive as 
long as w �  ���; however, the financial profit could end up with a negative value if demand 
uncertainty is too high; as a result the retailer could not repay the trade credit plus interest. 
Thus, a trade-off occurs: on the one hand, the 3PL would like to choose a small r�� �B� to 
improve operational performance; on the other hand, the 3PL would like to choose a large 
r�� �B� to satisfy his financial motive. The 3PL firm optimizes its trade credit contract while 
taking both motives into consideration.  
We characterize the optimal interest rate in the following: In the control role model, the 
optimal interest rate r��� �B� for the 3PL firm financing is 
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The unique �̃����� satisfies ����������� � �, and  ����������� � ������
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� �B���������� �B����  

and even ����������� increases in ������ � �0, �̃���� (Refer to Chen and Cai, 2011).  
If the order quantity is inelastic to the interest rate change, where ����������� � �����̃���� � � 

and hence ����
������

�������  �  0, the 3PL firm charges the interest rate at the highest level, �̃���, to 
optimize his profit. If the order quantity is very elastic to the interest rate, where 
����������� � ����0� � � ad hence ����

������
�������  �  0, the 3PL firm achieves its optimum by 

completely waiving the interest for the retailer. When interest-demand elasticity is in the 
medium range, the 3PL firm can find a unique optimal interest rate that balances the 
tradeoff between the financial and operational benefits. In reality, the benefit of a control 
role model can be even more significant because the 3PL firm can reduce logistics costs (c�) 
by taking advantage of the economy of scale by grouping many retailers together. 
Comparison of the 3PL’s Roles 
Based on the analysis in Section 5.2, we find that the decisions of retailer and bank are the 
same in both TR and DR settings. In order to simplify the analysis, in this subsection, we let 
discussion of TR include that of DR. 
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The interest rate of a loan 
Since the bank is risk-neutral and operates in a competitive financial market, it will set an 
interest rate r�B� that yields the expected profit. The profit is equal to the one generated by 
risk-free interest rate r�. In this chapter, we assume r� � 0. 
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Chen and Cai, 2011) 
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quantity up to QN, which increases the value of all players in the supply chain. As a result, 
the competitive financial market creates value in the capital-constrained supply chain. 

5.4 The value of 3PL firm with CR in SCF 
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credit financing and then transports them to the retailer. In addition, the 3PL firm can 
effectively track and monitor the transaction of products in addition to providing trade 
credit to the capital-constrained retailer. 
In the first stage of the Stackelberg game, the 3PL firm offers a trade credit contract 
(w, r�����) and in the second stage, the retailer orders Q��� ��� from the supplier through the 
3PL firm. The retailer’s decision process is the same as in the traditional role model. The 3PL 
firm’s profit is given as follows. 
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long as w �  ���; however, the financial profit could end up with a negative value if demand 
uncertainty is too high; as a result the retailer could not repay the trade credit plus interest. 
Thus, a trade-off occurs: on the one hand, the 3PL would like to choose a small r�� �B� to 
improve operational performance; on the other hand, the 3PL would like to choose a large 
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completely waiving the interest for the retailer. When interest-demand elasticity is in the 
medium range, the 3PL firm can find a unique optimal interest rate that balances the 
tradeoff between the financial and operational benefits. In reality, the benefit of a control 
role model can be even more significant because the 3PL firm can reduce logistics costs (c�) 
by taking advantage of the economy of scale by grouping many retailers together. 
Comparison of the 3PL’s Roles 
Based on the analysis in Section 5.2, we find that the decisions of retailer and bank are the 
same in both TR and DR settings. In order to simplify the analysis, in this subsection, we let 
discussion of TR include that of DR. 
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It is not difficult to show that the optimal interest rate in the control role is no higher than 
that in the traditional/delegation role. The optimal order quantity in the control role is no 
less than that in the traditional /delegation role. The inequality holds when interest-demand 
elasticity is in the medium range. This result occurs because the 3PL firm shares a higher 
risk of demand uncertainty through the financing service and would like to reduce the 
interest rate to stimulate a higher order from the retailer. If interest-demand elasticity (�) is 
either too large or too small for both traditional and control roles, the optimal interest rates 
are reached at the boundary; thus, the optimal interest rates and order quantities are the 
same in both cases. 
 

����r���B�� ��������� Elasticity 
(�) ���� �B� ������ ���� ������������������� 

����r�� � � ���r�� � ����r�� � � Low r� r� Indifference ����0� � � ����0� � ���0� � � High 0 0 

����0� � � ���r�� � �
Medium 

0 r� ���� �0� � ����r�� 
���0� � �, ���r�� � � 0 r�� ���� �0� � ����r��� 

����0� � �,  
����r�� � � 

���r�� � � r��� r� ���� �r���� � ����r�� 
���0� � �, ���r�� � � r��� r�� ���� �r���� � ����r��� 

Table 2. Optimal interest rates and ordering quantities in traditional and control roles 

We can obtain additional technical details, as illustrated in Table 2 (Refer to Chen and Cai, 
2011). The itemized results in Table 2 are determined by the interplay of interest-demand 
elasticity rates in both the control and traditional roles. For any given interest rate, interest-
demand elasticity in the control role is no less than that in the traditional role. If both 
interest-demand elasticity rates are low, a low interest rate does not stimulate much 
demand; thus, the 3PL/bank will charge the interest rate at its highest level in both the 
control and traditional models. In contrast, if both interest-demand elasticity rates are high, 
the benefit from a higher demand will overweigh the benefit of a higher interest rate; in this 
case, the 3PL/bank will charge a zero interest rate in both the control and traditional role 
models. If interest-demand elasticity is in the medium range, the interest rates in both 
models will differ in the four sub-cases, as shown in Table 2. Nevertheless, the optimal 
interest rate in the control role is no more than that in the traditional role; while the optimal 
order quantity in the control role weakly dominates that in the traditional role. 
Owing to a higher order quantity in the control role, we may expect that the entire supply 
chain will be more efficient in the control role. In the control role model, compared with the 
traditional role model, the 3PL firm more significantly shares the risk of demand uncertainty 
with the retailer when offering the trade credit and logistics services together. Thus, the 
retailer benefits from a lower interest rate, the supplier benefits from a larger order quantity, 
and the 3PL firm benefits from the integration of the financing and its traditional logistics 
services. This result provides theoretical support to the practice of 3PL firms integrating 
their logistics services with financing services, such as UPS and others. 
Because of the capital constraint, one might expect that neither of our above models can 
outperform the classic newsvendor model (without capital constraint) in terms of overall 
supply chain profit. Note that supply chain profit includes the profits of the supplier, 
retailer, 3PL, and/or the bank and, hence, can be written as follows. 

Π ���B�  �  ������D, Q ���B��  �  ��� �  ���Q ���B�� , where the subscript � �  �, ��, N .  
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The following result delivers a somewhat counterintuitive message: Compare overall 
supply chain profits in the traditional role, control role, and classic newsvendor models, (1). 
The classic newsvendor model outperforms the traditional role model (i.e., Π ���B� � Π N� �B�; 
(2)  The control role model outperforms the classic newsvendor model (i.e., Π ��

� �B� �
Π N� �B�), as long as C�� is sufficiently low (i.e., C�� � ����Q ��

� �B������Q ���B��
������Q ��

� �B�������� ��
� �B���), where C�� �

�� � ��. (Refer to Chen and Cai, 2011). 
The first statement above suggests the traditional role model cannot outperform the classic 
newsvendor in terms of entire supply chain efficiency, which is intuitive because the retailer 
bears additional financial risk plus the same demand uncertainty as in the classic 
newsvendor model. As for the control role model, the second statement indicates that 
overall supply chain profit in the control role model outweighs the classic newsvendor 
model. The rationale behind is that the 3PL firm shares the risk of demand uncertainty with 
the retailer by lowering the interest rate, such that the retailer orders a larger quantity that 
consequently yields a higher profit for the entire supply chain. Compared with the 
traditional role model, the 3PL in the control role model coordinates the supply chain by 
integrating the financial and logistics services. A lower combined value of product 
wholesale price and logistics operational cost (C��) enables the 3PL firm to charge a lower 
interest rate than in the traditional role model. This result conveys the message that an 
integrated service of financing and logistics can coordinate the capital constrained supply 
chain, and thus is a win-win-win solution to the retailer, the 3PL firm, and the supplier. 
However, if C�� is too high, the burden of the capital constraint would outpace the benefit of 
3PL coordination, such that the classic newsvender model would outperform the control 
role model in terms of overall supply chain efficiency. 

6. Conclusion 
We have studied the operational and financial decisions for a capital-constrained supply 
chain and the impact of financing on individual firms and the entire supply chain under 
wholesale price contract.  
Our analysis indicates that financing can create value for a supply chain with small- 
medium capital retailer, and greater competition in a financial market leads to better 
performance improvement for the individual firms as well as the entire supply chain. 
Specifically, when the retailer has small-medium capital, she can make loans from a bank 
and place an order at a given level, depending on the market’s risk-free interest rate, and the 
supplier should reduce his wholesale price to encourage the retailer to order more, thus 
increasing the transfer payment to the supplier. When the retailer has a medium capital, the 
retailer does not make loans and places an order at a level increasing with the size of her 
initial capital, and the supplier offers a suitable wholesale price, which is decreasing with 
the size of the retailer’s initial capital to draw out all of the retailer’s funds. When the 
retailer’s capital is large, she never makes a loan from banks and sets an order level equal to 
the optimal order level in the traditional newsvendor model. We also show that interest rate 
on loans would decrease in the retailer’s initial capital. We emphasize that when the retailer 
has small-medium capital, decisions on wholesale price and order level are independent of 
the initial capital. 
Another important point is that with 3PL firm playing the traditional role in the 
monopolistic financial market, the retailers have to consider the integrated operations and 
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It is not difficult to show that the optimal interest rate in the control role is no higher than 
that in the traditional/delegation role. The optimal order quantity in the control role is no 
less than that in the traditional /delegation role. The inequality holds when interest-demand 
elasticity is in the medium range. This result occurs because the 3PL firm shares a higher 
risk of demand uncertainty through the financing service and would like to reduce the 
interest rate to stimulate a higher order from the retailer. If interest-demand elasticity (�) is 
either too large or too small for both traditional and control roles, the optimal interest rates 
are reached at the boundary; thus, the optimal interest rates and order quantities are the 
same in both cases. 
 

����r���B�� ��������� Elasticity 
(�) ���� �B� ������ ���� ������������������� 

����r�� � � ���r�� � ����r�� � � Low r� r� Indifference ����0� � � ����0� � ���0� � � High 0 0 

����0� � � ���r�� � �
Medium 

0 r� ���� �0� � ����r�� 
���0� � �, ���r�� � � 0 r�� ���� �0� � ����r��� 

����0� � �,  
����r�� � � 

���r�� � � r��� r� ���� �r���� � ����r�� 
���0� � �, ���r�� � � r��� r�� ���� �r���� � ����r��� 

Table 2. Optimal interest rates and ordering quantities in traditional and control roles 

We can obtain additional technical details, as illustrated in Table 2 (Refer to Chen and Cai, 
2011). The itemized results in Table 2 are determined by the interplay of interest-demand 
elasticity rates in both the control and traditional roles. For any given interest rate, interest-
demand elasticity in the control role is no less than that in the traditional role. If both 
interest-demand elasticity rates are low, a low interest rate does not stimulate much 
demand; thus, the 3PL/bank will charge the interest rate at its highest level in both the 
control and traditional models. In contrast, if both interest-demand elasticity rates are high, 
the benefit from a higher demand will overweigh the benefit of a higher interest rate; in this 
case, the 3PL/bank will charge a zero interest rate in both the control and traditional role 
models. If interest-demand elasticity is in the medium range, the interest rates in both 
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traditional role model, the 3PL firm more significantly shares the risk of demand uncertainty 
with the retailer when offering the trade credit and logistics services together. Thus, the 
retailer benefits from a lower interest rate, the supplier benefits from a larger order quantity, 
and the 3PL firm benefits from the integration of the financing and its traditional logistics 
services. This result provides theoretical support to the practice of 3PL firms integrating 
their logistics services with financing services, such as UPS and others. 
Because of the capital constraint, one might expect that neither of our above models can 
outperform the classic newsvendor model (without capital constraint) in terms of overall 
supply chain profit. Note that supply chain profit includes the profits of the supplier, 
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The following result delivers a somewhat counterintuitive message: Compare overall 
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newsvendor model. As for the control role model, the second statement indicates that 
overall supply chain profit in the control role model outweighs the classic newsvendor 
model. The rationale behind is that the 3PL firm shares the risk of demand uncertainty with 
the retailer by lowering the interest rate, such that the retailer orders a larger quantity that 
consequently yields a higher profit for the entire supply chain. Compared with the 
traditional role model, the 3PL in the control role model coordinates the supply chain by 
integrating the financial and logistics services. A lower combined value of product 
wholesale price and logistics operational cost (C��) enables the 3PL firm to charge a lower 
interest rate than in the traditional role model. This result conveys the message that an 
integrated service of financing and logistics can coordinate the capital constrained supply 
chain, and thus is a win-win-win solution to the retailer, the 3PL firm, and the supplier. 
However, if C�� is too high, the burden of the capital constraint would outpace the benefit of 
3PL coordination, such that the classic newsvender model would outperform the control 
role model in terms of overall supply chain efficiency. 

6. Conclusion 
We have studied the operational and financial decisions for a capital-constrained supply 
chain and the impact of financing on individual firms and the entire supply chain under 
wholesale price contract.  
Our analysis indicates that financing can create value for a supply chain with small- 
medium capital retailer, and greater competition in a financial market leads to better 
performance improvement for the individual firms as well as the entire supply chain. 
Specifically, when the retailer has small-medium capital, she can make loans from a bank 
and place an order at a given level, depending on the market’s risk-free interest rate, and the 
supplier should reduce his wholesale price to encourage the retailer to order more, thus 
increasing the transfer payment to the supplier. When the retailer has a medium capital, the 
retailer does not make loans and places an order at a level increasing with the size of her 
initial capital, and the supplier offers a suitable wholesale price, which is decreasing with 
the size of the retailer’s initial capital to draw out all of the retailer’s funds. When the 
retailer’s capital is large, she never makes a loan from banks and sets an order level equal to 
the optimal order level in the traditional newsvendor model. We also show that interest rate 
on loans would decrease in the retailer’s initial capital. We emphasize that when the retailer 
has small-medium capital, decisions on wholesale price and order level are independent of 
the initial capital. 
Another important point is that with 3PL firm playing the traditional role in the 
monopolistic financial market, the retailers have to consider the integrated operations and 
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financial decisions to optimise her payoff, and the optimal ordering quantity is less than that 
of the traditional newsvendor model. However, under asymmetric information and without 
effective screening devices, the bank might refuse to offer financing service to the capital-
constrained retailer. The main reasons lie in two factors: (1) the retailer has the incentive to 
overstate her initial capital; (2) the retailer could divert the loan to projects with higher risks.  
And interestingly, this chapter shows asymmetric information view might account for the 
motivation of 3PL firm’s delegation role and control role, and both DR and CR could create 
value for the capital-constrained supply chain. As for 3PL firm’s DR and CR, the retailer has 
to declare her private information of initial capital truly and might even have no chance to 
divert the capital loans. 
We then further investigate the influence of the different roles of a 3PL firm in a supply 
chain with a capital-constrained retailer. The retailer can borrow capital from a bank or 
trade credit from a 3PL firm with financing services. We compare the traditional and control 
roles where the 3PL firm provides only logistics or logistics plus trade credit, respectively. 
Our analysis indicates the control role model yields higher profits not only for the 3PL firm, 
but also for the supplier and the retailer.  
This chapter reveals the relation between financing services and supply chain management, 
and introduces how logistics firms could add value to all parties in supply chain. Supply 
Chain Finance is bringing not only more value, but also new trends of innovative financing 
services for supply chain management, which absolutely deserves further study. 
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1. Introduction  
The need to implement and guarantee effective item-level tracing systems is becoming more 
and more important for a wide range of business applications, such as manufacturing, 
logistics, healthcare, and anti-counterfeiting. Among these, the pharmaceutical supply 
chain, with millions of medicines moving around the world and needing to be traced at item 
level, represents a very interesting reference scenario. Furthermore, the growing counterfeiting 
problem raises a significant threat within the supply chain system. Recently, several 
international institutions (e.g. Food and Drug Administration, European Medicines Agency, 
European Federation of Pharmaceutical Industries and Associations, GS1) are encouraging 
the use of innovative solutions in healthcare and in the pharmaceutical supply chain, to 
improve patient safety and enhance the efficiency of the pharmaceutical supply chain, with 
better worldwide drug traceability (FDA, 2004). 
Currently, the most popular auto-identification technology is optical one. Although the bar 
code (one- or bi-dimensional) is a very low cost solution, there are many valid reasons for 
not considering it as the primary auto-identification technique (Schroeter, 2008) in the near 
future. In fact, every kind of bar code technology requires line-of-sight (LoS), it cannot be 
written or read in bulk, it can be easily counterfeited, it can limit the speed of packaging line 
operations, etc. 
On the contrary, RFID (Finkenzeller, 2003) technology promises to optimize the critical 
processes in the Supply Chain Management (SCM) systems and to improve the patient 
safety, resolving problems of traditional optical auto-identification solutions.  
Passive RFID tags can be classified according to the frequency band used and the type of 
coupling between tag and reader antennas. The use of RFID solutions, in particular those 
working in Ultra High Frequency (UHF) band, could easily exceed the previous 
performance problems justifying the initial investment required by a process re-engineering 
of the pharmaceutical supply chain. Recent works (Uysal, 2008; De Blasi, 2010; Catarinucci, 
2010) have highlighted that passive UHF RFID tags represent the more suitable solution for 
item-level tracing systems in a supply chain. 
Another fundamental element that is increasing exponentially the diffusion of the RFID in 
the automate logistics processes is the asserting of some international standards related to 
goods traceability, such as EPCglobal (Barchetti, 2009; Thiesse, 2009), GS1 (Global Standard 
1) (Barchetti, 2010) and ebXML (Electronic Business using extensible Markup Language) 
(Barchetti, 2010), which are just a few interesting examples. The EPCglobal consortium, 
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mainly represented by the GS1 organization, defines the standards for developing a 
universal identification system and an open architecture able to guarantee interoperability 
and data sharing in a complex multi-vendors scenario. In particular, it proposes the 
EPCglobal network architecture, whose main feature is represented by the use of the 
Electronic Product Code (EPC), a code able to uniquely identify each item. This architecture 
is composed of a set of standards for hardware devices (e.g. reader), software systems, 
network services, and data interfaces that allow EPCglobal network to play a very important 
role in traceability systems. EPCglobal is an open architecture, based on a distributed 
database, able to guarantee effectiveness, flexibility, and scalability.  
Although, the use of these technologies promises many benefits, today’s RFID and EPC 
adoption is still limited its deployment in the healthcare and pharmaceutical sectors due to 
barriers such as: (i) hardware technology current weaknesses (Catarinucci, 2010; Niktin & 
Rao, 2006) (e.g. data reliability, read rate in critical conditions, lack of unified standard for 
interoperability), (ii) software weakness (e.g. scalability, single-point of failure, integration 
with informative systems), (iii) relatively high costs related to tags, software customization 
and systems integration, (iv) security issues (Mirowski, 2009), (v) lack of scientific literature 
on the evaluation of potential effects of RFID exposure on molecular structure and potency 
of drugs (Acierno, 2010; Acierno, 2011; Cox, 2006; Uysal, 2010).  
These open issues amplify some scepticism remains in the community of potential adopters 
of these technologies since there is no clear indication of the model to follow when assessing 
the impacts and benefits of RFID-based tracing systems in the supply chain. In particular, 
return on investment is uncertain if one attempts to assess both cost reductions and value 
added at each stakeholder of the supply chain.  
Several studies have been performed on different supply chains (e.g. fashion, agro-food, 
cargo, etc.) by using different approaches. Most works attempt to evaluate, through 
particular methodologies such as Key Performance Indicators (KPIs) or Critical Successful 
Factors (CSFs), the potential benefits due to applying innovative technologies such as RFID 
in re-engineered processes of the supply chain. Unfortunately, this kind of analysis is 
strongly dependent on a particular application scenario. Currently, it is not easy to find 
exhaustive analysis of these performance indicators on the pharmaceutical supply chain. 
The main goal of this chapter aims to analyze main processes of the pharmaceutical supply 
chain and to evaluate the impact of the combined use of RFID and EPCglobal in some critical 
processes. Particular attention is focused in the wholesaler because it represents a middle 
point of the supply chain very stressed in terms of constraints and products flow. Taking into 
account the main inefficiencies highlighted in the defined AS IS model, a re-engineered TO 
BE model has been proposed. Furthermore, some KPIs have been defined for the wholesaler 
in order to make easier a quantitative analysis of the benefits due to the re-engineering.  
The rest of the chapter is organised as follows. Section 2 summarizes a brief state of the art 
of related works on the evaluation of potential benefits provided by the use of innovative 
technologies in supply chain management systems. A description of the reference scenario, 
the pharmaceutical supply chain, is reported in Section 3. Section 4 provides a brief 
overview on the three main standards (i.e. RFID, EPCglobal, and ebXML) and summarizes a 
recent pilot project focused on the traceability at item level in the pharmaceutical supply 
chain. A detailed analysis of the main processes of the wholesaler, representing the AS IS 
model, is reported in Section 5. Instead, in Section 6 is reported the TO BE model that shows 
the main re-engineered processes of the wholesaler by a combined use of RFID and 
EPCglobal. A discussion on the main methods to evaluate potential benefits related to the 
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combined use of RFID and EPC in the pharmaceutical wholesaler is reported in Section 7. 
Finally, Section 8 reports conclusions and future works.  

2. Related works  
Some attempts have been recently carried out by using different approaches to different 
scenarios in order to give qualitative and quantitative indications on the usefulness to 
perform process re-engineering procedures exploiting RFID and EPCglobal. 
Previous works on the evaluation of impacts of RFID and EPCglobal on main business 
processes in a supply chain can be classified, taking into account the adopted approach, in 
two different groups: theoretical, and test bed. 
The first includes conceptual papers that describe some critical trends and implications of 
applying RFID to supply chain management systems or suggest interesting strategies and 
technology solutions to optimize traceability and business messages interchange (Barchetti, 
2010; Srivastava, 2004; Gunasekaran & Ngai, 2005; Pramataris, 2005). In this category, many 
mathematical and simulation approaches are also included. For instance, (Lee, 2004) 
demonstrates the potential benefits of RFID in inventory reduction and service level 
improvement in manufacturer-retailer supply chains. (Gaukler, 2005) reports a model of 
benefits of an item level RFID system to two members of a supply chain. (Hou & Huang, 
2006) proposes six models of cost-benefit analysis for RFID applications in different logistics 
activities in the printing industry. (Ustundag & Cevikcan, 2007) presents a methodology for 
the adaptation of RFID technology to the service processes of a cargo firm. (Bottani, 2009) 
introduces a detailed mathematical model to assess the economic impact of RFID technology 
and EPC network adoption for traceability management within a supply chain. (Bottani, 
2008) reports a discrete event simulation model reproducing the adoption of RFID 
technology for the optimal management of common logistics processes of a Fast Moving 
Consumer Goods (FMCG) warehouse. (Vue, 2008) analyzes the pharmaceutical supply 
chain, in particular, some processes of the manufacturer, and attempts to summarize the 
main CSFs (Critical Success Factor) when RFID is applied in pharmaceutical enterprises.  
The second approach aims to focus the attention on studies that have allowed to estimate 
performance indicators and costs by using test bed carried out in laboratories or in field. 
Among papers with empirical results, (Loebbecke, 2005) analyses some Metro group pilots 
in Germany, highlighting that the use of RFID in combination with particular kind of 
marketing is able to increase significantly the sales. (Hardgrave, 2008, 2009) present some 
studies where the influence of RFID on potential improvements is analysed. (Bottani et al. , 
2009) analyses the potential impact of these innovative technologies in the fashion supply 
chain exploiting an empirical approach based on questionnaires, interviews and 
measurements in field. In particular, Bottani et al., 2009) is one of the few works that 
attempts to evaluate the benefits due to a combined use of RFID and EPC. (Gandino, 2007) 
reports interesting experiences carried out in the agro-food chain. It describes and validates 
a new tracing system by using tests in a laboratory and in a working fruit warehouse.   
All works analysed highlight the need to evaluate potential benefits due to re-engineering 
procedures performed on most critical processes of a supply chain and hypothesizing the 
use of innovative technologies such RFID. Furthermore, an empirical test case, carried out 
directly in the field, is able to obtain very interesting results taken from potential adopters of 
these new technologies. This increases the complexity of this kind of studies because it 
requires performing customized analyses for each scenario. 



 
Supply Chain Management - Applications and Simulations 

 

136 

mainly represented by the GS1 organization, defines the standards for developing a 
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The rest of the chapter is organised as follows. Section 2 summarizes a brief state of the art 
of related works on the evaluation of potential benefits provided by the use of innovative 
technologies in supply chain management systems. A description of the reference scenario, 
the pharmaceutical supply chain, is reported in Section 3. Section 4 provides a brief 
overview on the three main standards (i.e. RFID, EPCglobal, and ebXML) and summarizes a 
recent pilot project focused on the traceability at item level in the pharmaceutical supply 
chain. A detailed analysis of the main processes of the wholesaler, representing the AS IS 
model, is reported in Section 5. Instead, in Section 6 is reported the TO BE model that shows 
the main re-engineered processes of the wholesaler by a combined use of RFID and 
EPCglobal. A discussion on the main methods to evaluate potential benefits related to the 
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3. Description of the pharmaceutical scenario  
The pharmaceutical supply chain, shown in Fig. 1, is a complex scenario with millions of 
pharmaceutical products moving around the world each year. The actors of the 
pharmaceutical supply chain that have a significative impact on the traceability of products 
are three: (i) the manufacturer, who produces the packaging of pharmaceuticals, (ii) the 
wholesaler, who buys and resells large quantities of medicinal products, and (iii) the pharmacy 
retailer, who in general is a pharmacy or hospital. Let us observe that the pharmaceutical 
scenario follows the traditional manufacturer-retailer model used for the most supply chains 
except that medicinal products are not returned but destroyed once they exceed their sell-by 
date. In fact, every product that can no longer be sold is sent to the disposal company, another 
minor actor in this supply chain. It is very useful to consider some data able to characterize 
the reference supply chain. Each year, about 30 billion packages of pharmaceutical products 
are produced by European industries (Fuhring, 2009). The European supply chain 
incorporates about 2,200 manufacturers, 50,400 wholesalers, and 142,000 retailers.  
 

 
Fig. 1. Pharmaceutical supply chain 

A small-scale, but very interesting, vision of the pharmaceutical scenario is offered by the 
Italian market that is composed of about 320 manufacturers, 140 wholesalers, and 18,000 
pharmacy retailers. The average number of pharmaceutical items managed by one 
wholesaler per year is greater than 50,000. Furthermore, there are strict requirements, in 
terms of delivery time and dispatching order time, imposed by national laws. This vision 
introduces the need to understand how an efficient tracing and tracking procedure is 
strongly desired by all members of the pharmaceutical supply chain.  
The item-level traceability of drugs starts just after the packages are filled during the 
manufacturing process. In this step, each tagged product is individually scanned on the 
conveyor belt and then cased to be sent to the wholesalers. The wholesalers separate the 
products according to their identifiers and place them onto the shelves. Wholesalers receive 
orders from retailers. These orders often consist of small quantities of different products; 
they may contain a large number of items. The products in the orders of the retailers are 
picked and put into some large envelope bags that are scanned and confirmed before their 
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distribution. Upon receipt, the pharmacy retailer scans the contents of each bag without 
opening it. 

4. Overview on the main innovative solutions for the Supply Chain 
Management  
4.1 International standards  
The three main keywords able to improve significantly a SCM system are RFID, EPCglobal, 
and B2B. Recent works (Barchetti, 2009, 2010) have demonstrated that the combined and 
coordinated use of these technologies delivers enormous advantages for every actor in the 
pharmaceutical supply chain. Some basic concepts related to the roles of these technologies 
in traceability management in the whole supply chain are briefly reported below. 
RFID is a very interesting auto-identification wireless technology that promises to replace 
the traditional barcode. It guarantees the ability to trace and track individual objects in the 
whole supply chain. Typically, an RFID system consists of three main components: RFID 
tags, RFID readers, and data processing systems. RFID transponders, often called “tags”, 
can be passive, semi-passive, or active. In a passive RFID system, the reader transmits a 
modulated RF signal, which is received by the tag antenna. The RF voltage generated on the 
antenna is converted into DC (direct current). This voltage powers up the chip, which sends 
back the contained information. Passive RFID tags can be classified according to the 
frequency band used (LF, HF, UHF, etc.) and the type of coupling (magnetic or 
electromagnetic) between tag and reader antennas. An RFID tag is attached to the items or 
conveyance, e.g., pallet, packaging material, or the product itself. One key benefit is that 
RFID does not require LoS with a reader, whereas barcodes require a scanner to pass over 
each item. Recent works (De Blasi, 2010; Catarinucci, 2010) have highlighted that passive 
UHF is most promising technology for item-level tracing systems on the whole supply 
chain. The success of UHF can be mainly attributed to the asserting of EPCglobal 
international standard (Thiesse, 2009).  
The EPCglobal standard is an open architecture for tracking and tracing objects over the 
Internet. EPCglobal aims to develop an efficient distribute database that can be queried to 
obtain quickly every data fragment associated to the history of a given object. In fact, it 
defines a full protocol stack to enable item-level data sharing about products that move in 
the whole supply chain. The EPCglobal architecture, shown in Fig. 2, is mainly based on the 
Electronic Product Code (EPC), Application Level Events (ALE), EPC Information Service 
(EPCIS), Object Naming Service (ONS), and Discovery Service. The EPCglobal architecture 
is able to guarantee effectiveness, flexibility, and scalability. Furthermore, it is important to 
observe that this architecture was designed to exploit all advantages of RFID technology, 
but continues to also be valid in the presence of other automatic identification solutions. 
The third component, fundamental for successful SCM solutions, is related to the ability to 
support the interoperability among different firms to overcome problems about the e-
business messages interchange on a whole supply chain. There are consolidated standards, 
such as ebXML, that have improved SCM from an e-business perspective. An interesting 
approach aims both to provide a high degree of freedom in the business process design and 
formalisation of the specific business message and to suggest to the companies the use of a 
single technology of interchange that is flexible and easy to integrate with the company’s 
information system. The recent challenge is to have a supply chain characterised only of 
automatic data flows to increase the effectiveness and to reduce human errors. Some works 
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(Barchetti, 2009, 2010) have suggested the combined use of ebXML, as the data interchange 
standard, and UBL (universal business language), as the standard for defining e-business 
messages. 
 

 
Fig. 2. EPCglobal network architecture (EPCglobal, 2005) 

4.2 Description of a pilot project in the pharmaceutical scenario 
In (Barchetti, 2009, 2011) is described an pilot research project that aims to apply, in 
combined mode, the previous technologies in a prototypal system able to guarantee item-
level traceability in the pharmaceutical supply chain. The main research activities of this 
pilot faced the following two challenges: (i) development of an innovative software 
framework compliant with EPCglobal standard for traceability in the pharmaceutical supply 
chain, and (ii) performance evaluation of passive UHF RFID tags in critical operating 
conditions (e.g. presence of liquids and metals, misalignment between reader and tag 
antennas, etc.). Two important features of this innovative framework are: ebXML as the 
proper standard to guarantee the interoperability among different firms, and EPCglobal as 
the proper standard to guarantee the identification and traceability of products and goods. 
The data interchange system is based on ebXML and uses an application layer to guarantee 
an e-business messages exchanging service according to the UBL standard. The defined 
software architecture has been designed by merging the two main previous components: 
EPCglobal protocol stack and the ebXML for messaging services. In this way, the overall 
system is able to answer the requests from factory users by sending reports and information 
about a specific product, marked by an EPC code, or providing the possibility to perform 
messaging operations such as, for example, sending an order. In order to guarantee high 
flexibility and reliability, the overall framework is based on two open-source 
implementations provided by the scientific community: (i) the e-business message exchange 
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sub-system is modelled by the freebXML project, which provides an open-source 
implementation of the ebXML standard, and (ii) the traceability sub-system is modelled by 
the Fosstrak framework, which provides an open-source RFID software platform that 
respects exactly the current standards provided by EPCglobal. 
The performance evaluation, carried out in a particular test environment (see Fig. 3) 
configured to simulate the main steps and characteristics of the pharmaceutical supply 
chain, allowed to obtain very interesting experimental results related to the use of passive 
UHF RFID tags in item-level tracing systems. Some results, reported in (De Blasi, 2010), 
demonstrated that RFID UHF tags could suffer of performance degradation when used in 
presence of electromagnetically hostile materials, such as metals and liquids, as well as 
under very stressful conditions such as high scanning speed, possible misalignment 
between tag and reader antennas, and multiple reading of tags. In order to face these 
performance problems, some enhancements, proposed in (Catarinucci, 2010), show very 
impressive findings and clearly demonstrate that well designed ad hoc Far Field UHF tags 
effectively improve the performance of any item-level tracing system. 
 

 
Fig. 3. Test environment to simulate the supply chain 

Furthermore, this pilot project, characterized by encouraging results in software and 
communication engineering fields, has recently stimulated further scientific collaborations 
with some biologist groups in order to define a multidisciplinary approach able to 
investigate potential exposure risks of RFID devices in UHF band on the molecular structure 
and potency of a biological drug. Some recent works (Acierno, 2011), carried out on human 
insulin preparation and Gonal-F, have demonstrated that the drug molecular structure was 
unaffected by UHF exposure.   

5. AS IS model analysis  
The enormous complexity of the reference scenario has suggested starting this analysis 
focusing particular attention to one of stakeholders of the pharmaceutical supply chain: the 
wholesaler. The choice is motivated by the fact that it represents the most stressed condition 
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in terms of products flows. Furthermore, a wholesaler interacts with manufactures, other 
wholesalers, and pharmacy retailers. For these reasons, it is a very critical member of the 
supply chain 
The defined AS IS model summarizes the main features of the most critical processes of the 
wholesaler such as: products receiving, storage, picking, products outgoing, return flows 
management (from pharmacy retailer or to manufacturer), and products deadline 
management. An overall vision of these critical processes are shown in Fig. 4 and is 
described in this section in order to highlight main points where the use of innovative 
technologies, such as RFID and EPCglobal, could improve the logistics aspects of the 
wholesaler. 
 

 
Fig. 4. Abstract vision of the AS IS model of the wholesaler 

Fig. 5 reports an overview of the main business processes of the wholesaler by using the 
Business Process Modeling Notation (BPMN) (BPMN, 2006). This standard, defined for 
business process modeling, is able to provide a graphical notation for specifying business 
processes through a flowcharting technique. The main objective of BPMN is to support 
business process management for both technical users and business users by providing a 
notation that is intuitive to business users yet able to represent complex process semantics. It 
represents an effective choice able to satisfy the main requirements of this kind of analysis 
based on KPIs.  
The BPMN design of the business processes is reported in the next section in order to better 
appreciate the performance comparison between AS IS model and re-engineered model (TO 
BE).  
Main features of the AS IS model are below reported starting with the analysis of the pallet 
receiving process. 
The Pallet Receiving (PR) process, carried out by the receiving clerk, is composed of the 
following sub-processes: 
• Pallet receiving (PR1): One or more pallets, associated with the same manufacturer, are 

received from the wholesaler. A worker, through a manual procedure, performs a first 
check of the received products. This check consists to choose and open, in random way, 
one case from one of the received pallets. Just one item (single medicine package) is 
taken and analysed. In particular, the worker reads manually (i.e., without the use of an 
electronic device) number of lot and deadline date. This data is compared and verified 
with the information reported on the delivery note. Furthermore, the same worker 
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counts manually the number of cases contained on this pallet. The value is thus verified 
with the delivery note. If these two manual and rough tests are validated then all 
products received are accepted to wholesaler. The BPMN design of the current Pallet 
receiving subprocess is shown in Fig. 6(a). 

 

 
Fig. 5. Overview of the main business processes of the wholesaler by using BPMN 

• Cases accepting (PR2): Each pallet accepted is divided in cases. The received cases can 
be classified into two categories: standard case and mixed case. Each standard case 
contains medicine packages of the same type, whereas, a mixed case contains different 
types of drugs within the same case. In the case of standard cases, the worker opens just 
one case per kind of drug and takes just one single item. This item is identified by using 
a portable optical device that reads the bar code printed on the secondary package of 
the drug. This code is transformed into the corresponding lot number and expiration 
date, which are verified by comparing with the delivery note. Let us observe that this 
procedure hypotheses that the rest of the case is composed of the same type of medicine 
product. This might not be true. Instead, for mixed cases, where one case is composed 
of heterogeneous pharmaceutical products, the worker has to open all these cases and 
for each he/she has to take one item per kind of drug and verify it by using the 
previous manual procedure. This kind of verification is not able to guarantee an 
effective tracing at item level of all received products. This check on all received cases 
and the validation taking into account the data reported on the delivery note complete 
the products accepting procedure carried out currently to wholesaler. After this step, all 
received products are memorized in the Information System (IS) of the wholesaler. The 
BPMN design of the Case accepting process is shown in Fig. 7(a). 
The Storage (S) process, carried out by the warehouseman, is composed of the following 
activities: 

• Tasks planning (S1): this activity is performed by the Information System that prepares 
the positioning list, where for each type of drug that has to be stored there is a specific 
quantity and location (i.e., shelf and shelves). The system optimizes the positioning list, 
taking into consideration different factors: priority of the restoration of the products out 
of stock (for example the robot line must be always loaded with all high rotation 
medicines, because the 50% of the orders are dispatched by itself alone), order dispatch 
priority (often incoming orders are accepted before the medicines are correctly 
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positioned in the warehouse, even if they are physically already in the goods entrance 
area). The IS notifies the optimized positioning list to the operator through his/her 
Personal Digital Assistant (PDA) device where he/she can read all positioning details.      

• Setting up of positioning units (S2): the operator takes medicines from the cases in the 
goods entrance area, that have been previously checked (Cases accepting phase) and set 
them on one or more carts. 

• Moving and storing of products (S3): carts are moved in the area of the warehouse 
identified by the PDA and the operator place each item in its final position one by one 
with a FIFO (First In First Out) policy (positioning newer packages at the end of the 
stack in order to leave at the front those with the most recent sell-by date). 

• Inventory management (S4): the operator notifies to IS the number, type and position of 
the medicines just stored through his/her PDA. 

Due to the simplicity of the Storage process, it has been identified in the Fig. 5 using the 
group primitive of BPMN labelled with the name “Storage”. 
The Order Picking (OP) process, carried out by the warehouseman, is composed of the 
following activities: 
• Order choosing (OP1): taking into account several factors (i.e. priority, type of received 

orders, current status of the storage area, etc.), the IS generates and assigns one picking 
list for any worker available in that moment. This list is sent to worker that uses a PDA 
device equipped with a Wi-Fi adapter. The worker takes one case, scans its bar code by 
using his/her PDA and starts the next activity. The BPMN representation of this sub-
process is shown in Fig. 5 inside a group named “Order Picking”. 

• Order preparing (OP2): this activity can be carried out in three different modes. These 
are: Automatic (OP2.1), Manual (OP2.2), and Hybrid (OP2.3). The worker receives 
instructions about the preparing mode directly from the IS. In Automatic mode, the 
case related to a given order is composed exclusively by using the robot line. In this 
case, the picking procedure does not use any employee. All medicine packages 
included in the picking list automatically fall into a plastic box. On the contrary, the 
second mode (i.e. Manual) does not use the robot line. The worker, following the 
indications received by the PDA, reaches the suggested location (i.e. shelf and floor), 
takes the packages indicated in the picking list and scans them by using the optical 
reader (i.e. PDA). In the Hybrid mode, the plastic box is filled by using both the 
previous modes. The BPMN design of the order preparing process is reported in the 
Fig. 8(a). 

• Order closing (OP3): when all products specified in a picking list have been deposited 
in the plastic box, one copy of the delivery note is printed and included in. The box is 
closed and labelled with destination references (e.g. name and mail address of the 
pharmacy retailer). The worker again scans the bar code associated  with the box in 
order to close the order. Furthermore, the IS gives instructions on where the closed box 
is to be moved towards a particular out gate. Let us observe that in the goods outgoing 
area there are several out gates that take into account the presence of different couriers 
that cover different geographic zones. The BPMN design of the Order closing sub-
process is shown in Fig. 9(a). 
The Products Outgoing (PO) process, not represented in the design reported in Fig. 5, is 
composed mainly to one activity related to last step that characterizes the products flow 
within of the wholesaler. A courier takes all closed boxes deposited temporarily at the 
specific out gate.  
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The Return Flows Management (RFM) process, carried out by the Return Flow office, can be 
classified into two sub-processes. The first impacts on all products returned from pharmacy 
retailers. In this case, some employers have to carry out several checks on the returned 
products. This activity aims to verify, for instance, the product integrity, return reason (e.g., 
errors in the order delivery, deadline date, etc.), and wholesaler origin. Unfortunately, a 
wholesaler has problems to verify the wholesaler origin of a specific item because currently 
there is not an effective item-level tracing system on the whole supply chain. The second 
sub-process manages, instead, pharmaceutical packages with some irregularities such as 
deadline date, damaged package, etc. The wholesaler has to organize the return to 
manufacturer or the transport to disposal company. Currently, all these procedures are 
manual.  
The Products Deadline Management (PDM) process is carried out periodically (e.g. 2 times per 
month) in the wholesaler. Currently, this check is split and assigned among several 
employees. Each of them receives the specifics related to particular portion of the storage 
area. He/she reads the deadline date reported on the pharmaceutical package and selects all 
packages expired or near to expiration that will be managed in the RFM process.  
Unfortunately, several processes or activities in the wholesaler are performed in manual 
mode and so they can be a critical issue, especially, in terms of timeliness (spent time for 
activity) and correctness. To give a smoother reading, the BPMN design of the last two sub 
processes (Return Flow Management and Product Deadline Management) has been omitted.    

6. Processes re-engineering: TO BE model 
Starting from the previous analysis summarized in the AS IS model, the TO BE re-
engineering consisted of developing new scenarios, where RFID technology, EPCglobal 
standard, and B2B are exploited to optimize the critical processes of the wholesaler. The re-
engineering of the wholesaler processes is only part of a re-engineering procedure that 
could be applied on the whole pharmaceutical supply chain. Specifically, the TO BE model 
of the wholesaler has been developed in order to ensure: traceability at item level, efficient 
management of logistics activities, and improvement of business messages interchange. The 
TO BE model is defined hypothesising the use of RFID tags, RFID readers, reader antennas, 
and software infrastructure as follow reported in detail.  
The Products Receiving (PR) process is re-engineered as follow: 
• Pallet receiving (PR1): The use of passive RFID tags is hypothesised to trace both items 

and cases. In particular, RFID tags for UHF band are considered because they are able 
to guarantee high performance in item-level tracing systems (Catarinucci, 2010). One 
pallet will be composed of tagged cases and each case will be composed of tagged 
pharmaceutical packages (i.e. items). The goods entries of the wholesaler will be 
equipped with RFID gates. Each RFID gate could be characterized by two RFID readers 
(e.g. Impinj Speedway) and eight far field reader antennas in UHF band. This gate 
configuration is able to guarantee high performance in terms of successful read rate of 
cases. In the TO BE model, a worker only has to move the incoming pallets through the 
RFID gate. All cases will be identified and automatic validated with data of an 
electronic version of the delivery note. In this case, the use of an innovative Business-to-
Business (B2B) solution, based on an international standard such as ebXML, is also 
hypothesised. This solution aims to remove the previous problems (i.e. timeliness and 
correctness) highlighted in the AS IS model. 
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In order to understand the difference of the complexity between AS IS and TO BE 
models, Fig. 6(a) and Fig. 6(b) show respectively the current vision and the re-
engineered vision of the “Product Receiving” subprocess. 

  

 
Fig. 6(a). AS IS model of the Product Receiving subprocess 

 

 
Fig. 6(b). TO BE model of the Product Receiving subprocess 

• Cases accepting (PR2): In order to guarantee an efficient item-level tracing system, a 
particular equipment, similar to that shown in Fig. 3, can be used. It is composed of a 
conveyor belt, equipped by a line speed regulator, a double containment edge to keep 
cases in the same position throughout the belt, one RFID reader (e.g. Impinj Speedway), 
and four near field reader antennas (e.g. Impinj Brickyard) installed within a metallic 
tunnel. A worker has just to take every case and to put it on the moving conveyor belt. 
By using this solution, all products contained within each case will be automatic 
identified. Let us observe that the case remains closed. Furthermore, if a software 
infrastructure compliant with EPCglobal standard is adopted, the IS of the wholesaler 
will receive a complete e-pedigree for each received product. Also for this activity, the 
combined use of RFID and EPC overcome the previous problems and, furthermore, it is 
also able to optimize also other processes such as the Storage processes.  
The BPMN design of the AS IS and TO-BE model of the Case Accepting sub-process are 
shown respectively in Fig. 7(a) and Fig. 7(b). 
It has to note that the only operation that the receiving clerk has to do are to take the 
case and to put it on the moving conveyor belt: the system will do all it is necessary to 
add the products’ information in the information system. 
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Fig. 7(a). AS IS model of the Case accepting subprocess 

 

 
Fig. 7(b). TO BE model of the Case accepting subprocess 

The Storage (S) process is re-engineered as follow: 
• Tasks planning (S1): this activity can use the current knowledge, obtained by RFID and 

EPC innovations in the previous process, of the information system to optimize the 
preparation of the positioning lists. 

• Setting up of positioning units (S2): This activity could be mainly performed in an 
automatic way hypothesising the use of different roller conveyors after the RFID tunnel 
and a software controller that ables to route cases on different carts taking into account 
the product localization. 

• Moving and storing of products (S3) and Inventory management (S4): the worker could 
wear smart gloves equipped with a portable UHF RFID reader and a near field reader 
antenna. Let us observe that there are some prototypal models (Muguira, 2009) of these 
special RFID readers. The use of this special kind of RFID reader allows to optimize 
storing and inventory management procedures. Another import hypothesis is related to 
the use of passive UHF RFID tags to identify every location (e.g. every floor of the shelf) 
of the warehouse. By adopting this technological approach, a simple movement of the 
worker’s hand is sufficient to communicate the exact location and quantities of every 
product that is in warehouse of the wholesaler. Also for all activities of the process S, 
the combined use of RFID and EPC is able improve both timeliness and correctness. 
It is important to note that all the random activities made up manually on single item of 
one case are, in TO BE model, automatic and the only task of the receiving clerk is to 
move the incoming pallet through the RFID gate. In this case, the IS will be 
automatically update. 
The combined use of the passive UHF RFID tags applied on every secondary package of 
medicines and the other enhancements suggested for the activity S3 is able to improve 
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also the main activities of the Order Picking (OP) process. In fact, the activity OP3 may 
be closed guaranteeing the exact composition (i.e. no errors) of boxes related to orders. 
It is important to understand how the business processes change in the reengineered 
version for the Order Preparing and Order Closing sub-processes of the Order Picking 
process. 
Fig. 8(a) and Fig. 8(b) show the BPMN design of the AS IS and TO BE models of the 
Order Preparing sub-processes. 

 

 
Fig. 8(a). AS IS model of the Order Preparing subprocess 

 

 
Fig. 8(b). TO BE model of the Order Preparing subprocess 

It is important to note that, although, the unique difference between Fig. 8(a) and Fig. 
8(b) is related to last task, the effort need to complete this task it is very different: while 
in the AS IS model the wharehouseman will scan each package in order to add 
information about the order in the information system, in the TO BE model the 
wharehouseman has just to put the package through the RFID gate. 
Same considerations are valid also for the sub-process Order closing (Fig. 9(a) and Fig. 
9(b)). The only difference is in the fourth task that is manual in the AS IS and it is 
supported by the technology in the TO BE. The wharehouseman has just to move the 

 
Impact of RFID and EPCglobal on Critical Processes of the Pharmaceutical Supply Chain 

 

149 

box through RFID gate: the execution of the task is more immediate and the 
information in the information system is more accurate.  

 

 
Fig. 9(a). AS IS model of the Order closing subprocess 

 

 
Fig. 9(b). TO BE model of the order closing subprocess 

The adoption of the ad hoc re-engineered solutions, able to combine RFID, EPC and B2B, 
could optimize also the main activities of the Products Deadline Management (PDM) process. 
In fact, the IS should be able to guarantee a complete management dashboard and to 
minimize the quantity of products that exceed their sell-by date. Furthermore, every manual 
activity could be avoided.  
The use of item-level tracing system based on EPCglobal standard is also able to optimize 
the main activities of the Return Flows Management (RFM) process. It is sufficient just one 
instance to demonstrate this. All products returned from pharmacy retailers are easily 
identified and tracked by using RFID and EPC. A wholesaler could know exactly which 
products were sold to the same wholesaler. This could improve substantially the RFM 
process. 

7. Discussion about the used performance evaluation method 
An analysis based on business processes is a key point to evaluate the effectiveness of 
modern companies in terms of the added value due to the employment of human and 
machine resources. The design of the business process is important but not sufficient to 
appreciate the dynamics that determine how to operate of a company. For this reason, it is 
also important to be able to measure how the business process is performed. 
The measurements of the business process can be useful for several reasons: 
• To understand if the business process is effectiveness and, if not, to take some action to 

improve it (re-engineering); 
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• To perform comparisons among different companies operating in the same sector (e.g. 
benchmarking) and thus to study and propose improvements in order to achieve the 
best practice; 

• To evaluate the impact of new technologies in business processes in terms of trade-off 
between cost and benefits. 

The measurement of business process is a delicate task because it is strategic to define 
indicators and metrics useful for a given applicative scenario. The choice of indicators has to 
satisfy the following requirements:  
• Not many indicators but relevant enough to have a low effort analysis; 
• Simple and shared in the whole company in order to make easier the survey and the 

analysis; 
• Unambiguous; 
• Able to guarantee a clear and complete vision of the company. 
In this chapter, a set of indicators for each business process has been defined in order to 
evaluate the impact of the use of innovative technologies such as RFID, EPC and B2B. The 
KPIs (Franceschini, 2009) analysis combined with the CSFs method has been chosen for this 
kind of study.  
The CSF method was presented in (Rockart, 1979). CSF was defined as “few, but important 
areas where the company must work perfectly in order to have success in business”. In 
other words, the CSFs are defined as the excellence areas where the same company should 
increase its technological investments in order to reach the business goals. This kind of 
analysis allows mapping each KPI to one or more CSFs. In this way, main factors where the 
new technologies could play a very important role are easily identified.  
The adopted approach may be synthesized as below reported: 
• AS IS analysis of the company aims to identify the main business process of the 

wholesaler. 
• The defined CSFs highlight the key points where the company (in our case the 

wholesaler) aim to excel in order to obtain its long terms goals. 
• Definition of the main KPIs. KPIs are able to show real measurements of efficiency, 

service level and quality performance of the business processes. 
• Mapping between KPIs and CSFs. 
• Measurement of the identified KPIs in the AS IS model. 
• Design of the re-engineered TO BE model.  
• Measurement of the KPIs for the TO BE model. 
• Discussion about the potential improvements on the identified KPIs due to the use of 

the innovative technologies in the business processes.  
The cross analysis between KPIs and CSFs is proposed to obtain fundamental information 
about the quality of the final product and about the effectiveness and correctness of the 
main business processes. 
Taking into account the AS IS analysis reported in Section 5, the main CSF for the 
wholesaler have been defined in order to understand where the company aims to excel. 
An intensive brainstorming and interview activities between the company and the authors 
allow identification of the following CSFs: 
• CSF 1: to acquire new customers. In order to acquire new customers it is important to 

speed up the entry of the drugs into the wholesaler and the management of the recalls; 
• CSF 2: customer’s satisfaction. Customer satisfaction is a priority for all types of companies; 
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• CSF 3: quality of drugs delivered to the pharmacy retailers. This CSF is focused on the 
activities useful to completing the order; 

• CSF 4: quality of the management of the drugs at the wholesaler. This CSF is mainly related to 
inventory procedures and management of the drugs expiration date; 

• CSF 5: human capital. It is important to make efficient the human capital efficient by 
minimizing the working hours and maximizing production; 

• CSF 6: interaction with pharmacy retailer. It is important to answer as soon as possible to 
the requirements of the pharmacy. 

The defined KPI for each sub-process described in the previous sections are reported below 
in Table 1. 
 

Sub-process name KPI 
Item level checking average time 
Case level checking average time 
Pallet level checking average time 
Average errors at drug type level 
Average number of losses at drugs type level 
Item level average errors 
Item level average losses 

Pallet receiving 

Workers for product receiving step 
Item level unit storage average time 
Item level unit preparation average time 

 
Storage 

Workers for item level unit preparation step 
Average fulfilment time per order including release 
Average preparation time per order 
Average number of missing items by using manual picking 

 
Order picking 
 
 Average number of missing items by using automatic picking 

Average number of returned drugs from pharmacy 
Average time for the recall of a drugs 
Average number of returned item for expiration 

Return flow 
management 

Average number of lost drugs  
Average workers to check expiration Product deadline 

management   Average number of hours to check expiration 
Products outcoming  Average number of incorrect deliveries to pharmacy retailer 

Table 1. The defined KPI for each subprocess 

The next step of the analysis is to define what KPIs are important in order to obtain each 
specific CSF. This is a key point for the analysis and was carried out after a brainstorming 
with the top management and authors. The result of this analysis is showed in the Table 2. 
Let us observe that the most indicators related to the sub-process Pallet receiving are 
mapped with CSF 1 and CSF 2. An efficient management of the pallet receiving sub-process 
increases the quality of incoming items contributing to improve the quality of the product 
delivered to the pharmacy retailers. This could impact on the decision of new pharmacy 
retailers to be served to a particular wholesaler. Furthermore, this could improve the 
customer. 
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• CSF 3: quality of drugs delivered to the pharmacy retailers. This CSF is focused on the 
activities useful to completing the order; 

• CSF 4: quality of the management of the drugs at the wholesaler. This CSF is mainly related to 
inventory procedures and management of the drugs expiration date; 

• CSF 5: human capital. It is important to make efficient the human capital efficient by 
minimizing the working hours and maximizing production; 

• CSF 6: interaction with pharmacy retailer. It is important to answer as soon as possible to 
the requirements of the pharmacy. 
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with the top management and authors. The result of this analysis is showed in the Table 2. 
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Table 2. KPI – CSF cross analysis 

The KPIs related to the order picking are mapped mainly to the CSF 2. As discussed for the 
pallet receiving case, the order picking sub-process could improve the quality of the product 
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delivered. The CSF 5 is related to all the indicators that allow measuring the number of 
workers employed in the related sub-processes. A reduction of the workers effort allows to 
move the same workers on other activities, more intellectual, and thus to improve the 
human capital of the company. 
In order to evaluate a performance comparison between AS IS and TO BE models exploiting 
the KPI-based analysis, an intensive measurements campaign is needed. This activity is vey 
complex because it requires an accurate knowledge of business processes. Furthermore, the 
estimation of the defined indicators for the TO BE model is often carried out exploiting a 
simulation approach or past experimental experiences. This comparison is not reported here 
because its goal was to illustrate a useful approach able to evaluate potential benefits due to 
the combined use of the three innovative technologies in the pharmaceutical supply chain. 
Let us observe that the KPI analysis is still in progress when authors are writing this 
chapter. For this reason, only few experimental results are mentioned here in order to report 
some examples that are able to anticipate the substantial improvements derivable by a 
combined use of these innovative technologies (i.e. RFID, EPCglobal, and ebXML) in the 
pharmaceutical supply chain. For example, the item-level checking time in the AS IS 
analysis is equal about to 7 min and the Average Errors at level of drug type is about 70 
errors on 109 total product types. The TO BE analysis allowed to estimate that the time and 
errors related to the products receiving process could be significantly reduced. The average 
time need to carry out the several checks is almost zero because in the re-engineered model 
workers are involved just in the moving activities. The checks at every level (i.e. pallet, case, 
and item) are performed by auto-identification systems based on the RFID technology. 
Furthermore, the combined use of RFID, EPCglobal e B2B will provide the possibility to 
remove all errors that in the AS IS model have been measured in the Product Receiving 
process. Also the number of workers needed for the activities in the several sub processes 
could be significantly reduced. Furthermore, the re-engineered TO BE model is able to 
guarantee that the orders prepared to be delivered to pharmacy retailers are error-free 
because the last point to check, characterized by a RFID gate connected to IS, is able to 
identify any discrepancies avoiding to get out from wholesaler orders not fully comply with 
the requests done by retailers through the B2B system. 
Finally, the comparison in terms of defined KPIs for Return Flow Management (RFM) and 
Product Deadline Management (PDM) hypothesises that KPIs for the TO BE model 
converge to zero. A last significant data is related to the number of workers employed to 
check the expiration date of drugs that passes from 28 to 1 in the re-engineered model. 
These few examples are useful to confirm the encouraging indications reported in the cross 
analysis KPI-CSF in Table 2. These innovative technologies, used in combined mode, are 
able to guarantee a great boost for the company improving the interaction between 
wholesaler and pharmacy retailer. There is a valorisation of the human capital. The re-
engineering activity, in fact, allow to reduce the average numbers of workers both in the 
pallet receiving sub-process and in the product deadline management and thus there is a 
reduction of the average time useful to complete the task of each worker. This will provide 
to the company the possibility to define a requalification programme for workers.  

8. Conclusion and future works 
This chapter represents a first attempt to evaluate potential benefits of the combined use of 
the innovative technologies, such as RFID and EPCglobal, in item-level tracing systems in 
the pharmaceutical supply chain. 
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reduction of the average time useful to complete the task of each worker. This will provide 
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In particular, a processes analysis has been performed on the wholesaler that represents a 
stakeholder very interesting, characterized by many constraints and high product flows. The 
current vision of the main business processes of the wholesaler has been described through 
the definition of the AS IS model by using the BPMN notation. This analysis allowed 
defining a possible re-engineered (TO BE) model based on the assumption of a complete 
installation of the combined use of RFID, EPCglobal, and ebXML in order to improve 
traceability and business messages interchange in the pharmaceutical supply chain. 
Furthermore, significant KPIs and CSF have been defined for the wholesaler in order to 
make easier a future quantitative analysis of the benefits due to the re-engineering by the 
innovative technologies described above. At this regard, a combined analysis between KPI 
and CSF allowed to understand what factors, important for the wholesaler, could be 
improved. In particular, the analysis carried out promises significantly benefits on the main 
business processes of the wholesaler, mainly, in terms of increase of correctness and 
timeliness and reducing of the number of workers.  
The next step is to evaluate the performance comparison between AS IS and TO BE models 
exploiting the defined KPIs. This comparison will be able to demonstrate how the combined 
use of these technologies is able to guarantee significant improvements of the main business 
processes in terms of increase of correctness and timeliness and reducing of the number of 
workers. Realistic estimates of the selected performance indicators will be derived 
exploiting both consolidated experimental experiences in the use of EPC-aware solutions 
and ad hoc simulation tool able to reproduce accurately the re-engineered (TO BE) model.  
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In particular, a processes analysis has been performed on the wholesaler that represents a 
stakeholder very interesting, characterized by many constraints and high product flows. The 
current vision of the main business processes of the wholesaler has been described through 
the definition of the AS IS model by using the BPMN notation. This analysis allowed 
defining a possible re-engineered (TO BE) model based on the assumption of a complete 
installation of the combined use of RFID, EPCglobal, and ebXML in order to improve 
traceability and business messages interchange in the pharmaceutical supply chain. 
Furthermore, significant KPIs and CSF have been defined for the wholesaler in order to 
make easier a future quantitative analysis of the benefits due to the re-engineering by the 
innovative technologies described above. At this regard, a combined analysis between KPI 
and CSF allowed to understand what factors, important for the wholesaler, could be 
improved. In particular, the analysis carried out promises significantly benefits on the main 
business processes of the wholesaler, mainly, in terms of increase of correctness and 
timeliness and reducing of the number of workers.  
The next step is to evaluate the performance comparison between AS IS and TO BE models 
exploiting the defined KPIs. This comparison will be able to demonstrate how the combined 
use of these technologies is able to guarantee significant improvements of the main business 
processes in terms of increase of correctness and timeliness and reducing of the number of 
workers. Realistic estimates of the selected performance indicators will be derived 
exploiting both consolidated experimental experiences in the use of EPC-aware solutions 
and ad hoc simulation tool able to reproduce accurately the re-engineered (TO BE) model.  
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1. Introduction

While economic and service level indicators were adequate to show the performance of supply
chains (SCs) in the past, nowadays, environment indicators are gradually becoming more
relevant (Beamon, 1999). Many prominent companies and academic research groups around
the world are making efforts to provide environmentally responsible products and services.
These topics are subjects of intensive study not only due to the respective impact of the
production and transport systems in our planet but also particularly related to the image these
companies aim to project to the society (Beamon, 1999; Srivastava, 2007). Moreover, supply
chains’ managers must carry about optimizing an endless number of variables that might
impact costs and operational performance. These variables usually get in conflict between
themselves. For instance, increasing the amount of stored goods might reduce the lead time
to customers, but also increase storage costs and environment impacting resources like energy.
Modelling is quite often employed for quantitative analysis of SCs (Simchi-Levi et al., 2000).
One of the main advantages in use modelling techniques is the possibility of analyse “what-if”
questions. Thereby, it is possible to evaluate different scenarios looking for the most optimized
ones. Although the strict mathematical modelling is one of the most used approaches in the
evaluation of SCs (Cohen & Lee, 1988; Sabri & Beamon, 2000; Simchi-Levi et al., 2005), it is
not always the best option. Such a method requires some simplifications that might incur
inaccurate results. Other modelling techniques, like queueing networks (Gross, 2009), Markov
Chains (Norris, 1998), and Petri Nets (Bolch et al., 2006; Desrochers & Al-Jaar, 1994; Jensen,
1997), might be adopted so as to overcome this problem.
Petri nets were proposed by Carl Adam Petri in 1962 (Petri, 1962), and have evolved into a
formalism employed in different areas such as informatics, electronics and chemistry since
then. This modelling technique has a graphical representation that supports the specification
and design of systems. Having a solid mathematical foundation, Petri nets are very well
suited for the numerical evaluation of complex systems. Different extensions were proposed
to this formalism, including the concept of time (Ramchandani, 1994) after Carl Petri’s initial
work. Petri nets have been already adopted for evaluating manufacturing systems and
SCs (Alves et al., 2010; Desrochers & Al-Jaar, 1994; Makajic-Nikolic et al., 2004; Silva & Maciel,
2005; Viswanadham & Raghavan, 2000). Stochastic Petri nets (SPNs) (Bolch et al., 2006;
German, 1994; Haas, 2002; Marsan et al., 1995) deals with probabilistic distributed times,
which are approximated to distribution functions like exponential, Erlang and uniform.
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2 Will-be-set-by-IN-TECH

The framework that is going to be presented in this chapter uses stochastic reward nets
(SRNs) (Bolch et al., 2006), which are a specific type of SPN, for modelling and evaluating
SCs. The SCs are modelled using a bottom-up approach, based on pre-defined components
(Alves et al., 2010), that model specific entities and processes of the real system, focusing on
the product/information flows. This approach allows using SRNs as the modeling technique
even without further knowledge on it. This is advantageous for industrial users that are not
familiar with Petri nets.
The library of models allows making experiments by changing variables like the
transportation and production delays, supply chains’ facilities relationship, replenishment
policies and energy sources. The component-based modelling together with a well-defined
composition process guarantee that the final model will have some desired Petri net properties
(Murata, 1989). A numerical solution based on the continuous-time Markov chain (CTMC)
(Bolch et al., 2006; Norris, 1998) is thus possible, either for obtaining transient or steady state
solutions. The component-based modeling tackles the requirement of verifying the model’s
correctness. However, a validation of the model might still be required. While the the
components guarantee that the structure of the systems will be correctly represented in the
Petri net notation, there is no guarantee that the model’s parameters (e.g. mean time between
failures and tasks delays) were assigned correctly in the model.
Finally, this chapter will depict how to use a single model to assess business and environment
indicators. This facet helps on evaluating possible business and environment trade-offs.
Besides, we will show the advantage of using the exergy concept (Kotas, 1985; Szargut et al.,
1988) to quantify the impact of alternative energy sources.
The remainder of this chapter is organized as follows. Section 2 presents a brief introduction
to supply chains and sustainability. Some models that are usually adopted when evaluating
performance of systems are discussed in section 3. This section will be focused on SRNs, since
the proposed framework uses this model. Section 4 details metrics, evaluation process of the
framework. The library of models is presented in section 5. Section 6 shows a case study
conducted using the framework. Finally, concluding remarks are done in section 7.

1.1 Related works
A brief review of some related works is now going to be presented. An approach for modeling
logistics networks based on high-level timed colored Petri nets is proposed in van der Aalst
(1992). Some components are proposed to model supply chain entities, and analysis methods
are proposed for this kind of Petri nets. However, time is associated with tokens and
represented by an interval specified by its lower and upper bounds in this type of model,
making it hard to follow the natural association of time to activity delays (transitions) as
followed in most other timed Petri nets.
Stochastic colored Petri nets are used to model and evaluate logistics systems in Zimmermann
(2007); Zimmermann et al. (2007). In such colored Petri nets, the metrics are almost often
computed through the simulation of a program resulting from the model specification.
Another kind of Petri nets, called Batch Deterministic Stochastic Petri Nets (BDSPN), is
proposed in Chen et al. (2005) to model and evaluate supply chains. It extends Deterministic
and Stochastic Petri nets (DSPNs) (Marsan & Chiola, 1987) including batch places and tokens.
Few works have followed using this kind of net so far (Labadi et al., 2007). Using such nets is
unfeasible due to the lack of supporting tools.
In Viswanadham & Raghavan (2000), the authors evaluate a supply chain considering
make-to-stock (MTS) and assembly-to-order (ATO) policies. To achieve their goals, authors
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consider that operations occur in pipeline and not in parallel such as in most supply chains.
A multi-echelon make-to-stock supply chain is evaluated in Raghavan & Roy (2005) using
Stochastic Petri Nets.
One of the few proposals for performance evaluation of supply chains with SPN modules
is presented in Dotoli & Fanti (2005). The entities and flows are represented through the
composition of these modules, but such process requires some changes on basic models.
Although the use of modules supports the supply chain modeling, the lack of a well-defined
composition process restrains an automatic parsing from a high-level representation into an
SPN model.
Inventory management of supply chain nodes is closely related to distribution strategies. The
inventory replenishment policy of intermediary entities significantly influences the overall
supply chain’s QoS. A well-known problem that can occur in a supply chain is the Bullwhip
Effect (Lee et al., 1997). The Beer Game (Lee et al., 1997; Simchi-Levi et al., 2000) aims at
representing such a problem. Makajic-Nikolic et al. (2004) model this game via a timed
hierarchical colored Petri Net (Jensen, 1997). The work also conducts experiments to evaluate
the impact of different replenishment strategies over individual participants and the entire
supply chain.
An extensive state-of-the-art review for the green supply chain management is presented
in Srivastava (2007). The author classifies the existent works about green supply chains
(GrSCs) according to the sub-areas of this discipline and the used evaluation technique.
Some of the classified sub-areas are: products manufacturing and remanufacturing,
life cycle assessment (LCA), reverse logistics, network design, and waste management.
Regarding the technique used, the author classifies works from empirical methods to the
mathematical modeling, including the linear programming (Louwers et al., 1999), queueing
theory (Guide et al., 2005; van der Laan et al., 1996), Markov chains (MCs) (Fleischmann et al.,
2002; van der Laan & Salomon, 1997), and Petri nets (Moore et al., 1998).
Veleva proposes a methodology for monitoring and evaluating indicators in sustainable
production systems (Veleva & Ellenbecker, 2001). The author determines a five-level
evaluation system, where different sustainability indicators are addressed by each level.
The first level checks the compliance to standards and laws. The second level assess the
performance of the consumption and disposal of resources. The third level is concerned
about the effects of the system over workers, public health and environment. The fourth
level the evaluation goes beyond the system boundaries, checking the product life cycle
and the supply chain impacts on environment. Finally, the fifth level evaluation measures
indicators regarding the impacts of the system on the economy, society and environment of
the local (where the company is located) and global (where the company sells its products)
communities.
The Life Cycle Assessment (LCA) is a well known method for evaluating the
environment impacts owing to the product existence (Cascio, 1999; Heijungs et al.,
1992; ISO, 2006). Currently, there are some commercial tools used for LCA (e.g.
GaBi (GaBi Software – product sustainability, 2010) and SimaPRO (SimaPRO LCA Software,
2010)). Within these tools, metrics like the Global Warming Potential (GWP) (IPCC, 2001) are
estimated based on a conversion database of resources’ consumption. Nevertheless, these
tools are not well suited to conduct a performance evaluation of the activities involved in the
product life cycle (e.g. machines utilization, reliability analysis), since it is not adressed by
LCA.
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performance of systems are discussed in section 3. This section will be focused on SRNs, since
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1.1 Related works
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represented by an interval specified by its lower and upper bounds in this type of model,
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unfeasible due to the lack of supporting tools.
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consider that operations occur in pipeline and not in parallel such as in most supply chains.
A multi-echelon make-to-stock supply chain is evaluated in Raghavan & Roy (2005) using
Stochastic Petri Nets.
One of the few proposals for performance evaluation of supply chains with SPN modules
is presented in Dotoli & Fanti (2005). The entities and flows are represented through the
composition of these modules, but such process requires some changes on basic models.
Although the use of modules supports the supply chain modeling, the lack of a well-defined
composition process restrains an automatic parsing from a high-level representation into an
SPN model.
Inventory management of supply chain nodes is closely related to distribution strategies. The
inventory replenishment policy of intermediary entities significantly influences the overall
supply chain’s QoS. A well-known problem that can occur in a supply chain is the Bullwhip
Effect (Lee et al., 1997). The Beer Game (Lee et al., 1997; Simchi-Levi et al., 2000) aims at
representing such a problem. Makajic-Nikolic et al. (2004) model this game via a timed
hierarchical colored Petri Net (Jensen, 1997). The work also conducts experiments to evaluate
the impact of different replenishment strategies over individual participants and the entire
supply chain.
An extensive state-of-the-art review for the green supply chain management is presented
in Srivastava (2007). The author classifies the existent works about green supply chains
(GrSCs) according to the sub-areas of this discipline and the used evaluation technique.
Some of the classified sub-areas are: products manufacturing and remanufacturing,
life cycle assessment (LCA), reverse logistics, network design, and waste management.
Regarding the technique used, the author classifies works from empirical methods to the
mathematical modeling, including the linear programming (Louwers et al., 1999), queueing
theory (Guide et al., 2005; van der Laan et al., 1996), Markov chains (MCs) (Fleischmann et al.,
2002; van der Laan & Salomon, 1997), and Petri nets (Moore et al., 1998).
Veleva proposes a methodology for monitoring and evaluating indicators in sustainable
production systems (Veleva & Ellenbecker, 2001). The author determines a five-level
evaluation system, where different sustainability indicators are addressed by each level.
The first level checks the compliance to standards and laws. The second level assess the
performance of the consumption and disposal of resources. The third level is concerned
about the effects of the system over workers, public health and environment. The fourth
level the evaluation goes beyond the system boundaries, checking the product life cycle
and the supply chain impacts on environment. Finally, the fifth level evaluation measures
indicators regarding the impacts of the system on the economy, society and environment of
the local (where the company is located) and global (where the company sells its products)
communities.
The Life Cycle Assessment (LCA) is a well known method for evaluating the
environment impacts owing to the product existence (Cascio, 1999; Heijungs et al.,
1992; ISO, 2006). Currently, there are some commercial tools used for LCA (e.g.
GaBi (GaBi Software – product sustainability, 2010) and SimaPRO (SimaPRO LCA Software,
2010)). Within these tools, metrics like the Global Warming Potential (GWP) (IPCC, 2001) are
estimated based on a conversion database of resources’ consumption. Nevertheless, these
tools are not well suited to conduct a performance evaluation of the activities involved in the
product life cycle (e.g. machines utilization, reliability analysis), since it is not adressed by
LCA.
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The exergy analysis have also been employed to measure and compare the use of different
energy sources in systems and processes (Oliveira Filho, 1995). This kind of analysis
aims at comparing the energetic efficiency and destruction considering the Second Law of
Thermodynamics (Kotas, 1985).
Some efforts have also been made with the objective of combine exergy and LCA.
These efforts have resulted in evaluation methods like the Exergetic Lyfe Cycle Assessment
(ELCA) (Cornelissen & Hirs, 2002) and the Lyfe Cycle Exergy Analysis (LCEA) (Gong & Wall,
2001). These methods have been employed in different areas like electricity production
(Rosen & Dincer, 2003), supply chains (Apaiah et al., 2006), and IT companies (Lettieri et al.,
2009).

2. Green supply chains

This section provides a brief introduction to some sustainability issues in supply chains. The
beginning of this section describes some traditional approaches that are usually used when
assessing sustainability in supply chains. Section 2.1 presents the exergy concept and its
applications in the field of sustainability.
A supply chain (SC) manager must carry out all the activities necessary for producing and
delivering goods to customers. Acquisition of raw materials, manufacturing, assembling
and transportation are some of those activities. The Green Supply Chain (GrSC) extends
the supply chain by considering the backward flow and the environment impacts of the
SC’s activities. The backward flow is known as reverse supply chain. The GrSC schema is
presented in Figure 1, which was adapted from Beamon (1999) and Cash & Wilkerson (2003).

Fig. 1. Green Supply Chain schema.

Regarding the schema of Figure 1, the dashed lines represents the reverse flow of the green
supply chain (Beamon, 1999; Cash & Wilkerson, 2003). The self-loop in the intermediary was
included to represent a n-level supply chain (Simchi-Levi et al., 2000), that can have several
intermediaries (e.g. distributors and wholesalers). Each line represents the movement of
goods, which might include the transportation activity. The “disposal” rectangle represents
the final disposal of the goods in landfills or for composting.
Several organizations moved towards the proposal of practices and management techniques
that could help companies to provide environmentally conscious products and services.
The International Organization for Standards (ISO) developed the ISO 14000 series standard
with this objective (Cascio, 1999; ISO, 2006). Environmental management systems (EMS),
environmental performance evaluation (EPE), and life cycle assessment (LCA) are some of
the areas covered by this series. This chapter will be focused on EPE and LCA.
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The ISO 14031 provides guidelines for the selection and use of environment performance
indicators (EPIs) in the EPE of organizations. This standard defines an EPI as and expression
that is used to provide information about environmental performance or the condition of the
environment. The EPIs can be expressed as relative or absolute measurements and can also
be aggregated and/or weighted. These indicators can be classified as: Absolute indicators are
directly obtained from an input-output analysis. Relative indicators are expressed as a reference
to other variables like the production in tons, number of employees, etc. Indexed indicators
are expressed as a percentage with respect to a total, or a percentage change to previously
assessed values. Aggregated indicators sums indicators that have the same unit, which are
assessed over more than one production stage. Weighted indicators assigns different weights to
assessed variables of a productions stage depending on its importance.
Absolute EPIs must be used carefully. An increment on the demand or production of a
company almost often incurs in an expected increment on these indicators. For instance,
increasing the production implies an increment on the consumption of raw materials.
In such a sense, relative indicators are usually more accurate to depict the environment
performance than absolute indicators. Following are some examples of EPIs (Beamon,
1999; Cascio, 1999): relative/absolute quantity of specific pollutant emitted (e.g. CO2, SO2,
CFCs); relative/absolute quantity of hazardous substances emitted; relative/absolute kWh of electricity
consumed; relative/absolute amount of waste produced; percent of raw materials from renewable
resources; percent of waste recycled; investment in environmental programs; amount of regulatory
violations or fines; number of environmental incidents/acidents.
A life cycle assessment (LCA) intends to measure the social, environmental and economical
impacts of a product or service (Cascio, 1999; ISO, 2006). This assessment must be accounted
for the extraction/production of raw materials, manufacture, distribution, use, and disposal
including the transportation necessary for any of the stages of the product’s life cycle. LCA
can be conducted for a single product or for an entire company. Regarding the boundaries of
the LCA, it can be classified as follows:

gate-to-gate: looks at a single value-added process in the entire supply chain;

cradle-to-gate: looks at the product life cycle from raw materials and manufacture (“cradle”)
until the product leave the factory’s gate;

cradle-to-grave: beyond that steps considered in the cradle-to-gate, this type of LCA
considers the remaining life cycle until the disposal of the product;

cradle-to-cradle: beyond that steps considered in the cradle-to-grave, this type of LCA
considers reverse and recycling processes of the product;

The framework presented in this chapter uses the gate-to-gate LCA. This type of LCA
can be composed for each stage of the supply chain in order to achieve a complete
LCA. One of the units that can be used in the LCA is the Global Warming Potential
(GWP). It was proposed by the Intergovernmental Panel on Climate Change (IPCC) in
order to allow comparing the radiative effect of different substances considering a time
horizon (IPCC, 2001). The CO2 equivalent (CO2e or CO2Eq.) is the unit that measures
the GWP. It expresses the radiative effect of a substance considering the GWP of
the CO2 as reference (DEFRA - Department for Environment, Food and Rural Affairs, 2009;
Frischknecht et al., 2005; IPCC, 2001). The GWP of the CO2 is thus 1. The framework
presented in this chapter will be focused on the GWP measurement, despite of other
environment impacts like noise, acidification, and desertification.
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2.1 Exergy and sustainability
The Second Law of Thermodynamics (SLT) asserts that there will always be loss of quality when
converting a type of energy into another type. The concept of exergy is linked to the SLT, since
it assess the amount of energy that can be converted into useful work, that means the quality
of the energy (Kotas, 1985; Szargut et al., 1988). Because of that available energy, available work
or simply availability, are also synonyms of exergy. The amount of energy that is not available
is called anergy (Sato, 2004).
Let E, X and A be the respective amounts of energy, exergy and anergy, thus the equation
E = X + A depicts the relation between these amounts. Such a relation can also be expressed
as in Equation 1, by using an energy efficiency factor α.

X = αE ∴ A = (1 − α)E (1)

Let Xin, Xout, Xdiss and Xdest be the amount of input, output, dissipated and destroyed exergy
in a process. Since Xdest = (1 − ηI I)Xin − Xdiss, where ηI I is the exergetic efficiency of the
process, the SLT is mathematically represented by Equation 2.

Xin = Xout + Xdiss + Xdest ∴ ηI I =
Xout

Xin
(2)

The chemical exergy xch of a material can be calculated in function of its mass composition
(Kotas, 1985). It represents the amount of useful energy in any kind of material, including
energy sources. Equation 3 depicts the total chemical exergy X (in kJ) for a mass m (in kg) of
a material whose chemical exergy is depicted by xch (in kJ/kg). The physical and chemical
exergies fully defines the total exergy of a system. Thereby, Equation 4 expresses the exergy
of a system with kinetic energy ke, potential energy pe, enthalpy h, entropy s and j elements
in its chemical composition, at a reference environment with enthalpy h0, entropy s0, and
temperature T0. Considering that the system is in physical equilibrium with the reference
environment, the total exergy is its chemical exergy.

Xch = mxch (3)

X = ke + pe + [(h − h0)− T0(s − s0)]m + ∑
j

Xch,j (4)

Szargut et al. (2005) proposes several values for the chemical exergy of chemical elements.
These values were calculated based on a reference environment, which the authors claim
to become an international reference for evaluating the natural resources on Earth. These
values can be used in order to calculate the chemical exergy of any resource of a supply chain,
including waste and raw materials. Although, it might be cumbersome to identify the exact
chemical composition of each material used in the supply chain. To overcome this problem,
some authors proposes approximations to calculate the chemical exergy of wasted materials
(Ayres et al., 1998). Despite of this, using exergy for any sort of resources is a awkward task.
There are several proposals that consider the exergy analysis for measuring sustainability
performance. Extended Exergy Account (EEA) (Sciubba, 2003), Cumulative Exergy
Consumption (CEC) (Szargut & Morris, 1985), Life Cycle Exergy Analysis (LCEA)
(Gong & Wall, 2001), Exergetic Life Cycle Assessment (ELCA) (Ayres et al., 1998;
Cornelissen & Hirs, 2002) are some of these approaches, which usually measure the
amount of exergy consumed, or destroyed, in a process. Thus, the less exergy a process
consumes, or destroys, the most sustainable it is. Some proposals also joins exergy, cost and
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other aspects to provide a general insight of the analysed process (Rosen & Dincer, 2003;
Sciubba, 2003).
The life cycle exergy analysis (LCEA) (Gong & Wall, 2001) aims at measuring the total input and
output exergy in the product life cycle, also differing renewable and non-renewable resources.
It divides a system in three stages: construction, operation, and clean up. In the construction
and clean up stages, the system indirectly consumes exergy (Eindirect). During the operation
the system indirectly consumes exergy for its maintenance (Eindirect) and directly consumes it
in order to produce finished goods (Ein). Besides, the finished good also has an amount of
exergy (Epr).
When the system uses non-renewable resources, there will be a degradation of such resources,
thus Epr < Eindirect + Ein. When renewable resources are used, the LCEA does not consider
the input exergy of these resources. Thus, in a time tpayback, all the exergy that was indirectly
consumed will be compensated by the product. In this case the net exergy product (Enet,pr), is
the amount of exergy generated beyond tpay back and is measured as: Enet,pr = Epr − Eindirect.
The exergetic life cycle assessment (ELCA) (Cornelissen & Hirs, 2002), aims at measuring the
exergy destruction due to the irreversibility of processes, quantifying the depletion of natural
resources. The ELCA allows expressing the resources depletion when renewable resources
are not used. But, even when these resources are used, a high irreversibility may represent an
inefficient consumption of these resources. In such a sense, the depletion of non-renewable
resources is measured by subtracting the exergy from renewable resources from the total
irreversibility of the system, as: Dnatural resource = Ili f e cycle − Erenewables, where Ili f e cycle
is the total irreversibility in the process life cycle and Erenewables is the amount of exergy
from renewable resources. Besides, the irreversibility of each process as measured as I =
Xout − Xin, where Xout and Xin are the respectives output and input chemical exergy of each
process.
Due to the difficulty in obtaining reliable exergetic values for any sort of material (Ayres et al.,
1998), we adopt the exergy analysis (LCEA) just for resources that are consumed for energetic
purposes. The GWP analysis (LCA) is used for the other resources instead. Furthermore, the
LCEA provides reliable results when comparing the environment impacts of using different
energy sources. Such an approach supports the evaluation of “what-if” questions when
conducting an EPE without increasing the complexity of this activity.

3. Performance models

This section aims at providing some insights about different evaluation methods that are
often used when measuring systems performance. A performance evaluation model aims
at representing a real system, through mathematical or simulation methods, in order to
assess measures. Experiments that can be easily conducted in a model could be hardly, or
even impossible, to be done in the real system. The evaluation model can be grouped into:
analytical, numerical, and simulation. These methods will be discussed in the following
subsections.

3.1 Analytical solution
Analytical solution methods try to represent the real system using mathematical expressions.
This kind of solution is well-suited for simple systems. Although, the complexity of a
real system can forbid an analytical solution. There are several manners of analytically
representing a system. In the specific case of supply chains there are models to
evaluate problems like that ones related to inventory replenishment policies (Ballou, 2004;
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real system can forbid an analytical solution. There are several manners of analytically
representing a system. In the specific case of supply chains there are models to
evaluate problems like that ones related to inventory replenishment policies (Ballou, 2004;
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Simchi-Levi et al., 2000), the logistics network (Narahari & Biswas, 2007; Simchi-Levi et al.,
2005), and also to support the decision making based on different variables (e.g. cost,
service level, environment) (Louwers et al., 1999). But, these methods tend to make several
simplifications. For instance, defining the best lower inventory level of a facility in a
multi-echelon supply chain can be cumbersome using analytical models.
Queueing theory (Gross, 2009) is an analytical method that was adopted in different
areas, including supply chains (Guide et al., 2005; van der Laan et al., 1996). This method
aims at representing systems through queues. A queue system is represented by 6-tuple
A/S/m/B/N/SD, where A is the interval between arrivals, S is the service time, m is
the number of servers, B is the maximum size of the queue, N is the population (can be
infinity) and SD is the service policy of the system. The times related to A and B can follow
distributions like the Erlang, exponential, deterministic, etc. Service policies related to SD
can be, for instance, First-Come-First-Served, Last-Come-First-Served, Round Robin, and Infinite
Server.
The queue theory allows assessing metrics like servers utilization, system’s throughput, response
and waiting times, which are the time that a task spent in the system and that it waits before
being processed, queue length, and the amount of tasks in the system. For instance, considering
that orders (tasks) arrive to a factory (server) with a given interval (rate), the queue theory can
provide measures like, the amount of orders waiting for being processed (queue length) and
the average time that an order waits until be processed and delivered (waiting and response
times) to the client.

3.2 Numerical solution
This section will be focused on numerical solution of system’s performance. The numerical
solution methods are well suited for evaluating systems that are too complex to be represented
using the analytical methods. The stochastic Petri nets (SPNs) will be the numerical solution
method covered in this section.
Since the first Petri nets proposition, different extensions were made. Nowadays, there are
several types of Petri nets, each of them considering different aspects, like deterministic
(Marsan & Chiola, 1987) and stochastic times (Molloy, 1981), the differentiation between
tokens (Jensen, 1997) and the hierarchical modeling (Jensen, 1991).
Stochastic Petri nets (SPNs) concepts (Marsan et al., 1995; Molloy, 1981) is a Petri net extension
that associates probabilistic distributed times with transitions. Inhibition arcs, immediate
transitions (Marsan et al., 1995), deterministic transitions (Marsan & Chiola, 1987), general
distribution functions (German, 1994), transitions’ guards, marking-dependent features (transitions’
weights and rates, arcs’ multiplicity) (Ciardo et al., 1993) are some of the extensions proposed
over the early SPN models. Such extensions grants to the SPNs the power of a Turing
machine to describe the structural behaviour of the system (Ciardo et al., 1993). Some of the
performance measures of SPNs are the average number of tokens in a place, the throughput
of a transition, and average sojourn delay of a token in a place (Marsan et al., 1995).
These extensions resulted in several types of SPNs, like generalized stochastic Petri nets
(GSPNs) (Balbo, 2001; Marsan et al., 1995), deterministic and stochastic Petri nets (DSPNs)
(Marsan & Chiola, 1987) , extended deterministic and stochastic Petri nets (eDSPNs) (German,
1994) and stochastic reward nets (SRNs) (Ciardo et al., 1993; Muppala et al., 1994). A SRN is a
10-tuple N = (P, T, I, O, H, Π, G, M0, W,R), where (Ciardo et al., 1993):

• P is the ordered set of places;

• T is the ordered set of transitions, P ∩ T = ∅;
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• I ∈ (N|P| → N)|P|×|T| is the matrix of marking-dependent multiplicities of input arcs. If
place pj is an input place of transition tk, then ijk ≥ 1 else ijk = 0;

• O ∈ (N|P| → N)|P|×|T| is the matrix of marking-dependent multiplicities of output arcs.
If place pj is an output place of transition tk, then ojk ≥ 1 else ojk = 0;

• H ∈ (N|P| → N)|P|×|T| is the matrix of marking-dependent multiplicities of inhibition
arcs. If place pj is an inhibition place of transition tk, then hjk ≥ 1 else hjk = 0;

• Π ∈ N|T| is the vector of transitions’ priorities function. If transition tk is an immediate
transition, then πk ≥ 1 else πk = 0;

• G ∈ (N|P| → {true, f alse})|T| → {true, f alse} is the vector of marking-dependent
transitions’ guards. If tk is enabled within N|P|, then gk = true else gk = f alse;

• M0 ∈ N|P| is the vector of places’ initial markings, where μ0j ≥ 0, ∀pj ∈ P;

• W ∈ (N|P| → R+)|T| is the vector of marking-dependent immediate transitions’ weights
and timed transitions’ rates. For immediate transitions the k − th element of W is denoted
by wk, representing its weight. Regarding timed transitions, λk is the k − th element of W
and depicts its rate, which in turn must be greater than zero;

• R is a finite ordered set of rewards of N. Each element ∇i ∈ R is a triplet (ρ, r, ψ)
representing the i-th reward of the SRN, where: ρ is a reward rate, r is a reward impulse
and ψ is a reward based on the results of other rewards.

Elements P, T, I, O, H, Π, G, M0, W of the SRN describe a regular SPN. Considering
that λ is exponentially distributed for timed transitions, those elements describe a trivariate
discrete-time stochastic process: {(t[n], θ[n], μ[n]), n ∈ N}, with t[0] = NULL, θ[0] = 0,
and μ[0] = M0. For n > 0, t[n] ∈ T is the n-th transition to fire, at marking μ[n−1]

leading to a new marking μ[n] at time θ[n]. This stochastic process fully defines the SPN’s
underlying semi-Markov process (SMP) (Bolch et al., 2006; Ciardo et al., 1993; Muppala et al.,
1994), where μ[n−1][t[n] > μ[n] represents the transition from marking n − 1 to n and
θ[n] − θ[n−1] ≥ 0 is the sojourn time at marking μ[n−1]. In this SMP, a sojourn times equal
and greater than zero represent vanish and tangible markings, respectively (Bolch et al., 2006;
Marsan et al., 1995). Furthermore, θ[n] − θ[0] represents the total time spent from marking 0
until reaching marking n (Ciardo et al., 1993).
The set with all possible values of μ[n] is the reachability set (RS) of the SRN. Each element
θ[n] represents a discrete time at wich transition t[n] fires. The continuous-time Markov
chain (CTMC) can thus be fully described by the depicted stochastic process, considering just
the tangible markings of the Markov chain (Ciardo et al., 1993). Regarding to the depicted
stochastic process, the marking at any time x ≥ 0 is: μ(x) = μmax{n:θ [n]≤x}. Thus, μ(x) is the

marking μ[n], where θ[n] is at most equal to time x.
SRNs allows defining business-centric metrics beyond traditional SPNs’ metrics, since they
associate rewards with transitions firings and places markings at the net level. The underlying
SPN’s Markov chain is thus transformed into a Markov reward model (MRM). An MRM
associates rewards with each state of the Markov chain (Tijms, 2003). In MRMs, Reward rates
relate to the rate that the reward is accumulated while the system is in a state si. Reward
impulses determines the amount of a reward that is instantaneously accumulated when the
system goes from a state si to a state sj. MRM rewards are respectively represented by ρ and r
components of each SRN’s reward ∇i ∈ R.
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Regarding R, a reward rate function ρi of a SRN depends on its markings, and is defined
as ρ : N|P| → R, where P is the set of places of the SRN. Thus, ∀μ ∈ RS, ρi(μ) depicts
the rate in which reward i is accumulated while the system is in marking μ, where RS is the
reachability set (Marsan et al., 1995).The reward impulse function ri,t regards to the amount
of reward i accumulated when a transition t fires. Let P and T be the respective sets of places
and transitions of a SRN, the reward impulse is a function ri,t : N|P| → R. Thus, ∀μ ∈ RS,
ri,t(μ) depicts the amount of reward i that is accumulated in marking μ when transition t fires.
The stochastic process {(t[n], θ[n], μ[n]), n ∈ N} among the rewards defined by ρ and r defines
a new continuous stochastic process {Y(θ), θ ≥ 0} which relates to the SRN. The reward
accumulated until a time θ is measured as described in Equation 5 (Ciardo et al., 1993).

Y(θ) =
∫ θ

0
ρ(μ(u))du +

max{n:θ [n]≤θ}
∑
j=1

rt[j] (μ
[j−1]) (5)

The SRN’s definitions presents each element of R as a triplet (ρ, r, ψ). The third element of the
triplet, ψ, is a function that computes a single value from the stochastic process {Y(θ), θ ≥ 0}
described above. This function is defined as ψ : R → R, where R is a set of real-valued
stochastic processes. Considering the rewards triplets (ρ, r, ψ), some of the measures that can
be assessed with SRNs are presented in Table 1 (Ciardo et al., 1993).

Description Steady State Up to θ
Accumulated reward E [limθ→∞ Y(θ)] E [Y(θ)]

Time-averaged reward E
[
limθ→∞

Y(θ)
θ

]
E
[

Y(θ)
θ

]

Instantaneous reward - E
[
limδ→0

Y(θ+δ)−Y(θ)
δ

]

Number of transitions
firings

- E [Y(θ)] , where ρ = 0 and r = 1

Prob. of acc. reward be
greater than x

P [limθ→∞ Y(θ) > x] P [Y(θ) > x]

Prob. of time-averaged
reward be greater than x

P
[
limθ→∞

Y(θ)
θ > x

]
P
[

Y(θ)
θ > x

]

Supremum reward rate sup
n≥0

{
ρ(μ) : Pr(μ[n] = μ) > 0

}
-

Table 1. Some SRNs measurements

Some elements (e.g. arc cardinality, transition rate) of a SRN are defined in function the
current marking (N|P|). SRNs uses only exponentially distributed functions for timed
transitions. Nevertheless, it is still possible to represent other types of distributions.
A well-known technique called phase approximation (Desrochers & Al-Jaar, 1994) can be
applied to represent poly-exponential distribution functions like Erlang, Hypo- and
Hyper-Exponential distributions.
Since the timed transitions’ rates are marking-dependent, they can be defined as single-, k-,
or infinite-server, in the same sense as queueing networks. Let N be a SRN, where pj ∈ P is
the only input place of a transition tk ∈ T, with rate 0.5. The depicted server semantics are
respectively represented by λk = 0.5, λk = 0.5 × min(mj, L) and λk = 0.5 × mj, where mj is
the marking of place pj in a given state and L is the upper limit of the k-server semantics.
In an SPN (and SRN), when two or more conflicting timed transitions are enabled at the same
time, this conflict is solved through a race policy (Marsan et al., 1995). If immediate transitions
are in conflict, the choice of which to fire takes into account the respective priority and weight
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levels. Suppose two immediate transitions t1 and t2 in conflict. If the priority of t1 is greater
than t2, it will always fire first. If they have the same priority, the conflict is probabilistically
solved considering their weights.
Usually, the Reachability Set and the Reachability Graph are simply referred as RS and RG,
respectively. When the Petri net is not bounded, that is, there is a place that can have an
infinite number of tokens, its RS and RG are also infinite. The RS and RG considering just
the set of tangible markings are respectively known as Tangible Reachability Set (TRS) and
Tangible Reachability Graph (TRG). This TRG can be converted to a continuous time Markov
chain (CTMC), from which metrics could be calculated (Bolch et al., 2006). When the RG is
too large, a subset of this graph can be explored using simulation.

3.3 Simulation
Chung (2004) defines the “simulation modeling and analysis is the process of creating and
experimenting with a computerized mathematical model of a physical system”. The simulation
analysis allows modeling more details and variables of the real system. Metrics can thus
be assessed based on a wider range of variables, when compared to analytical models. Since
the analytical solution represents the real system using mathematical equations, it cannot take
into account every variable that can directly or indirectly affect the real system. Otherwise,
the equations could become to complex to be solved (Chung, 2004).
The simulation analysis does not provide exact results. Instead, it often adopts one or more
stopping criteria. Once the evaluation reaches these criteria, the simulation stops and the
metrics are considered to be found. The confidence interval, simulation length, simulated
system time, amount of iterations for solving the problem, are examples of these criteria. Thus,
if the stop criteria is not correctly defined, the results will not be reliable. The simulation
analysis can also be used in conjunction or to replace analytical and numerical methods. For
instance, it can support the evaluation of queueing networks and Petri nets, especially when
the analytical or numerical solution is not possible due to the size of the model.

4. An evaluation methodology

This section presents an approach to assess environmental and cost indicators using SRN
models. In order to achieve this assessment, reward functions should be associated to
transitions and places of a SRN. These functions are calculated for each state of the SRN model
returning a result that represents an environmental, cost or performance indicator.
The places and transitions of a Petri net are considered to be its respective passive and
active elements. Input and output places of a transition often represent: preconditions and
postconditions; input and output data; resources needed and resources released; input and
output buffers. The amount of tokens in a place can thus represent the amount of resources
located in such a place. Transitions often represent events, actions, a processor, etc.
Considering the presented semantics of places and transitions of a Petri net, it is possible to
infer that the amount of stored products, could be represented by the number of tokens in a
place that represents a store. In turn, the amount of goods produced per hour could be derived
from a transition throughput that represents the producing rate.
The respective production and storage of goods might have other associated issues. For
instance, producing goods may require energy and expel green house gases (GHG). As
observed, it is possible to have several indicators associated with a single action. One might
notice that these issues could be modeled as output places of a transition. But, it would
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Regarding R, a reward rate function ρi of a SRN depends on its markings, and is defined
as ρ : N|P| → R, where P is the set of places of the SRN. Thus, ∀μ ∈ RS, ρi(μ) depicts
the rate in which reward i is accumulated while the system is in marking μ, where RS is the
reachability set (Marsan et al., 1995).The reward impulse function ri,t regards to the amount
of reward i accumulated when a transition t fires. Let P and T be the respective sets of places
and transitions of a SRN, the reward impulse is a function ri,t : N|P| → R. Thus, ∀μ ∈ RS,
ri,t(μ) depicts the amount of reward i that is accumulated in marking μ when transition t fires.
The stochastic process {(t[n], θ[n], μ[n]), n ∈ N} among the rewards defined by ρ and r defines
a new continuous stochastic process {Y(θ), θ ≥ 0} which relates to the SRN. The reward
accumulated until a time θ is measured as described in Equation 5 (Ciardo et al., 1993).

Y(θ) =
∫ θ

0
ρ(μ(u))du +

max{n:θ [n]≤θ}
∑
j=1

rt[j] (μ
[j−1]) (5)

The SRN’s definitions presents each element of R as a triplet (ρ, r, ψ). The third element of the
triplet, ψ, is a function that computes a single value from the stochastic process {Y(θ), θ ≥ 0}
described above. This function is defined as ψ : R → R, where R is a set of real-valued
stochastic processes. Considering the rewards triplets (ρ, r, ψ), some of the measures that can
be assessed with SRNs are presented in Table 1 (Ciardo et al., 1993).

Description Steady State Up to θ
Accumulated reward E [limθ→∞ Y(θ)] E [Y(θ)]

Time-averaged reward E
[
limθ→∞

Y(θ)
θ

]
E
[

Y(θ)
θ

]

Instantaneous reward - E
[
limδ→0

Y(θ+δ)−Y(θ)
δ

]

Number of transitions
firings

- E [Y(θ)] , where ρ = 0 and r = 1

Prob. of acc. reward be
greater than x

P [limθ→∞ Y(θ) > x] P [Y(θ) > x]

Prob. of time-averaged
reward be greater than x

P
[
limθ→∞

Y(θ)
θ > x

]
P
[

Y(θ)
θ > x

]

Supremum reward rate sup
n≥0

{
ρ(μ) : Pr(μ[n] = μ) > 0

}
-

Table 1. Some SRNs measurements

Some elements (e.g. arc cardinality, transition rate) of a SRN are defined in function the
current marking (N|P|). SRNs uses only exponentially distributed functions for timed
transitions. Nevertheless, it is still possible to represent other types of distributions.
A well-known technique called phase approximation (Desrochers & Al-Jaar, 1994) can be
applied to represent poly-exponential distribution functions like Erlang, Hypo- and
Hyper-Exponential distributions.
Since the timed transitions’ rates are marking-dependent, they can be defined as single-, k-,
or infinite-server, in the same sense as queueing networks. Let N be a SRN, where pj ∈ P is
the only input place of a transition tk ∈ T, with rate 0.5. The depicted server semantics are
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In an SPN (and SRN), when two or more conflicting timed transitions are enabled at the same
time, this conflict is solved through a race policy (Marsan et al., 1995). If immediate transitions
are in conflict, the choice of which to fire takes into account the respective priority and weight

166 Supply Chain Management - Applications and Simulations Business and Environment Performance Evaluation in Supply Chains: a Formal Model-Driven Approach 11

levels. Suppose two immediate transitions t1 and t2 in conflict. If the priority of t1 is greater
than t2, it will always fire first. If they have the same priority, the conflict is probabilistically
solved considering their weights.
Usually, the Reachability Set and the Reachability Graph are simply referred as RS and RG,
respectively. When the Petri net is not bounded, that is, there is a place that can have an
infinite number of tokens, its RS and RG are also infinite. The RS and RG considering just
the set of tangible markings are respectively known as Tangible Reachability Set (TRS) and
Tangible Reachability Graph (TRG). This TRG can be converted to a continuous time Markov
chain (CTMC), from which metrics could be calculated (Bolch et al., 2006). When the RG is
too large, a subset of this graph can be explored using simulation.

3.3 Simulation
Chung (2004) defines the “simulation modeling and analysis is the process of creating and
experimenting with a computerized mathematical model of a physical system”. The simulation
analysis allows modeling more details and variables of the real system. Metrics can thus
be assessed based on a wider range of variables, when compared to analytical models. Since
the analytical solution represents the real system using mathematical equations, it cannot take
into account every variable that can directly or indirectly affect the real system. Otherwise,
the equations could become to complex to be solved (Chung, 2004).
The simulation analysis does not provide exact results. Instead, it often adopts one or more
stopping criteria. Once the evaluation reaches these criteria, the simulation stops and the
metrics are considered to be found. The confidence interval, simulation length, simulated
system time, amount of iterations for solving the problem, are examples of these criteria. Thus,
if the stop criteria is not correctly defined, the results will not be reliable. The simulation
analysis can also be used in conjunction or to replace analytical and numerical methods. For
instance, it can support the evaluation of queueing networks and Petri nets, especially when
the analytical or numerical solution is not possible due to the size of the model.

4. An evaluation methodology

This section presents an approach to assess environmental and cost indicators using SRN
models. In order to achieve this assessment, reward functions should be associated to
transitions and places of a SRN. These functions are calculated for each state of the SRN model
returning a result that represents an environmental, cost or performance indicator.
The places and transitions of a Petri net are considered to be its respective passive and
active elements. Input and output places of a transition often represent: preconditions and
postconditions; input and output data; resources needed and resources released; input and
output buffers. The amount of tokens in a place can thus represent the amount of resources
located in such a place. Transitions often represent events, actions, a processor, etc.
Considering the presented semantics of places and transitions of a Petri net, it is possible to
infer that the amount of stored products, could be represented by the number of tokens in a
place that represents a store. In turn, the amount of goods produced per hour could be derived
from a transition throughput that represents the producing rate.
The respective production and storage of goods might have other associated issues. For
instance, producing goods may require energy and expel green house gases (GHG). As
observed, it is possible to have several indicators associated with a single action. One might
notice that these issues could be modeled as output places of a transition. But, it would
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increase the number of reachable states, hence demanding more computational resources for
calculating measures, or even leading to a state-space explosion (Valmari, 1998).
Before the evaluation of a system, it is important to collect data to calculate the environmental
indicators. After identifying the system’s components (e.g.: machines, entities, processes) that
are going to be represented in the model, the modeler should gather information about:

• Energy - The amount of resources consumed for energetic means. It is important to define
the energy source (e.g. electricity, biomass, gasoline, diesel);

• Raw Materials - The amount of resources used to produce a good or realize an
activity. Raw materials should be categorized by type (e.g. water, wood, hazardous,
non-hazardous) and its origin (e.g. first use, reuse, recycled);

• Waste - The amount of waste generated by system’s activities. This information should be
structured by the type of the waste (e.g. wood, card, plastic) and by its destination (e.g.
recycling, landfill, composting).

It is important to stress that a resource might be used as energy source, raw material or be
a waste of an activity. For instance, a piece of wood can be used as energy source, as raw
material in the production of a good, and some of it can also be wasted.
The proposed classification aims at providing means to separately measure GWP
and exergy outputs of each activity/process, without being over-detailed avoiding a
complex and inefficient evaluation process. Furthermore, a different value of GWP or
exergy efficiency can be assigned to the same substance depending on its classification.
For instance, a block of wood has a different GWP value when used as raw
material of a good, disposed for recycling, or disposed in landfill. We chose this
categorization based on the conversion factors usually adopted in LCA (Bösch et al., 2007;
DEFRA - Department for Environment, Food and Rural Affairs, 2009; Goedkoop et al., 2000),
in order to provide detailed description of the GWP of consumed/disposed resources.
Let N be a SRN that models the evaluated system, I is its set with the classified energy,
raw material, and waste items. For each element of I a reward ∇i ∈ R related to the
consumption/disposal (in kg) of the item should be defined. For convenience, the set with
these basic rewards is denoted RI , where RI ⊆ R.
An important remark considering the rewards definition is that they do not distinguish
between places of the SRN. Instead, reward rates are based on the state of the SRN. But,
sometimes it is wanted to have an insight of a specific process or a set of processes of the
modeled system. In such cases, the rewards should be defined separately for each place and
transition.
If such strategy is used, the total reward of a classified item should be derived from the sum of
the rewards for each (or some) place and transition of the SRN. Let N, P� ⊆ P and T� ⊆ T be a
SRN and its respective sets of places and transitions of N, for which it is intended to obtain the
expected time-averaged reward of ∇i ∈ (R−RI ). ∇i is measured as depicted in Equation 6.

∇i =
j=|R�|
∑
j=0

∇j (6)

where RI� ⊆ RI is the set of rewards related to ∇i that were defined for p ∈ P� and t ∈ T�.
The SRN presented in Figure 2 is used to exemplify the metrics definition. This SRN models
a system where a hotel with 30 available rooms (pFreeRooms). The rooms are warmed by two
furnaces, each capable of warming 15 rooms. The second furnace is turned on just when there
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Fig. 2. Example of an SRN.

are more than 15 rooms occupied. These furnaces consumes natural gas at rate x0 + n0λ0
and x1 + n1λ1, respectively. Where n0 and n1 are factors that depends on the amount rooms
occupied. Furthermore, transition tOvCook represents the use of an oven that consumes a
fixed amount z of the same gas each time it is used. Let �P represent the number of tokens in
place P and ∇i = (ρi, ri, ψi) represent the consumption of natural gas, this reward could be
defined as follows:

ρi = �PF1On(x0 + (min{�pUsedRooms, 15})λ0)+

�PF2On(x1 + (max{�pUsedRooms − 15, 0})λ1)

ri,t = z, t = t0 ∧ ri,t = 0, t �= t0; ψi = 0

It is important to remark that considering the defined natural gas reward, it is not possible
to measure the amount consumed by a particular furnace. Instead the whole consumption is
retrieved. If such information is required, these rewards should be defined separately, having
their values totalized by another reward as depicted in Equation 6.
Assuming that the evaluated system produces physical goods (not virtual ones, as occurs with
most informatics services) a mass balance analysis might be directly derived from the sum of
all raw materials inputs and output goods (Equation 7).

∇i =
Qtygood

∑
j=|R�|
j=0 ∇j

(7)

where R� ⊆ R is the set rewards that represents the input of raw materials (in kg/time) used
in the production of the good and Qtygood is the amount of goods produced per unit of time (in
kg/time). Qtygood could be obtained from the throughput of a SRN transition that represents
the production of goods.
There are more three important rewards that should be defined in terms of each classified
item. These rewards are: cost, global warming potential, and exergetic input/output. For
each reward ∇i ∈ RI , a cost reward ∇j ∈ (R − RI ) must be defined. The cost reward
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The SRN presented in Figure 2 is used to exemplify the metrics definition. This SRN models
a system where a hotel with 30 available rooms (pFreeRooms). The rooms are warmed by two
furnaces, each capable of warming 15 rooms. The second furnace is turned on just when there

168 Supply Chain Management - Applications and Simulations Business and Environment Performance Evaluation in Supply Chains: a Formal Model-Driven Approach 13

pF2On

pF2Off

tF2On tF2Off

pF1Off

pF1On

tF1OfftF1On

Furnace 1

Furnace 2

pOvOff

Oven pOvOn

tOvCook

tOvOn

tLeave

pFreeRooms 30

tArrive

Clients
Arrival

pUsedRooms

guards tF1On: #pUsedRooms>0
tF2On: #pUsedRooms>15
tOvOn: #pUsedRooms>0

tF1Off: #pUsedRooms=0
tF2Off: #pUsedRooms<16

Fig. 2. Example of an SRN.
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and x1 + n1λ1, respectively. Where n0 and n1 are factors that depends on the amount rooms
occupied. Furthermore, transition tOvCook represents the use of an oven that consumes a
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It is important to remark that considering the defined natural gas reward, it is not possible
to measure the amount consumed by a particular furnace. Instead the whole consumption is
retrieved. If such information is required, these rewards should be defined separately, having
their values totalized by another reward as depicted in Equation 6.
Assuming that the evaluated system produces physical goods (not virtual ones, as occurs with
most informatics services) a mass balance analysis might be directly derived from the sum of
all raw materials inputs and output goods (Equation 7).

∇i =
Qtygood

∑
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(7)

where R� ⊆ R is the set rewards that represents the input of raw materials (in kg/time) used
in the production of the good and Qtygood is the amount of goods produced per unit of time (in
kg/time). Qtygood could be obtained from the throughput of a SRN transition that represents
the production of goods.
There are more three important rewards that should be defined in terms of each classified
item. These rewards are: cost, global warming potential, and exergetic input/output. For
each reward ∇i ∈ RI , a cost reward ∇j ∈ (R − RI ) must be defined. The cost reward
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should assign a financial profit (positive signal) or expense (negative signal) related to the
classified item. This reward is defined as

∇j = K + β ×∇i (8)

where K is a constant and β is the unitary cost/profit for the classified item. The total financial
cost/reward is simply depicted by the sum of the financial rewards.
For each reward ∇i ∈ RI , a global warming potential reward ∇j ∈ (R −RI) can also be
defined as

∇j = g ×∇i (9)

where g is the GWP for each unit of the classified item. The total GWP is thus simply depicted
by the sum of the GWP rewards.
For each reward ∇i ∈ RI , that refers to energy consumption, an exergy input, output, and
lost reward ∇j,∇k,∇l ∈ (R−RI ) can be respectively defined as

∇j = xch ×∇i (10)

∇k = ηI I ×∇j (11)

∇l = ∇k −∇j (12)

where ηI I and xch are the weighted-average exergetic efficiency and chemical exergy of the
used energy. The total exergy is thus simply depicted by the sum of the exergy rewards.
For each type of energy source consumed, the estimated exergetic efficiency of fuel f regarding
activity/location act represented by the SRN’s transition/place should be informed (ηI I,act, f ).
This efficiency factor in conjunction with the already known fuel’s chemical exergy (xch, f )
allows calculating the exergy output in the activity Xout,act. Based on the exergy output
(Equation 13), it is possible to compare the adoption of different types of energy sources.
This comparison is carried out by considering that the exergy output of each activity must be
the same regardless of the energy source. The amount (in kg) of the energy source of the new
energy source could be calculated using Equation 14. It is important to stress that changing
the energy source would probably vary the exergetic efficiency ηI I in the activity.

Xout,acti, f1 = ηI I,acti, f1 × xch, f1 × Qtyacti, f1 (13)

Xin,acti, f2
=

Xout,acti

ηI I,acti, f2

∴ Qtyacti, f2
=

Xout,acti

xch, f2
× ηI I,acti, f2

(14)

The cumulative exergy consumption could be directly derived from the sum of exergy inputs.
Based on these inputs, the Life Cycle Exergy Analysis (LCEA) can be applied in the evaluated
process, by accounting the exergy losses and the input exergy. The measured exergy outputs
might be used in order to compare different energy sources considering Equation 14. Since
each energy source might have a different GWP, this comparison provides insights about the
environment impact resultant from the use of different energy sources.

5. Modeling

This section presents some SRN models that were conceived to represent facilities and
processes of a supply chain and manufacturing systems. The manufacturing systems models
were based on Desrochers & Al-Jaar (1994). This library of components allows a bottom-up
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modeling. It also guarantees that the final model has some properties like boundedness,
allowing either a steady state or transient evaluation (Alves et al., 2010).
Figure 3 presents the proposed components for modeling pull, push and reverse supply chains
networks (Ballou, 2004; Fleischmann et al., 1997; Simchi-Levi et al., 2000) and manufacturing
systems. The consumer component is not explicitly modeled in the push and reverse supply
chains. It is represented by transition ta of the flow model, which models the arrival of
goods in the destination. Places named pxDual are the dual places of places named px.
These places aim at guaranteeing that the final model is structurally bounded (Marsan et al.,
1995), allowing a stationary analysis. The initial marking M of these places should be high
enough to guarantee that the marking of these places does not reach zero in any state, since
these places cannot interfere in the system’s behavior. Nevertheless, the higher these initial
markings are, the larger the state space of the SRN will be. Therefore, the simulation can
be required when evaluating the model. In order to tackle this problem, experiments can be
conducted increasing these initial markings until the metrics remains statistically equals.
Table 2 lists typical business indicators that can be extracted from the proposed models. The
entity column refers to the model from which the metric can be extracted, including factories
(F), intermediaries (I), consumers (C), flows (FL), buffers (B), processes (P), and failures (FLT).

Entity Performance Indice Reward*
F or I Expected inventory �pst
F or I Prob. empty inventory �pst = 0?1 : 0
F or I Prob. full Inventory �pstDual = 0?1 : 0
F or I Available vehicles of kind pt �pt
F or I Prob. more than V vehicles of kind pt available �pt > V?1 : 0
F or I Prob. using all vehicles of kind pt �pt = 0?1 : 0
C or I Pending orders �pa
C or I Delivery throughput to customer λ(ta)
C or I Customer order cycle time �pa/λ(ta)
FL Number of recent orders �po
FL Number of backorders �ps
FL Prob. have more than n Backorders �ps > n?1 : 0
FL Customer service level 1 − (�ps > 0?1 : 0)
FL No of vehicles delivering to destination �pt1
FL In-transit inventory c × (�pt0 + �pt1)
B Buffer size �pB
B Prob. buffer full �pBDual = 0?1 : 0
P No of machines in use �pP
P No of idle machines �pM
P No of machines being released �pR
P Prob. more than x machines in use �pP > x?1 : 0
FLT No of resources not in fail �pOk
FLT No of resources waiting for repair �pFault
FLT No of resources being repaired �pRepair
FLT Prob. of resources waiting for repair �pFault > 0?1 : 0
FLT Prob. of resources not in fail lower than x �pOk < x?1 : 0
*Rewards are expressed based on the SPNP tool syntax (Hirel et al., 2000).

Table 2. Some metrics that can be extracted from models.
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modeling. It also guarantees that the final model has some properties like boundedness,
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networks (Ballou, 2004; Fleischmann et al., 1997; Simchi-Levi et al., 2000) and manufacturing
systems. The consumer component is not explicitly modeled in the push and reverse supply
chains. It is represented by transition ta of the flow model, which models the arrival of
goods in the destination. Places named pxDual are the dual places of places named px.
These places aim at guaranteeing that the final model is structurally bounded (Marsan et al.,
1995), allowing a stationary analysis. The initial marking M of these places should be high
enough to guarantee that the marking of these places does not reach zero in any state, since
these places cannot interfere in the system’s behavior. Nevertheless, the higher these initial
markings are, the larger the state space of the SRN will be. Therefore, the simulation can
be required when evaluating the model. In order to tackle this problem, experiments can be
conducted increasing these initial markings until the metrics remains statistically equals.
Table 2 lists typical business indicators that can be extracted from the proposed models. The
entity column refers to the model from which the metric can be extracted, including factories
(F), intermediaries (I), consumers (C), flows (FL), buffers (B), processes (P), and failures (FLT).
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5.1 Failures
Failures occur quite often in supply chains. Delivering problems, broken products, vehicles
or machines breaks are some of these failures that might partially or totally interfere with
activities and processes. Depending on the failure and repair rate, the overal system’s
performance might also be affected. Figure 3(j) pictures the SRN that represents a failure.
The initial marking R of pOkFLTRi denotes the maximum amount of resources that might be
used in an activity that is susceptible to failures. Transitions tMTBFFLTRi and tMTTRFLTRi

respectively depict the mean time between failures and the mean time to repair. The rate of
these transitions can be marking-dependent, allowing representing the server-semantics for
the failures and repairing activities.
The failure rate can depend on the marking of pOkFLTRi which represents the amount of
resources being used. The repair rate can represent a limitation on the maintenance team.
For instance, if the system has limited amount of resources n in the maintenance team. Thus,
if there are more than n machines broken, just n of these machines will be fixed in turn. Thus,
the repair rate could be defined as λ × min(n, pRepairFLTRi ), where λ is the time required to
fix a single machine. If a machine could be fixed by more than one resource at the same time,
the repair rate could be even lower, being defined as λ × n.
This model can also represent failures occurring in more than one activity. The rate of
transition tMTBFFLTRi represents the failure rate when a set of activities are being executed,
or the absolute time between failures. In the first case, it is necessary to assign a guard
[tk >, ∀tk ∈ T� to transition tMTBFFLTRi , where T� is the set of transitions that represents
activities susceptive to the modeled failure.
The guards and rates of such transitions must also depend on the failure model. If a transition
tk ∈ T� must have at least n resources working to be fired, it must have a guard �pOkFLTRi ≥
n, where n is an integer. In the case of n = R if a single resource is in the fail state, the
activity represented by tk halts. Alternatively, the FLTR can be reduced by removing transition
tRepairFLTRi and place pRepairFLTRi . It can be done when it is not necessary to represent the
limited maintenance resources.

5.2 Replenishment policies
Replenishment policies are considered for changing the way that intermediaries order goods
and manufacturers produce them. Make-to-order (MTO) policy means that finished goods
are manufactured only when an order from a customer is received. Under make-to-stock
(MTS) policies, finished goods are manufactured and stored. Customers orders are
thus supplied from storage. The proposed models supports the following replenishment
policies(Simchi-Levi et al., 2000): (r,Q), (r,s,Q), (r,S), (r,s,S) and (s,S), where r is the review
interval, Q is the amount of goods per order, s and S are the minimal and target inventory
level, respectively.
For the sake of simplicity, the models in Figure 3 use the (r, Q) replenishment policy. The
replenishment policy of factories and intermediaries can be changed considering the models
pictured in Figure 4.
The periodical ordering component models either the (r, Q) and (r, S) policies. The (r, Q)
policy is modeled assigning an integer value Q to the arc weight n and 1/r to the rate of
transition td. The (r, S) policy is modeled assigning the same rate to transition td and a
marking dependent function S − I to the arc weight n, where I is the current inventory
position (μ(pa) + μ(pst)).
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5.1 Failures
Failures occur quite often in supply chains. Delivering problems, broken products, vehicles
or machines breaks are some of these failures that might partially or totally interfere with
activities and processes. Depending on the failure and repair rate, the overal system’s
performance might also be affected. Figure 3(j) pictures the SRN that represents a failure.
The initial marking R of pOkFLTRi denotes the maximum amount of resources that might be
used in an activity that is susceptible to failures. Transitions tMTBFFLTRi and tMTTRFLTRi

respectively depict the mean time between failures and the mean time to repair. The rate of
these transitions can be marking-dependent, allowing representing the server-semantics for
the failures and repairing activities.
The failure rate can depend on the marking of pOkFLTRi which represents the amount of
resources being used. The repair rate can represent a limitation on the maintenance team.
For instance, if the system has limited amount of resources n in the maintenance team. Thus,
if there are more than n machines broken, just n of these machines will be fixed in turn. Thus,
the repair rate could be defined as λ × min(n, pRepairFLTRi ), where λ is the time required to
fix a single machine. If a machine could be fixed by more than one resource at the same time,
the repair rate could be even lower, being defined as λ × n.
This model can also represent failures occurring in more than one activity. The rate of
transition tMTBFFLTRi represents the failure rate when a set of activities are being executed,
or the absolute time between failures. In the first case, it is necessary to assign a guard
[tk >, ∀tk ∈ T� to transition tMTBFFLTRi , where T� is the set of transitions that represents
activities susceptive to the modeled failure.
The guards and rates of such transitions must also depend on the failure model. If a transition
tk ∈ T� must have at least n resources working to be fired, it must have a guard �pOkFLTRi ≥
n, where n is an integer. In the case of n = R if a single resource is in the fail state, the
activity represented by tk halts. Alternatively, the FLTR can be reduced by removing transition
tRepairFLTRi and place pRepairFLTRi . It can be done when it is not necessary to represent the
limited maintenance resources.

5.2 Replenishment policies
Replenishment policies are considered for changing the way that intermediaries order goods
and manufacturers produce them. Make-to-order (MTO) policy means that finished goods
are manufactured only when an order from a customer is received. Under make-to-stock
(MTS) policies, finished goods are manufactured and stored. Customers orders are
thus supplied from storage. The proposed models supports the following replenishment
policies(Simchi-Levi et al., 2000): (r,Q), (r,s,Q), (r,S), (r,s,S) and (s,S), where r is the review
interval, Q is the amount of goods per order, s and S are the minimal and target inventory
level, respectively.
For the sake of simplicity, the models in Figure 3 use the (r, Q) replenishment policy. The
replenishment policy of factories and intermediaries can be changed considering the models
pictured in Figure 4.
The periodical ordering component models either the (r, Q) and (r, S) policies. The (r, Q)
policy is modeled assigning an integer value Q to the arc weight n and 1/r to the rate of
transition td. The (r, S) policy is modeled assigning the same rate to transition td and a
marking dependent function S − I to the arc weight n, where I is the current inventory
position (μ(pa) + μ(pst)).
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(a) Periodic Ordering. (b) Continuous Review. (c) Periodic Review.

Fig. 4. Replenishment policies models.

The continuous review component models (s, Q) and (s, S) policies. The (s, Q) policy is
modeled by setting an integer value Q to the arc weight n and the guard I < s to the transition
td, where I is the current inventory position. The (s, S) policy should be modeled in a similar
way to (s, Q) policy, but assigning a marking dependent function S − I to the arc weight n.
This model can also be considered for modeling a MTO policy. This policy should be modeled
by assigning the arc weight n = Backlog and a guard Backlog > 0 to transition td, where
Backlog = Backorders − Stored Inventory− Inventory on Order and the Backorders depicts the
sum of the backorders of all the facility’s customers. For factories, the Inventory on Order
depicts its work-in-process (WIP).
The periodic review component models either the (r, s, Q) and (r, s, S) policies. These policies
are modeled by setting the guard I < s to the transition td and 1/r to the rate of transition
tr. A marking dependent function S − I must be assigned to arc weight n when considering
the (r, s, Q) policy, whilst an integer value Q must be set to arc weight n, when considering
the (r, s, S) policy. The priority of transition td must be greater than that one of transition t1.
Thus, whenever a conflict occurs between these transitions, td will always be fired, triggering
the replenishment order.
It is also possible to adopt a hybrid policy by composing different replenishment models.
For instance, a factory can adopt a MTS policy for a set of clients and a MTO policy
for other clients. This is especially useful for facilities that faces demands with high
variation (Soman et al., 2002). Multiple MTS policies could also be used together with the
aim of modeling seasonality on demand.

5.3 Supply chain network
Based on the library of components presented in this section, modelers can design and
experiment different configurations for a supply chain (SC). Figure 5 shows the models for
two different SCs. The elements’ names were intentionally suppressed for a better readability.
The model showed in Figure 5(a) represents a pull SC, in which a factory (Factory_0) sends its
products to two different customers (Customer_0 and Customer_1) . This factory uses an (r,s,S)
policy, with the minimal and target inventory levels of 50 and 100, respectively. The minimal
replenishment policy is depicted by transitions’ guards mark(“pst_PRD_0��) < 50, whilst the
target inventory is depicted by arcs’ weights 100 − mark(“pst_PRD_0��).
The transportation of goods is done using 3 vehicles of the same type. This amount is
represented by the initial marking of a place represented inside the Flow_0 component. These
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resources are shared between the flows Flow_0 and Flow_1. The customers are respectively
supplied with 10 and 15 units of goods per order, as showed by the arcs with such weights.

(a) Pull.

(b) Push.

Fig. 5. SRN models for supply chains.

The model pictured in Figure 5(b) represents a push SC, in wich a factory (Factory_0) sends
its products both to a customer (Flow_1) and to an intermediary (Intermediary_0). Besides,
the goods are send to the intermediary through the a flow represented by Flow_0. The
intermediary serves two consumers (Flow_2 and Flow_3). As depicted previously in this
section, the final customers are represented by the flow components in models of push supply
chains. The factory and the intermediary serve their clients using 3 and 1 vehicle, respectively.
Furthermore, they respectively send 10 and 11 goods to their clients per delivery.
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(a) Periodic Ordering. (b) Continuous Review. (c) Periodic Review.

Fig. 4. Replenishment policies models.

The continuous review component models (s, Q) and (s, S) policies. The (s, Q) policy is
modeled by setting an integer value Q to the arc weight n and the guard I < s to the transition
td, where I is the current inventory position. The (s, S) policy should be modeled in a similar
way to (s, Q) policy, but assigning a marking dependent function S − I to the arc weight n.
This model can also be considered for modeling a MTO policy. This policy should be modeled
by assigning the arc weight n = Backlog and a guard Backlog > 0 to transition td, where
Backlog = Backorders − Stored Inventory− Inventory on Order and the Backorders depicts the
sum of the backorders of all the facility’s customers. For factories, the Inventory on Order
depicts its work-in-process (WIP).
The periodic review component models either the (r, s, Q) and (r, s, S) policies. These policies
are modeled by setting the guard I < s to the transition td and 1/r to the rate of transition
tr. A marking dependent function S − I must be assigned to arc weight n when considering
the (r, s, Q) policy, whilst an integer value Q must be set to arc weight n, when considering
the (r, s, S) policy. The priority of transition td must be greater than that one of transition t1.
Thus, whenever a conflict occurs between these transitions, td will always be fired, triggering
the replenishment order.
It is also possible to adopt a hybrid policy by composing different replenishment models.
For instance, a factory can adopt a MTS policy for a set of clients and a MTO policy
for other clients. This is especially useful for facilities that faces demands with high
variation (Soman et al., 2002). Multiple MTS policies could also be used together with the
aim of modeling seasonality on demand.

5.3 Supply chain network
Based on the library of components presented in this section, modelers can design and
experiment different configurations for a supply chain (SC). Figure 5 shows the models for
two different SCs. The elements’ names were intentionally suppressed for a better readability.
The model showed in Figure 5(a) represents a pull SC, in which a factory (Factory_0) sends its
products to two different customers (Customer_0 and Customer_1) . This factory uses an (r,s,S)
policy, with the minimal and target inventory levels of 50 and 100, respectively. The minimal
replenishment policy is depicted by transitions’ guards mark(“pst_PRD_0��) < 50, whilst the
target inventory is depicted by arcs’ weights 100 − mark(“pst_PRD_0��).
The transportation of goods is done using 3 vehicles of the same type. This amount is
represented by the initial marking of a place represented inside the Flow_0 component. These

174 Supply Chain Management - Applications and Simulations Business and Environment Performance Evaluation in Supply Chains: a Formal Model-Driven Approach 19

resources are shared between the flows Flow_0 and Flow_1. The customers are respectively
supplied with 10 and 15 units of goods per order, as showed by the arcs with such weights.

(a) Pull.

(b) Push.

Fig. 5. SRN models for supply chains.

The model pictured in Figure 5(b) represents a push SC, in wich a factory (Factory_0) sends
its products both to a customer (Flow_1) and to an intermediary (Intermediary_0). Besides,
the goods are send to the intermediary through the a flow represented by Flow_0. The
intermediary serves two consumers (Flow_2 and Flow_3). As depicted previously in this
section, the final customers are represented by the flow components in models of push supply
chains. The factory and the intermediary serve their clients using 3 and 1 vehicle, respectively.
Furthermore, they respectively send 10 and 11 goods to their clients per delivery.
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When using the models for pull supply chains, the immediate transitions weights represent
the probability of sending goods for each client of the producer. In the example, 80% of the
factory’s deliveries are addressed to the intermediary and 20% are addressed to its consumer.

6. Case study

This section presents a case study conducted in a Brazilian meat processing industry. This
study considers a production line composed of different machines and sub-processes. These
elements were grouped in stages of the production line. We thus mapped three main stages
which will be called Stage 1, Stage 2 and Stage 3. These stages consumes 63.68, 102.94, and 22.96
kWh/ton of electricity, respectively. Furthermore, the second production stage also consumes
26.76 m3/ton of natural gas. This case study focuses on energy consumption. Beyond
environment issues, we also model the failures at each stage. We address this issue to assess
the impact of failures in the system performance. This impact might provide information for
decisions on the maintenance of the production line’s machines.

Fig. 6. Stochastic reward net for the production line.

Figure 6 shows the SRN model for the production line. As observed in such a model, the
failures were also represented. It is thus possible to compare their effects over performance
and environmental metrics. Since for this kind of problem the occurrence of failures may
affect not only the availability but also the system performance, they could not be modeled in
separate. Considering the data collected, the phase approximation was applied in this model.
The rates of the three production stages were approximated to an Erlang distribution with 44,
22, and 19 phases, respectively. The failures occur with a hyper-exponential behavior in the
third stage and with an exponential behavior in the other stages.
Table 3 provides a summary of the exergetic values adopted for following calculations (Kotas,
1985). Such efficiencies are used in the exergy/GWP comparison. The natural gas and fuel
oil efficiencies considered for powering machines represent the efficiency for converting the
energy source into electricity, that in turn could be directly used by machines.
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When using the models for pull supply chains, the immediate transitions weights represent
the probability of sending goods for each client of the producer. In the example, 80% of the
factory’s deliveries are addressed to the intermediary and 20% are addressed to its consumer.

6. Case study

This section presents a case study conducted in a Brazilian meat processing industry. This
study considers a production line composed of different machines and sub-processes. These
elements were grouped in stages of the production line. We thus mapped three main stages
which will be called Stage 1, Stage 2 and Stage 3. These stages consumes 63.68, 102.94, and 22.96
kWh/ton of electricity, respectively. Furthermore, the second production stage also consumes
26.76 m3/ton of natural gas. This case study focuses on energy consumption. Beyond
environment issues, we also model the failures at each stage. We address this issue to assess
the impact of failures in the system performance. This impact might provide information for
decisions on the maintenance of the production line’s machines.

Fig. 6. Stochastic reward net for the production line.

Figure 6 shows the SRN model for the production line. As observed in such a model, the
failures were also represented. It is thus possible to compare their effects over performance
and environmental metrics. Since for this kind of problem the occurrence of failures may
affect not only the availability but also the system performance, they could not be modeled in
separate. Considering the data collected, the phase approximation was applied in this model.
The rates of the three production stages were approximated to an Erlang distribution with 44,
22, and 19 phases, respectively. The failures occur with a hyper-exponential behavior in the
third stage and with an exponential behavior in the other stages.
Table 3 provides a summary of the exergetic values adopted for following calculations (Kotas,
1985). Such efficiencies are used in the exergy/GWP comparison. The natural gas and fuel
oil efficiencies considered for powering machines represent the efficiency for converting the
energy source into electricity, that in turn could be directly used by machines.
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Table 4 presents the reward functions adopting the SPNP tool syntax (Hirel et al., 2000). We
used this tool to compute these rewards in the steady-state. Table 4 also depicts the results
of three scenarios that were carried out. The first scenario disregards system’s failures. The
second one includes failures but considers an unlimited maintenance team. The third scenario
considers that there is only one resource available in this team.
The results presented in Table 4 shows that the inclusion of failures reduces in almost 8%
the production rate (from 4.13629 to 3.81551). This rate represents the amount tons of goods
are produced per hour. Besides, the lower utilization of the second stage sugests that it is a
bottleneck in the system. So, investments in this stage should be prioritized.
The third scenario, which considers a limited maintenance team, presents results that are
quite similar to those provided by the second scenario, which disregards this limitation. The
difference in the results are due to the errors inherent from the model simulation. Thus,
considering the current failures and maintenance rates, a single maintenance team could meet
the needs of this production line. But changes in these variables, might require the evaluation
of new scenarios to check if this assumption remains true.
The following analysis are based on the second scenario that represents the actual situation
of the production line. Assuming the current operation of the industry, it is possible to
infer that the consumption of electricity and natural gas assigns a GWP of 72 kg CO2e/ton
of goods, considering 0.0959 kg CO2e per kWh of electricity and 2.01330 kg CO2e per kg
of natural gas (DEFRA - Department for Environment, Food and Rural Affairs, 2009). The
electricity conversion factor is specific for Brazil, the world’s average is 0.3827 kg CO2e per
kWh. If this conversion factor was adopted, the resulting GWP should be of 126.5 kg CO2e/ton
of goods.

Fig. 7. Impact of energy source over GWP.

We calculated the amount of exergy input necessary to generate the same exergy output (see
Table 4) with a single energy source. Based on that exergy input, we calculate the GWP and
compared it to the actual operation of the production line. Figure 7 presents that comparison
result. The graphs labeled as “Same Efficiency” assume a hypothetical situation where the
current efficiency ηI I,a, f is preserved. The “Estimated Efficiency” graphs depict the variation
in a real scenario where the exergetic efficiency changes according to the energy source.
It is possible to observe that considering an hypothetical situation where the exergy efficiency
is preserved, the use of natural gas as the single energy source decreases the GWP in european
countries, whilst in Brazil, this value increases. It occurs due to the fact that in Brazil, the GWP
factor of the energy is very low when compared to other countries, due to the extensive use of
hydroelectric energy.
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Regarding the real efficiencies, despite of the fact that the exergetic efficiency of the electricity
for cooking processes is lower than that one of the natural gas, the GWP variation remains
almost constant when the electricity is used as the only energy source in Brazil. Furthermore,
although the fuel oils have a high chemical exergy, their high GWP concentration make them
the worst alternative from the environmental point of view. Analysis of costs might justify
their usage in some points of the production line in detriment to environment impacts.

7. Final remarks

This chapter presented a framework based on the stochastic modeling of supply chains for
evaluating business and sustainability metrics. Such a framework uses the stochastic reward
nets (SRNs) as modeling technique. Furthermore, the GWP and exergy measurements form
the basis for the environment performance evaluation (EPE) of this framework. Although,
the life cycle assessment (LCA) is a very good tool for measuring static sustainability impacts
of a product, it is not well suited for predicting the impacts of a system reengineering. The
presented framework reveals itself very useful in such cases.
The case study in the end of the chapter highlights the importance of considering not only
the energy source, but also the localities, that means, the effects of the system location (e.g.
country, city, etc) over evaluated metrics. Especially for the electricity, the GWP factor might
vary substantially according to the country that is using such issue. Together with business
metrics like costs, resources utilization and customers backorders, the environment metrics
provides information for decision makers.
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although the fuel oils have a high chemical exergy, their high GWP concentration make them
the worst alternative from the environmental point of view. Analysis of costs might justify
their usage in some points of the production line in detriment to environment impacts.
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the basis for the environment performance evaluation (EPE) of this framework. Although,
the life cycle assessment (LCA) is a very good tool for measuring static sustainability impacts
of a product, it is not well suited for predicting the impacts of a system reengineering. The
presented framework reveals itself very useful in such cases.
The case study in the end of the chapter highlights the importance of considering not only
the energy source, but also the localities, that means, the effects of the system location (e.g.
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metrics like costs, resources utilization and customers backorders, the environment metrics
provides information for decision makers.
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1. Introduction 
This chapter aims to provide a block analysis technique for complex electronic systems. This 
technique is based on the partitioning of the chain in several functional blocks. Each part of 
the system is simulated and numerically tested by using the more suitable technique to 
predict its performance in terms of the analysis of interest. This approach allows an 
identification of the block responsible for any specification violation and hence a more easy 
and quick solution of the problem. The simulation techniques can be different and carried 
out in different domains (time or frequency). The results of each simulation must be then 
investigated in order to verify if the results are compliant with the passivity and causality 
check. After the simulation of the complete system is carried out, the parameters of each 
block are cascaded to get the overall system performances. A flow diagram of the proposed 
approach is reported in Fig. 1.  
This chapter consists in 4 sections. Section 2 describes helpful techniques to predict the 
frequency content of the input voltage signal. Section 3 describes the different useful ways 
to numerically characterize the different electronic part. In Section 3.3 the fulfillment of 
passivity and causality of the port parameters of the results of the simulations is discussed. 
Section 3.3 describes the evaluation of the DC resistance value of a single block. Finally, in 
Section 3.4, the computed results can be validated by hardware measurements. 

2. Signal spectra 
In this section a general overview of the spectral composition of the periodic signals is 
reported. Pulses described using time are said to be represented in time domain. Most signal 
integrity work is performed in the time domain, but it’s important to understand the way in 
which the electrical characteristics of the circuit board traces change at different frequencies. 
The frequency approach is especially useful when studying how losses on transmission lines 
affect the shape (distortion) and alignment of pulses (intersymbol interference).  
Oscilloscope is a common time-domain instrument and the SPICE circuit simulator displays 
its results in the time domain by default. A vector network analyzer (VNA), which displays 
the impedance of a component or transmission line at various frequencies, and the spectrum 
analyzer, a device that simultaneously displays the amplitude across a range of frequencies, 
is example of frequency-domain instruments.  



26 Will-be-set-by-IN-TECH

Sato, N. (2004). Chemical Energy and Exergy: An Introduction to Chemical Thermodynamics for
Engineers, Elsevier Science Publishers.

Sciubba, E. (2003). Extended exergy accounting applied to energy recovery from waste: The
concept of total recycling, Energy 28(13): 1315–1334.

Silva, M. & Maciel, P. (2005). Modelling and analysis of inventory policy: an approach based
on petri nets, International IEEE Conference on Systems, Man and Cybernetics, Hawaii.

SimaPRO LCA Software (2010). Website.
URL: http://www.pre.nl/simapro/

Simchi-Levi, D., Bramel, J. & Chen, X. (2005). The logic of logistics: theory, algorithms, and
applications for logistics and supply chain management, Springer Verlag.

Simchi-Levi, D., Kaminsky, P. & Simchi-Levi, E. (2000). Designing and managing the supply
chain: concepts, strategies and case studies, McGraw-Hill.

Soman, C. A., van Donk, D. P. & Gaalman, G. (2002). Combined make-to-order and
make-to-stock in a food production system, Technical report, University of Groningen,
Research Institute SOM (Systems, Organisations and Management).

Srivastava, S. K. (2007). Green Supply-Chain Management: A State-of-the-Art Literature
Review, International Journal of Management Reviews 9(1): 53 – 80.

Szargut, J. & Morris, D. R. (1985). Cumulative exergy consumption and cumulative degree of
perfection of chemical processes, Int. Journal of Energy Research 11(2): 245–261.

Szargut, J., Morris, D. R. & Steward, F. R. (1988). Exergy Analysis of Thermal, Chemical, and
Metallurgical Processes, Hemisphere Publishing Corporation.

Szargut, J., Valero, A., Stanek, W. & Valero, A. (2005). Towards an international
reference environment of chemical exergy, 18th International Conference on Efficiency,
Cost, Optimization, Simulation and Environmental Impact of Energy Systems (ECOS),
pp. 409–417.

Tijms, H. (2003). A first course in stochastic models, John Wiley & Sons Inc.
Valmari, A. (1998). The state explosion problem., LNCS: Lectures on Petri Nets I: Basic Models

1491: 429–528.
van der Aalst, W. (1992). Timed coloured Petri nets and their application to logistics, PhD thesis,

Eindhoven University of Technology.
van der Laan, E., Dekker, R., Salomon, M. & Ridder, A. (1996). An (s, Q) inventory model

with remanufacturing and disposal, International Journal of Production Economics
46-47: 339–350.

van der Laan, E. & Salomon, M. (1997). Production planning and inventory control
with remanufacturing and disposal, European Journal of Operational Research
102(2): 264–278.

Veleva, V. & Ellenbecker, M. (2001). Indicators of sustainable production: framework and
methodology, Journal of Cleaner Production 9(6): 519–549.

Viswanadham, N. & Raghavan, N. R. S. (2000). Performance analysis and design of supply
chains: a Petri net approach, Journal of Operations Research Society pp. 1158–1169.

Zimmermann, A. (2007). Stochastic Discrete Event Systems, Springer, Berlin Heidelberg New
York.

Zimmermann, A., Knoke, M., Yee, S.-T. & D.Tew, J. (2007). Model-based performance
engineering of General Motors’ vehicle supply chain, IEEE Int. Conf. on Systems, Man
and Cybernetics (SMC 2007), Montreal, Canada, pp. 1415–1420.

182 Supply Chain Management - Applications and Simulations

9 

Analysis of a Supply Chain in  
Electrical and Electronic Industry 

Roberto Ferrauto 
Altran Italia S.p.A; Rome, 

Italy 

1. Introduction 
This chapter aims to provide a block analysis technique for complex electronic systems. This 
technique is based on the partitioning of the chain in several functional blocks. Each part of 
the system is simulated and numerically tested by using the more suitable technique to 
predict its performance in terms of the analysis of interest. This approach allows an 
identification of the block responsible for any specification violation and hence a more easy 
and quick solution of the problem. The simulation techniques can be different and carried 
out in different domains (time or frequency). The results of each simulation must be then 
investigated in order to verify if the results are compliant with the passivity and causality 
check. After the simulation of the complete system is carried out, the parameters of each 
block are cascaded to get the overall system performances. A flow diagram of the proposed 
approach is reported in Fig. 1.  
This chapter consists in 4 sections. Section 2 describes helpful techniques to predict the 
frequency content of the input voltage signal. Section 3 describes the different useful ways 
to numerically characterize the different electronic part. In Section 3.3 the fulfillment of 
passivity and causality of the port parameters of the results of the simulations is discussed. 
Section 3.3 describes the evaluation of the DC resistance value of a single block. Finally, in 
Section 3.4, the computed results can be validated by hardware measurements. 

2. Signal spectra 
In this section a general overview of the spectral composition of the periodic signals is 
reported. Pulses described using time are said to be represented in time domain. Most signal 
integrity work is performed in the time domain, but it’s important to understand the way in 
which the electrical characteristics of the circuit board traces change at different frequencies. 
The frequency approach is especially useful when studying how losses on transmission lines 
affect the shape (distortion) and alignment of pulses (intersymbol interference).  
Oscilloscope is a common time-domain instrument and the SPICE circuit simulator displays 
its results in the time domain by default. A vector network analyzer (VNA), which displays 
the impedance of a component or transmission line at various frequencies, and the spectrum 
analyzer, a device that simultaneously displays the amplitude across a range of frequencies, 
is example of frequency-domain instruments.  
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Fig. 1. Flow diagram of the proposed approach 

The analysis is concentrated about the signals that are representative of the typical digital 
products. The waveforms of primary importance in digital circuits are those which 
represent the clock and the digital data and they are trapezoidal square pulses. These signals 
are present in the main ICs.  
We discuss how time domain factors (rise time, fall time and duty cycle) affect their spectral 
contents: the spectrum is a function of these parameters.  
Taking an infinitive number of harmonics, we could exactly reproduce the signal when we 
transform back into the time domain. In practice, we don’t need to do that; we can show that 
15 or 20 harmonics will pretty much guarantee that the signal integrity is preserved. This 
observation is critical because lossy lines act as low-pass filters and gradually remove higher 
frequencies. Further, the zero rise time pulses requires more harmonics than an identical 
pulse having a slower rise time. In the frequency domain this means the zero rise time pulse 
require more bandwidth than rise time pulses for distortion free transmission. In this section 
the mathematical model that incorporates the effects of asymmetry between rise and fall edge 
rates and duty cycle is reported. This model provides bounds of the spectra that will facilitate 
the analysis of the effects of the signals. Finally some numerical examples are proposed.  

2.1 Square pulse spectral analysis 
Each square pulse is described by an amplitude A, a pulse width PD τ, a time delay TD and 
a period T. A rectangular waveform, with parameters A = 1V, TD = 250 ns, PW = 500 ns and 
P = 1000 ns, is reported in Fig. 2.  
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Fig. 2. A = 1 V, TD = 250 ns, T = 1000 ns square pulse 

The assessment of the spectral content of this waveform can be carried out using the 
expansion coefficients of the Fourier series. As a known, a periodic signal x(t), with period T, 
can be wrote with the series expansion as in (1).  

 0 01( ) 2 cos( ( ))n nnx t c c n t cω ϕ∞
=

= + +∑  (1) 

Evaluating the complex-exponential coefficients of the series, nc , we get the expressions for 
the amplitude (2) and the phase spectrum (3):  

 ( / )
/n

A sen n Tc
T n T
τ πτ

πτ
=  (2)  

 ( )n
nc
T
πτϕ = ±  (3) 

In Fig. 3 the amplitude spectrum of the square wave we considered as example is reported.  
The horizontal axes are in terms of cyclic frequency f. The amplitude of the spectral 
components lie on the envelop that is 

 ( )sen fA
T f

π ττ
π τ

 (4) 

This goes to zero where πfτ=mπ or at multiples of 1
τ

. This function, denoted as ( ) /sen x x , 

evaluates the unity for x = 0 and is zero for m = 1,2,3,… . Although the continuous envelope 
bounds the spectral amplitudes, the spectral components only exist at multiples of the 
fundamental frequency. 
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Fig. 3. Amplitude spectrum of the square waveform 

 

 
 

Fig. 4. Bode plot superimposed on FFT of a trapezoidal waveform 

Now it’s possible to extract more intuitive information from the spectrum expansion 
coefficients. This allows to generate bounds on the magnitude spectrum. Although these are 
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upper bounds on the spectral components and are approximate, they are very useful in 
understanding the impact of pulse width on the spectrum of the waveform. In fact, the 
spectral components follow a form of ( ) /sin f fπ τ π τ . The envelope has zeros at /f m τ=  
for m = 1, 2, 3, … . The envelope can be bounded by recalling the small-argument expression 
for sin x, which is that sin x ≅ x for x small. This way we get  

 1   
sin

1   
for small x

x x
x for small x

⎧
≤ ⎨
⎩

 (5) 

This can be drawn as two asymptotes, as shown in Fig. 4. The first asymptote is unity and 
has slope on a logarithmic or Bode plot of 0 dB/decade. The second asymptote decrease 
linearly of -20dB/decade. The two asymptote converge at x = 1. Thus for the square wave 
the first asymptote has 0 dB/decade slope out to 1f πτ=  and -20 dB/decade slope above 
that frequency. Applying this to the reference square wave we get the graph reported in Fig. 4 
where to the spectrum is added the upper bound.  

2.2 Effect of rise/fall time on spectral content.  
We can extend these notions to the trapezoidal pulse train. Each pulse is described by an 
amplitude A, a pulse rise time τr, a pulse fall time τf, a PD, a PW τ and a period T. A 
trapezoidal waveform, having A = 1V, T = 1 ns, τr = τf = 0.1 ps, τ = 0.4 ps and PD = 200 ps is 
reported in Fig. 5.  
With the assumption that the rise and fall times are equal, r fτ τ= , the expansion 
coefficients expression can be put in the form of the products of two sin x x  expressions. 
Replacing the discrete spectrum with a continuous envelope by substituting f nT=  we get:  

 sin( ) sin( )envelope 2 r

r

f fA
T f f

πτ π ττ
πτ π τ

=  (6) 

In order to produce bounds for this spectrum, we calculate the logarithm of this equation, 
that produces  

 ( ) sin( ) sin( )20log10 envelope 20log10(2 )  20log10    20log10 r

r

f fA T f f
πτ πττ

πτ πτ
= + +  (7) 

This shows that the composite spectrum is the sum of three pieces: 
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2Piece 1 20log A

T
τ=  (8) 

 10
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f
π τ

π τ=  (9) 

 10
sin( )Piece 3 20log r

r

f
f

π τ
π τ=  (10) 

Piece 1, (8), has 0 dB/decade slope and a constant level of 2Aτ/T=2Aτf0. Piece 2, (9), has two 
asymptotes. The first asymptote has 0 dB/decade slope. The second asymptote has -20 
dB/decade slope. The two asymptotes join at 1f πτ= . Piece 3, (10), consists of two 
asymptotes, one of which has 0 dB/decade slope and unity level (0 dB) and the other has a -
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This shows that the composite spectrum is the sum of three pieces: 
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Piece 1, (8), has 0 dB/decade slope and a constant level of 2Aτ/T=2Aτf0. Piece 2, (9), has two 
asymptotes. The first asymptote has 0 dB/decade slope. The second asymptote has -20 
dB/decade slope. The two asymptotes join at 1f πτ= . Piece 3, (10), consists of two 
asymptotes, one of which has 0 dB/decade slope and unity level (0 dB) and the other has a -
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20 dB/decade slope. The asymptotes of the third piece join at 1 rf πτ= . The composite 
asymptote thus consists of three straight line segments. The first is due to Piece 1 and has a 
slope of 0 dB/decade and a starting level of 2A Tτ . The second segment has a slope of -20 
dB/decade and is due to the Piece 2. The third segment has a slope of -40 dB/decade and is 
due to the sum of Piece 2 and Piece 3. It is evident that the pulse width must be greater than 
or equal to the pulse rise/fall times. This way the first breakpoint in the spectral bound will 
be related to Plot 2, whose breakpoint is related to the pulse width and is 1 πτ . The second 
breakpoint is due to Piece 3, whose breakpoint is related to the rise/fall time and is 1 rπτ . 
The spectrum of the waveform showed in Fig. 5 is reported in Fig. 6.  
 

 
Fig. 5. Trapezoidal square wave 

 

 
Fig. 6. Spectrum of a trapezoidal waveform having the same rise and fall time 
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From these spectral bounds it becomes clear that the high-frequency content of a trapezoidal 
pulse train is primarily due to the rise/fall time of the pulse. Pulses having small rise/fall 
time will have larger high-frequency spectral content than will pulses having larger rise/fall 
time. In other words, as rise times increase, the number of significant high order harmonics 
increase as well. The amplitude of the lower harmonics do not change significantly as rise 
time increases.  
 

 
Fig. 7. Spectral bounds for 1 MHz trapezoidal pulse having 20 ns rise/fall time 

 

 
Fig. 8. Spectral bounds for 1 MHz trapezoidal pulse having 15 ns rise/fall time 

In order to illustrate this important relationship between pulse rise/fall time and the 
spectral content of that waveform, we will consider two numerical example. 
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We will show the spectral bounds for two trapezoidal waveform having:  
• A = 1 V, 50% duty cycle, T = 1 μs, τr = τf = 20 ns; 
• A = 1 V, 50% duty cycle, T = 1 μs, τr = τf = 15 ns. 
The both spectrum are reported in Fig. 7 and Fig. 8.  
We can note that the -40 dB/decade bound has moved out from 92 to 89 MHz. The  
-40 dB/decade breakpoint is commonly used to set the frequency range of analysis where 
the value of attenuation is enough to neglect the harmonic components at higher 
frequencies. Anyway, as the spectrogram of a pulse having glitches or plateaus along its 
edges, or one that overshoots or oscillates about the steady state value, will have more 
harmonics than the well behaved pulses used here. This leads to take a safe margin of 3-5 
times over the -40 dB/decade bandwidth supplied by the numerical analysis. 
 

3. Numerical evaluation  
After the frequency range is set, the supply chain, split in several blocks, can be 
electromagnetically investigated to extract the S-parameters or equivalent circuit. To get a 
numerically correct response of the chain, the samples of the block are extracted at the same 
frequency points. Further, a reduction of the interpolation error can be obtained by 
extracting a large number of samples within the range of analysis. The parameters of each 
block can be imported in a circuital simulator to get the overall response.  
The most important electrical parameters in supply chains analysis are the DC losses and 
the distortions evaluation of the pulses waveform along the supply chain path.  
 

3.1 Field solver 
Electromagnetic field solvers analyze a physical structure such as a circuit board trace or a 
complex geometry of a connector and produce electrical circuit model. The most common 
field solvers are those that analyze two dimensional structure (2D solver) while three 
dimensional structures are analyzed with 3D solvers.  

3.1.1 2D field solver 
The use of 2D solvers is for those structures having a shape uniform and easily described in 
only two dimensions. A group of straight circuit board traces that have a constant width, 
spacing, height above the ground plane, and thickness is a good example of the type of 
structure appropriate for 2D analysis.  
The field solver calculates the resistances, capacitance, inductance, and conductance of the 
2D structure and tabulates them across a user defined frequency range. The frequency range 
must be carefully selected because, as known, digital pulses contain high-frequency 
harmonics and losses increase with frequency. Since the shape is uniform, the electrical 
parameters are specified per unit length. The value for a specific trace is found by 
multiplying the field solver results by the actual length of the structure. The best solver 
allow the user to choose the output format from a variety of model types, so a library of the 
circuit models can be created that are usable by a number of different circuit simulators. At 
the minimum the field solver should produce both an RLGC output file and S-parameters 
model, preferably in Touchstone files.  

3.1.2 3D field solver 
Circuit models for physical structures that are not uniform in shape (such as vias or traces 
that vary in width or spacing or that bend around objects) are created with a 3D field solver. 
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As the structure is simulated in three dimensions, setting up the problem space is usually 
more time-consuming and error-prone than with 2D simulators. As in most of the cases the 
structures consists in multilayer stack-up, the 3D solver have an intuitive graphical interface 
in order to make easier the check of the circuit board stack-up and defining the material 
properties and further verify that the values have been assigned properly and assigned to 
the correct layer in the stack-up. 
The drawing interface should be thoroughly tested to determine the ease in creating and 
editing complex 3D structures. Although some simulators can directly import the 3D 
mechanical drawings created by CAD drafting software, it’s necessary for the designer to 
“clean up” the drawing and to crop the regions once it has been imported.  
Generally the S-parameters are the default output model type.  

3.2 Passivity and causality 
The EM characterization of the propagating structures is usually determined in frequency 
domain using equation-based EM solvers or directly by measurements. Anyway, a 
transformation techniques is required to obtain time-domain transfer function for such 
passive structures from their frequency domain response. In this process several source of 
error can be introduced (numerical approximations due to the meshing techniques, finite 
precision of the computing implementation and the eventually post-processing of the data).  
Passivity simply implies that the structure cannot create energy unless there is an energy 
source, such as a power supply. For example S parameters generated in EM simulators 
should theoretically be passive. Passivity is the hardest criterion for algorithms to meet and 
the most difficult physical constraint to satisfy in the current algorithms. Methods that 
ensure passivity are only practical for small problems. The problem becomes more difficult 
for multidimensional S-parameters with many ports. For a large number of ports there is no 
practical way to ensure passivity, and algorithms rely on reasonable checks that work in 
most cases.  
Causality states that the response cannot be obtained before the excitation, so a reflected 
signal cannot be generated before the incident wave arrives. In other words the signal 
cannot show up at the load before it leaves the source. This condition is not difficult to meet, 
but incidentally, it’s easy to violate with traditional circuit models.  

3.2.1 Passivity check 
Reliable time-domain simulation of high-speed simulation systems requires that each part of 
the system is modeled with sufficient accuracy. In the contrary case, the parameters 
extracted, when not passive, can lead to an unstable simulations. The stability problem can 
be avoided by enforcing passivity. To do this several algorithms are available. Passivity 
enforcement can be implemented on the Y-parameters models and for S-parameters models.  
Most of the commercial simulators offer the passive test as standard. This determines if the 
frequency dependent S-parameters are passive or not.  
One of the criterion we can use to carry out the passivity check takes into account the S 
parameter of the network.  
This one calculates the smallest eigenvalue of the matrix HA I S S= − , where I is the identity 
matrix, S the scattering matrix and the superscript “H” denotes the Hermitian conjugate. For 
the S matrix to be passive, the smallest eigenvalue of the matrix A defined above should be 
non-negative. This calculation is performed at each frequency in the sweep. This passivity 
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criterion is both necessary and sufficient, while the requirement that the magnitude of Sij 
should not exceed 1 is just necessary.  
The result is a real value that is positive or zero at frequencies where the sub-circuit is 
passive and negative at the frequencies where it is not-passive. This algorithm can be 
applied to S parameters produced by networks of any number of port. Due to experimental 
errors and the errors in EM simulations, small eigenvalue result even for passive structures. 
As example we can consider the computed S parameters of a microstrip filter, whose picture 
is reported in Fig. 9.  
 

 
Fig. 9. 11 GHz microstrip filter 

The graph of the S parameters is reported in Fig. 10. 
 

 
Fig. 10. Achieved 11 GHz microstrip filter S parameters 

The result of the passivity check measurement is reported in Fig. 11. This states that the 
passivity is respected for all the frequency points. Anyway, the passivity can be enforced 
following the S-parameters calculation. Several iterative algorithms can be implemented to 
carry out this correction, adding a correction factor, sample by sample. 
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Fig. 11. Graph of 11 GHz filter passivity check result 
 

 
Fig. 12. Computed and passivity enforced S11 curve 
 

 
Fig. 13. Computed and passivity enforced S21 curve 
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Applying the Hamiltonian algorithm to the microstrip filter response, we get the S11 and 
S21 parameters enforced. In Fig. 12 and Fig. 13 the original and the enforced responses are 
compared and overlapped. The errors between the two couples of graphs are negligible. In 
Fig. 14 and Fig. 15 the passivity enforcement errors are reported.  
 
 

 
Fig. 14. Error due to the S11 passivity enforcement 

 

 
Fig. 15. Error due to the S21 passivity enforcement 

3.2.2 Causality check  
Before cascading the blocks, each of them must be tested singularly if its multiport 
frequency dependent characterization matrix (S-parameter, admittance, impedance etc.) 
fulfils the causality check. In case one or more blocks would not pass this check then they 
could not be cascaded because their non-causality would render all the system not causal 
with possible instabilities. The causality check on the extracted S parameters can be 
performed exciting them with a sinusoidal waveform, within the frequency range of 
analysis. For each block the physical delay propagation is calculated by evaluating the ratio 
between the maximum distance and the propagation speed in the block considered. 
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Comparing the physical delay obtained with that yielded from the simulation, it’s possible 
to conclude if each block is causal or less. We consider a LTCC module, having 1 input port 
and 3 output ports, Fig. 16.  
 

 
Fig. 16. LTCC module structure 

 

 
Fig. 17. LTCC module front view with the indication of the maximum distance on the top 
layer 

An EM simulation has been performed to evaluate the S parameters in the range 0-200 MHz. 
The maximum delay propagation between the input and the output ort is 0.28 ns. Using a 
circuital simulator, the input port is excited by sinusoidal waveforms in the same range of 
analysis of the module. If for each frequency, the delay time is higher than the delay time is 
higher than the delay propagation manually calculated, the model is causal. 
In Fig. 18 the schematic of the LTCC model schematic is reported. 
In Table 1 the list of the delay propagation manually and schematically evaluated are 
reported and compared each other. This way we conclude that the LTCC model taken under 
analysis is causal.  
A further test is to import the S parameter of the block under investigation in HSpice 
schematic. HSpice allows to import only causal models, and if a circuit contains such a 
model, an error message displays and the circuit is not simulated. If no error is met, it’s 
confirmed that the block also fulfils the causality requirement. 
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Fig. 18. LTCC module touchstone file in AWR MWO environment 
 

 PHYSICAL 
DELAY TIME 

 
(ns) 

DELAY TIME 
DETECTED 
VPROBE1 

(ns) 

DELAY TIME 
DETECTED 
VPROBE2 

(ns) 

DELAY TIME 
DETECTED 
VPROBE3 

(ns) 
@1 MHz 0.28 4.682 4.269 4.153 
@5 MHz 0.28 4.598 4.196 4.062 

@10 MHz 0.28 4.416 4.021 3.895 
@50 MHz 0.28 2.983 2.665 2.563 

@100 MHz 0.28 2.043 1.794 1.725 
@150 MHz 0.28 1.533 1.345 1.299 
@200 MHz 0.28 1.222 1.081 1.050 

Table 1. List of the propagation delays manually evaluated compared with the ones 
evaluated in the schematic 

3.2.3 Analytical causality enforcement 
The Hilbert transform is used as tool to assess the consistency of measured or numerically 
computed network transfer functions with respect the causality conditions.  
The application of the inverse Fourier integral to the complete frequency response of any 
physical network should always yield a causal time-domain impulse response. In practice, 
however, the frequency response information we have is often incomplete (band limited and 
on a discrete and frequency point grid) and can contain measurements errors. A native 
application of inverse Fourier integral to such a frequency response almost always yields an 
incorrect non-causal time-domain model. The Kramers-Kronig relation is very useful in 
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these situation because it allows us to correct the frequency response and built a causal time-
domain model. 
 

 
Fig. 19. 20 GHz microstrip filter 

Further, these relations give a condition that is both necessary and sufficient, so even before 
applying an inverse Fourier integral, we can determine whatever a given frequency 
response will yield a causal or non-causal impulse response. If the real and imaginary part 
are Hilbert transform of each other, the pulse response is causal, and not otherwise. This fact 
is very useful because it allows us to test whatever or not a frequency response is causal 
without ever having to leave the frequency domain.  
We apply the causality enforcement to the S parameters of the microstrip filter of Fig. 19. In 
Fig. 20 and Fig. 21 the computed, red trace, and causality enforced, blue trace, S11 and S21 
parameters in the range of analysis are reported.  
In both some violation at the borders of the frequency spectrum appear. They are due to the 
approximation of the numerically computed Hilbert Transform. In Fig. 22 and Fig. 23 the 
errors produced by the causality enforcements are reported. The levels of causality 
violations are negligible in the band of operation of the filter.  
 

 
Fig. 20. Computed and causality enforced S11 parameter 
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these situation because it allows us to correct the frequency response and built a causal time-
domain model. 
 

 
Fig. 19. 20 GHz microstrip filter 
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is very useful because it allows us to test whatever or not a frequency response is causal 
without ever having to leave the frequency domain.  
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Fig. 20. Computed and causality enforced S11 parameter 
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Fig. 21. Computed and causality enforced S21 parameter 
 

 
Fig. 22. Error due to the S11 causality enforcement 
 

 
Fig. 23. Error due to the S21 causality enforcement 
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3.3 DC performance analysis 
The last step in this systematic analysis is the evaluation of the DC voltage drop (also known 
as IR-drop) across each block between their input and output ports. The IR-drop is generally 
defined as the dc voltage drop across a conductive element due to the dc current flow. The 
power supply chain in single or multi-layer structure, from the voltage regulator module to 
the supplied integrated circuits, is affected by the IR drop across each single block planes.  
As example we can compute the spatial distribution of the DC electric potential on the 
conductive parts of a PCB multilayer structure, when a known DC current is injected at their 
ports. 
 

 
Fig. 24. Spatial distribution of the DC electric potential along the power PCB layer 

 

 
Fig. 25. Spatial distribution of the DC electric potential along the ground PCB plane 

For this analysis, due to the complex shapes of the conduction paths, a three dimensional 
static solver for the current density is used. After having set the ports where the DC current 



 
Supply Chain Management - Applications and Simulations 

 

198 

 
Fig. 21. Computed and causality enforced S21 parameter 
 

 
Fig. 22. Error due to the S11 causality enforcement 
 

 
Fig. 23. Error due to the S21 causality enforcement 

 
Analysis of a Supply Chain in Electrical and Electronic Industry   

 

199 

3.3 DC performance analysis 
The last step in this systematic analysis is the evaluation of the DC voltage drop (also known 
as IR-drop) across each block between their input and output ports. The IR-drop is generally 
defined as the dc voltage drop across a conductive element due to the dc current flow. The 
power supply chain in single or multi-layer structure, from the voltage regulator module to 
the supplied integrated circuits, is affected by the IR drop across each single block planes.  
As example we can compute the spatial distribution of the DC electric potential on the 
conductive parts of a PCB multilayer structure, when a known DC current is injected at their 
ports. 
 

 
Fig. 24. Spatial distribution of the DC electric potential along the power PCB layer 

 

 
Fig. 25. Spatial distribution of the DC electric potential along the ground PCB plane 

For this analysis, due to the complex shapes of the conduction paths, a three dimensional 
static solver for the current density is used. After having set the ports where the DC current 



 
Supply Chain Management - Applications and Simulations 

 

200 

is injected and drawn, the spatial distribution of the static electric potential between the 
ports pair is computed. Fig. 24 and Fig. 25 show the voltage distribution for both power and 
ground layers. From this information it is possible to extract the overall equivalent DC 
resistance, 2.525 mΩ. 
After the DC voltage drop for each block is computed, adding them, the equivalent supply 
chain DC resistance is known.  

3.4 Computed results and measurement validation 
All the blocks can be cascaded in order to compute the overall system response. The blocks 
are imported in a circuital simulator that, using a convolution procedure allows to mix, in 
the same run, blocks characterized in time domain (as the input voltage source) and blocks 
characterized in frequency domain. 
The voltage pulse is injected at the input port and is evaluated the attenuation and the 
distortion corresponding at all the output ports. In Fig. 26 the schematic of a supply chain in 
a circuital simulator environment is reconstructed.  
 

 
Fig. 26. Schematic of a supply chain 

The computed output signals are detected at each output port. In order to validate the 
developed equivalent model of the supply chain some voltage measurement have to 
perform on selected nodes and compared with the simulation results. The signals measured 
at the test points can be compared with the computed ones and the two ones can be 
overlapped to check the reliability of the proposed approach, Fig. 27 and Fig. 28. 

4. Conclusions 
This chapter describes a systematic approach for the analysis of the signal integrity of a 
supply voltage pulse propagating from the input to the output port of a complex supply 
chain of a devices for spatial and military applications. The use of different approaches and 
different standard tools makes possible to predict the voltage level and the transient 
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waveform of the propagating pulse in each section of the complex signal path. The 
instruments to validate the computed and measured parameters are discussed. To validate 
this analysis approach the measure on the real device has to be performed.  
 

 
Fig. 27. Comparison between computed and measured transient voltage waveform 

 

 
Fig. 28. Comparison between the computed and measured waveform 
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1. Introduction 
With the continuously updating of technology and various of customer’s requirement, there 
are various uncertainties in supply chain environment, from market situation, changeable 
customer’s requirement, collaboration of supply chain partnership to various operation 
management internal supply chain, all of them exist kinds of uncertainties, which add the 
complexity of supply chain management. Flexibility has been considered as the ability to 
react uncertainty and a major determinant of competitiveness. In order to guide the supply 
chain to respond to environmental uncertainty and make accurate decisions for the 
construction and evolution of supply chain flexibility, fully and accurately measure the level 
of supply chain flexibility is the key. 
The most literatures on the flexibility are concentrated in the context of manufacturing field 
and enterprise level. With the need of competition and the blurring boundaries of the firm, 
supply chain flexibility has been receiving increasing attention from both practitioners as 
well as researchers. Due to the multidimensional concept of flexibility and the complexity of 
supply chain, the research field of the connotation, basic motive force and generated 
mechanism of supply chain flexibility are still confusion. In order to response environmental 
uncertainty, deeply understand flexibility and analysis measurement and evolution of 
supply chain flexibility in changeable demand environment is a basic goal in supply chain 
management. Currently, researches on flexibility measurement are still not unified. There 
are many measuring methods focusing on one aspect of the flexibility elements but few 
articles comprehensively measuring supply chain flexibility from an overall perspective. 
Furthermore, almost no researchers draw attention to the issue of supply chain flexibility 
evolution. 
This paper has launched a thorough study of the measurement and evolutionary 
mechanisms of supply chain flexibility, including building the dimension and measurement 
index system of supply chain flexibility, presenting integrated measurement method and 
offering the evolution framework and process, and studied on environmental uncertainty 
and matching models of supply chain flexibility, proposing a complete theory of supply 
chain flexibility evolution. 
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2. Research on content and generation mechanism of supply chain flexibility 
2.1 Content and features of supply chain flexibility 
In the past decade, driven by the volatile business environment, organizations seek 
flexibility and quick response to market demand [1]. Modern competition has been changed 
from competition between enterprises to that between supply chains. Under time-based 
supply chain competitive environment, supply chain flexibility has become a major topic, 
which becomes more and more important, discussed by practitioners and scholars [2]. 
However, because of the multi-dimensional nature of supply chain flexibility concept, today 
its definition is still not uniform. 
Most literatures on the flexibility concentrate in manufacturing field. Vickery et al. (1999) 
relatively early researched flexibility from the perspective of supply chain, but simply 
defined flexibility as the reaction to internal and external environmental uncertainty and 
multifunction of the organization [3]. Gunasekaran et al. (2001) considered that under supply 
chain environment, supply chain flexibility can meet specific consumer needs through 
proper products or services, which may be obtained by some techniques [4]. However this 
understanding is too narrow, relying on technology alone can not build the supply chain 
flexibility, and in order to get the supply chain flexibility, we must study its formation 
mechanism in depth and build elements of flexibility. 
Therefore the definition of supply chain flexibility is not only necessary to grasp the essence 
of the concept of flexibility, but also emphasize the characteristics of supply chain, so the 
concept of supply chain flexibility should accentuate the following: 
First supply chain is a function network connecting all node enterprises and overall 
processes. The function network of supply chain reflects its integrity, which is the essential 
characteristic of the supply chain. Second, supply chain should be a value added process, 
which is not a simple sum of node enterprises, but customer demand oriented. Last, the 
strategic partnership of supply chain is extremely significant to flexibility. So we should 
focus on changing supply chain partners in case of flexible business environment and 
reconstruct supply chain system capability and information sharing capacity rapidly and 
cost-effectively [2]. 
As can be seen from the above definition, flexibility is an ability that can manage changing. 
Changing and uncertainty is a prerequisite for the existence of flexibility, therefore the 
definition flexibility includes several key elements, such as capacity, systems, change, 
uncertainty, etc. The combination of these elements reveals the essential features of 
flexibility. At the same time, flexibility is more than a single concept, but in terms of  
system. It is a feature of system and the flexibility of supply chain system is the object of this 
paper [5]. 
Based on the points of view above, consumer-oriented supply chain flexibility is defined, in 
this article, as the capacity to respond customer-orientedly reasonably and rapidly to 
internal and external environment and the robustness demonstrated, based on that supply 
chain is provided with organically integrated core competencies of partners. Supply chain 
studied in this paper is consumer-oriented supply chain. To facilitate, consumer-oriented 
supply chain flexibility, in this paper, will be referred to as supply chain flexibility. 
(1) Dynamicity 

Flexibility is a dynamic concept. Organizations would obtain continuous learning and 
innovative capacities when they possess flexibility, which can be reflected in the use of 
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external and internal resources of the organization to make timely response to 
environmental instability and from the quick adjustment according to projected environmental 
changes in a proper time [6]. Supply chain is provided with obvious dynamics in the course 
of its life cycle, including the dynamic cooperation mechanism of supply chain as a result of 
the formation of partnerships required by business management, the dynamic coordination 
mechanism and the dynamic contract system, etc. Therefore the dynamic characteristics of 
supply chain life cycle determine that supply chain flexibility also has dynamics [7].  
The flexibility level of supply chain should be a function of environmental uncertainty and 
relevant to the needs of customers, while flexibility is a relative concept, environmental 
uncertainty and law of supply and demand cause that the formation and development of 
supply chain has dynamic characteristics. Consequently the supply chain flexibility should 
be possessed with dynamic sensitivity to respond to market demand and environmental 
uncertainty. It is in the state of dynamic equilibrium when the customers’ needs and the 
level of environmental uncertainty are balanced with the level of system flexibility; when 
the flexibility requirement of customer demand or environmental uncertainty increases, it is 
necessary to improve flexibility to meet the needs of environmental uncertainty and respond 
to competition, at which time the original flexibility balance of the system is broken and 
start to evolve to a new equilibrium [8]. So the law of supply and demand and the degree of 
environmental uncertainty prompt supply chain to adjust the flexibility continuously and 
cause dynamic characteristics as a result. 
(2) Multidimensional 
The multidimensional nature of supply chain flexibility refers to the multi-component 
ability of supply chain shown when dealing with uncertainty. Precisely because of the 
multidimensional nature, it makes the research of flexibility various. For instance, many 
scholars study it from the economic point of view and some others from the perspective of 
time. There is a mutual constraint among all of these angles, which means a separate one 
can not fully understand the flexibility and multi-angle investigation must be adopted. An 
effective and comprehensive definition of supply chain flexibility dimension is of great 
value to measure the flexibility. 
(3) Timeliness 
Flexibility is the capacity that system can take fast response when faced with uncertainty. 
Timeliness of supply chain flexibility is mainly reflected from the quick adjustment of 
logistics, information flow and network structure of supply chain operations in response to 
environmental uncertainty and to meet the rapidly changing market demands. Timeliness is 
the key to effective implementation of supply chain flexibility [8], which requires that supply 
chain should be realtimely aware of the market changes and environmental uncertainty and 
take rapid reaction. Meanwhile, environmental changes also makes a certain level of supply 
chain flexibility effective only in a period of time, which leads that supply chain flexibility 
has to achieve the required level in a particular term. 
(4) Robustness 

Supply chain flexibility also has a crucial feature—robustness, which is a fundamental 
property of the system, an ability to maintain the function of system when facing the 
variation of internal structure and external environment and a common phenomenon 
accompanied by uncertainty problem. The core issue of supply chain flexibility is the 
formation of robust operation and robust strategy [9]. The robustness of the supply chain is 
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the capacity that system is still able to maintain its benefits and continuous operation even 
being interfered with uncertainties such as internal and external unexpected emergency [9]. It 
is the flexibility that becomes an embodiment of this ability. Supply chain flexibility is the 
ability to adapt to changes in market demand, which is usually manifested through the 
robustness indicated by the relationship between upstream and downstream business under 
uncertain environment [10]. 
(5) Scalability 

In accordance with the definition that supply chain is a functional network chain to connect 
all nodes and the overall process of enterprises [11], we can see that this network chain 
structure of the supply chain has far exceeded the boundaries of a single enterprise and with 
the development of information technology and the needs of the market, the boundaries 
between the modern enterprises are becoming increasingly blurred. According to the needs 
of the business, supply chain can make continued outward extension, which is not only a 
geographical expansion but also includes the expansion of business scope and production 
capacity, by means of creating virtual enterprises, dynamic alliances and other forms [11]. 
This extension of the supply chain is also reflected in its flexibility, which means with the 
expansion of supply chain and the variation of circumstance, the structure of flexibility is 
updated correspondingly as a consequence. On the other hand, this has prompted scholars 
to look upon supply chain flexibility from a systemic perspective and grasp the structural 
flexibility embodied by supply chain and the evolution of it. 

2.2 Elements and driving force of supply chain flexibility 
Most current literatures are still focused on the enterprise when investigates the 
classification of flexibility elements--researching on classification of manufacture flexibility 
elements, only a few scholars discussed flexibility elements from the perspective of supply 
chain, but many of them followed the classification of manufacturing. Therefore, based on 
previous literatures, we define five types of supply chain flexibility from a customer-
oriented point of view, which is divided into product flexibility, response flexibility, volume 
flexibility, new product flexibility and distribution flexibility [3]. 
Duclos et al (2003) have analyzed the elements of supply chain flexibility, including the 
flexibility of operation, market, logistics, supply, organization and information [1], and 
established the conceptual framework of supply chain flexibility [12]. Wang Lu (2008) 
divided flexibility into short-term and long-term from the perspective of time. Considering 
it from the short-term point of view, it refers to the capacity to take full advantage of 
existing resources and facilities aiming at adapting to changes. On the contrary, it reflects 
the ability that the company adopts new resources, new inventions and new methods and 
then integrates into the production of current system [6]. 
The classification of supply chain flexibility above mainly inherited that in firms and 
manufacture, and the concept was overlapped and the definition was vague among those 
elements of flexibility, which did not reflect the essential characteristics of supply chain. 
Therefore, aiming at the scope of this study, we concern about customer needs and adding 
value for them, focusing on the integration point. We divide the elements of supply chain 
flexibility into four categories, namely operation flexibility, logistics flexibility, robust 
network & reconstruction flexibility and information flexibility. The definitions of these four 
flexibilities are as shown bellow.  
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1. Information flexibility 

In a dynamic changing environment, to make the supply chain flexible, it is essential to 
realize effective integration among various information systems of different segments of the 
supply chain in order to transfer information quickly and effectively between member 
enterprises in it and forming information flexibility consequently. Flexible information 
mainly consists of two flexibility elements: one is the mechanisms for information exchange 
with flexibility and the other is information systems with flexibility. 
(a) Communication mechanism 

The communication mechanism of flexibility is an essential part of supply chain flexibility 
and it is the general term for information dissemination, information transmission, 
feedback, information gathering, information processing, etc., collectively, reflecting the 
efficiency that supply chain deals with information. Furthermore, the capacity that let 
partner companies know when changing information mainly reflects in the timeliness of the 
information transmission, which indicates the speed of information processing and sharing. 
In order to improve the ability of supply chain to respond to changing requirements, we 
should minimize the policy failures due to the delays made by transmission of information 
as far as possible, which requires timely transmission of information [13].  
(b) Information System flexibility 
Information system flexibility, whose main parts are the various types of information 
systems used by the enterprises in supply chain, refers to the ability of information systems 
to respond to the internal and external changes of environment and the transmission 
capacity of information in supply chain [5]. This article defines the information system 
flexibility as the information transmitting and sharing ability of the cooperative information 
systems between supply chain nodes neglecting internal processes, which could be 
measured through the capacity that reusability, reconfigurability and scalability of 
information system.  
2. Logistics flexibility 
Flexibility is the capacity that by means of providing technical support and services to 
receive raw materials cost-effectively and deliver products when organizations supply 
materials or their customers change requirements [14]. Considering Time-based strategy, 
logistics flexibility is reflected in customer orientation, which means responding to custom 
demand rapidly by minimizing the loss of performance in order to ensure the reliability of 
logistics systems and customer service levels. In this article we define the logistics flexibility 
as the ability that supply chain in response to environmental uncertainty, adopting 
appropriate transportation and inventory strategies in a reasonable cost level, adjusting 
service needs quickly and improving storage space and logistics policies rationally. It can be 
divided into inventory and delivery flexibility. Effective inventory strategy is a significant 
way for supply chain to win market and improve performance; hence inventory flexibility 
can be measured by two indicators that the number of stock policies available and the 
capacity to adjust inventory level. Delivery flexibility reflects the ability to change the 
established way of distribution and the capacity to adjust established distribution. 
3. Robust network and reconstruction flexibility 

Robust network and reconstruction flexibility has two meanings: firstly, the stability and 
robustness reflected when the existing network structure in response to changes of external 
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the capacity that system is still able to maintain its benefits and continuous operation even 
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then integrates into the production of current system [6]. 
The classification of supply chain flexibility above mainly inherited that in firms and 
manufacture, and the concept was overlapped and the definition was vague among those 
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value for them, focusing on the integration point. We divide the elements of supply chain 
flexibility into four categories, namely operation flexibility, logistics flexibility, robust 
network & reconstruction flexibility and information flexibility. The definitions of these four 
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environment; the second is the capacity to vary the combination of partnerships and 
establish flexibility relationships with partners [14]. This article defines the robust network 
and reconstruction flexibility as the anti-interference ability demonstrated by the existing 
structure of supply chain and the capacity to make structural adjustments that in accordance 
with changes in the external environment for the purpose of maintaining high performance, 
such as the robustness of the existing network structure, fast reconstruction, cultural 
integration and other capabilities. So the supply chain network must have long-term 
strategic alliance partnerships to achieve sustained competitiveness, but also offer short-
term ability to local adjust in accordance with environmental requirements, which is robust 
network and reconstruction flexibility. 
4. Operation flexibility 

Operation flexibility refers to the capacity for each node enterprise of the supply chain to 
operate and deploy resources rapidly to respond to customer demand on product type, 
quantity and new products, including the variation and mix of products, yield changes, 
product innovation and also the ability coping with the changes of product life cycle [14]. 
This article defines the operation flexibility as the capacity to quickly allocate assets, change 
manufacturing process and dynamically adjust productivity highlighting the allocation of 
resources to produce manufactures (including new products) and provide services, which 
considers customer and market demand from the perspective of operating system. Hence it 
can be concreted into product flexibility, volume flexibility and resource flexibility. 
Thereinto, volume flexibility mainly reflects the ability that supply chain can meet customer 
needs and from a deeper level it indicates manufacturing flexibility of supply chain and the 
ability to adjust production plans in according with market demand. Beamon(1999) have 
quantified the volume flexibility, which pointed out that the demand that could be satisfied 
referred to the number of product Dt for any Dt∈ (Dmin , Dmax)that supply chain could 
provide. Dmin is the minimum yield to ensure supply chain profit, Dmax is the maximum 
number of production achieved by the existing scale of supply chain. Suppose that the 
customer demand D for any 2~ ( , )DD N μ σ  follows normal distribution, then the calculation 
formula [15] of volume flexibility GD is: 

max maxmin min
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5. The driving source of flexibility 
Under the dramatic changes in modern business and highly uncertain dynamic 
environment, supply chain must scan its dynamic circumstance in real-time and identify its 
degree of uncertainty. only through continuous capture and grasp opportunities and threats 
that may arise in dynamic environment of opportunities and threats that may arise, can we 
accurately define and describe the supply chain environment and realize the dynamic 
environmental monitoring and early warning in order to guide the formation of strategic 
decision-making of supply chain flexibility and enhance its ability to withstand 
environmental changes [16]. Jack G.A.J. van der Vorst and A.J.M.B.(2002) have identified the 
source of the uncertainty generated by supply chain reconstruction strategy and pointed out 
that uncertainty during decision-making process of supply chain is an important driving 
factor in the reconstruction of it [17]. As can be seen from some studies, environmental 
uncertainty is a fundamental driver of supply chain flexibility and it is only the presence of 
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environmental uncertainty that cause flexibility. The gap between the two determines the 
level of flexibility generation power. 
In order to facilitate writing, all the uncertainty factors {x11(t), x12(t),…,x32(t)} under uncertain 
environment in supply chain are written in {x1(t), x2(t),…,xn(t)}. The level perceived by a 
certain environmental uncertainty factor when supply chain at a certain time t is  
f(xi(t))= xi(t)×α, then the momentum generated by supply chain flexibility can be expressed 
by the following n-dimensional vector: 1 2[ , , , , , ]i nF f f f f= . There into, 
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the level value and the baseline or reference value perceived by ith environmental 
uncertainty factor of supply chain, hence, the momentum generated by supply chain 
flexibility can be expressed by vector: 
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Typically, the higher the value is, the stronger supply chain environmental uncertainty and 
the greater force generated by the flexibility are. 

2.3 Factors and generation mechanism of supply chain flexibility 
After analyzing that the environmental uncertainty is the source and impetus of the 
generation of supply chains, we can see that supply chain flexibility is a capacity which is 
not constructed without foundation but is subject to the dynamic capability of the core 
business, supply chain collaboration and other factors to cope with environmental 
uncertainty. The following will analyze the factors of supply chain flexibility from the 
aspects of motility and adaptability. 

2.3.1 Motility factor analysis 
As pointed out earlier, the operation of supply chain is consumer-oriented and core 
businesses play a key role, consequently they are also significant to the construction of 
flexibility, which is mainly reflected in their dynamic capability that becomes a motility 
factor of flexibility as well.  
Supply chain is essentially a dynamic enterprise alliance, whose dynamicity determines that 
supply chain may face dissolving, updating and re-establishing at any time. This 
uncertainty is due to less competitive supply chain as a whole, profit instability, the 
distribution of benefits without balance or the incompatibility between a node enterprise 
and its upstream and downstream enterprises [18]. In a dynamic environment, core 
competence is definitely important, but if it can not update, then core capabilities will 
eventually become core rigidities [19], which means that core competencies can not 
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environment; the second is the capacity to vary the combination of partnerships and 
establish flexibility relationships with partners [14]. This article defines the robust network 
and reconstruction flexibility as the anti-interference ability demonstrated by the existing 
structure of supply chain and the capacity to make structural adjustments that in accordance 
with changes in the external environment for the purpose of maintaining high performance, 
such as the robustness of the existing network structure, fast reconstruction, cultural 
integration and other capabilities. So the supply chain network must have long-term 
strategic alliance partnerships to achieve sustained competitiveness, but also offer short-
term ability to local adjust in accordance with environmental requirements, which is robust 
network and reconstruction flexibility. 
4. Operation flexibility 

Operation flexibility refers to the capacity for each node enterprise of the supply chain to 
operate and deploy resources rapidly to respond to customer demand on product type, 
quantity and new products, including the variation and mix of products, yield changes, 
product innovation and also the ability coping with the changes of product life cycle [14]. 
This article defines the operation flexibility as the capacity to quickly allocate assets, change 
manufacturing process and dynamically adjust productivity highlighting the allocation of 
resources to produce manufactures (including new products) and provide services, which 
considers customer and market demand from the perspective of operating system. Hence it 
can be concreted into product flexibility, volume flexibility and resource flexibility. 
Thereinto, volume flexibility mainly reflects the ability that supply chain can meet customer 
needs and from a deeper level it indicates manufacturing flexibility of supply chain and the 
ability to adjust production plans in according with market demand. Beamon(1999) have 
quantified the volume flexibility, which pointed out that the demand that could be satisfied 
referred to the number of product Dt for any Dt∈ (Dmin , Dmax)that supply chain could 
provide. Dmin is the minimum yield to ensure supply chain profit, Dmax is the maximum 
number of production achieved by the existing scale of supply chain. Suppose that the 
customer demand D for any 2~ ( , )DD N μ σ  follows normal distribution, then the calculation 
formula [15] of volume flexibility GD is: 
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5. The driving source of flexibility 
Under the dramatic changes in modern business and highly uncertain dynamic 
environment, supply chain must scan its dynamic circumstance in real-time and identify its 
degree of uncertainty. only through continuous capture and grasp opportunities and threats 
that may arise in dynamic environment of opportunities and threats that may arise, can we 
accurately define and describe the supply chain environment and realize the dynamic 
environmental monitoring and early warning in order to guide the formation of strategic 
decision-making of supply chain flexibility and enhance its ability to withstand 
environmental changes [16]. Jack G.A.J. van der Vorst and A.J.M.B.(2002) have identified the 
source of the uncertainty generated by supply chain reconstruction strategy and pointed out 
that uncertainty during decision-making process of supply chain is an important driving 
factor in the reconstruction of it [17]. As can be seen from some studies, environmental 
uncertainty is a fundamental driver of supply chain flexibility and it is only the presence of 
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environmental uncertainty that cause flexibility. The gap between the two determines the 
level of flexibility generation power. 
In order to facilitate writing, all the uncertainty factors {x11(t), x12(t),…,x32(t)} under uncertain 
environment in supply chain are written in {x1(t), x2(t),…,xn(t)}. The level perceived by a 
certain environmental uncertainty factor when supply chain at a certain time t is  
f(xi(t))= xi(t)×α, then the momentum generated by supply chain flexibility can be expressed 
by the following n-dimensional vector: 1 2[ , , , , , ]i nF f f f f= . There into, 
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Typically, the higher the value is, the stronger supply chain environmental uncertainty and 
the greater force generated by the flexibility are. 

2.3 Factors and generation mechanism of supply chain flexibility 
After analyzing that the environmental uncertainty is the source and impetus of the 
generation of supply chains, we can see that supply chain flexibility is a capacity which is 
not constructed without foundation but is subject to the dynamic capability of the core 
business, supply chain collaboration and other factors to cope with environmental 
uncertainty. The following will analyze the factors of supply chain flexibility from the 
aspects of motility and adaptability. 

2.3.1 Motility factor analysis 
As pointed out earlier, the operation of supply chain is consumer-oriented and core 
businesses play a key role, consequently they are also significant to the construction of 
flexibility, which is mainly reflected in their dynamic capability that becomes a motility 
factor of flexibility as well.  
Supply chain is essentially a dynamic enterprise alliance, whose dynamicity determines that 
supply chain may face dissolving, updating and re-establishing at any time. This 
uncertainty is due to less competitive supply chain as a whole, profit instability, the 
distribution of benefits without balance or the incompatibility between a node enterprise 
and its upstream and downstream enterprises [18]. In a dynamic environment, core 
competence is definitely important, but if it can not update, then core capabilities will 
eventually become core rigidities [19], which means that core competencies can not 



 
Supply Chain Management - Applications and Simulations 

 

210 

necessarily bring about a sustainable competitive advantage [20]. It is for sake of reconciling 
the contradiction between competence rigidity and environmental changes that the concept 
of dynamic capability comes into being [19].  
Dynamic capability is not a one-dimensional concept, He Xiaogang(2006) divided the 
dimension of dynamic capacity by means of empirical research into five areas [20]. Li 
Xingwang(2006) started with the functional origin of dynamic capacity, which considered 
that it can be identified from the aspects environment, strategy / tactics, products, resource 
structure and competitive advantage [21].  
After the analysis above, the dynamic capacity is defined as the capacity of resource 
integration and reconstruction that core business can constantly create new needs and new 
value which is composed by knowledge, resources, processes and other elements. It can be 
measured by the following three aspects, namely, environmental insights and customer-
oriented value, the configuration and integration capability of value chain and learning 
ability. Achieving the capture of information in use of learning ability to respond to 
environmental changes, which is the premise of dynamic capabilities; realizing 
product/service customization by focusing on customer-oriented value, which is the 
foundation of dynamic capabilities; Achieving the variation of operational capability 
through integration and reconstruction ability, which is the means to comply dynamic 
capabilities [22]. 

2.3.2 Adaptive factor analysis 
Supply chain flexibility is a dynamic supply network in rapid response to environmental 
changes built around the core business by a number of suppliers, acquirers and other 
entities. It emphasizes the overall business integration and effective coordination control of 
each node and its activities to ensure that logistics, information flow and capital flow would 
run smoothly and all available resources would be utilized and configured sufficiently. 
Under the competitive circumstance based on time and flexibility, the response rate of end-
user’s demand is a key factor in the success of the supply chain. In order to obtain flexibility, 
enterprises must build a seamless supply chain, which makes interoperability play an 
important role in ensuring the orderly operation of supply chain [23].  
As for supply chain flexibility, supply chain collaboration is a crucial factor, coordinating all 
aspects of its operation and effectively adjusting the level of flexibility to match 
environmental uncertainty to achieve rapid response to demand. Since the adoption of 
efficacious collaboration in information flow and logistics can be beneficial to compress the 
response time of supply chain and enhance overall competitiveness [24], so we see it as an 
adaptive factor. 
Cai Shuqin(2007) divided the collaboration from a practical perspective into management 
coordination, technical cooperation, and man-machine cooperation. The author thought that 
supply chain collaboration should be the unity of the three types. Organizations utilize 
advanced information technology by means of contracts or combination, strengthening 
mutual coordination and collaboration through rapid and accurate transmission of 
information to share with each other in order to organize and arrange production and 
business activities more coordinately within the enterprise and access to the maximum 
benefit of supply chain under the premise of achieving the common goal [25]. 
After the analysis above, we consider that supply chain collaboration is mainly reflected in 
three aspects, the collaboration of management, business and information. 
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2.3.3 Generating process of supply chain flexibility 
The flexible construction of supply chain is a systematic project, improving the level of 
flexibility from the overall point of view [26]. As for the research target and the characteristics 
of the flexibility analyzed above, the construction process is mainly divided into four stages, 
namely, identifying needs and environmental uncertainty for setting goals, determining  
the value-added process and selecting partners, organizational design and program 
implementation, performance measurement and dynamic evolution, which is shown in 
Figure1. 
 

The influence of the core business
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Fig. 1. Construction of demand-driven supply chain 

As it is shown in the chart above, in the first stage, core businesses should analyze demand 
and market opportunity and assess environmental uncertainty. on this basis, they should 
decide whether to respond to the opportunities and establish strategic goals. The following 
two aspects must be grasped: (1) to accurately identify and understand the specific needs of 
consumers, because providing consumers with satisfactory products and services is the 
purpose to set up the supply chain; (2) to identify and assess the extent and content of 
environmental uncertainty after understanding consumer needs sufficiently, which is 
prerequisite for building supply chain flexibility. In the second phase, the core business 
should firstly identify the value-added term of production according to the objectives 
established, which is the basis for the formation of supply chain. As the result of 
determining specific value chain, they can choose the right partner and build a 
corresponding network structure, so as to reduce non-value-added process more effectively 
at the same time increase the anti-jamming capability and robustness of supply chain. The 
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necessarily bring about a sustainable competitive advantage [20]. It is for sake of reconciling 
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structure and competitive advantage [21].  
After the analysis above, the dynamic capacity is defined as the capacity of resource 
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environmental changes, which is the premise of dynamic capabilities; realizing 
product/service customization by focusing on customer-oriented value, which is the 
foundation of dynamic capabilities; Achieving the variation of operational capability 
through integration and reconstruction ability, which is the means to comply dynamic 
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Supply chain flexibility is a dynamic supply network in rapid response to environmental 
changes built around the core business by a number of suppliers, acquirers and other 
entities. It emphasizes the overall business integration and effective coordination control of 
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run smoothly and all available resources would be utilized and configured sufficiently. 
Under the competitive circumstance based on time and flexibility, the response rate of end-
user’s demand is a key factor in the success of the supply chain. In order to obtain flexibility, 
enterprises must build a seamless supply chain, which makes interoperability play an 
important role in ensuring the orderly operation of supply chain [23].  
As for supply chain flexibility, supply chain collaboration is a crucial factor, coordinating all 
aspects of its operation and effectively adjusting the level of flexibility to match 
environmental uncertainty to achieve rapid response to demand. Since the adoption of 
efficacious collaboration in information flow and logistics can be beneficial to compress the 
response time of supply chain and enhance overall competitiveness [24], so we see it as an 
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Cai Shuqin(2007) divided the collaboration from a practical perspective into management 
coordination, technical cooperation, and man-machine cooperation. The author thought that 
supply chain collaboration should be the unity of the three types. Organizations utilize 
advanced information technology by means of contracts or combination, strengthening 
mutual coordination and collaboration through rapid and accurate transmission of 
information to share with each other in order to organize and arrange production and 
business activities more coordinately within the enterprise and access to the maximum 
benefit of supply chain under the premise of achieving the common goal [25]. 
After the analysis above, we consider that supply chain collaboration is mainly reflected in 
three aspects, the collaboration of management, business and information. 
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2.3.3 Generating process of supply chain flexibility 
The flexible construction of supply chain is a systematic project, improving the level of 
flexibility from the overall point of view [26]. As for the research target and the characteristics 
of the flexibility analyzed above, the construction process is mainly divided into four stages, 
namely, identifying needs and environmental uncertainty for setting goals, determining  
the value-added process and selecting partners, organizational design and program 
implementation, performance measurement and dynamic evolution, which is shown in 
Figure1. 
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Fig. 1. Construction of demand-driven supply chain 

As it is shown in the chart above, in the first stage, core businesses should analyze demand 
and market opportunity and assess environmental uncertainty. on this basis, they should 
decide whether to respond to the opportunities and establish strategic goals. The following 
two aspects must be grasped: (1) to accurately identify and understand the specific needs of 
consumers, because providing consumers with satisfactory products and services is the 
purpose to set up the supply chain; (2) to identify and assess the extent and content of 
environmental uncertainty after understanding consumer needs sufficiently, which is 
prerequisite for building supply chain flexibility. In the second phase, the core business 
should firstly identify the value-added term of production according to the objectives 
established, which is the basis for the formation of supply chain. As the result of 
determining specific value chain, they can choose the right partner and build a 
corresponding network structure, so as to reduce non-value-added process more effectively 
at the same time increase the anti-jamming capability and robustness of supply chain. The 
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following two major aspects must be concentrated at this stage: (1) value chain 
configuration, which indicates that accurate identification of the value-added process is the 
foundation to build supply chain and improve operational performance; (2) the construction 
of robust network, which means to design specific organizational forms for node enterprises 
and construct robust network based on the value chain model, the participate way of 
partners, the type of business in supply chain and other factors analyzed by the core 
business. In the third stage, it is mainly acquired to design the elements of flexibility, 
including operation flexibility, logistics flexibility and other elements, adopting related 
techniques, methods and procedures in accordance with the level of environmental 
uncertainty identified and the network structure built. These are the details in response to 
environmental uncertainty from a business point of view, but in the specific implementation 
process of flexibility, whether it is synergistic between systems determines the validity of 
supply chain, which includes the collaboration of management, information and business. In 
the fourth stage, it is mainly about measuring supply chain flexibility, analyzing the 
matching status between the level of flexibility and environmental uncertainty and then 
adjusting the flexibility to some extent if necessary. By judging the matching level, the core 
enterprises can understand the evolving direction of supply chain flexibility. 

2.3.4 Generation mechanism of supply chain flexibility 
The consumer-oriented supply chain flexibility is generated around the core business. 
Driven by its requirement information, other nodes take capital flow, service flow and 
logistics as medium through functional division and cooperation, which is in order to obtain 
the continuously value-added robust network of the entire supply chain [11]. Consequently, 
the core business plays a significant role in the formation of supply chain. 
Based on the analysis above, as it is shown Figure 2, we can understand the effect of core 
businesses on the formation of consumer-oriented supply chain flexibility. The figure reflected 
that the supply chain system consisting of the core business, channel enterprises and market is 
targeted at the customer demand, which means it is closely run around the requirement and 
focus on variable needs of consumers. The market demand, which is identified by the core 
enterprise, is the driving source of supply chain. The core enterprise rapidly and effectively 
integrates the internal and external resources from the perspective of adding value and pass 
the demand along to the relevant members of the supply chain through valid information 
sharing, which can meet consumer needs efficiently, rapidly and low-costly.  
Consumer-oriented supply chain management is willing to solve the following two 
problems: firstly, how to accurately identify the real needs of consumers; secondly, how to 
integrate the internal and external resources quickly and effectively and improve supply 
chain flexibility to meet individual demand. To illustrate, the effect of the core business on 
the formation of consumer-oriented supply chain flexibility is mainly reflected in that, first 
of all, it is identification center of consumer demand. Second, it is the reconstruction center 
of organizations. The third one is that it is the information exchange center and finally a 
distribution and dispatch center of logistic. 
Therefore, the formation mechanism of supply chain flexibility is the factors that impact the 
flexibility and the interaction between them. Studying on the formation mechanism of 
supply chain flexibility will help us to understand the action principle of supply chain so as 
to find the key flexibility or weakness and improve response capability to customers [27]. 
Based on the foregoing analysis, we construct the framework of the mechanism of supply 
chain flexibility, which is shown in Figure 3. 
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Fig. 2. The position of core enterprises in the consumer-oriented supply chain 
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Fig. 3. Generation mechanism diagram of supply chain flexibility 

The framework above gives the causes and conditions of the formation and development of 
supply chain flexibility. Environmental uncertainty provides supply chain flexibility with 
driving force. It is because of the dynamic, complexity and non-availability of resource that 
supply chain environment gets uncertainty, which driving enterprises to acquire flexibility 
in response to changing circumstance. As for the construction of supply chain flexibility, 
since the supply chain is a complex system, the formation of flexibility is not deliberate, 
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following two major aspects must be concentrated at this stage: (1) value chain 
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of all, it is identification center of consumer demand. Second, it is the reconstruction center 
of organizations. The third one is that it is the information exchange center and finally a 
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Based on the foregoing analysis, we construct the framework of the mechanism of supply 
chain flexibility, which is shown in Figure 3. 

 
Research on Measurement and Evolutionary Mechanisms of Supply Chain Flexibility   

 

213 

Market

Demand

The core 
enterprise

U
ps

tre
am

 fi
rm

 

D
ow

ns
tre

am
 fi

rm

Logistics / information 
providers

 
Fig. 2. The position of core enterprises in the consumer-oriented supply chain 

 

The core 
enterprise CustomerSupplier

The environmental uncertainty 
of supply chain

Dynamicity Complexity The availability of 
resources

Supply chain flexibility

Motility factor (Dynamic capacity) Adaptive factor (Supply chain 
collaboration )

Customer-
oriented value Integration Learning 

ability 
Information 

collaboration
Business 

collaboration
Management 
collaboration

 
Fig. 3. Generation mechanism diagram of supply chain flexibility 

The framework above gives the causes and conditions of the formation and development of 
supply chain flexibility. Environmental uncertainty provides supply chain flexibility with 
driving force. It is because of the dynamic, complexity and non-availability of resource that 
supply chain environment gets uncertainty, which driving enterprises to acquire flexibility 
in response to changing circumstance. As for the construction of supply chain flexibility, 
since the supply chain is a complex system, the formation of flexibility is not deliberate, 
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which requires the co-activation of organizations. The important factors include two aspects, 
one is the motility factor that is helpful for supply chain flexibility to evolve and innovate, 
namely, the dynamic capability of core enterprises, including environmental insights and 
customer-oriented value, value chain configuration and integration and learning ability. 
Another is the adaptive factor to ensure supply chain flexibility to respond effectively and 
adapt to environmental uncertainty, namely, supply chain collaboration, including the 
collaboration of management, information and business. Environmental uncertainty is the 
basis for generating supply chain flexibility and dynamic capability and supply chain 
collaboration is an important factor to implement and enhance the flexibility, which is 
targeted at a market-oriented supply chain, in order to provide circumstances and 
conditions for the generation and evolution of it. Only in the common effect of these three 
aspects, can supply chain flexibility be rapidly constructed, evolve and adjust appropriately 
and dynamically according to environmental changes, thereby enhance the performance of 
supply chain. 

3. Environmental uncertainty measurement of supply chain flexibility 
Currently, researches on flexibility measurement are still not unified. There are many 
measuring methods focusing on one aspect of the flexibility elements [10] [28] but few articles 
comprehensively measuring supply chain flexibility from an overall perspective [29]. 
Accurately measuring the level of supply chain flexibility is the foundation of the evolution 
of it, and only on a certain approach to comprehensively investigate the level of supply 
chain flexibility, can we make corresponding decisions through evolution models. 

3.1 Construction of supply chain flexibility dimensions 
In order to guide the supply chain to respond to environmental uncertainty and make 
accurate decisions for the construction and evolution of supply chain flexibility, fully and 
accurately measure the level of supply chain flexibility is the key. We can analyze the 
capacity how the existing supply chain responds to environmental uncertainty by an 
effective measurement, identify the crux of the problem and chart the course of the 
evolution of supply chain flexibility [8]. The main reason why flexibility is difficult to 
understand and measure lies in two aspects: On the one hand, flexibility is an inherent 
expressive ability of the system, not as cost, quality, or other production targets which can 
be calculated by external manifestations or a certain formula. On the other hand, flexibility 
is attached to the system; due to the complexity of supply chain it is rather difficult to 
understand [30]. Therefore, it is necessary to accurately grasp the meaning and development 
rules of flexibility and construct a reasonable flexibility dimension, and it is the basis of 
effectively measuring and evaluating the level of supply chain flexibility. 
Flexibility is a multidimensional concept [14], flexibility dimension refers to the aspects we 
can analyze the flexibility of the system from. It is of great significance for understanding 
and measuring flexibility to anatomize its in depth. Scholars have studied flexibility from 
different angles. Early researchers [31] [32-35] tended to understand it from three aspects that 
time, range and cost. Later than that, Upton(1994,1995) described it depending on range, 
mobility and uniformity [32] [37]. Koste(1999) extended its dimensions to four aspects on that 
basis, those were range-number, range-heterogeneity, mobility and uniformity [38] [39] [40] [41]. 
After that, Koste (2004) combined those four dimensions into two, namely range and 
accessibility [42]. 
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Based on the analysis above, this article would synthesize the features of flexibility and the 
view of these scholars, and build the supply chain flexibility in two dimensions, namely 
scope and adaptability. The definition of scope--which reflects the range of available policy 
options in order to meet the dynamic market demand in supply chain, videlicet, the number 
of different states and diversity--is consistent with that defined by Slack and Upton. 
Organizations can increase the range of strategies or through an efficient application of them 
to achieve greater flexibility, so scope is a necessary dimension of flexibility [43]. The other 
dimension is adaptability which reflects the resorting capacity of facilities in given scope. 
The concept of adaptability which is defined as the conversion capability of system that can 
rapidly, low-costly and efficiently transform from one state into another is more generalized 
in this article. The dimension of adaptation is more accurate than the concept mobility 
defined by earlier researchers, because it expresses the conversion capability and difficulty 
level maintaining a certain level of performance in given scope, and it exercises due caution 
on cost and efficiency not just the conversion itself [43].  
 

3.2 Construction of supply chain flexibility evaluating index system 
Index system as the evaluating standard of supply chain flexibility, how reasonable it 
designed would affect the evaluation results of supply chain flexibility, so taking the 
characteristics of supply chain flexibility and the emphasis of this article into account, we 
should follow these three principles, namely, systematicity, Scientific justification and focus 
when design it. 
To construct the index system scientifically and reasonably, we should take the complexity 
of supply chain and the multidimensionality of flexibility into consideration, because supply 
chain is an overall function network chain into which it links suppliers, manufacturers, 
distributors and end users through logistics, capital flow and information flow driven by 
consumer demand. Supply chain has independent economic entities which hold their own 
goals and play different roles with multi-participation in the operation of each other, while 
it is in a changing external environment, so the supply chain itself is a complex system. The 
multi-dimensional flexibility and its various properties have increased the difficulty and 
complexity of supply chain flexibility. 
Therefore, in accordance with the construction principles and two kinds of flexibility 
dimension previously proposed, we analyze four elements of supply chain flexibility--
operation flexibility, logistics flexibility, information flexibility and Robust network and 
reconstruction flexibility respectively from the dimension of scope and adaptation to build 
the index system. This indicator system is more comprehensive, which integrated reflects 
the characteristics of flexibility especially the feature under supply chain function network. 
As it is shown in Table 1, we can understand the detail obviously. 
 

3.3 Comprehensive measurement of supply chain flexibility with series features 
Supply chain flexibility is a complex open system, and that complexity is produced by the 
interaction between the environment and system. At the same time flexibility is a relative 
concept, so it is necessary to start with the relationship above in order to understand it in 
depth. For the purpose of measuring the environmental uncertainty and the matching level 
of supply chain flexibility effectively, accurate quantification of flexibility is the very first 
thing to do. 
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 One grade index Dimensions Two grade index 

The range and number of products 
available [44]  

Scope The number of application skills of 
generalist staff [44]  

The capacity to improve existing 
products [45]  

Operation 
flexibility 

Adaptability 
The ability to change the number of 
products [44]  
The number of stock strategy options 
[44]  Scope The number of alternative 
distribution channels [44]  
The ability to adjust inventory 
quantity [44]  

Logistics 
flexibility 

Adaptability The capacity to adjust the established 
shipping method [44]  
The frequency of informal 
information exchange [46]  
The quality and accuracy of 
information exchange [46]  Scope 
The capacity to let partners know 
quickly in case of changing 
information [46]  
The ability of reconfiguration or 
reuse 

Information 
flexibility 

Adaptability 
Scalable capacity 

Time to form a stable partnership / 
selecting time of supplier / time of 
reconstruction 
Stability and robustness of existing 
supply chain 

Scope 

The number of suppliers available 
The ability of cultural integration 

Supply 
Chain 

Flexibility 

Robust network 
and 

reconstruction 
flexibility 

Adaptability The ability to change suppliers’ 
delivery requirements [44] 

 

Table 1. Index system for measuring supply chain flexibility 

As to the measurement of the supply chain flexibility, most existing literatures only discuss 
one side of a certain element of supply chain flexibility, such as Beamon(1999) who 
investigated it from the perspective of quantity flexibility, transport flexibility, combination 
flexibility and new product flexibility [15]. These scholars neglected the network features of 
supply chain and the flexibility of operation as well as the relationship between supply 
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chain partners [47]. The measuring approaches of existing studies also has limitations, which 
means most methods concentrate on static analysis, however supply chain flexibility is a 
dynamic, complex system. Consequently, it is essential to introduce time parameters into 
measurement models for the sake of quickly and accurately responding to environmental 
uncertainty. In previous studies, measurement indicators were mainly viewed as constant 
weights, ignoring the dynamic nature of supply chain flexibility, making a strong one-
sidedness of its evaluation. To solve this problem, we introduce the time parameter to 
measure integrated flexibility level within or at a certain period of time, thus to achieve just 
in time management and decision-making. For comprehensive measurement, identifying 
the weight and creating models is the key issue. Previous researchers mostly used AHP to 
determine weights [48] [49], but the premise of this method is judgment matrix consistency. 
Psychological experiments show that when the number of elements being compared is more 
than 9, it would be difficult for the judgment matrix to ensure its consistency [50]. Thus this 
paper, no consistency test method for determining the weights would be adopted but time 
parameters would be introduced 
Therefore, we build an integrated quantitative model of flexibility with a balanced of 
‘function’ and ‘coordination’ of all flexibility elements: 
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which respectively refer to the percentages the factors ‘function’ and ‘coordination’ take in 
integrated results. Indicators (1)
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‘function’ valuation and ‘coordination’ measurement. When measuring, firstly do the 
measurement at single index layer, then to measure step by step up, consequently, the 
measurement of supply chain flexibility would be finished. Concrete steps are as follows: 
(1) Dimensionless treatment of index system 
We use extreme value approach to Nondimensionalize factors, that is, 
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We discuss the flexibility level of several supply chain systems is ( 1,2, ,i n= ) at different 
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valuation indicators 1 2, , , mx x x , forming time series data { }( )ij kx t  as it is shown in Table 2. 
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chain partners [47]. The measuring approaches of existing studies also has limitations, which 
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‘function’ and ‘coordination’ of all flexibility elements: 
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which respectively refer to the percentages the factors ‘function’ and ‘coordination’ take in 
integrated results. Indicators (1)

jw , (2)
jw  refer to the weights of each flexibility element jx  in 

‘function’ valuation and ‘coordination’ measurement. When measuring, firstly do the 
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We discuss the flexibility level of several supply chain systems is ( 1,2, ,i n= ) at different 
times kt ( 1,2, ,k N= ), and the supply chain system at each flexibility level has number m  
valuation indicators 1 2, , , mx x x , forming time series data { }( )ij kx t  as it is shown in Table 2. 
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Table 2. Time series data 



 
Supply Chain Management - Applications and Simulations 

 

218 

(2) Determination of weight (1)
jw  

Indicator (1)
jw  is the weight of each indicator in ‘function’ valuation. Function valuation 

primarily concentrates on the contribution of a certain function of the system made by  
each indicator. Because that adopting addition rules, comprehensive result is so  
insensitive to index movement, hence the purpose of determining weights is to reflect  
the distinction between each measured object as a whole as far as possible, namely,  
the overall difference between systems 1 2, , , ns s s  and time series data matrix { }( )ij kx t .  
To make the largest overall difference between systems, the total sum of squares of indicator 
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Then calculate each indicator ( 1,2, , )T
k k kH A A k N= = , weight (1)( )kw t  is the priority 

vector corresponded to the maximized eigenvalue max( )kHλ  of matrix kH , which means get 
maximum value of 2σ . 

(3) Determination of weight (2)
jw  

Indicator (2)
jw  is the weight of each indicator in ‘coordination’ measurement. Researchers 

used to adopt AHP to determine weight. However, using this method, it is difficult to 
ensure the consistency of adjustment matrix when dealing with large volume of indicators. 
Therefore, we adopt order relation approach without consistency test in this article. 
Suppose that during a period of time 0[ , ]t t T∈ , valuation index 1 2, , , mx x x  has order 
relationship 1 2 mx x x∗ ∗ ∗  for a certain standard, for which parameter 1x∗  refers to i th 
index after arranging { }jx∗  according to the order relationship ’ ’. If the length of interval 

0[ , ]t T  is relatively lager, it is not stable between indicators 1 2, , , mx x x∗ ∗ ∗ . Considering about 
that, we separate the interval 0[ , ]t T  into number p(p≥2) subintervals, and in each of them, 
order relations between indicators 1 2, , , mx x x∗ ∗ ∗  can be considered stable. 
Firstly, identify the ratio 1( ) ( ) ( )j k j k j kw t w t d t∗ ∗

− =  between indicators 1jx∗−  and jx∗  at a 
certain time kt t=  for any 2,3, , ( ( ) 0)j kj m w t∗= > , and the assignment of ( )j kd t  can be 
consulted in Table 3. 
 

dj(tk) Demonstration 
1.0 xj-1 and xj have the same importance 
1.2 xj-1 is slightly important than xj 
1.4 xj-1 is obviously important than xj 
1.6 xj-1 is highly important than xj 
1.8 xj-1 is extremely important than xj 

Table 3. Assignment reference of ( )j kd t  
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So the weights of indicator mx∗  and jx∗  at time kt  is 
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For any 2, , 1,j m m= −  and 1,2, ,k N= . 
4. Comprehensive measurement of supply chain flexibility 
According to the index system constructed, collect data for different time points in terms of 
the table above. Applying the comprehensive measurement model and the method for 
determining index weight, we could measure the flexibility level of several supply chain 
systems under the premise of keeping each function of flexibility elements and the 
coordinated the overall flexibility in mind. 

4. Evolution process and matching models of supply chain flexibility under 
uncertain environment 
Context above constructed supply chain flexibility evolution model and comprehensive 
measurement method from a theoretical point of view, which is the foundation of the 
evolution of supply chain flexibility. Now, we analyze how the supply chain flexibility 
evolutes and what the specific processes and methods are from a practical perspective. 

4.1 Analysis of supply chain flexibility evolution process under uncertain 
environment 
To make the supply chain adapt to environmental changes, we must monitor environment 
instantaneously and regulate flexibility appropriately, which involves the evolution of 
flexibility. According to the foregoing analysis that the fundamental drivers of the 
development of flexibility, we can see that environmental uncertainty should be the basis for 
the evolution of flexibility, and we should adjust the flexibility appropriately in light of the 
requirements of it to environmental uncertainty. So it will involve the matching of supply 
chain flexibility under uncertain environment. 
The matching we talk about mainly refers to whether the level of flexibility that 
environment uncertainty requires is consistent with the level of reality and potential supply 
chain flexibility. If not match, it is necessary to accordingly evolve and adjust supply chain 
flexibility using its dynamic capability and interoperability, which is the basis for decision-
making of supply chain flexibility. Therefore, the ultimate goal of flexibility evolution 
should be to enable the supply chain to adapt to as well as match the environment [51], which 
also laid a good foundation for supply chain to face changes in future. Figure 4 provides the 
matching processes of supply chain flexibility under uncertain environment from the 
practical point of view. 
The flow chart in Figure 4 has clearly explained how the supply chain flexibility evolves and 
matches. Firstly, core business recognizes market demand. Then recognize the main value 
adding processes and construct supply chain based on whether it responds to demand. 
After that, analyze the environment uncertainty from the perspective its three dimensions 
and factors related in order to determine the requirement of supply chain flexibility. Lastly, 
dissect the reality and potential flexibility of supply chain according to the actual situation 
and potential resources and decide whether the requirement is appropriately matched with 
reality flexibility. There are two possibilities: If the reality flexibility is greater than the 
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Suppose that during a period of time 0[ , ]t t T∈ , valuation index 1 2, , , mx x x  has order 
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4. Comprehensive measurement of supply chain flexibility 
According to the index system constructed, collect data for different time points in terms of 
the table above. Applying the comprehensive measurement model and the method for 
determining index weight, we could measure the flexibility level of several supply chain 
systems under the premise of keeping each function of flexibility elements and the 
coordinated the overall flexibility in mind. 

4. Evolution process and matching models of supply chain flexibility under 
uncertain environment 
Context above constructed supply chain flexibility evolution model and comprehensive 
measurement method from a theoretical point of view, which is the foundation of the 
evolution of supply chain flexibility. Now, we analyze how the supply chain flexibility 
evolutes and what the specific processes and methods are from a practical perspective. 

4.1 Analysis of supply chain flexibility evolution process under uncertain 
environment 
To make the supply chain adapt to environmental changes, we must monitor environment 
instantaneously and regulate flexibility appropriately, which involves the evolution of 
flexibility. According to the foregoing analysis that the fundamental drivers of the 
development of flexibility, we can see that environmental uncertainty should be the basis for 
the evolution of flexibility, and we should adjust the flexibility appropriately in light of the 
requirements of it to environmental uncertainty. So it will involve the matching of supply 
chain flexibility under uncertain environment. 
The matching we talk about mainly refers to whether the level of flexibility that 
environment uncertainty requires is consistent with the level of reality and potential supply 
chain flexibility. If not match, it is necessary to accordingly evolve and adjust supply chain 
flexibility using its dynamic capability and interoperability, which is the basis for decision-
making of supply chain flexibility. Therefore, the ultimate goal of flexibility evolution 
should be to enable the supply chain to adapt to as well as match the environment [51], which 
also laid a good foundation for supply chain to face changes in future. Figure 4 provides the 
matching processes of supply chain flexibility under uncertain environment from the 
practical point of view. 
The flow chart in Figure 4 has clearly explained how the supply chain flexibility evolves and 
matches. Firstly, core business recognizes market demand. Then recognize the main value 
adding processes and construct supply chain based on whether it responds to demand. 
After that, analyze the environment uncertainty from the perspective its three dimensions 
and factors related in order to determine the requirement of supply chain flexibility. Lastly, 
dissect the reality and potential flexibility of supply chain according to the actual situation 
and potential resources and decide whether the requirement is appropriately matched with 
reality flexibility. There are two possibilities: If the reality flexibility is greater than the 
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requirement, the supply chain does not have to take any steps to respond to environmental 
changes; on the contrary, we should judge how the potential flexibility matches with the 
requirement. If the potential flexibility is larger than that required by environment, supply 
chain can adopt strategy combinations or limitedly use external resources without changing 
the main structure to deal with the problem, which makes supply chain collaboration play 
an important role. If it is the opposite, it means that the level of supply chain flexibility can 
not reach that required by environmental uncertainty even under he effect of supply chain 
collaboration, then the core business should consider building new strategies or 
reconstructing the supply chain, in the process of which the dynamic capability in the 
supply chain play a key role. 
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Identifying the value chain
Y

N

Resource reorganization and 
supply chain construction 

(Dynamic capability)

Analyzing the reality 
and potential flexibility 

of the supply chain
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Fig. 4. The matching and evolution flow chart of supply chain flexibility under uncertain 
environment 

There are two main aspects to consider about in the matching problem between supply 
chain flexibility and environmental uncertainty. Global matching that whether supply chain 
is able to cope with environmental uncertainty from an overall perspective—the state how 
reality flexibility matches with the requirement comes the first; Secondly it is component 
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matching, namely the matching situation between each element and environmental 
uncertainty. Both play a different role. Global matching observes the whole picture, offering 
the current system flexibility from a integrated perspective, which gives decision-makers an 
overall awareness. The disadvantage is that we have no idea about the specific 
circumstances of each element, only after component matching can we determine which one 
is not flexible to respond to environmental uncertainty. The organic combination of the two 
can form the supply chain flexible strategies to help managers make decisions, the following 
will talks about flexibility matching issues.  

4.2 Matching models of supply chain demand flexibility and reality flexibility 
According to the evolution process, we should firstly match reality flexibility to that 
required by environmental uncertainty. In order to give a general understanding, we will 
analyze it from two aspects—global matching and component matching. As the 
consequence of matching, if reality flexibility is larger than the requirement, it means that 
the actual state of supply chain is able to cope with uncertain environment and we don’t 
have to take any actions, which reflects the buffering capacity of supply chain flexibility; If it 
is the opposite, further analysis will be needed to reveal the matching state between demand 
flexibility and potential flexibility. 

4.2.1 Global matching 
Reality flexibility refers to the practical level determined by supply chain constructed 
aiming at a particular consumer demand in the light of actual situation according to each 
environmental uncertainty factor. Demand flexibility represents the level that each 
flexibility element should possess under the condition that environmental uncertainty is 
observed by supply chain. Both of them are filled in Table 4. 
Parameter E stands for environmental uncertainty and according to the preceding analysis 
of its dimensions and factors, we set them to be the rows of the table. Furthermore, we set 
parameter ije  to stand for individual element of environmental uncertainty and the 
attention meter of each of them is indicator ija . In terms of the classification of supply chain 
flexibility elements, we use letters to represent every element and its corresponding index. 
To illustrate, letter O stands for operation flexibility and there are four of them--
{O1,O2,O3,O4}; letter L represents logistics flexibility and the four indexes are {L1,L2,L3 ,L4}; 
letter I and letter N respectively refers to information flexibility and robust network & 
reconstruction flexibility, and so forth. At last, determine the actual status of each index 
depending on individual environmental uncertainty factor with variable ij

ijx  indicated 
corresponding to the left in each cell. As for the right, variable ij

ijx  stands for demand 
flexibility. Thereinto, subscript ij  represents the code of flexibility elements corresponded 
and superscript ij  refers to the code of related factors of environmental uncertainty. 
We assign the reality flexibility of each element of value ij

ij fnxα∑  and the demand flexibility 
of value ij

ij fnxα∑ . Depending on the comprehensive measurement we discussed above, 
respectively calculate the level of reality and demand flexibility, namely variable F  and  E . 

Matching function is assumed to be equation Fr
E

= . 

If 1r > , which states F E> , it shows that the reality flexibility is larger than the demand 
one and we set warning coefficient 1ϕ  here.  If inequality 11 1F

E
ϕ< < +  is right, there is no  
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matching, namely the matching situation between each element and environmental 
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the actual state of supply chain is able to cope with uncertain environment and we don’t 
have to take any actions, which reflects the buffering capacity of supply chain flexibility; If it 
is the opposite, further analysis will be needed to reveal the matching state between demand 
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Dynamic 
(E1) 

Complexity 
(E2) 

Resource 
availability(E3) 

e11 e12 e21 e22 e31 e32 

Environmental 
uncertainty(E)

Supply chain 
flexibility (F) 11α  12α  21α  22α  31α  32α  

O1 11
1Ox  11

1Ox  12
1Ox  12

1Ox  21
1Ox  21

1Ox 22
1Ox  22

1Ox 31
1Ox  31

1Ox  32
1Ox  32

1Ox  
… … … … … … … Operation 

flexibility(O) 
O4 11

4Ox  11
4Ox  12

4Ox  12
4Ox  21

4Ox  21
4Ox 22

4Ox  22
4Ox 31

4Ox  31
4Ox  32

4Ox  32
4Ox  

L1 11
1Lx  11

1Lx  12
1Ox  12

1Ox  21
1Ox 21

1Ox 22
1Ox  22

1Ox 31
1Ox  31

1Ox  32
1Ox  32

1Ox  
… … … … … … … Logistics 

flexibility(L) 
L4 11

4Lx   11
4Lx  12

4Lx 12
4Lx  21

4Lx  21
4Lx 22

4Lx  22
4Lx 31

4Lx  31
4Lx  32

4Lx  32
4Lx  

I1 … … … … … … 
… … … … … … … Information 

flexibility(I) 
I5 … … … … … … 
N1 … … … … … … 
… … … … … … … 

Robust network 
and reconstruction 

flexibility(N) N5 11
5Nx  11

5Nx  12
5Nx  12

5Nx  21
5Nx  21

5Nx 22
5Nx  22

5Nx 31
5Nx  31

5Nx  32
5Nx  32

5Nx  
Table 4. Data sources of demand flexibility and reality flexibility 

necessity for supply chain to take any steps to respond environmental changes. On the 

contrary, if inequality 11F
E

ϕ> +  is valid, it means the level of reality flexibility is too high 

and we can use the existing resources to address environmental uncertainty by the most 
economical way through appropriate adjustment. 
If 1r < , which states F E< , it shows that the reality flexibility is less than the demand one 

and we set warning coefficient 2ϕ  here. If inequality 21 1F
E

ϕ− < <  is right, it demonstrates 

that the gap between reality and demand flexibilities is within an acceptable range, and we 
can adjust it locally through the analysis of the matching status of specific components. On 

the other hand, if 21F
E

ϕ< − , it indicates that the gap between demand and reality 

flexibilities is over acceptable range, which means we need further analysis of the matching 
states between potential and demand ones. 

4.2.2 Component matching 
Depending on preceding analysis, each flexibility element has two dimensions, namely 
range(R) and adaptability (A), which constructs a two-dimensional space, as it is shown in 
Figure 5. Assuming the reality flexibility of an individual element is fn, we can obtain its 
rectangular coordinate ( , )R A

n n nf f f  in accordance with the index constructed from two 
dimensions, by this time the demand flexibility of the element is en and its rectangular 
coordinate is ( , )R A

n n ne e e . Transform the rectangular coordinate into polar coordinate, namely 

( , )n f ff ρ θ , ( , )n e ee ρ θ , and component matching function is assumed to be equation f

e

ρ
φ

ρ
= . 

 
Research on Measurement and Evolutionary Mechanisms of Supply Chain Flexibility   

 

223 

Range (R)

O

),( A
n

R
nn fff

),( A
n

R
nn eee

eρ
fρ

eθ
fθ
θ

Matching with 
flexibility

Lack of 
flexibility

Surplus of range but 
lack of adaptability

Surplus of adaptability 
but lack of range

Adaptability (A)  
Fig. 5. Reality flexibility elements matching with demand ones 

As shown in Figure 5, if 1φ < , which states f eρ ρ< , it indicates that the reality flexibility of 
a certain element is less than the demand one, that is to say the reality flexibility falls within 
the circle whose origin is O and radius is eρ , and it is necessary to be adjusted. 
If 1φ > , which states f eρ ρ> , it indicates that the reality flexibility of a certain element is 
larger than the demand one, but it does not mean that the two dimensions of the flexibility 
are balanced and we need warning coefficient θ  here. If e f eθ θ θ θ θ− < < + , namely reality 
falls within the area whose center axis is eρ  and included angle is 2θ , it means the reality 
flexibility of a certain element is matched with the demand one. If inequality f eθ θ θ> +  is 
valid, it indicates a lack of adaptability but an excess of range. However, it is the opposite 
situation when f eθ θ θ< − . Both of the two cases above need local adjustment to ensure the 
most economical way when coping with the changes of environment. 
During the feedback evolution process of supply chain flexibility and its dynamic 
environment, the flexibility continuously adjust itself through its dynamic capabilities and 
interoperability, hoping to achieve the optimal position in supply chain flexibility space, 
that is the required flexibility level depending on uncertain environment. Therefore, it is the 
existence of dynamic circumstance that drives supply chain to construct and continuously 
evolve flexibility. Based on the anatomize above we can see that the matching between 
reality and demand flexibility is a process which starts with the overall situation, grasps the 
details, adjusts locally and balances dimensions, aiming at allocating resources through the 
most reasonable way to address environmental uncertainty. Moreover, when the matching 
result indicates that there is gap or deviation between the reality flexibility and the demand 
one, we should construct and adjust the supply chain appropriately and here we can define 

the  momentum  function  of  its  flexibility  evolution as 
4

2 2

1
( 1) ( 1)i

i
rγ φ

=
= − + −∑ , thereinto, 

variables r  and iφ  are the consequences of global and component matching respectively, 
variable i  for any [1,4]i∈  refers to the supply chain flexibility elements. The larger value 
variable γ  is, the greater momentum of supply chain flexibility evolution and the stronger 
tendency are. 
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Dynamic 
(E1) 

Complexity 
(E2) 

Resource 
availability(E3) 

e11 e12 e21 e22 e31 e32 

Environmental 
uncertainty(E)
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flexibility (F) 11α  12α  21α  22α  31α  32α  

O1 11
1Ox  11

1Ox  12
1Ox  12

1Ox  21
1Ox  21

1Ox 22
1Ox  22

1Ox 31
1Ox  31

1Ox  32
1Ox  32

1Ox  
… … … … … … … Operation 

flexibility(O) 
O4 11

4Ox  11
4Ox  12

4Ox  12
4Ox  21

4Ox  21
4Ox 22

4Ox  22
4Ox 31

4Ox  31
4Ox  32

4Ox  32
4Ox  

L1 11
1Lx  11

1Lx  12
1Ox  12

1Ox  21
1Ox 21

1Ox 22
1Ox  22

1Ox 31
1Ox  31

1Ox  32
1Ox  32

1Ox  
… … … … … … … Logistics 

flexibility(L) 
L4 11

4Lx   11
4Lx  12

4Lx 12
4Lx  21

4Lx  21
4Lx 22

4Lx  22
4Lx 31

4Lx  31
4Lx  32

4Lx  32
4Lx  

I1 … … … … … … 
… … … … … … … Information 

flexibility(I) 
I5 … … … … … … 
N1 … … … … … … 
… … … … … … … 

Robust network 
and reconstruction 

flexibility(N) N5 11
5Nx  11

5Nx  12
5Nx  12

5Nx  21
5Nx  21

5Nx 22
5Nx  22

5Nx 31
5Nx  31

5Nx  32
5Nx  32

5Nx  
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necessity for supply chain to take any steps to respond environmental changes. On the 

contrary, if inequality 11F
E

ϕ> +  is valid, it means the level of reality flexibility is too high 

and we can use the existing resources to address environmental uncertainty by the most 
economical way through appropriate adjustment. 
If 1r < , which states F E< , it shows that the reality flexibility is less than the demand one 

and we set warning coefficient 2ϕ  here. If inequality 21 1F
E

ϕ− < <  is right, it demonstrates 

that the gap between reality and demand flexibilities is within an acceptable range, and we 
can adjust it locally through the analysis of the matching status of specific components. On 

the other hand, if 21F
E

ϕ< − , it indicates that the gap between demand and reality 

flexibilities is over acceptable range, which means we need further analysis of the matching 
states between potential and demand ones. 

4.2.2 Component matching 
Depending on preceding analysis, each flexibility element has two dimensions, namely 
range(R) and adaptability (A), which constructs a two-dimensional space, as it is shown in 
Figure 5. Assuming the reality flexibility of an individual element is fn, we can obtain its 
rectangular coordinate ( , )R A

n n nf f f  in accordance with the index constructed from two 
dimensions, by this time the demand flexibility of the element is en and its rectangular 
coordinate is ( , )R A

n n ne e e . Transform the rectangular coordinate into polar coordinate, namely 

( , )n f ff ρ θ , ( , )n e ee ρ θ , and component matching function is assumed to be equation f

e

ρ
φ

ρ
= . 
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Fig. 5. Reality flexibility elements matching with demand ones 
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that is the required flexibility level depending on uncertain environment. Therefore, it is the 
existence of dynamic circumstance that drives supply chain to construct and continuously 
evolve flexibility. Based on the anatomize above we can see that the matching between 
reality and demand flexibility is a process which starts with the overall situation, grasps the 
details, adjusts locally and balances dimensions, aiming at allocating resources through the 
most reasonable way to address environmental uncertainty. Moreover, when the matching 
result indicates that there is gap or deviation between the reality flexibility and the demand 
one, we should construct and adjust the supply chain appropriately and here we can define 
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variables r  and iφ  are the consequences of global and component matching respectively, 
variable i  for any [1,4]i∈  refers to the supply chain flexibility elements. The larger value 
variable γ  is, the greater momentum of supply chain flexibility evolution and the stronger 
tendency are. 
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4.3 Matching models of supply chain demand flexibility and potential flexibility 
After the comparison of the demand flexibility required by environmental uncertainty and 
the reality one, if the former is greater than the later, it is necessary to further contrast the 
potential flexibility with the demand one, which determines the choice of supply chain 
flexibility strategy, that is, if the demand flexibility is less than the potential one, supply 
chain can finitely capture the boundary elements according to its own situation without 
shifting its main structure to choose or mix strategies in order to address environmental 
changes. Supply chain collaboration at this time plays an important role. If the demand 
flexibility is greater than the potential one, then the supply chain must reorganize the 
resources or reconstruct the structure through its dynamic ability to respond to environmental 
changes. 
  

Levels of flexibility elements Indicators
Strategies O1 O2 … N5 

Potential flexibility

1 
2 
… 
m 

x1,O1 
x2,O1 
… 

xm,O1 

x1,O2 
x2,O2 
… 

xm,O1 

… 
… 
… 
… 

x1,N5 
x2,N5 
… 

xm,N5 

Demand flexibility Optimal values xe,O1 xe,O1 … xe,N5 

Table 5. Flexibility levels and optimal values of each supply chain flexibility element under 
m kinds of strategies 

The demand flexibility here is defined as before, that is the flexibility level of supply chain 
depending on the degree of environmental uncertainty. The potential flexibility refers to the 
capacity that supply chain maximally uses of available resources under the existing main 
structure to form strategy combinations. We can use m kinds of strategies to represent their 
potential flexibility. Demand flexibility can be considered to be the optimal status of 
flexibility that supply chain should have under the condition that each element observes the 
level of environmental uncertainty. Specific data is shown in Table 5. 
All indicators of the four elements of supply chain {O1, O2, …,N5} can form m kinds of 
strategies according to different levels of environmental uncertainty during a period of time. 
The index values corresponded by all policies have formed the potential flexibility of the 
supply chain. We use variable FH to represent it and FH={FH1 , FH2 , … , FHm}. Thereinto, 
variable FHi={xi,O1 , xi,O2 , … , xi,N5}, which means the whole index value of ith strategy. The 
optimal flexibility values that each indicator identified in the light of environmental 
uncertainty should have during a certain period form demand flexibility which is 
represented by FE, and FE={xe,O1 , xe,O2 , … , xe,N5}. Based on all of these, we define matching 
function as  

5

1

min max

max

1 N

i
ijj On

δ τ δ
ϕ

δ τ δ=

+ ⋅
=

+ ⋅∑ . 

Thereinto, variable n refers to the number of indicators and variable τ  for any 0<τ <1 is a 
parameter of the model. As to equation , ,ij i j e jx xδ = − , it stands for the deviation between 
the ith strategy under the jth index and the value of demand flexibility for any i＝1, 2, …, m 
and j＝O1, O2, …, N5. We define { }max max ijδ δ=  as the maximum value for ijδ  and 
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{ }min min ijδ δ=  as the minimum value for ijδ . So the matching function is also can be 
written as: 

{ } { }
{ } { }

5 5

1 1

, , , ,min max

max , , , ,

min max1 1
max

N N i j e j i j e j
i

ijj O j O i j e j i j e j

x x x x

n n x x x x

τδ τ δ
ϕ

δ τ δ τ= =

− + ⋅ −+ ⋅
= =

+ ⋅ − + ⋅ −
∑ ∑ . 

Matching function iϕ  for any [0,1]iϕ ∈  represents the level how close potential flexibility 
possessed by ith strategy and demand flexibility of the supply chain to each other, which 
reflects the resilience of supply chain to respond to variable resources in the environment. 
The closer iϕ  is to 1, the stronger resilience between the potential flexibility and the demand 
one. Therefore, when analyzing matching status, we should choose the strategy 
corresponded by the maximum value of matching function iϕ  among all the strategies in 
acceptable range. We can assume warning coefficient (0,1)ψ ∈ , and if iϕ ψ≥ , it means that 
the potential flexibility is matched with the demand one, that is, the supply chain can deal 
with environmental uncertainty by means of strategy combinations or a selection of a set of 
strategies without changing the main structure of it, during which process the coordination 
among organizations in supply chain plays the key role--through the effective collaboration 
between enterprises in supply chain, limited use of certain resources can form a suitable 
strategy to respond to environmental changes. On the other hand, if iϕ ψ< , it indicates that 
the potential flexibility is not matched with the demand one, which means it can not cope 
with environmental changes. Then it is essential to use the dynamic ability of supply chain 
to reconstruct itself or reorganize resources for the sake of forming innovative flexibility to 
respond to environmental changes. 
To synthesize the analysis above, we can select strategies and make decisions by means of 
judging the matching status between the level how uncertain the environment is and the 
potential and demand flexibilities, providing a theoretical basis of rationally allocating 
flexibility of supply chain. 

5. Conclusion and recommendation 
This article targeted at increasing environmental uncertainty faced with modern supply 
chain, which discussed about the characteristics of supply chain flexibility, evolution 
mechanisms, matching models and some other topics in this area. It is mainly shown as the 
following two aspects. 
First, based on the analyzed content and characteristics of supply chain flexibility, we 
researched on the fundamental drivers and the essence of environmental uncertainty and 
then constructed its dimensions, namely, complexity, dynamicity and resource availability. 
On that basis, we analyzed the factors of supply chain environmental uncertainty which is 
the fundamental driven source of its flexibility. Furthermore, we investigated the impact of 
flexibility factors from two perspectives, motility and adaptability, in accordance with the 
characteristics of flexibility, which is the foundation of supply chain flexibility’s generation 
and evolution. As to the formation mechanisms of supply chain flexibility, using previous 
studies for reference, we divided the various elements of supply chain flexibility into 
operation flexibility, information flexibility, logistics flexibility and robust network and 
reconstruction flexibility. Besides, we comprehensively analyzed the formation process of 
supply chain flexibility and the function and generation mechanism of core enterprises. 
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After the comparison of the demand flexibility required by environmental uncertainty and 
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potential flexibility with the demand one, which determines the choice of supply chain 
flexibility strategy, that is, if the demand flexibility is less than the potential one, supply 
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changes. Supply chain collaboration at this time plays an important role. If the demand 
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The demand flexibility here is defined as before, that is the flexibility level of supply chain 
depending on the degree of environmental uncertainty. The potential flexibility refers to the 
capacity that supply chain maximally uses of available resources under the existing main 
structure to form strategy combinations. We can use m kinds of strategies to represent their 
potential flexibility. Demand flexibility can be considered to be the optimal status of 
flexibility that supply chain should have under the condition that each element observes the 
level of environmental uncertainty. Specific data is shown in Table 5. 
All indicators of the four elements of supply chain {O1, O2, …,N5} can form m kinds of 
strategies according to different levels of environmental uncertainty during a period of time. 
The index values corresponded by all policies have formed the potential flexibility of the 
supply chain. We use variable FH to represent it and FH={FH1 , FH2 , … , FHm}. Thereinto, 
variable FHi={xi,O1 , xi,O2 , … , xi,N5}, which means the whole index value of ith strategy. The 
optimal flexibility values that each indicator identified in the light of environmental 
uncertainty should have during a certain period form demand flexibility which is 
represented by FE, and FE={xe,O1 , xe,O2 , … , xe,N5}. Based on all of these, we define matching 
function as  
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Thereinto, variable n refers to the number of indicators and variable τ  for any 0<τ <1 is a 
parameter of the model. As to equation , ,ij i j e jx xδ = − , it stands for the deviation between 
the ith strategy under the jth index and the value of demand flexibility for any i＝1, 2, …, m 
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Research on Measurement and Evolutionary Mechanisms of Supply Chain Flexibility   

 

225 

{ }min min ijδ δ=  as the minimum value for ijδ . So the matching function is also can be 
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Matching function iϕ  for any [0,1]iϕ ∈  represents the level how close potential flexibility 
possessed by ith strategy and demand flexibility of the supply chain to each other, which 
reflects the resilience of supply chain to respond to variable resources in the environment. 
The closer iϕ  is to 1, the stronger resilience between the potential flexibility and the demand 
one. Therefore, when analyzing matching status, we should choose the strategy 
corresponded by the maximum value of matching function iϕ  among all the strategies in 
acceptable range. We can assume warning coefficient (0,1)ψ ∈ , and if iϕ ψ≥ , it means that 
the potential flexibility is matched with the demand one, that is, the supply chain can deal 
with environmental uncertainty by means of strategy combinations or a selection of a set of 
strategies without changing the main structure of it, during which process the coordination 
among organizations in supply chain plays the key role--through the effective collaboration 
between enterprises in supply chain, limited use of certain resources can form a suitable 
strategy to respond to environmental changes. On the other hand, if iϕ ψ< , it indicates that 
the potential flexibility is not matched with the demand one, which means it can not cope 
with environmental changes. Then it is essential to use the dynamic ability of supply chain 
to reconstruct itself or reorganize resources for the sake of forming innovative flexibility to 
respond to environmental changes. 
To synthesize the analysis above, we can select strategies and make decisions by means of 
judging the matching status between the level how uncertain the environment is and the 
potential and demand flexibilities, providing a theoretical basis of rationally allocating 
flexibility of supply chain. 

5. Conclusion and recommendation 
This article targeted at increasing environmental uncertainty faced with modern supply 
chain, which discussed about the characteristics of supply chain flexibility, evolution 
mechanisms, matching models and some other topics in this area. It is mainly shown as the 
following two aspects. 
First, based on the analyzed content and characteristics of supply chain flexibility, we 
researched on the fundamental drivers and the essence of environmental uncertainty and 
then constructed its dimensions, namely, complexity, dynamicity and resource availability. 
On that basis, we analyzed the factors of supply chain environmental uncertainty which is 
the fundamental driven source of its flexibility. Furthermore, we investigated the impact of 
flexibility factors from two perspectives, motility and adaptability, in accordance with the 
characteristics of flexibility, which is the foundation of supply chain flexibility’s generation 
and evolution. As to the formation mechanisms of supply chain flexibility, using previous 
studies for reference, we divided the various elements of supply chain flexibility into 
operation flexibility, information flexibility, logistics flexibility and robust network and 
reconstruction flexibility. Besides, we comprehensively analyzed the formation process of 
supply chain flexibility and the function and generation mechanism of core enterprises. 
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Secondly, in accordance with the characteristics of flexibility dynamicity, we made further 
exploration of the measurement and evolution of supply chain flexibility based on its 
generation mechanism. In this paper, we analyzed the evolution theory of supply chain 
flexibility from the point of view of theoretical framework, measurement methods and 
practical process. First of all, we constructed the dimension and comprehensive index 
system of it according to previous studies. Then on this basis, we made further investigation 
of its evolution mechanism, which discussed the principles and strategies of the evolution 
process and gave the evolutionary framework from the theoretical perspective. In the end, 
based on the theories and methods, we provided the specific process and matching models 
of supply chain flexibility under uncertain environment. With the help of matching models 
and judgment criteria, managers can make the appropriate adjustment, which can 
contribute to supply chain decisions. 
Summing up the above, there are some recommendations in order to construct supply chain 
flexibility and improve performance: 
1. To identify environmental uncertainty accurately 
2. To enhance the communication and cooperation between enterprises in supply chain 
3. To enhance the adaptability and coordination of supply chain resources 
4. Raise awareness of flexibility 
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1. Introduction 
This chapter proposes a control chart model for supplier risk management. In these days, to 
improve the customer satisfaction of supplier, there has been an increased interest in IT 
(information technology) control charts which are used to monitor online production 
processes.  
In the supply chain system shown in Figure 1, prompt response of the supplier to the 
feedback trouble information from the maker is important, not only has become a key point 
of the supplier competitive edge, but also useful for the improvement of the bottleneck of 
the whole supply network. In the setting of the due time of the treatment to the various 
assignable cause, because idle and delay risks are the trade-off relation, setting the optimal 
due date becomes a problem of great interest to the supplier. The trade-off problem of this 
research is shown in Figure 2, which will be explained in detail in §2.1.  
Since Duncan’s pioneering work [1], many studies have been developed to serve different 
purposes for the economic model of control charts. From the viewpoint of the production 
run, Gibra [2], Ladany and Bedi [3], Jones and Chase [4], Saniga [5] have considered the 
economic statistical model of the x  control chart for the infinite-length horizon; Crowder 
[6], Del Castillo and Montgomery [7] have considered models of the control chart for short 
run cases. However, the feedback model stating from out-of-control state was not 
considered explicitly.  
Sun, Tsubaki and Matsui [8] [9] have defined and considered the CAPD models of the x  
control chart based on a feedback case. Sun, Tsubaki and Matsui [10] developed the CAPD 
model of control chart in which tardiness penalty was considered. However, the penalty of 
idle cost was not considered in those works. 
In this paper, a feedback model of control chart considered not only the delay penalty but 
also the idle penalty is proposed for supplier. First the cost elements of the feedback case are 
analyzed and the mathematical formulations which correspond to the case are shown. Then, 
to give clearer understanding about the trade-off relation in this feedback model, the 
behaviors of idle cost and delay cost are studied by numerical experiments. Finally, to find 
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out the optimal due time, the relations between the due time and the total expectation cost 
by the change of action time are discussed. 

2. The feedback model 
2.1 Explanation of the feedback model 
Figure 2 shows some of the time variables used in the feedback model with the idle and 
delay penalties. In this paper, the feedback model starts from the out-of-control state (at 
point E) by an assignable cause. But the cause is not understood until the process is searched 
for when the plotted point is beyond the control limits. At point F, let the assignable cause 
be detected for the first time by the x  control chart. During F to J, the action is done. 
Therefore, from point J, the process comes back to in-control state. The random variables D 
and A represent the interval from E to F and the interval from F to J, respectively. T is the 
due time. 
 

Mak
Supplier (or 

Manufacturer) 
Retailer  (or 
Distributor) 

Material  Custome

Feedback information

 

 
Fig. 1. The supply chain system with feedback information 

 

Time of detecting an 
assignable cause (D) Time of action (A) 

Out-of-control state In-control state 

E                   F J 

The treatment time 
 

Fig. 2. Some of the time variables used in the feedback model 

From Figure 2, it can be noted that when T<(D+A), the delay penalty occurs, and when 
T>(D+A), the idle penalty occurs. 
In this chapter, the assumptions of the design in this research are as follows: 
i. The due time T is short, and the process is repetitive. 
ii. The quality shift occurs in the middle of an interval between samples [11] 

2.2 Explanation of the costs and mathematical formulations 
In this paper, the evaluation function is the expected total cost as follows: 

 [ ] .t C A I DC E cost per cycle C C C C= = + + +  (1) 
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In the feedback model, the check cost, action cost, idle cost and delay cost are considered, 
respectively, as follows: 
(i) The check cost (CC) 

It is the cost for sampling and plotting on the x  control chart every interval v for monitoring 
the process. Therefore the expected check cost is calculated as follows: 

 0 1{[( ) / ] [ ]CC c c n v E cycle= +  (2) 

(ii) The action cost (CA) 
It is the cost for acting the assignable cause and preventive measure. Therefore the expected 
action cost is calculated as follows: 

 [( ) ( ) ]A aC c E T D T D A+ += − − − −  (3) 

(iii) The idle cost (CI) 
It is the cost for the idle penalty. Therefore the expected idle cost is calculated as follows: 

 [max( , 0)]I iC c E T D A= − −  (4) 

(iv) The delay cost (CD) 
It is the cost for the delay penalty. Therefore the expected delay cost is calculated as follows: 

 [max( , 0)]D dC c E D A T= + −  (5) 

Where  

 [ ] [min( , )]E cycle E D A T= +  (6) 

In this paper, we use assumption of [11] that the shift occurs in the middle of an interval 
between samples, therefore, μ 1

2
− is set as follows: 

 μ 1
2 (1 / 1) / 2 (1 / 1 /2)a av P v v P− = − + = −  (7) 

α (the type I error probability) and Pa (power) of the x  control chart are given by [7], 

 ( ) ( )
k n

a k n
P Z dZ Z dZ

δ

δ

− − ∞

−∞ −
= Φ + Φ∫ ∫  (8) 

 α 2 ( ) .
k

Z dZ
∞

= Φ∫  (9) 

If it is assumed that both the random variable D and A are independent and exponentially 
distributed with mean μ 1

1
−  and μ 1

2
− , then combining equations (1)-(5), the expected costs of 

check, action, idle and delay are shown as follows: 

 
1 2

0 1
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1 2 1 2

[( ) / ]
1 { ( 1) ( 1)}

C

T T

C c c n v

e eμ μμ μ
μ μ μ μ

− −

= +

− − −
−

 (10) 



  
Supply Chain Management - Applications and Simulations 

 

232 

out the optimal due time, the relations between the due time and the total expectation cost 
by the change of action time are discussed. 

2. The feedback model 
2.1 Explanation of the feedback model 
Figure 2 shows some of the time variables used in the feedback model with the idle and 
delay penalties. In this paper, the feedback model starts from the out-of-control state (at 
point E) by an assignable cause. But the cause is not understood until the process is searched 
for when the plotted point is beyond the control limits. At point F, let the assignable cause 
be detected for the first time by the x  control chart. During F to J, the action is done. 
Therefore, from point J, the process comes back to in-control state. The random variables D 
and A represent the interval from E to F and the interval from F to J, respectively. T is the 
due time. 
 

Mak
Supplier (or 

Manufacturer) 
Retailer  (or 
Distributor) 

Material  Custome

Feedback information

 

 
Fig. 1. The supply chain system with feedback information 

 

Time of detecting an 
assignable cause (D) Time of action (A) 

Out-of-control state In-control state 

E                   F J 

The treatment time 
 

Fig. 2. Some of the time variables used in the feedback model 

From Figure 2, it can be noted that when T<(D+A), the delay penalty occurs, and when 
T>(D+A), the idle penalty occurs. 
In this chapter, the assumptions of the design in this research are as follows: 
i. The due time T is short, and the process is repetitive. 
ii. The quality shift occurs in the middle of an interval between samples [11] 

2.2 Explanation of the costs and mathematical formulations 
In this paper, the evaluation function is the expected total cost as follows: 

 [ ] .t C A I DC E cost per cycle C C C C= = + + +  (1) 

 
A Feedback Model of Control Chart for Supplier Risk Management   

 

233 

In the feedback model, the check cost, action cost, idle cost and delay cost are considered, 
respectively, as follows: 
(i) The check cost (CC) 

It is the cost for sampling and plotting on the x  control chart every interval v for monitoring 
the process. Therefore the expected check cost is calculated as follows: 

 0 1{[( ) / ] [ ]CC c c n v E cycle= +  (2) 

(ii) The action cost (CA) 
It is the cost for acting the assignable cause and preventive measure. Therefore the expected 
action cost is calculated as follows: 

 [( ) ( ) ]A aC c E T D T D A+ += − − − −  (3) 

(iii) The idle cost (CI) 
It is the cost for the idle penalty. Therefore the expected idle cost is calculated as follows: 

 [max( , 0)]I iC c E T D A= − −  (4) 

(iv) The delay cost (CD) 
It is the cost for the delay penalty. Therefore the expected delay cost is calculated as follows: 

 [max( , 0)]D dC c E D A T= + −  (5) 

Where  

 [ ] [min( , )]E cycle E D A T= +  (6) 

In this paper, we use assumption of [11] that the shift occurs in the middle of an interval 
between samples, therefore, μ 1

2
− is set as follows: 

 μ 1
2 (1 / 1) / 2 (1 / 1 /2)a av P v v P− = − + = −  (7) 

α (the type I error probability) and Pa (power) of the x  control chart are given by [7], 

 ( ) ( )
k n

a k n
P Z dZ Z dZ

δ

δ

− − ∞

−∞ −
= Φ + Φ∫ ∫  (8) 

 α 2 ( ) .
k

Z dZ
∞

= Φ∫  (9) 

If it is assumed that both the random variable D and A are independent and exponentially 
distributed with mean μ 1

1
−  and μ 1

2
− , then combining equations (1)-(5), the expected costs of 

check, action, idle and delay are shown as follows: 

 
1 2

0 1

2 1

1 2 1 2

[( ) / ]
1 { ( 1) ( 1)}

C

T T

C c c n v

e eμ μμ μ
μ μ μ μ

− −

= +

− − −
−

 (10) 



  
Supply Chain Management - Applications and Simulations 

 

234 

 2 11

2 1 2 2

1 1{ ( )}T T
A aC c e eμ μμ

μ μ μ μ
− −= + − +

−
 (11) 

 2 11 2

1 2 2 1

1{ ( ( 1) ( 1)}T T
I iC c T e eμ μμ μ

μ μ μ μ
− −= + − − −

−
 (12) 

 1 22 1

1 2 1 2

1{ ( )}T T
D dC c e eμ μμ μ

μ μ μ μ
− −= − −

−
 (13) 

From (12) and (13), it can be obtained / 0IC T∂ ∂ >  and / 0DC T∂ ∂ < . Therefore, it can be 
understand that the expected idle cost (CI) increases with the increase of the due time (T), 
the expected delay cost (CD)decreases with the increase of the due time (T). Therefore, it 
also can be understand that the two risks (CI and CD) have a trade-off problem. 

3. Numerical experiments 
In this section, first we study the behaviors of idle cost and delay cost to give a clearer 
understanding about the trade-off relation in the feedback model by numerical experiments.  
Then, to find out the optimal due time of this feedback case for supplier, the relations 
between the due time and the total expectation cost by the change of action time are studied. 
The parameters used in this paper are from a company, which are based on a real situation. 
Where c0 = 0.05, c1 = 0.04, ca = 96, ci = 96, cd = 1000, v = 1, δ = 2, k = 3.0. 

3.1 The trade-off relation of idlec and delay cost 
From Figure 3, it can be noted that the expected idle cost (CI) increases with the increase of 
due time (T). This is because that the idle penalty increases by the increase of due time. 
Also it can be noted that the expected idle cost (CI) increases with the decrease of action time 
(a). This is because that the idle penalty of worker or machine increases by the decrease of 
action time, when T is set. 
 

 
Fig. 3. The behaviors of idle cost (a=1, a=2 and a=3) 
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Fig. 4. The behaviors of delay cost (a=1, a=2 and a=3) 

From Figure 4, it can be noted that the expected delay cost (CD) decreases with the increase 
of due time (T). This is because that the penalties for delaying the due time decreases by the 
increase of due time.  
Also it can be noted that the expected delay cost (CD) decreases with the decrease of action 
time (a). This is because that the delay penalty decreases by the decrease of action time, 
when T is set. 

3.2 The relation between the due time, action time and total expected cost 
To understand the relation between the due time and the total expectation cost, Figure 5 
shows you the behaviors of all of the cost elements (check, action, idle and delay costs) by 
the change of due time. 
 

 
Fig. 5. The behaviors of check, act, idle and delay costs 

To clarify it, the behaviors of check and act costs of Figure 5 case is shown by Figure 6.  
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From Figure 6, it can be noted that the expected check cost (Cc) and action cost (CA) increase 
with the increase of due time. 
From Figures 5 and 6, it has been understood that determining the optimum value of due 
time that minimizes the expected total cost is based on the balance of the size of the 
inclination of Cc, CA, CI and CD. As the result, the relation between the expected total cost 
and due time of the feedback model is shown by Figure 7. 
From Figure 7, it can be note that the optimal value of due time to minimize the expected 
total cost exists. Also, from Figure 7, it can be note that the optimal value of due time 
increases with the increase of action time. Therefore, it can be understand that a longer due 
time should be set when the action time is longer from an economic aspect. 
 

 
Fig. 6. The behaviors of check and act costs 

 

 
Fig. 7. The relation between T, a and Ct 

Tables 1 show the relation between the due time, action time and total expectation cost of 
the above case. From Table 1, supplier could find out the optimal due time corresponding to 

 
A Feedback Model of Control Chart for Supplier Risk Management   

 

237 

the various action time. For instance, in Table 1, we can note that when action time is 2, the 
minimum Ct is 537.0, and the optimal due time would be set at 6. 
 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0.50 378.6 220.6 256.6 340.2 433.9 529.7 625.9 722.2 818.4 914.7 1011.0 1107.2 1203.5 1299.8 1396.0

0.75 559.2 290.9 267.0 327.4 413.5 507.0 602.6 698.7 795.0 891.3 987.6 1084.0 1180.3 1276.6 1373.0

1.00 765.2 404.4 311.0 333.7 402.3 488.4 581.0 676.0 771.8 868.1 964.4 1060.7 1157.1 1253.5 1349.9

1.25 984.9 549.6 387.7 364.6 406.8 478.8 564.2 655.7 749.9 845.4 941.4 1037.6 1134.0 1230.4 1326.9

1.50 1212.9 717.3 492.3 420.7 430.4 482.3 555.8 640.6 731.0 824.5 919.4 1015.1 1111.2 1207.5 1303.9

1.75 1446.3 901.4 619.8 500.1 474.1 501.4 558.8 633.3 717.4 807.0 899.6 993.9 1089.2 1185.1 1281.2

2.00 1683.2 1097.4 765.7 600.1 537.2 537.0 575.0 636.0 711.1 794.6 883.3 975.1 1068.9 1163.7 1259.3

2.25 1922.7 1302.6 926.5 717.7 618.2 589.0 605.1 650.0 713.6 789.0 872.1 960.1 1051.2 1144.3 1238.7

2.50 2164.1 1514.8 1099.2 850.5 715.3 656.6 649.2 676.1 726.0 791.4 867.2 949.9 1037.2 1127.6 1220.2

2.75 2406.8 1732.5 1281.9 996.2 826.9 738.7 706.9 714.3 749.0 802.7 869.5 945.5 1027.8 1114.6 1204.4

3.00 2650.7 1954.6 1472.7 1153.0 951.2 834.0 777.6 764.6 782.8 823.3 879.8 947.8 1024.0 1106.0 1192.3

3.25 2895.4 2180.2 1670.2 1319.3 1086.8 941.5 860.4 826.5 827.3 853.6 898.6 957.4 1026.3 1102.6 1184.4

3.50 3140.9 2408.8 1873.5 1493.8 1232.3 1059.9 954.6 899.5 882.3 893.5 926.0 974.6 1035.2 1104.9 1181.4

3.75 3386.9 2639.8 2081.6 1675.3 1386.6 1188.3 1059.1 983.0 947.4 942.9 962.2 999.7 1051.2 1113.3 1183.7

4.00 3633.3 2872.9 2293.9 1863.0 1548.8 1325.6 1173.3 1076.2 1022.2 1001.6 1007.0 1032.8 1074.4 1128.2 1191.7

a
T

 
Table 1. The relation between due time (T), action time (a) and expected total cost (Ct) 

Also, from Table 1, it can be noted that a longer due time should be set when the action time 
is longer. 

4. Conclusions 
In this chapter, we proposed a feedback model of the x  control chart in which idle and 
delay risks are considered in order to improve customer satisfaction of supplier. Because of 
competition in supplier markets, prompt responding to the feedback trouble from the maker 
is more important. 
In the setting of the due time of the treatment to the various assignable cause, because idle 
cost and delay cost are the trade-off relation, setting the optimal due date becomes a 
problem of great interest to the supplier. 
To resolve this problem, we proposed a feedback model of control chart for supplier and 
showed their mathematical formulations. Then, to give clearer understanding about the 
trade-off relation in this feedback case, the behaviors of idle and delay costs are studied by 
numerical experiments. Moreover, to find out the optimal due time, the relations between 
the due time and the total expectation cost by the change of action time are discussed. The 
results obtained in this paper are useful for the setting the optimal due time of the feedback 
case to supplier. 

5. Nomenclature 
The notation used is as follows: 
n  the sample size per each sampling  
v  the sampling interval  
T  due time 
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the various action time. For instance, in Table 1, we can note that when action time is 2, the 
minimum Ct is 537.0, and the optimal due time would be set at 6. 
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delay risks are considered in order to improve customer satisfaction of supplier. Because of 
competition in supplier markets, prompt responding to the feedback trouble from the maker 
is more important. 
In the setting of the due time of the treatment to the various assignable cause, because idle 
cost and delay cost are the trade-off relation, setting the optimal due date becomes a 
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c0  fixed sampling cost  
c1  variable sampling cost 
ca  action cost of per unit time 
ci  idle cost of per unit time 
cd  delay cost of per unit time 
δ   size of the quality shift in the mean 
A   time of action 
D    time of detecting the assignable cause 
μ 1

1
−  mean of the D 

μ 1
2

−  mean of the A 
k    control limits width  
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1. Introduction 
The restructuring activities of the type Mergers and Acquisitions (M&A) constitute a real 
challenge for the companies competing with the ones involved in M&A processes, as such a 
restructuring process usually improves the resulting company’s position on the market by 
creating or consolidating a competitive advantage. The competitive advantages take the 
form of reducing overall costs by economies of scale, access to new markets, access to new 
products or technologies. 
From the perspective of Supply Chain Management, the Mergers and Acquisitions can 
induce changes in the supply chain, which affect the life of business entities, especially the 
small ones, which remain unable to quickly adapt to these changes; thus struggling to 
survive in the turbulent business environment.  
Current Supply Chain Management techniques mostly rely on the barcodes and Radio 
Frequency Identification (RFID) technologies in order to keep track of the product from its 
assembly line to the final customer. A noted example of large-scale RFID usage is Wal-
Mart’s request that its top one hundred supplier introduce RFID tags for better tracking 
their products, distribute these products more efficiently and eliminate abnormal costs from 
the shipment and distribution to Wal-Mart (Sliwa, 2004), cited in (Fuld, 2006) and (Hancu, 
2008b).  
Although there are clear advantages of introducing such technologies in the product’s 
lifecycle, small entities might encounter difficulties (for instance, lack of financing) in 
implementing such technologies on a larger scale, which limits the applicability of the 
mentioned technologies in revealing the changes in the supply chains due to the Mergers 
and Acquisitions activities.  
On the other part, accessing data regarding product tracking from the assembly line to the 
customer constitutes a real challenge. Such data remains private to the companies involved 
in the supply chains and is accessible only through authentication interfaces or private 
tracking identification numbers (as in the case of Web-based package tracking systems 
provided by most courier companies). 
In this chapter, we describe a different approach in studying the changes in the supply 
chains due to mergers and acquisitions activities, based on constructing a set of Virtualized 
Supply Chains (VSCs) and applying the mergers-induced changes to these Virtualized 
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1. Introduction 
The restructuring activities of the type Mergers and Acquisitions (M&A) constitute a real 
challenge for the companies competing with the ones involved in M&A processes, as such a 
restructuring process usually improves the resulting company’s position on the market by 
creating or consolidating a competitive advantage. The competitive advantages take the 
form of reducing overall costs by economies of scale, access to new markets, access to new 
products or technologies. 
From the perspective of Supply Chain Management, the Mergers and Acquisitions can 
induce changes in the supply chain, which affect the life of business entities, especially the 
small ones, which remain unable to quickly adapt to these changes; thus struggling to 
survive in the turbulent business environment.  
Current Supply Chain Management techniques mostly rely on the barcodes and Radio 
Frequency Identification (RFID) technologies in order to keep track of the product from its 
assembly line to the final customer. A noted example of large-scale RFID usage is Wal-
Mart’s request that its top one hundred supplier introduce RFID tags for better tracking 
their products, distribute these products more efficiently and eliminate abnormal costs from 
the shipment and distribution to Wal-Mart (Sliwa, 2004), cited in (Fuld, 2006) and (Hancu, 
2008b).  
Although there are clear advantages of introducing such technologies in the product’s 
lifecycle, small entities might encounter difficulties (for instance, lack of financing) in 
implementing such technologies on a larger scale, which limits the applicability of the 
mentioned technologies in revealing the changes in the supply chains due to the Mergers 
and Acquisitions activities.  
On the other part, accessing data regarding product tracking from the assembly line to the 
customer constitutes a real challenge. Such data remains private to the companies involved 
in the supply chains and is accessible only through authentication interfaces or private 
tracking identification numbers (as in the case of Web-based package tracking systems 
provided by most courier companies). 
In this chapter, we describe a different approach in studying the changes in the supply 
chains due to mergers and acquisitions activities, based on constructing a set of Virtualized 
Supply Chains (VSCs) and applying the mergers-induced changes to these Virtualized 
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Supply Chains. Our aim is to reduce the risks in the supply chain by highlighting which one 
of the three investigated mergers alternatives (upstream vertical merger, downstream vertical 
merger and conglomerate merger) is better suited for diminishing the risks in the supply chains 
sets.  
In order to quantify the implications of the three types of mergers to the supply chain, we 
first generate a list of Virtualized Supply Chains and then we compute the risks associated 
with each supply chain and the risks corresponding to each business class that appears as a 
member of the Virtualized Supply Chain. We apply the selected mergers strategies, compute 
the risks associated with the new Virtualized Supply Chains; then compare the initial risks 
with the ones highlighted after introducing the mergers shifts in the supply chain. 
The chapter is structured as follows. In the next section, we provide a survey on the research 
literature correlated to the Supply Chain Management (SCM) field the measuring and the 
managing of risks in the SCM. The third section introduces the terminology that we later 
employ during our research, which regards the virtual modeling of the Supply Chains: 
business class, business dependency, bounded and unbounded Virtualized Supply Chain, risk of a 
business class and global risk of the Virtualized Supply Chain Set.  
The subsequent section describes our method of modeling Virtualized Supply Chains by 
applying the three restructuring strategies: upwards vertical merger, downwards vertical merger 
and conglomerate merger. The fifth section of the chapter presents the results of our modeling, 
while the subsequent section highlights our final conclusions. 

2. Related work 
Studying the impact of the mergers activities on the supply chains is a noted subject of 
academic research, as mergers usually consist in integrating the operations of the involved 
companies, from the step of introducing an order, purchasing raw materials, processing 
operations, the financial aspects of both orders to suppliers and requests from clients, 
warehouse operations when required and final shipment of the products to the clients 
(DePamphilis, 2009). 
Vertical mergers are combinations of entities along the supply chains with a great chance of 
improving economic efficiency by cutting intermediaries and reducing overhead (Harrigan, 
1985), cited by (Bruner, 2004). An example of vertical merger would be the merger between 
an aluminium smelter and a bauxite miner (upstream vertical merger) or between the same 
aluminium smelter and an airplane producer (downstream vertical merger). As mentioned in 
(Bruner, 2004), supply chain disruptions are listed among the classic concerns of operating 
managers, based on the fact that a merger or alliance between two companies has great 
impact among both clients and suppliers. This was also the case with the recent alliance 
between two IT distributors from Romania (Preda, 2009), which conducted to the 
appearance of a larger competitor in the IT distribution market. Even if a full integration and 
merger is far from being completed, involving anti-trust laws, competitors tend to be 
seriously affected by such a merger or strategic alliance.  
Various forms of collaborations in the Supply Chains are enlisted in (Meca et. al., 2008). The 
research is conducted on the principle of multi-firm analysis that has become the subject of 
research in the operations management field, due to the market globalization and a more 
intense competition among business entities. The article distinguishes between horizontal 
(cooperation between peers, in the form of inventory cooperation) and vertical cooperation 
through the supply chain. The vertical coordination is divided into the coordination of 
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actions and a full merger, in the first case the two actors act independently, while in the case 
of the mergers the parties are under centralized control and give up their independence as 
now constitute a single business entity. According to the authors, there is a limited research 
studying cooperative game theory as the base for vertical cooperation in the Supply Chain. 
In our opinion, the distinction between vertical coordination as two independent companies 
and full merger cooperation should not be treated separately, from the Supply Chain 
perspective. We have seen in practice that a full integration is realized after a long process of 
integration of the two business entities, as it was the case of the two IT distributors, 
described in (Preda, 2009). 
A framework for ranging business entities through the Supply Chain is proposed by (Huo, 
2009). According to the performance of the suppliers, the business entities would be 
classified into partners, key suppliers, qualified suppliers and in questioned suppliers. The partners 
qualification is given to the top performance suppliers, key suppliers to the ones that have 
reached the minimum threshold performance and are going to the top class, qualified 
suppliers for the ones that have reached the minimum requirements but no improved action 
has been observed, while the in question suppliers are the ones that have never reached the 
minimum requirements and are expected to be rejected from being suppliers. A system for 
evaluation of the suppliers is also given in the article, each supplier being inspected in terms 
of Quality, Delivery, Technical support, Collaboration and Cost. The Partner certification is 
given to suppliers obtaining a score between 92%-100%, Key suppliers to the ones ranging 
between 80%-91%, Qualified supplier: 70%-79% and In questioned suppliers 70%. 
Our approach in managing risks through the supply chain is based on a similar principle 
that the one highlighted in (Huo, 2009), with the difference that we categorize classes of 
business entities instead of single business entities. That is, we would rank as high risk a 
whole business class instead of a single company. The reason for applying such approach is 
that the same risk category can be assigned to the whole business class, as there would be a 
higher probability that prices would increase in that business class, which would induce a 
risk in the supply chain by altering the costs of that business class’s primer consumers, then 
propagating such risk through the supply chain. We highlight our approach of classifying 
business classes according to the risk measures in the next and fourth section of the chapter. 
A thorough analysis of supply chain risks is provided in (Kiser et al., 2006). According to the 
authors, external risks can be revealed by facts that appear either upstream or downstream 
through the supply chain. These risks are: 
• Demand risks – the customer demand is unpredictable or misunderstood. 
• Supply flow risks – interruptions than might appear in the flow of the product. 
• Environment risks – shocks that appear outside of the supply chain, but significantly 

influence the supply chain (e.g. the rising of oil prices due to the starting of an army 
conflict in one of the oil export countries). 

• Business (or Financial) risks which express the financial or managerial stability of the 
supplier 

• Physical risks which correspond to a change in the conditions of the physical facilities of 
the supplier. 

In contrast, internal risks are fired by the events that occur within the company: 
•  Manufacturing risk caused by changes in the internal processes or operations 
• Business risks – when modifications are made in key personnel, management personnel 

or the reporting departments. 
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Supply Chains. Our aim is to reduce the risks in the supply chain by highlighting which one 
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The subsequent section describes our method of modeling Virtualized Supply Chains by 
applying the three restructuring strategies: upwards vertical merger, downwards vertical merger 
and conglomerate merger. The fifth section of the chapter presents the results of our modeling, 
while the subsequent section highlights our final conclusions. 

2. Related work 
Studying the impact of the mergers activities on the supply chains is a noted subject of 
academic research, as mergers usually consist in integrating the operations of the involved 
companies, from the step of introducing an order, purchasing raw materials, processing 
operations, the financial aspects of both orders to suppliers and requests from clients, 
warehouse operations when required and final shipment of the products to the clients 
(DePamphilis, 2009). 
Vertical mergers are combinations of entities along the supply chains with a great chance of 
improving economic efficiency by cutting intermediaries and reducing overhead (Harrigan, 
1985), cited by (Bruner, 2004). An example of vertical merger would be the merger between 
an aluminium smelter and a bauxite miner (upstream vertical merger) or between the same 
aluminium smelter and an airplane producer (downstream vertical merger). As mentioned in 
(Bruner, 2004), supply chain disruptions are listed among the classic concerns of operating 
managers, based on the fact that a merger or alliance between two companies has great 
impact among both clients and suppliers. This was also the case with the recent alliance 
between two IT distributors from Romania (Preda, 2009), which conducted to the 
appearance of a larger competitor in the IT distribution market. Even if a full integration and 
merger is far from being completed, involving anti-trust laws, competitors tend to be 
seriously affected by such a merger or strategic alliance.  
Various forms of collaborations in the Supply Chains are enlisted in (Meca et. al., 2008). The 
research is conducted on the principle of multi-firm analysis that has become the subject of 
research in the operations management field, due to the market globalization and a more 
intense competition among business entities. The article distinguishes between horizontal 
(cooperation between peers, in the form of inventory cooperation) and vertical cooperation 
through the supply chain. The vertical coordination is divided into the coordination of 
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actions and a full merger, in the first case the two actors act independently, while in the case 
of the mergers the parties are under centralized control and give up their independence as 
now constitute a single business entity. According to the authors, there is a limited research 
studying cooperative game theory as the base for vertical cooperation in the Supply Chain. 
In our opinion, the distinction between vertical coordination as two independent companies 
and full merger cooperation should not be treated separately, from the Supply Chain 
perspective. We have seen in practice that a full integration is realized after a long process of 
integration of the two business entities, as it was the case of the two IT distributors, 
described in (Preda, 2009). 
A framework for ranging business entities through the Supply Chain is proposed by (Huo, 
2009). According to the performance of the suppliers, the business entities would be 
classified into partners, key suppliers, qualified suppliers and in questioned suppliers. The partners 
qualification is given to the top performance suppliers, key suppliers to the ones that have 
reached the minimum threshold performance and are going to the top class, qualified 
suppliers for the ones that have reached the minimum requirements but no improved action 
has been observed, while the in question suppliers are the ones that have never reached the 
minimum requirements and are expected to be rejected from being suppliers. A system for 
evaluation of the suppliers is also given in the article, each supplier being inspected in terms 
of Quality, Delivery, Technical support, Collaboration and Cost. The Partner certification is 
given to suppliers obtaining a score between 92%-100%, Key suppliers to the ones ranging 
between 80%-91%, Qualified supplier: 70%-79% and In questioned suppliers 70%. 
Our approach in managing risks through the supply chain is based on a similar principle 
that the one highlighted in (Huo, 2009), with the difference that we categorize classes of 
business entities instead of single business entities. That is, we would rank as high risk a 
whole business class instead of a single company. The reason for applying such approach is 
that the same risk category can be assigned to the whole business class, as there would be a 
higher probability that prices would increase in that business class, which would induce a 
risk in the supply chain by altering the costs of that business class’s primer consumers, then 
propagating such risk through the supply chain. We highlight our approach of classifying 
business classes according to the risk measures in the next and fourth section of the chapter. 
A thorough analysis of supply chain risks is provided in (Kiser et al., 2006). According to the 
authors, external risks can be revealed by facts that appear either upstream or downstream 
through the supply chain. These risks are: 
• Demand risks – the customer demand is unpredictable or misunderstood. 
• Supply flow risks – interruptions than might appear in the flow of the product. 
• Environment risks – shocks that appear outside of the supply chain, but significantly 

influence the supply chain (e.g. the rising of oil prices due to the starting of an army 
conflict in one of the oil export countries). 

• Business (or Financial) risks which express the financial or managerial stability of the 
supplier 

• Physical risks which correspond to a change in the conditions of the physical facilities of 
the supplier. 

In contrast, internal risks are fired by the events that occur within the company: 
•  Manufacturing risk caused by changes in the internal processes or operations 
• Business risks – when modifications are made in key personnel, management personnel 

or the reporting departments. 
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• Planning and control risks – ineffective management or a planning process that is not 
appropriate 

• Mitigation and contingencies – not putting contingencies in place. 
The authors (Huo et al., 2006) propose a 6 step process of risk management within the 
supply chain, the steps involved being: 
• Supplier base: identifying each row material that is needed in producing the desired 

result, identifying the strategic materials and understanding suppliers’ organization.  
• Vulnerability: the business entity should reveal the scenarios that are likely to happen, 

identify the causes that would imply them to appear, and the measure in which the 
company is more or less able to cope with these scenarios. 

• Implications: use simulations in order to quantify the impact of each risk when appeared 
• Mitigation: when an unexpected event occurs, how the company should act in order to 

get back to a normal situation and continue its activity in a natural way. 
• Costs and benefits: costs in mitigation actions are accompanied by a benefit from 

reducing risks and lowering costs when a risky event appears. 
• Measures and actions: identifying roles and responsibilities within the organization for 

partnering with suppliers in order to secure the supply chain. The idea is similar with 
the one expressed in (Hancu, 2011), in which a mechanism of replacing an abnormal 
unavailability of a supplier by one of its peers is proposed.    

Analyzing risks from a company’s perspective conducts to a more thorough analysis 
compared with the case of analyzing classes of business entities. Despite this lower-accuracy 
inconvenient of analyzing classes of business entities, the business classes approach has the 
advantage of scale, as its conclusions are applicable to a larger number of business entities 
than in the case of a single analysis. With the aiming of a higher impact advantage, we 
present a method of reducing risks in virtually constructed Supply Chains based on 
restructuring activities of various mergers types. The following section introduces the main 
definitions employed in our research, which we shall later use during our methodology 
description. 

3. Definitions 
In this section, we describe the terminology that we later apply in our research. Instead of 
tracking products by one of the techniques that the research literature highlights, we 
generate a set of Virtualized Supply Chains, which are computed by linking two classes of 
business entities that come in a direct dependency relation.  
The Virtualized Supply Chains link various direct-dependent business classes, thus dealing 
with a greater diversity of Supply Chains examples than in the case of tracking products via 
Radio Frequency Identification (RFID) or barcode scanning. The later Supply Chain tracking 
technique would be limited to the business entities that use barcodes or RFID, usually 
formed by courier companies or large super markets like Wal-Mart.  

3.1 The class of a business entity 
The class of a business entity denotes its main activity code according to a standard 
classification scheme. In our research, we use the Romanian Classification of the Economic 
Activities (CAEN), which complies with the European Standard of Classification of the 
Economies (NACE). 
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3.2 Business dependency 
We denote that two business classes ClassA and ClassB come in a Business Dependency 
relation, when two or more Business entities (one having its main activity code ClassA and 
the other – ClassB) establish relationships of the type supplier-client. By gathering all the 
business dependencies from the Business classes of the analyzed entities, a Business 
Dependency Map can be computed, which is later employed in the construction of the 
Supply Chains. 
The Business Dependency Map establishes relationships between classes of business entities 
and the probabilities that various business classes depend on other business classes. We 
have previously constructed the Business Dependency Map from the online search logs of 
our Web-based search application for business entities, by considering a dependency 
between the first searched entity’s business class and the following searched entities’ 
business classes coming from the same Web session (Hancu, 2008a).  

3.3 Bounded and unbounded virtualized supply chains 
A Virtualized Supply Chain (VSC) is a list of business classes that come in a direct 
dependency relation. The Virtualized Supply Chains are constructed as follows. Instead of 
considering as parts of the supply chain a specified producer, its suppliers and clients, we 
construct a Virtualized Supply Chain by linking classes of business entities (for instance: 
Restaurants and Production of bread) that come in a direct dependency relation according to 
the Business Dependency Map. 
The Virtualized Supply Chains can be either unbounded, as introduced in (Hancu, 2008b), or 
bounded. An unbounded VSC denotes a supply chain which is constructed by linking direct-
dependent business classes until no more business classes can be added at the end of the last 
business class, as there is no other business class available for the insertion (i.e. no class 
which depends on the last-added Business Class and which has not already been added to 
the VSC).  
In this chapter, we introduce the notion of Bounded Virtualized Supply Chain, which 
denotes a Virtualized Supply Chain that has the length n, i.e. it links exactly n direct-
dependent business classes. The introduction of Bounded Virtualized Supply Chains comes 
as a step forward in the study of Virtualized Supply Chains and it enhances the studies from 
our previous work (Hancu, 2008b). 
Considering that the Business Classes Restaurants and Production of bread are in a 
dependency relation (which means that a business entity from the Restaurants business class 
can have a client or supplier an entity of the Production of bread business class), we can 
construct a Virtualized Supply Chain that starts with either the two business classes, then 
are followed by other business classes that come in a direct dependency relation with the 
last business class from the supply chain.  
The bounded Virtualized Supply Chains are the supply chains that are of a specified size (for 
instance, the 5-Bounded Virtualized Supply Chains are the VSCs that are formed of five 
business classes that are each one dependent with the previous business class according to 
the Business Dependency Map).  
The unbounded Virtualized Supply Chains are the supply chains constructed from a starting 
business class that have no possibility of expanding, i.e. no other business class can be 
added at the end of the Virtualized Supply Chain that comes in a direct dependency with 
the last-added business class of the Virtualized Supply Chain (as the last-inserted business 
class has no direct dependants, or its direct dependant business classes were previously 
added to the Virtualized Supply Chain).  
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• Planning and control risks – ineffective management or a planning process that is not 
appropriate 

• Mitigation and contingencies – not putting contingencies in place. 
The authors (Huo et al., 2006) propose a 6 step process of risk management within the 
supply chain, the steps involved being: 
• Supplier base: identifying each row material that is needed in producing the desired 

result, identifying the strategic materials and understanding suppliers’ organization.  
• Vulnerability: the business entity should reveal the scenarios that are likely to happen, 

identify the causes that would imply them to appear, and the measure in which the 
company is more or less able to cope with these scenarios. 

• Implications: use simulations in order to quantify the impact of each risk when appeared 
• Mitigation: when an unexpected event occurs, how the company should act in order to 

get back to a normal situation and continue its activity in a natural way. 
• Costs and benefits: costs in mitigation actions are accompanied by a benefit from 

reducing risks and lowering costs when a risky event appears. 
• Measures and actions: identifying roles and responsibilities within the organization for 

partnering with suppliers in order to secure the supply chain. The idea is similar with 
the one expressed in (Hancu, 2011), in which a mechanism of replacing an abnormal 
unavailability of a supplier by one of its peers is proposed.    

Analyzing risks from a company’s perspective conducts to a more thorough analysis 
compared with the case of analyzing classes of business entities. Despite this lower-accuracy 
inconvenient of analyzing classes of business entities, the business classes approach has the 
advantage of scale, as its conclusions are applicable to a larger number of business entities 
than in the case of a single analysis. With the aiming of a higher impact advantage, we 
present a method of reducing risks in virtually constructed Supply Chains based on 
restructuring activities of various mergers types. The following section introduces the main 
definitions employed in our research, which we shall later use during our methodology 
description. 

3. Definitions 
In this section, we describe the terminology that we later apply in our research. Instead of 
tracking products by one of the techniques that the research literature highlights, we 
generate a set of Virtualized Supply Chains, which are computed by linking two classes of 
business entities that come in a direct dependency relation.  
The Virtualized Supply Chains link various direct-dependent business classes, thus dealing 
with a greater diversity of Supply Chains examples than in the case of tracking products via 
Radio Frequency Identification (RFID) or barcode scanning. The later Supply Chain tracking 
technique would be limited to the business entities that use barcodes or RFID, usually 
formed by courier companies or large super markets like Wal-Mart.  

3.1 The class of a business entity 
The class of a business entity denotes its main activity code according to a standard 
classification scheme. In our research, we use the Romanian Classification of the Economic 
Activities (CAEN), which complies with the European Standard of Classification of the 
Economies (NACE). 
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3.2 Business dependency 
We denote that two business classes ClassA and ClassB come in a Business Dependency 
relation, when two or more Business entities (one having its main activity code ClassA and 
the other – ClassB) establish relationships of the type supplier-client. By gathering all the 
business dependencies from the Business classes of the analyzed entities, a Business 
Dependency Map can be computed, which is later employed in the construction of the 
Supply Chains. 
The Business Dependency Map establishes relationships between classes of business entities 
and the probabilities that various business classes depend on other business classes. We 
have previously constructed the Business Dependency Map from the online search logs of 
our Web-based search application for business entities, by considering a dependency 
between the first searched entity’s business class and the following searched entities’ 
business classes coming from the same Web session (Hancu, 2008a).  

3.3 Bounded and unbounded virtualized supply chains 
A Virtualized Supply Chain (VSC) is a list of business classes that come in a direct 
dependency relation. The Virtualized Supply Chains are constructed as follows. Instead of 
considering as parts of the supply chain a specified producer, its suppliers and clients, we 
construct a Virtualized Supply Chain by linking classes of business entities (for instance: 
Restaurants and Production of bread) that come in a direct dependency relation according to 
the Business Dependency Map. 
The Virtualized Supply Chains can be either unbounded, as introduced in (Hancu, 2008b), or 
bounded. An unbounded VSC denotes a supply chain which is constructed by linking direct-
dependent business classes until no more business classes can be added at the end of the last 
business class, as there is no other business class available for the insertion (i.e. no class 
which depends on the last-added Business Class and which has not already been added to 
the VSC).  
In this chapter, we introduce the notion of Bounded Virtualized Supply Chain, which 
denotes a Virtualized Supply Chain that has the length n, i.e. it links exactly n direct-
dependent business classes. The introduction of Bounded Virtualized Supply Chains comes 
as a step forward in the study of Virtualized Supply Chains and it enhances the studies from 
our previous work (Hancu, 2008b). 
Considering that the Business Classes Restaurants and Production of bread are in a 
dependency relation (which means that a business entity from the Restaurants business class 
can have a client or supplier an entity of the Production of bread business class), we can 
construct a Virtualized Supply Chain that starts with either the two business classes, then 
are followed by other business classes that come in a direct dependency relation with the 
last business class from the supply chain.  
The bounded Virtualized Supply Chains are the supply chains that are of a specified size (for 
instance, the 5-Bounded Virtualized Supply Chains are the VSCs that are formed of five 
business classes that are each one dependent with the previous business class according to 
the Business Dependency Map).  
The unbounded Virtualized Supply Chains are the supply chains constructed from a starting 
business class that have no possibility of expanding, i.e. no other business class can be 
added at the end of the Virtualized Supply Chain that comes in a direct dependency with 
the last-added business class of the Virtualized Supply Chain (as the last-inserted business 
class has no direct dependants, or its direct dependant business classes were previously 
added to the Virtualized Supply Chain).  
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3.4 Risk of a business class, global risk of the virtualized supply chain set 
By considering the computed set of both bounded and unbounded Virtualized Supply 
Chains, we calculate the risk of each business class by flooding each Virtualized Supply 
Chain with a starting risk of 10 units (which means that the company from that business 
class can increase prices by 10% or can lower its production by 10%).  
We propagate the risk through the Virtualized Supply Chain and sum up all the risks 
associated with each business class, then classify the business classes as High-risk business 
classes, Medium-risk business classes and Low-risk business classes. 
The Risk of a Business Class sums all the risks associated with that business class, after the 
flooding of the risks in the set of Virtualized Supply Chains. Instead, the Global Risk 
associated to the Virtual Supply Chain Set sums all the risks from all the Business Classes. 
The goal of our research is to reduce the Global Risk by applying merger strategies. The 
methodology is further discussed in the next section of this chapter. 

4. Research method 
The construction of the Business Dependency Map explained in (Hancu, 2008a) yields to the 
derivation of a list of probabilities between pairs of business classes, that we can employ in 
the construction of Virtualized Supply Chains, both bounded and unbounded, as explained 
in the previous section. For the initial set of Virtualized Supply Chains, we compute the 
global risk by flooding each VSC with an initial risk of 10 units, than adding to the current 
risk the previously computed supply chain risk. The current risk is formed by the probability 
that the current business class depends on the previous business class in the VSC.  
Our previous approach highlighted in (Hancu, 2008b) employed products instead of sums 
in the computation of the current risk. The current risk was calculated as a product between 
the past risk and the probability that the current business class depends on the previous 
business class. In a thorough analysis of our past approach, we have realized that the 
current risk becomes insignificant, as the probability of correlated business classes is usually 
less than 10%, in some cases being even much smaller. 
While the past approach made the assumption that the risk decreases with the browsing of 
the Virtualized Supply Chain (see Figure 1 for an example of such a 5-bounded Virtualized 
Supply Chain), we now assume that such risk increases while we navigate through the 
Virtualized Supply Chain. 
 

 
Fig. 1. Example of a virtualized supply chain 
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With the purpose of reducing the risks of the supply chains, we compare the results of 
applying three merger strategies to the Virtualized Supply Chains: upstream vertical merger 
(an example is depicted in Figure 2), downstream vertical merger (see Figure 3 for an 
illustrated example) and conglomerate merger (highlighted in Figure 4). 
 

 
Fig. 2. Example of an upstream vertical merger 

 

 
Fig. 3. Example of a downstream vertical merger 

 

 
Fig. 4. Example of a conglomerate merger 
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3.4 Risk of a business class, global risk of the virtualized supply chain set 
By considering the computed set of both bounded and unbounded Virtualized Supply 
Chains, we calculate the risk of each business class by flooding each Virtualized Supply 
Chain with a starting risk of 10 units (which means that the company from that business 
class can increase prices by 10% or can lower its production by 10%).  
We propagate the risk through the Virtualized Supply Chain and sum up all the risks 
associated with each business class, then classify the business classes as High-risk business 
classes, Medium-risk business classes and Low-risk business classes. 
The Risk of a Business Class sums all the risks associated with that business class, after the 
flooding of the risks in the set of Virtualized Supply Chains. Instead, the Global Risk 
associated to the Virtual Supply Chain Set sums all the risks from all the Business Classes. 
The goal of our research is to reduce the Global Risk by applying merger strategies. The 
methodology is further discussed in the next section of this chapter. 

4. Research method 
The construction of the Business Dependency Map explained in (Hancu, 2008a) yields to the 
derivation of a list of probabilities between pairs of business classes, that we can employ in 
the construction of Virtualized Supply Chains, both bounded and unbounded, as explained 
in the previous section. For the initial set of Virtualized Supply Chains, we compute the 
global risk by flooding each VSC with an initial risk of 10 units, than adding to the current 
risk the previously computed supply chain risk. The current risk is formed by the probability 
that the current business class depends on the previous business class in the VSC.  
Our previous approach highlighted in (Hancu, 2008b) employed products instead of sums 
in the computation of the current risk. The current risk was calculated as a product between 
the past risk and the probability that the current business class depends on the previous 
business class. In a thorough analysis of our past approach, we have realized that the 
current risk becomes insignificant, as the probability of correlated business classes is usually 
less than 10%, in some cases being even much smaller. 
While the past approach made the assumption that the risk decreases with the browsing of 
the Virtualized Supply Chain (see Figure 1 for an example of such a 5-bounded Virtualized 
Supply Chain), we now assume that such risk increases while we navigate through the 
Virtualized Supply Chain. 
 

 
Fig. 1. Example of a virtualized supply chain 

 
Supply Chain Modeling Based on Restructuring Activities   

 

245 

With the purpose of reducing the risks of the supply chains, we compare the results of 
applying three merger strategies to the Virtualized Supply Chains: upstream vertical merger 
(an example is depicted in Figure 2), downstream vertical merger (see Figure 3 for an 
illustrated example) and conglomerate merger (highlighted in Figure 4). 
 

 
Fig. 2. Example of an upstream vertical merger 

 

 
Fig. 3. Example of a downstream vertical merger 

 

 
Fig. 4. Example of a conglomerate merger 
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The three mergers strategies and their induced changes to the supply chains are highlighted 
in the above-mentioned figures together with the initial unaltered Virtualized Supply Chain. 
The upstream vertical merger proposes a merger between the Production of flour and 
Production of bread business classes (we would suggest that a company whose business 
activity code is Production of flour should merge with a company whose activity code is 
Production of bread); the downstream vertical merger suggests a strategic action between the 
Production of Bread and Restaurants business classes, while the conglomerate merger strategy 
would suggest a merger between two different business classes that are neither upstream 
nor downstream vertical mergers (they are not closely related in the supply chain). 
In contrast with our previous studies, in which we have applied only a risk-reduction 
technique similar to the conglomerate merger one (that consisted in replacing the high-risk 
business classes with medium-risk business classes, then replacing high- and medium-risk 
business classes with low-risk business classes), we now apply three different risk reduction 
strategies. The three strategies (upstream vertical mergers, downstream vertical mergers 
and conglomerate mergers) consist in replacing the business classes from the high-risk 
business classes with its upstream (respectively, downstream) lower business classes from 
the supply chain, together with replacing high-risk business classes with unrelated business 
classes (that are neither upstream, nor downstream close in the Virtualized Supply Chain – 
in the case of conglomerate mergers) which exhibit lower risks. In the next section of the 
chapter, we highlight the results of our experiments together with our findings regarding 
the risk reduction strategies in the Virtualized Supply Chains by applying the three different 
types of mergers as restructuring activities. 
Although the risk reduction technique is similar with the one presented in (Hancu, 2008b), 
there are some differences in our current approach with respect to the one of our previous 
studies. The first and foremost difference relies from the computation of the risk associated 
with each Virtualized Supply Chain, thus having a significant impact on the final 
computation of the Global Risk of the VSC set.  
We pointed out that in our previous approach we have used products for linking the 
previous risk of the business class with the current risk of the business class in the VSC. This 
conducts to the diminishing of the current risks of the business classes, as we navigate 
through the Supply Chain. As the algorithm of the unbounded VSC construction yields to 
longer Virtualized Supply Chains (formed by up to 251 business classes), and the 
dependencies probabilities less than 0.10, the risk soon becomes insignificant. Summing 
insignificant risks yields to the computation of a lower global risk, which was the case of our 
results from our past researches. 
On the other part, the risk reduction algorithm functioned on a set of Virtualized Supply 
Chains which were almost zero, in the case of our previous approach. This implied that the 
risk reductions were made at the beginning of the Virtualized Supply Chain, where the risks 
were higher, thus contributing to a lowering of the overall Global Risk associated with the 
Virtualized Supply Chains set. In the subsequent section, we depict the results from our 
research and discuss our findings. 

5. Applying restructuring strategies to supply chains 
Our experiments are generated as follows. We compute the set of the Virtualized Supply 
Chains and then calculate the global risk of the VSC, which conducts to the computation of 
the list of High Business Class, Medium Business Class and Lower Business class. We later 
apply the conglomerate merger strategy by replacing high-risk business classes with 
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medium and low risk business classes. In the subsequent step, we apply both strategies for 
Upstream and Downstream Vertical merger in the same time. 
The upstream and downstream vertical mergers occur as follows: first, we identify a 
business class A and consider the classes PrevA and NextA (as the previous and next classes 
in the supply chain). If the risk of the business class PrevA is high and there is a dependency 
probability between the previous class (the Upstream Business class) of PrevA and A, we can 
apply the Upstream Vertical Merger to PrevA and A. If the risk of the business class NextA is 
high and there is a dependency probability between the A and the subsequent class (the 
Downstream Business class) of NextA , then we can apply the Downstream Vertical Merger to 
PrevA and A. In the case we can apply both Upstream and Downstream Vertical mergers at 
the same business class A, we construct the two new supply chains, for each of the applied 
strategies. 
The reason for applying both upstream and downstream vertical mergers during the same 
experiments is the following: a downstream vertical merger at the n-th step in the VSC 
would be equivalent with an upstream vertical merger at the n+1-th step. Processing 
Upstream and Downstream experiments in two different steps would imply that some of the 
upstream mergers in the first experiment would be equivalent to the downstream mergers in 
the second experiment. 
We repeat the same mergers-based risk reduction strategies for both unbounded Virtualized 
Supply Chains and Bounded Virtualized Supply Chain with threshold above or equal to 5. 
The Unbounded Virtualized Supply Chain construction computes the maximal length of a 
VSC as 255. 
The results are highlighted in the following figures. In the Figure 5, we depict the whole 
experiments: no risk management strategy, conglomerate merger, upstream (upward) 
vertical merger and downstream (downward) vertical merger. We notice a different trend of 
the Conglomerate risk management strategy with respect with the other management 
strategies, which follow the same pattern. 
 

 
Fig. 5. Risks for 5-bounded VSCs to unbounded VSCs 
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The three mergers strategies and their induced changes to the supply chains are highlighted 
in the above-mentioned figures together with the initial unaltered Virtualized Supply Chain. 
The upstream vertical merger proposes a merger between the Production of flour and 
Production of bread business classes (we would suggest that a company whose business 
activity code is Production of flour should merge with a company whose activity code is 
Production of bread); the downstream vertical merger suggests a strategic action between the 
Production of Bread and Restaurants business classes, while the conglomerate merger strategy 
would suggest a merger between two different business classes that are neither upstream 
nor downstream vertical mergers (they are not closely related in the supply chain). 
In contrast with our previous studies, in which we have applied only a risk-reduction 
technique similar to the conglomerate merger one (that consisted in replacing the high-risk 
business classes with medium-risk business classes, then replacing high- and medium-risk 
business classes with low-risk business classes), we now apply three different risk reduction 
strategies. The three strategies (upstream vertical mergers, downstream vertical mergers 
and conglomerate mergers) consist in replacing the business classes from the high-risk 
business classes with its upstream (respectively, downstream) lower business classes from 
the supply chain, together with replacing high-risk business classes with unrelated business 
classes (that are neither upstream, nor downstream close in the Virtualized Supply Chain – 
in the case of conglomerate mergers) which exhibit lower risks. In the next section of the 
chapter, we highlight the results of our experiments together with our findings regarding 
the risk reduction strategies in the Virtualized Supply Chains by applying the three different 
types of mergers as restructuring activities. 
Although the risk reduction technique is similar with the one presented in (Hancu, 2008b), 
there are some differences in our current approach with respect to the one of our previous 
studies. The first and foremost difference relies from the computation of the risk associated 
with each Virtualized Supply Chain, thus having a significant impact on the final 
computation of the Global Risk of the VSC set.  
We pointed out that in our previous approach we have used products for linking the 
previous risk of the business class with the current risk of the business class in the VSC. This 
conducts to the diminishing of the current risks of the business classes, as we navigate 
through the Supply Chain. As the algorithm of the unbounded VSC construction yields to 
longer Virtualized Supply Chains (formed by up to 251 business classes), and the 
dependencies probabilities less than 0.10, the risk soon becomes insignificant. Summing 
insignificant risks yields to the computation of a lower global risk, which was the case of our 
results from our past researches. 
On the other part, the risk reduction algorithm functioned on a set of Virtualized Supply 
Chains which were almost zero, in the case of our previous approach. This implied that the 
risk reductions were made at the beginning of the Virtualized Supply Chain, where the risks 
were higher, thus contributing to a lowering of the overall Global Risk associated with the 
Virtualized Supply Chains set. In the subsequent section, we depict the results from our 
research and discuss our findings. 

5. Applying restructuring strategies to supply chains 
Our experiments are generated as follows. We compute the set of the Virtualized Supply 
Chains and then calculate the global risk of the VSC, which conducts to the computation of 
the list of High Business Class, Medium Business Class and Lower Business class. We later 
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medium and low risk business classes. In the subsequent step, we apply both strategies for 
Upstream and Downstream Vertical merger in the same time. 
The upstream and downstream vertical mergers occur as follows: first, we identify a 
business class A and consider the classes PrevA and NextA (as the previous and next classes 
in the supply chain). If the risk of the business class PrevA is high and there is a dependency 
probability between the previous class (the Upstream Business class) of PrevA and A, we can 
apply the Upstream Vertical Merger to PrevA and A. If the risk of the business class NextA is 
high and there is a dependency probability between the A and the subsequent class (the 
Downstream Business class) of NextA , then we can apply the Downstream Vertical Merger to 
PrevA and A. In the case we can apply both Upstream and Downstream Vertical mergers at 
the same business class A, we construct the two new supply chains, for each of the applied 
strategies. 
The reason for applying both upstream and downstream vertical mergers during the same 
experiments is the following: a downstream vertical merger at the n-th step in the VSC 
would be equivalent with an upstream vertical merger at the n+1-th step. Processing 
Upstream and Downstream experiments in two different steps would imply that some of the 
upstream mergers in the first experiment would be equivalent to the downstream mergers in 
the second experiment. 
We repeat the same mergers-based risk reduction strategies for both unbounded Virtualized 
Supply Chains and Bounded Virtualized Supply Chain with threshold above or equal to 5. 
The Unbounded Virtualized Supply Chain construction computes the maximal length of a 
VSC as 255. 
The results are highlighted in the following figures. In the Figure 5, we depict the whole 
experiments: no risk management strategy, conglomerate merger, upstream (upward) 
vertical merger and downstream (downward) vertical merger. We notice a different trend of 
the Conglomerate risk management strategy with respect with the other management 
strategies, which follow the same pattern. 
 

 
Fig. 5. Risks for 5-bounded VSCs to unbounded VSCs 
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In the Figure 6 and Figure 7 we depict the experiments from the bounded Virtualized 
Supply Chains, with the aim of revealing the differences between the risk management 
strategies. The shapes reveal that there is not a significant difference between the no risk 
management and upward vertical merger, while Conglomerate merger is the best risk 
management strategy for VSC starting the 207 threshold. 
 

 
Fig. 6. Risks for 156-bounded VSCs to unbounded VSCs 

 

 
Fig. 7. Risks for 227-bounded VSCs to unbounded VSCs 
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A more thorough analysis is done in the Figure 8 and Figure 9, where we depict the 
difference between Conglomerate and Downwards Vertical merger and between No risk 
management and Upwards Vertical merger. The analysis points out that the upwards risk 
management is better than applying no risk management, while conglomerate mergers are 
better suited for reducing risks than downstream vertical mergers. 
 

 
Fig. 8. Conglomerate compared to downward vertical merger risks 
 

 
Fig. 9. No reductions compared to upward vertical merger risks 
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Fig. 10. Number of reductions for upward and downward vertical mergers 

In the Figure 10, we have depicted the number of reductions from Upward and Downward 
vertical mergers, with the sole detail that the number of upwards vertical mergers 
reductions is multiplied by 100, as to appear in the Figure. The figure highlights that there is 
a threshold above which the risk reductions appear. We denote as risk reduction a 
replacement of a higher-risk business class by a lower-risk business class, by one of the 
strategies pointed out above. The threshold is lower for Downward business classes with 
comparison with the upwards business classes and the number of risk reduction is also 
significantly higher. This conducts to the fact that the downstream vertical merger is better 
suited for risk management than the upstream vertical merger. Obtaining more risk 
reductions for downstream vertical mergers and a lower threshold for the beginning of risk 
reductions are the causes for which downstream vertical mergers are less risky than the 
other ones, according to our risk computation algorithm. 
As highlighted in the Figure 10, there are VSC for which there are no reductions, which 
yields to the computation of the same global risk of the VSC set in the case of no-risk-
reduction, upwards and downwards vertical mergers.  
An interesting fact appears as we compute the global risks for the conglomerate mergers 
risk reduction strategy. The Figures 5, 6, and 8 reveal that there are VSC sets for which the 
global risk is higher in the case of applying the conglomerate strategies than in the other 
strategies, while for VSCs starting the 207 threshold, the conglomerate merger is best suited 
for reducing risks (see also the excerpts depicted in the Table 1). 
The results from our approach significantly differ from the ones depicted during our past 
researches, as we have introduced a slightly different method in the computation of the 
global risk of the VSC set and the risks of all of its associated business classes. Instead of 
multiplying the current dependency probability with the previous risk, we sum the current 
dependency probability with the previous risk. This yields to higher global risks associated 
with the business classes, while the reductions of the risks is lower, as compared with the 
results from our previous experiments highlighted in (Hancu, 2008b). 
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Threshold No risk mgmt Conglomerate Upstream Downstream 
207 120126931,1 114579004 120126931,1 119865803,9 
208 120224021,6 113318490,3 120224021,6 119964766,8 
209 120784228,6 116613522,8 120784228,6 120462697,3 
210 121135881,3 117000408,7 121135881,3 120829932,6 
211 121432329,5 117164522,5 121432329,5 121125697,1 
212 121771115,3 117206781,3 121771115,3 121464914,7 
213 122679136,7 112904153,1 122679136,7 122171811,2 
214 122836452,1 111465331,5 122836452,1 122327477,7 
215 122778063,5 111939860,8 122778063,5 122468845,7 
216 123229506,3 112486049,9 123229506,3 122919765 

Table 1. Global Risk score (excerpts) 

The insights derived from our research reveal that the downward vertical mergers are less 
risky than the upward vertical ones, and conglomerate mergers are the less risky approach 
in the Virtualized Supply Chains that are above the 207 threshold. We explain our findings 
as follows: merging with a distributor is less risky than merging with a supplier. While the 
supplier might increase its prices and alter our profitability by unexpectedly increasing 
production costs, the distributor’s pressure (or power of negotiation) should be significantly 
lower. In addition, the supplier could have an increased position on the market, which could 
limit our options of substituting him with one of its competitors. In contrast, the 
distributor’s powers should be lower, as we could always choose an increased number of 
smaller distributors instead of a larger one, thus this larger distributor would not obtain a 
significant negotiation power. 
On the other part, a conglomerate merger should increase product diversification and that 
would imply lower risks. For instance, a conglomerate between an aluminium smelter and a 
steel producer would not be as affected by the increase of the bauxite price as a sole 
aluminium smelter alone. There are also cases in which the risk associated with the 
conglomerate merger is greater than the one in the case of no-risk management strategy or 
the vertical mergers cases. In the Figure 8, we depict the situations in which the global risk is 
greater in the case of conglomerate mergers compared to the case of downstream vertical 
ones. In fact, conglomerate mergers would have a greater difficulty of integration, which 
would increase the risks of mergers failure (as studied in Cartwright).  

6. Conclusion 
The technique described in the chapter serves at highlighting the strategic action better 
suited for reducing the risks in the supply chains. Studying the implications of the supply 
chain modeling based on the strategic actions like the ones of mergers and acquisitions can 
improve the quality of mergers suggestions, by highlighting the positive aspects (such as 
cost reduction as a result of economies of scale) but also the negative aspects (a possible 
increase in the supply chain’s risk) of such a suggested merger. 
The results from our studies can be further developed by varying on the construction of the 
Virtualized Supply Chains set, which should reveal interesting facts on the proposed risk 
management strategies by applying restructuring activities. The current approach starts 
with the construction of the VSC from a given business class and it appends business classes 
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to the end of the Virtualized Supply Chain until no more supply chains can be appended. In 
the case of the bounded supply chain, the process stops when the length of the supply chain 
reaches the threshold. This approach conducts to the computation of the same number of 
Virtualized Supply Chains in the case of the unbounded VSC experiments and bounded VSC 
experiments, as the bounded VSCs are sub-Virtualized Supply Chains of the unbounded VSC. 
A different approach would consists in dividing an n-bounded supply chain of the form 
Class1, Class2, …, Classn-1, Classn in two n-1-bounded VSCs: Class1, Class2, …, Classn-1 and 
Class2, …, Classn-1, Classn.  
Examining which merger strategy is better suited for reducing the risks in the Virtualized 
Supply Chains set constitutes an intermediary step in further developing more advanced 
techniques for suggesting mergers between two or more business entities.  
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