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Preface

“There is no such thing as an easy experiment, nor is there any substitute for careful
experimentation in many areas of basic research and applied product development.”
From Experimental Methods for Engineers by J. P. Holman

Measurement is a multidisciplinary experimental science. Measurement systems
synergistically blend science, engineering and statistical methods to provide
fundamental data for research, design and development, control of processes and
operations, and facilitate safe and economic performance of systems. In recent years,
measuring techniques have expanded rapidly and gained maturity, through extensive
research activities and hardware advancements.

With individual chapters authored by eminent professionals in their respective topics,
Advanced Topics in Measurements attempts to provide a comprehensive
presentation on some of the key applied and advanced topics in measurements for
scientists, engineers and educators. These two books illustrate the diversity of
measurement systems, and provide in-depth guidance for specific practical problems
and applications.

I wish to express my gratitude to the authors of the chapters for their valuable and
highly professional contributions. I am very grateful to Ms. Gorana Scerbe and Ms.
Mirna Cvijic, publishing process managers of the present project and the editorial and
production staff at InTech.

Finally, I wish to acknowledge and appreciate the patience and understanding of my
family.

Prof. Md. Zahurul Haq, Ph.D.

Department of Mechanical Engineering

Bangladesh University of Engineering and Technology
Dhaka

Bangladesh






System for High Speed Measurement
of Head-Related Transfer Function

Andrzej B. Dobrucki, Przemystaw Plaskota and Piotr Pruchnicki
Wroclaw University of Technology
Poland

1. Introduction

Recently surround-sound systems have become popular. The effect of “surrounding” the
listener in sound is achieved by employing acoustic phenomena which influence localizing
the source of the sound. Similarly to stereophony system the time, volume and phase
interrelations in signals coming from each sound source are taken into account. Additionally
the influence of the acoustic system created by the pinna, head and torso on the frequency
characteristic of the sound is taken into consideration. This influence is described by the
Head-Related Transfer Function (HRTF). The knowledge of the human physical body
characteristics” influence on the perception of the sound source location in space is being
more and more frequently applied to building sound systems.

So far the best method of including the influence of the human body on the frequency
characteristic of the sound is the HRTF measurement for different locations of the sound in
relation to the listener. Then the achieved measurement results are used for creating a
database meant for the sound reproduction. Creating a proper HRTF database is a difficult
problem - every human exhibits individual body characteristics therefore it is not possible
to create one universal database for all the listeners. For this reason applying the knowledge
of the human body influence on the frequency characteristic of the sound is impeded. In
order to include these parameters it is necessary to conduct all these laborious
measurements for each individual.

2. Head-Related Transfer Function

The HRTF is a representation of the influence of the acoustic system formed by the pinna,
head and human torso on the deformation of the acoustic signal spectrum reaching the
listener’s ear. The head’s shape and tissue structure have a bearing on acoustic signal
spectrum distortion (Batteau, 1967; Blauert, 1997, Hartmann, 1999; Moore, 1997). The
changes in the spectrum enable the listener is able to more accurately localize the sound
source in the space which surrounds her/him. In case of headphone listening the influence
of the acoustic system formed by the pinna, head and human torso is eliminated and the
acoustic signal received by the listener is unnatural - the listener localizes the sound source
inside her/his head. Through the use of HRTF measurement results the signal can be so
deformed that the listener subjectively identifies the spatial properties of the sound
whereby the location of the sound source in the space surrounding the listener is
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reproduced (Hartmann & Wittenberg, 1996, Horbach et al., 1999; Hen et al., 2008, Plaskota &
Kin, 2002; Plaskota et al. 2003). Since there are many sound source locations in the space
surrounding the listener many HRTFs are needed to accurately reproduce the location of the
sound source in this space.

The function describing the direction-dependent acoustic filtering of sounds in a free field
by the head, torso and pinna is called HRTF. Although it is obvious that the linear
dependence between Interaural Time Difference (ITD), Interaural Level Difference (ILD)
and the perceived location in space needs to be predicted, it is less obvious how the spectral
structure and the location in space can be mathematically interrelated (Cheng & Wakefield,
2001). The first step towards understanding the significance of the signal spectrum in
directional hearing was an attempt at physical modeling and empirical measurement
followed by computer simulations of the ear’s frequency response depending on the
direction. The measured frequency response of the ear is subject to further analysis.

Formally a single HRTF function is defined as an individual right and left ear frequency
response measured in a given point of the middle ear canal. The measurement is conducted
in a far-field of the source placed in a free-field. Typical HRTFs are measured for both ears
in a particular distance from the head of the listener for several different points in space.
Thus the transmittance function related to the head depends on the azimuth angle, elevation
angle and the frequency, and apart from that it has a different value for the left ear (L) and
for the right one (R): HRTF, z(6,¢,f). The HRTF's time-domain equivalent is the Head-
Related Impulse Response (HRIR).

In fact a measured transmittance function includes also a certain constant factor. This factor
characterizes the measurement conditions - the measurement chamber characteristic and
the measurement path. This is a reference characteristic, and the value of this parameter is
determined by measuring the impulse response without the presence of the measured
subject. Therefore by additionally taking into consideration the reference characteristic the
result of the transmittance function can be presented as

Iy (0,4,8)=s(t)%c(t)* HRIR, ¢ (0,4,1), 1)

where: T z(6,4,t) - impulse response by the entrance to the ear canal,
s(t) - measurement signal,
c(t) - impulse response of the measurement system,

HRIR| (6,¢,t) - impulse response related to the head.

In some conditions it can be assumed that c(t) is constant and not influenced by the
measurement point’s position in space. Then the c(t) value is a mean measurement result
for several different azimuth angles and elevation angles. But if the measurement chamber
does not fulfill the conditions of the anechoic chamber or in the room are present some
elements which cause generating undesirable reflections, the c(t) factor is influenced not
only by the time, but also by the position of the measurement point in the space
surrounding the listener, and it differs for the left and right ear: cr R(0,¢,t). In order to
increase the accuracy of the measurement the cL,R(0,¢,t) value can be measured for every
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measurement point and then these values can be applied while processing the results of the
measurement.

Formula (1) can be also written in the frequency domain:

H, 1 (0.4,f)=S(f)C(f )HRTF, & (6,4.f ) - @)

Further the HRTF value is calculated according to the following interrelations:

|HRTE, (0,4, f) = W €)
arg HRTE, (6,4, f)=argH, (6,4, f)-argS(f)-argC(f), )
HRTE, (6,4, ) =|HRTF, 1 (6.4, f | exp| jarg HRTF, (6,4, f)], )
and the HRIR value:
HRIR, ¢ (0,¢,t)=T "' HRTF, z(6.4,t)], (6)

where: F~! - inverse Fourier transform.

It has been empirically proven that HRTFs are minimum-phase, therefore minimum-phase
FIR filters are used to simplify the HRTF description interrelated (Cheng & Wakefield,
2001). Firstly, minimum-phase requirement allows to explicitly define the phase on the basis
of the amplitude response. This is a consequence of the fact that the logarithm of the
amplitude response and phase response in a casual system are related by the Hilbert
transform. Secondly, the minimum-phase requirement allows to isolate the information
about the ITD from the FIR characteristic describing the HRTF. When the minimum-phase
filter has the minimum group-delay property and the minimum energy delay, most of the
energy is accumulated at the beginning of the impulse response and the appropriate for the
left and right ears minimum-phase HRTFs have zero delay.

In order to achieve the characteristic of the hearing impression related to a particular point
in space there are three values to be measured: the left ear amplitude response, right ear
amplitude response, and ITD. The characteristics of the filter include both the ITD and ILD
information: time differences are included in the phase characteristic of the filter, whereas
the level differences correspond with the total power of the signal transmitted through the
filter interrelated (Cheng & Wakefield, 2001). The interaural time difference can be
calculated by many various measurement methods: as a result of measurement with the
participation of people, a result of the dummy-head measurement, simulations performed
on the spherical and elliptical models, calculation based on Woodsworth-Slosberg formula
(Minnaar et al., 2000; Weinrich, 1992).

Conducting the measurements for a big number of people is a complicated issue (Meoller et
al., 1995; Meller et al., 1992). The head-related transmittance functions show a great
individual variability: the discrepancy between the measurement results reaches about 3 dB
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for the frequency to 1 kHz, 5 dB for the frequency to 8 kHz and about 10 dB for the higher
frequencies. The first reason is an obvious dependence on individual physical body
differences. Other reason are the measurement errors which are hard to be calculated in the
final results - e.g. the error resulting from the differences in positioning the head in relation
to the sound source or the differences in placing the measurement microphone in the ear
canal. The individual HRTF variable is lower for the measurements conducted with a closed
ear canal than for the measurements with an open ear canal.

3. HRTF measurement requirements

In general, the HRTF parameters are measured in anechoic chamber, e.g. Mgller et al., 1995.
During measurement it must be possible to place the sound source in a distance of
minimum 1 m from the middle of the listener’s head in each direction. Especially the
direction above the listener’s head is important because of chamber size. Taking into
account the listener’s height and minimal distance between the loudspeaker and the human
head it can be assumed that the minimal height of the measurement room is ca. 3 m. The
intermediate solution is to place the listener sitting on a chair, although in this case
reflections from knees can be observed (Mpoller et al., 1996). The reflections from
measurement device placed into the measurement room have more significant influence on
the result of the measurement in comparison with the reflections from body parts (Meller et
al., 1995), so these last can be omitted.

The HRTF measurement can be provided in ordinary room, e.g. auditorium (Bovbjerg et al.,
2000; Moller et al., 1996). Measurements in non-anechoic chamber are convenient because of
availability of this kind of room. Usually, when measurements with people go on a few
days, there is a necessity to leave measurement devices in a fixed setup for long time. To
make measurements in an ordinary room a noise-gate must be used for eliminating the
reverberation signals (Plaskota & Dobrucki, 2004).

In the measurement room it is necessary to place the video devices for controlling and
eventually recording the head position and head movements. Head movements are a
significant source of errors. Verifying a head position allows to increase the measurement
accuracy (Algazi et al., 1999; Gardner & Martin, 1995).

For measurements in many points in space around the listener it is needed to use many sound
sources in fixed positions or use movable set of loudspeakers. Generally, it is possible to apply
two methods of changing the position of the loudspeaker relatively to the listener’s pinna. One
of them is a movement of the sound source (one loudspeaker or set of loudspeakers) around
the listener’s head (Algazi et al, 2001; Bovbjerg et al., 2000; Grassi et al., 2003). The listener can
improve measurement’s accuracy by a visual control of head position. In the case of changing
the listener’s position relatively to the loudspeaker set (e.g. by chair rotation) it is needed to
use an additional equipment for monitoring the head position (e.g. video camera) (Meller et
al.,, 1995). A convenient situation is when the position of the listener and positions of the
loudspeakers are fixed. In this situation very good control of measurement setup is obtained,
but the number of measurement points is limited (Moller et al., 1996).

The next important parameter of the measurement system is a placement of measurement
microphone in an ear canal. In publications four main positions are considered: a few
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millimeters over an ear entrance, an ear entrance, a few millimeters under an ear entrance,
directly over the tympanic membrane (Pralong & Carlile, 1994). Additionally, the ear
entrance closing influence on the measurement result is considered. It was found out that a
smaller individual variation is obtained in measurements with closed ear entrance (Meoller et
al., 1995). It was also determined that the ear canal transfer function is independent of sound
source position in the space around the listener (Bovbjerg et al., 2000).

The parameters of electroacoustic transducers have a great influence on the measurement
result, especially a frequency response. The frequency responses of microphones are more
important than the frequency responses of loudspeakers (Plaskota, 2003). It is suggested to
use loudspeakers with a frequency response without large deeps (Moller et al., 1995).

In the studies there are informations available about used signals during the HRTF
measurements. One of the applied signals is the Maximum Length Sequence (MLS) (Mgller
et al., 1995). It is possible to use Golay codes (Algazi et al., 2001), but difficulties in results
interpretation are known (Zahorik, 2000). In anechoic chamber, the use of chirp signal is
adequate to measurement conditions. It can be supposed that in a non-anechoic chamber the
impulse signal is applied. It comes from a necessity of providing good measurement
conditions.

4. Measuring system
4.1 Conception of measuring system

The HRTF measuring device is built for a special group of test participants. It is assumed
that the measurement will be made for people with severe vision problems (Bujacz &
Strumilto, 2006; Dobrucki et al. 2010). Therefore, the device is designed to reach many
demands such as the highest automation of measurements which assures a short
measurement time (ca 10 minutes) and offers great ease of manipulation. The participant of
the test should feel comfortable during the measurement process and should be given
sufficient information on each part of the measurement. To reach these demands, the device
is equipped with a bidirectional communication system allowing the participant to report
the problem at any time. In addition to voice communication, a visual control of the room is
provided. It is possible to monitor the test room using a camera mounted on an arc with
loudspeakers.

To provide a short measurement time the HRTFs are measured for both ears
simultaneously. The way sound sources are configured significantly shortens this time too.
The loudspeakers are mounted on vertically positioned arc (see Fig. 1). It allows to measure
the range of vertical angles from -45° to +90° in one chair position. In certain points in the
space of the room the measurement is made by switching the measurement signals to
subsequent loudspeakers by an electronic switch.

The number of measurement points for elevation angles is adjusted by changing the number
and position of the loudspeakers. On the other hand, the number of measurement points for
horizontal angles depends on the size of the rotation step of the chair. The rotation of the
chair is controlled by a stepper motor which assures high horizontal resolution. Default
vertical resolution is 9° in regular sound source positions. Assuming the same horizontal
resolution the number of measurement points is 640. The measurement in 16 points for one
horizontal angle and simultaneous measurements for both ears allows to conduct the whole
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measurement in less than 10 minutes. Obviously, the number of measurement points can be
modified. Changing the resolution in a vertical plane means changing the position of the
loudspeakers. In a horizontal plane, changing the resolution means changing the rotation
step of the chair.

The HRTF measurement can be done within the range of frequencies from 200 Hz to 8 kHz.
The lowest frequency depends on the test room parameters. The device works in an
anechoic chamber, therefore the cut-off frequency of the chamber limits the operational
range of the device. The high cut-off frequency of the device is on the one hand confined by
the set of loudspeakers, and on the other - by the set of microphones. Miniature
microphones used in hearing aids, but with an untypical flat frequency response, are used in
the device (Fig. 2). Another factor limiting the high cut-off frequency are the dimensions of
microphone fixing elements. For 5-mm tubes the wave phenomena are significant for the
frequencies above 10 kHz.
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Fig. 2. The scheme of setting the measurement microphones.

The system is operated via portable IBM PC computer to control measurements and data
acquisition (Pruchnicki & Plaskota, 2008). The device communicates with the computer
through a USB interface. At the same time signals operating the device, measurements
signals and camera pictures are transmitted via interface. A special feature of the device is
its compact construction and modularity which makes it very easy to assemble or
disassemble and convenient to transport.

4.2 Measurement algorithm

The measurement of a single HRTF is accomplished using a transfer method, which is
popular in digital measurements systems. A wide spectrum measurement signal is used for
stimulation. The system uses the following signals: chirp, MLS, white noise, pink noise,
Golay codes. The length of a generated signal can be changed within the range from 128 up
to 8192 samples. Sampling frequency is 48 kHz but it is possible to decrease it. The
stimulating signal is repeated several times in order to average the answer of the system in
the time domain. This operation allows improving the S/N ratio of received responses.
There is no need to apply longer measurement signals because, according to other
researches, HRTFs may be presented even with such resolution as 100 Hz. On the other
hand, responses determined in the system will be used for convolution with real signals and
therefore they cannot be too long. Moreover, long measurement signals make the
assessment time longer.
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The whole measurement procedure is comprised of two parts: the measurement of reference
responses and the measurement of regular HRTFs. The measurement of reference responses
is made for all measurement spots determined by the system operator. During this
procedure microphones, loudspeakers and the whole system work exactly like during any
regular measurement. The only difference is that there are no test participants. The HRTF
measurement results obtained in the second part are related to reference responses obtained
before.

Using a reference response for each measurement point in the space allows limiting many
inconvenient effects which decline measurement accuracy (Plaskota & Pruchnicki, 2006).
Especially the influence of frequency responses and directivity responses of loudspeakers
and microphones is eliminated. The influence of a test room and the reflection from the
device elements on measurement results is partly reduced.

The final result of the measurement process are HRIRs (Head Related Impulse Response,
that is HRTF's reverse Fourier transform) produced to allow their direct use in convolution
with real signals.

4.3 Measurement procedure

The measurement procedure comprises several phases. The first is the system activation and
configuration. It involves determining the horizontal and vertical resolutions of
measurements. The next step is the selection and fixing of active test loudspeakers position.
At this stage the kind of measurement signal and the number of averages should be chosen
as well as the calibration of sound level should be carried out.

In the second phase, participant of the test should be properly positioned in the chair, so
that the 0° loudspeaker is placed on the ear canal entrance level and the microphones are
located at ear canals entrance. The setup of the loudspeakers’ arc in relation to the
microphones can be monitored using the camera view.

After the test participant measurement is completed, the reference responses are measured.
Once the preparation is finished, regular HRTF measurements are carried out according to
earlier parameter setups.

In the last phase of the procedure, measurement results are saved in plain text files in the
form of the HRIR. Such storing allows access to the test results from any other application at
the same time, and is clear to the user.

4.4 System control software

In order to apply the measurement procedure, dedicated software was designed. The
modularity of this software, which consists of two basic elements, is its special feature.
Figure 3 presents the main window used to control measurements. Via this interface the
operator can influence the measurement course and conditions as well as all configuration
parameters. Additionally, there is also a test participant communication part.

A separate element of the software is an OCX control which exchanges data between the
device and the user interface. Calling certain functions of the control it is possible to steer
such parameters as the armchair rotation, the loudspeakers movement or switching.
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Applying this solution allows to use the device for purposes not provided by the user
interface of the system.

3] Automatic HRTFs measurement system v.1.08
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- ﬁq t — Salt svel
K =Lar |
[dB] ut ;
= 7 Loudsp. up |

‘ ¥ Stop (Esc) [ Il Pause ‘ "
-

Loudsp. stop |

-0
El Intarcom (F2)
.30

Measurement description .40

Field 1 " i

-50 Loudsp. down |

Field 2 —
-60

[

Current H-angle: deg. Lo @ set left ear ‘ [ Sl ‘ [ @ setrightear |

System
status:

Config H Switch on lsp. No:| 1 w Camera picture

Switch phones on Save picture

(n]
o
=
—
L=
=

Set angle 10 % Full right rotation :

Set angle 0 deg, X Stop (Esc) l l Full left rotation |

Fig. 3. The main window of the HRTF measurement control software.

4.5 Parameters of the device

The HRTF measuring device has 16 sound sources. The reason for using such number of
loudspeakers is the need to conduct tests for many various spots in the listener's
surrounding in the shortest time possible. The different positions are found in the following
way: the participant in the test turns around his vertical axis while taking a step in defined
direction. The distances between the steps define the spatial resolution of the measurement
in horizontal dimension. The vertical dimension of spatial resolution is determined by the
arrangement of loudspeakers placed on the arc including range of vertical angles between -
45° and +90°.

For the precision of the measurement it is important to use a point sound source. The source
should produce test signals in the entire operational frequency range of the device. In order
to fulfill these conditions two-way car loudspeakers were applied. According to producer
data the loudspeakers should operate within a small box. Figure 4 presents an example of
amplitude frequency response of the used loudspeakers. The loudspeakers’ operational
range of frequency is between 200Hz and 20kHz. It should be noted that the frequency
responses are not equalized and differ slightly for each loudspeaker less than 4dB. The
applied measurement of reference response in the device for each tested spot neutralizes the
influence of measuring set on the results of the tests.
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Fig. 4. An example of frequency response of the loudspeaker used in the HRTF measuring
device.

The measurement microphones used in the device are the same as those used in hearing
aids. It should be underlined that the particular type of microphones has equal frequency
response in its entire operational range of ca. 60Hz and 8kHz (Figure 5). It means that these
microphones are not commonly used in the hearing problems treatment. The choice of
microphones was determined by the importance of the quality of the device and therefore
the similarity of frequency responses of each microphone was achieved. The other
advantage of this particular type of microphones is their small size. That is indeed a
significant feature since it allows reducing the size of the outer cover. This minimizes cover
impact on the acoustic field around the head of the test participant.

The operational frequency range of the HRTF measuring device is limited by the lower cut-
off frequency of the anechoic chamber in which the tests are conducted. The other factor
influencing lower frequency is the operational frequency range of loudspeakers. The lower
cut-off frequency within the operational range of the loudspeakers is higher than the value
of the cut-off frequency of the anechoic chamber thus the operational frequency range for
the entire device starts at around 200Hz.

The upper cut-off frequency limit of the device is determined by the frequency range of the
microphones. Hence the upper cut-off frequency is about 8kHz. The other factor carrying
impact on operational frequency range of the device is the influence of microphones” covers
on the acoustic field around the head of the test participant. The microphones are placed in
ca. 5-mm diameter tubes. The wave phenomena for this type of construction elements have
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a significant impact for 10 kHz frequency and above (Dobrucki, 2006). But that is transversal
dimension of applied elements; the length of the microphones cover is more significant
dimension in this case and can influence acoustic field within the operational range of the
device.
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Fig. 5. An example of the measurement microphones frequency response.

One of the methods to eliminate the impact of microphones’ cover elements on the acoustic
field around the head of the test participant is using microphones placed directly in the
matter closing ears” canals (Meller et al.,1995). In this case the usage of cover elements could
be avoided and the solution is more advantageous for the precision of the results. On the
other hand, the use of plain microphone without a rigid support construction attached to the
measurement device gives way to the uncontrolled head motions. The impact of this fact on
the tests’ results is described in section 5.2. It should be noted that the use of the
microphones without rigid support increases the amount of time needed for exact
positioning of the participant’s head and also makes the measurement of the reference
response more difficult.

5. Practical aspects of using the HRTF measuring device
5.1 Verification of the measurements results using dummy head

It is not impossible to verify results of measurements given by presented device directly, but
the correctness of measurement results can be verified in indirect process. The first method
is a subjective test for a person who had been measured using this device. During the test
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the signal convolved with a result of HRTF measurement is presented - this operation sets
up a virtual sound source in specific point in space around a listener (Dobrucki et al., 2010).
The consistence of point determined by convolution process and point indicated by listener
is tested. If the consistence is correct, the result of measurement is also correct. Other
method for verification of measurement result is a comparison of measurement results with
the results of numerical calculation (Dobrucki & Plaskota, 2007).

The correctness of a measurement result was examined by measurement of dummy head
(Neumann KU100). The result of measurement was compared to the results of numerical
calculation. The dummy head had been placed in measurement device, next the whole
measurement process was conducted. The use of a dummy head can eliminate some
inconvenient occurring during measurement of a person, ie. the head movement that
provides to large measurement deviation.

The Boundary Elements Method (BEM) has been used to perform the numerical calculation
of HRTF (Dobrucki & Plaskota, 2007). The numerical model is a representation of
geometrical shape of dummy head, especially with emphasis on accordance of pinna model
with geometry of real object. Differences between real object and numerical model are
smaller than 0.1 mm (Plaskota, 2007, Plaskota & Dobrucki, 2005). The measurement of
acoustical impedance of dummy head has been done (Plaskota, 2006) and the result was
used as a boundary condition.

Figure 6 show HRTF measurement and numerical calculation results for azimuth 90°,
elevation 0°, for ipsilateral ear (located closer to the sound source). There are three graphs in
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Fig. 6. Measurement and simulation results: azimuth 90°, elevation 0°, ipsilateral ear.
Detailed description of symbols in text.
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the diagram. The particular letters represent the following cases: i - the measurement result,
ii - the result of simulations without impedance boundary conditions (the rigid model), iii -
the result of simulations with impedance boundary conditions in whole modeled area
except for the pinnas, for which the same boundary condition as for the rigid model was
assumed.

Measurements results are in good accordance with calculation results below 6 kHz. On the
basis of comparison between the measurement and calculation results, it was found that
measurements results are proper. There are some reasons of difference between
measurement and calculation results above 6 kHz. At first, the microphone set has been not
taken into consideration during the numerical calculation: microphone enclosures probably
produce the wave phenomena in frequency range of 8-10 kHz. Secondly, the high cut-off
frequency of a numerical model is about 7 kHz.

5.2 Discussion of problems encountered during measuring process

One of the major challenges faced during the tests was positioning of the listeners
relatively to the microphones. In the first tryout the microphones were fixed in a way
similar to medical stethoscope. Microphones were coupled with flexible wires; these
were attached to ears in such a way that the microphones were suspended and their
transducers were on the level of ear canals entrances. The head of the human subject was
placed on a holder fixed to the extension of the armchair’s back. The distance between
the head and the head holder was adjusted using cushions of different sizes. By
increasing or reducing the amount of cushions the head of the test participant was
placed at varied distances from the holder. The position of the head was controlled
trough electronic visual system. On the screen the researcher could see the lines
matching the position of ear canals entrances and adjust the position of the head
accordingly.

This method was verified negatively. The participants during the tests do move their heads
slightly. Using a band to fasten the head to the holder did not bring any significant
improvement. Those minimal head motions have an impact on the geometry of the
measurement arrangement. In the case of high-resolution measurement performance the
stability of geometrical configuration: the sounds source - the microphone, is crucial for the
accuracy of the measurement.

The other method of attaching measurement microphones was then proposed and tested.
The microphones were fixed on a nonflexible construction. The construction had the
possibility of adjusting the position of the microphones, though. The microphones were
placed on the level of ears’ canals entrances like before. Applying the fixed construction
resulted in the fact that the test participant felt the microphones support structure limitation.
In this case it was easier for the test participant to control head motions: when they
appeared, it was a simpler task to put the head back in right position. The other advantage
was that the distance between the microphones and the head holder was preset. The
researcher avoided long process of positioning the head in relation to the holder. The only
thing to be done was locating the listener in a proper elevation according to the sound
sources. This solution is presented in Figure 2.
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The most important of all the advantages of this particular way of setting the microphones is
the possibility of the precise microphones positioning while measuring the reference
response and while conducting the tests with human participant, as well. It is very
significant for the accuracy of measurements, particularly when the impact of the measuring
set and that of the research room should be minimized.

Although conducting the measurement of reference response for each assessment spot
excludes the impact of the measurement set, some acoustic phenomena cannot be reduced
this way. During the tests it was observed that for the 90° elevation angle and for the angles
close to this value, in the reference impulse response the sound reflection from the seat of
the armchair was observed. (Figure 7, Time = 7 ms). During the test involving the
participant the reflection does not occur because the person is seated in the armchair and
therefore covering the seat surface. The phenomena of reflection while measuring the
reference response, after the sound reaches the seat of the armchair, could be eliminated by
using additional sound diffusion device.

Summing up, in the case of sound reflection from elements covered by the test participant,
the use of the reference response is not sufficient. Similar phenomena were observed for
different angles but never to such extent as in the case of 90° elevation angle.
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Fig. 7. The impulse response for vertical 90 ° angle.
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The impact of the research room is neutralized as much as possible by measuring the
reference response. While measuring the reference responses the components with
frequencies around 80 Hz were singled out (Figure 8). It could be said that it was the effect
of the wave interference inside the room. Although the tests are conducted in anechoic
chamber, it is a place designed basically to make measurements involving machines and
there is a concrete platform in the middle of the chamber intended for placing machines.
This can contribute to forming interference phenomenon. Repositioning the device inside
the chamber reduced the presence of the interference occurrence. Nevertheless, the
phenomenon was observed only for frequencies outside the operational range of the device.
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Fig. 8. The impulse response containing a small frequency component.

6. Conclusions

The HRTF measurement system allows a very fast measurement of HRTF with high spatial
and frequency resolution. The applied operational algorithms of the system guarantee
repeatability of measurements and minimalization of the influence of many
disadvantageous factors on measurements results. Compact structure and modularity of
construction of the system allows an easy transport of the device. The encountered problems
were discussed together with the eventual solutions to them. On the basis of conducted
measurements and subjective tests it could be assumed that the device measures the HRTFs
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accurately enough to recreate the position of the sound source in the space surrounding the
listener. The scope for future tests is to verify if the proposed adjustments eliminate the
impact of the research room by conducting tests in the reverberation room sufficiently. To
eliminate the influence of physical movements of the participant it is recommended that the
tests should be conducted using a dummy head.
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1. Introduction

The pendulum test is a means to evaluate the knee joint reflex from the pendulum motion
induced by letting the lower leg drop freely after it has been lifted up (Watenberg, 1951).
Many researchers have attempted to quantify the spinal cord stretch reflex from this
pendulum motion in order to diagnose spasticity (Fowler et al., 2000; Kaeser et al., 1998; Lin
& Rymer, 1991; Nordmark & Andersson, 2002; Stillman & McMeeken, 1995; Vodovnik et al.,
1984). However, even today, much remains unknown about the relationship between this
pendulum motion and the mechanism that produces the stretch reflex. For this reason,
quantification studies on the stretch reflex have progressed slowly.

One method to advance the quantification of the stretch reflex may be to implement the
following items in order:

1. Analyze the unknown behaviors in the pendulum test from various view points by trial
and error, using existing physiological, clinical, and control engineering knowledge and
theory as appropriate.

2. Modify the existing pendulum test model (Jikuya et al., 1991) based on the results of 1.

3. Elucidate the detailed mechanism of the stretch reflex using the model in 2, and
investigate quantification methods.

We have already elucidated various phenomena following this procedure, but in this
process, it has often been necessary to know angle, angular velocity, and angular
acceleration values at arbitrary times during knee joint motion as initial and boundary
conditions to solve nonlinear differential equations. Obtaining this kind of waveform with
existing simple methods is difficult, as described below.

In principle, various existing sensors can be used to detect knee joint motion. However,
several such sensors are not practical because of the knee joint’s unique structural



20 Advanced Topics in Measurements

complexity. In addition, all existing sensors can measure only one of angle, angular velocity,
or angular acceleration. Because of this, the only method that we can produce more than one
type of waveform using such sensors is to differentiate and integrate the measured
waveforms. As a result, it is difficult to ensure sufficient amplitude accuracy for waveforms
obtained in this way and precise synchronization with measured waveforms.

For these reasons, we have recently begun investigating sensors that are suitable for the
pendulum test. We have developed a new sensor that can precisely measure knee joint
motion using two linear accelerometers. This article provides a comprehensive description
of this sensor and related matters.

Section 2 briefly explains basic matters related to the pendulum test, such as the skeletal
structure of the knee joint and the kinesiology of the stretch reflex. section 3 explains the
measurement principle, assessment of accuracy in the laboratory, and the precision
estimates when measuring subjects with the knee joint motion measurement system that is
the main topic of this article. section 4 examines the results with the knee joint motion
measurement system using these sensors; that is, the angle waveform and angular
acceleration waveform of the knee joint in the pendulum test. We then touch briefly on a
pendulum test simulator and an inverse simulation of measured waveform to more
effectively utilize the results of the measurements, including the future outlook. section 5
provides a brief summary.

2. Biomechanics of the knee joint
2.1 Structure of the knee joint

The general motion of the knee joint is flexion and extension in the sagittal plane, caused
consciously (actively) or unconsciously (passively). The leg structure that contributes to this
motion is shown in Fig. 1.

quardriceps femoris muscle

elasticity X/ force generator

femur v knee joint

viscosity
hamstring muscle

Fig. 1. Mechanism of extension and flexion.

The disc located at the end of the femur represents the knee joint, and the center of the disc
is the rotation axis of the knee joint. The lower leg is fixed to the disc. The upper and lower
ellipses are the quadriceps femoris muscle and hamstring muscle, respectively. One end of
each muscle is fixed on the circumference of the disc. The spring and dashpot drawn in each
of these ellipses are the respective elasticity and viscosity of the muscle. The force generator
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is the source that generates muscle contraction. The efferent fiber that controls it is not
drawn. The knee joint oscillatory system consists of elasticity, viscosity, muscle contraction,
and lower leg mass.

The above-mentioned quadriceps femoris muscle and hamstring muscle are the agonist and
antagonist, respectively. When contractile force occurs in the agonist, the agonist shortens
regardless of whether it is triggered consciously or unconsciously (when it is conscious, the
antagonist also extends simultaneously), and consequently the knee extends. Similarly, the
knee flexes when contractile force occurs in the antagonist. When conscious contractile force
disappears or external forces that flex or extend the knee passively are eliminated, the lower
leg will subsequently have damped oscillation with repeated flexion and extension unless it
is resting in a stable position. In the following, we call such a dumped oscillation free one.

Next, let us look at the movement of the knee joint rotation axis. In general the knee joint is
classified as a uniaxial joint that performs flexion and extension movement, but strictly
speaking its rotation axis, as described below, moves according to a complex mechanism in
which the lower end of the femur slides while rolling along the top of the tibia (Kapandji,
1970). That is, though the position of the knee joint rotation axis seems as if it is fixed to the
center of the disk, it slightly moves together with flexion or extension. The rotation axis that
moves based on this kind of phenomenon is called the axis of motion.

The skeletal structure of the knee joint is shown in Fig. 2(a). The axis of motion during
flexion and extension corresponds to the imaginary point where the collateral ligament and
cruciate ligament intersect (shown with a black dot (e)). Fig. 2(b) shows the migration of the
intersection. The uppermost and lowermost black dots are the positions of the axis of
motion in full extension and full flexion, respectively. When the knee joint rotates from full
extension toward flexion, the condyle of the femur moves by rolling only up to a certain
angle, beyond which an element of incremental sliding begins to apply. At the vicinity of the
maximum flexion, there is only sliding movement. The relationship between the amount of
movement and the angle of the knee joint is therefore mechanically complex, and analyzing
it quantitatively is not an easy task. Similarly, neither the position nor the trajectory is easy
to estimate by any simple means.

For the above reasons, unlike the elbow and other joints, it is not easy to measure exactly the
knee joint motion in the pendulum test.

femur
axis of motion evolute

anterior cruciate

. . So0
posterior cruciate

ligament axis of motion )
fibul

(@) (b)
Fig. 2. Skeletal structure and locus of axis of motion of knee joint. (a) Skeletal structure of
knee joint; (b) Locus of axis of motion.
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2.2 Physiology of the stretch reflex
2.2.1 Principle of the stretch reflex

When muscle is stretched, it reflexively contracts in response. This kind of muscle response
is called the stretch reflex. The stretch reflex is the target of the pendulum test. Fig. 3 shows
the conceptual pathway of the stretch reflex. When muscle is stretched by some factor,
receptor (called muscle spindle) detects it as a stimulus and transmit it as an afferent signal
up to the spinal cord i.e., the a-motoneuron. The spinal cord receives the signal and sends a
command (efferent signal) to effector (muscle) to restore this stretched state to the original
state. These processes are executed unconsciously. Afferent fiber and efferent fiber function
respectively as the transmission pathways for the afferent signal and efferent signal, which
are both transmitted as impulses.

afferent nerve efferent nerve
N

spinal cord
“| (a-motoneuron)

A4

receptor effector
(muscle spindle) (muscle)
A
y
stimulation contractile force
(muscle stretch) (muscle contraction)

Fig. 3. Path of stretch reflex.

The reflex pathway described above (receptor — spinal cord — effector) is called a reflex
arc. The stretch reflex is generated not only by passive muscle stretching, but also in
response to conscious stretching of a muscle. The pendulum test is a test to estimate the
sensitivity with which the reflex arc responds to the stimulus of knee flexion (extension of
the quadriceps femoris muscle). The knee joint motion in this case is induced unconsciously
by adding external force with the subject in a resting state for ease of estimation.

2.2.2 Structure of the spindle and its functions

Muscle is made up of many extrafusal muscle fibers arranged in parallel. Both ends of each
muscle spindle are attached to one of these extrafusal muscle fibers. The muscle spindle is
covered with a capsule, as shown in Fig. 4. In the capsule, there exist two types of intrafusal
muscle fibers, called nuclear bag intrafusal muscle fiber and nuclear chain intrafusal muscle
fiber. Stretching of the extrafusal muscle fiber affects the nuclear bag intrafusal muscle fiber
and nuclear chain intrafusal muscle fiber, and stretch velocity and displacement,
respectively, are detected. The detection sensitivities of the stretch velocity and
displacement are regulated by efferent commands that are sent from phasic y-motoneuron
and tonic y-motoneuron present in the spinal cord, respectively. The two kinds of detected
information are consolidated into the afferent signal within the muscle spindle and
transmitted to the spinal cord through Group Ia afferent fiber. Group II afferent fiber that
send only nuclear chain intrafusal muscle fiber information to the spinal cord is also present,
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but they have a little influence on the stretch reflex in the pendulum test, and so it is not
shown in the figure.

The afferent signal of Group Ia fiber is given as follows as the impulse frequency f; (primary
approximation) (Harvey & Matthews, 1961).

fs = JIll-~~“-' + k?ﬁf-‘;s + JE‘fltli; + k‘?df':-‘d (1)

Here, x is extrafusal muscle fiber (muscle) displacement, f,¢ and f,s are the respective
impulse frequencies from the brain to phasic and tonic y-motoneurons, and kis, kig, k2s, and
koq are constants. As shown in the above equation, there are two types of components in
stimuli detected by the muscle spindle in the stretch reflex: a stretch velocity component
expressed by the first and second terms, and a muscle displacement component expressed
by the third and fourth terms.

nuclear bag intrafusal Gla fiber ; dynamic y-fiber
muscle fiber

static y-fiber

nuclear chain intrafusal
muscle fiber

Fig. 4. Structure of muscle spindle.

2.2.3 Phasic stretch reflex and tonic stretch reflex

Commands to control the lower extremities are transmitted from the brain to muscle via the
spinal cord. They are broadly divided into commands for flexion and extension, commands
for maintaining of posture and commands for adjusting of the muscle spindle sensitivity.
The first commands are generated only consciously, the second and third ones are generated
consciously and/or unconsciously. Measurements of knee joint motion in the pendulum test
are however done under the unconscious state of the subjects, and so the commands in this
case are only unconscious ones to maintain posture and adjust the muscle spindle
sensitivity. Consequently, the presence or absence of the efferent command toward the
muscle and its strength during the pendulum test are determined only by these unconscious
commands.

Fig. 5 shows the reflex arcs in the pendulum test schematically with a focus on the
quadriceps femoris muscle. It includes phasic y-motoneuron, tonic y-motoneuron and a-
motoneuron that play principal roles in the stretch reflex. The upper part enclosed by the
solid line is the spinal cord. Signals f. and f are commands to determine the posture, and
represent frequencies of the impulses from the brain to the a-motoneuron and presynaptic
inhibition part, respectively. The presynaptic inhibition part usually suppresses afferent
signal from the muscle spindle so that it does not reach the a-motoneuron. Signals f,q and fis
are commands to adjust the muscle spindle sensitivity, and represent frequencies of the
impulses from the brain to the phasic y-motoneuron and tonic y-motoneuron, respectively.
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In normal subjects, f., fy4, fys have rather small values and f; has rather large value, so that the
a-motoneuron does not fire and no reflex occurs. Consequently, the knee joint motion at
pendulum test becomes a free oscillation. On the contrary, in subjects having injuries of
central nervous system, more than one of f, fi4, fis have rather large values and/or f; has
rather small value, so that the a-motoneuron fires and the stretch reflex occurs in the knee
joint. Consequently, the knee joint motion is forced to disturb from free oscillation by the
contractile force. In the following, we call such an oscillation forced oscillation.

The forced oscillation is classified into two types (William, 1998). One is a forced oscillation
that is caused by stretch velocity component included in the afferent signal from the muscle
spindle to the a-motoneuron. The value of the contractile force induced by such a
component becomes maximum at the time when stretch velocity of the quadriceps femoris
muscle reaches about maximum value. We call the reflex caused by such a component
phasic reflex. The other is a forced oscillation that is caused by displacement component in
the afferent signal from the muscle spindle. The contractile force in this case has maximum
value at the time when the displacement of the muscle is about maximum. We call the reflex
caused by such a component tonic reflex.

tract. vestibulospinalis tract. reticulospinalis

presynaptic
inhibition

dynamic y-motoneuron la fiber

dynamic y-fiber

nuclear bag intrafusal
muscle fiber

nuclear chain

extrafusal intrafusal muscle fiber

muscle fiber
Fig. 5. Reflex arc.

As mentioned above, two types of reflexes can occur in the reflex arc composed of spindle,
Gla fiber, presynaptic inhibition, a-motoneuron, a fiber and muscle. Evaluation of these
reflexes therefore requires consideration of not only the size of the reflex but also the timing
of their generation. Naturally, therefore, measurements of knee joint motion used in
analyzing these reflexes demand high accuracy.
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3. Detection of knee joint motion using acceleration sensors
3.1 Accelerometers as biosensors of knee joint motion

Measurements of physical movement have long been done focused on gait analysis.
Recently, various types of advanced measurement technology are used in the field of sports
science. Among them, sensors and measurement systems thought to be applicable to
measurements of lower extremity motion, including sensors for pendulums described in 3.2-
3.3, may be listed as follows.

a. Electrogoniometer (commonly called potentiometer)

This is a fixed rotation axis sensor that uses a rotating variable resistor. The rotation angle is
detected as an electrical potential proportional to it. It has high reliability. On the other
hand, it is unsuitable for measurement of high-speed movement, because large torque is
required to drive contact points and they are abrasive.

b. Magnetic-type goniometer

This is a fixed rotation sensor with multiple magnetic pole and magnetic elements arranged
along its circumference. It detects an electrical potential proportional to the rotation angle. It
has high reliability and high accuracy. It requires a little torque since it is a non-contact-type
device, and has no wearable parts.

c.  Distribution constant-type electrogoniometer (“flexible goniometer”)

This sensor was developed for angle measurements of complex joints (Nicol, 1989). It is not
affected by movement of the joint axes, with the basic axis and movement axis set on either
end of a bar-shaped resistor that changes electrical resistance with changes in shape. The
angle between the two axes is measured as change in the resistance value. It has both rather
large non-linearity and hysteresis.

d. Marking point measurement (or motion capture system)

Many marking points are attached to the surface of the subject’s body, and images are made
while the subject is moving (Fong et al., 2011). The subject is completely unrestricted. The
angles at multiple points can be measured simultaneously. Its application is limited to
experimental use for reasons of large filming space requirement, low time resolution, large
scale of the system, etc.

e. Accelerometer

This sensor detects the movement of an object along a single axis as an acceleration signal,
using a built-in strain gauge or similar element set. It is applicable to detection of
accelerations in a wide range of fields, and various types have been developed from
perspectives such as model type, accuracy, and stability. It does not restrict the movement of
subjects, because a sensor only needs to be attached to one side of a joint even for joint
movement measurements. It can also measure angle and angular acceleration
simultaneously.

f.  Gyroscope

Ultra-small devices have been developed using the Coriolis force and piezoelectricity based
on micro-electro-mechanical systems (MEMS) technology (Tong & Granat, 1999). Currently,
however, stability and reliability remain problematic.

To summarize, the requirements for knee joint motion measurement systems suitable for the
pendulum test in clinical practice include: (1) sufficient accuracy; (2) low susceptibility to
effects from the motion of the knee joint axis; (3) no restriction of the knee joint when worn;
(4) ability to be attached simply and stably; and (5) ability to obtain waveforms of angle,
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angular velocity, and angular acceleration simply and with high accuracy. In the light of the
above, the following conclusions may be reached with regard to the suitability of these
sensors or measurement systems.

First, potentiometers are the most basic kind of angle sensor, and they have been used by
Vodovnik et al. (1984), Lin & Rymer (1991), and others in studies of the pendulum test.
However, when measuring knee joint angle using one potentiometer, accurate
measurements cannot be made because of the axis of motion of the knee joint. Furthermore,
it is not easy to attach and maintain the axis of the potentiometer in alignment with the
rotation axis of the knee joint, and knee joint movement is restricted. Moreover, when
seeking angular velocity and angular acceleration, one must depend on the differential,
which is problematic in terms of accuracy. Magnetic goniometers perform well as angle
meters, but they have the same problems as potentiometers with respect to the motion of the
knee joint axis. Flexible goniometers have good properties with respect to the motion of the
knee joint axis and ease of use, but the sensor itself has inadequate accuracy. Moreover, for
the optical motion capture system that measures score, it is expected that the angle of knee
joint motion (in some cases, angular velocity) will be detected faithfully with no contact
mode, but the construction of the apparatus is too large for measurements of knee joint
angle only with the body at rest, making it difficult to apply clinically. In recent years, many
types of small and lightweight gyroscopes have been developed, and they have many
features, such as ease of attachment, that make them suitable for measuring knee joint
motion. However, stability and reliability are lacking in ultra-small types. In addition, the
values detected are basically limited to angular velocity or one of the angles.

From the above, one can conclude that accelerometers fulfill nearly all of the preceding
requirements, and, overall, they are the best option.

3.2 Principle of the knee joint motion measurement system using two accelerometers

We developed a method that can detect knee joint angle and angular acceleration
simultaneously using two linear accelerometers in accordance with the conclusions stated in
3.1 (Kusuhara et al., 2011).

The fundamental configuration for the detection of knee joint pendulum motion is shown in
Fig. 6(a). Accelerometers 1 and 2 are fixed on an accelerometer mounting bar separated by a
certain distance (L;, Ly) from point A on the rotation axis. The sensing direction of the
accelerometer is the direction orthogonal to the bar on the paper. At this time, the direction
of sensor attachment must be accurately fixed. However, attachment of the bar when
measuring knee joint motion only needs to be fixed freely in a position within the plane of
rotation of the knee joint and along the fibula as shown in Fig. 6(b). The lower leg is lifted
until the bar reaches a certain angle 0 (left on paper), and the pendulum motion is generated
by letting the leg drop freely.

The outputs of accelerometers 1 and 2 with respect to this pendulum motion are taken as a;
and ay, respectively. a; and a, are given as follows.

a1 = Lqf + gsind ©)
Qp = Lgfj + gsind 3)

Here, g is the gravity acceleration.
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For both equations (2) and (3), the first term on the right side is angular acceleration from
the pendulum motion, and the second term is the sensing direction component of the
accelerometer, influenced by the gravity acceleration.

accelerometer 2

accelerometer 2
(acceleration a5)

elerometer 1
eleration a,)

(@) (b)
Fig. 6. Rotary motion detection by two linear accelerometers. (a) Accelerometer-bar with two
linear accelerometers; (b) Attachment of accelerometer-bar on the lower leg.

When the first term on the right side disappears from both equations, the above-mentioned
sensing direction component gsinf of the acceleration due to gravity and the angle 0 of the
knee joint are obtained in equations (4) and (5), respectively.

Looyy — Ly

g sinfl = ﬁ (4)
0 = sin™' Laos = Lacy
B 9(Lr — L) ©

When the second term on the right side disappears from equations (2) and (3), the angular
acceleration @ of the pendulum motion unaffected by the acceleration due to gravity is
given as follows.

e ¥ — (¥9
=——7"F
L — L ©)

In addition, for the angular velocity &, the temporal differential of values on the right side
of equation (5) and temporal integration of values on the right side of equation (6) can be
obtained from the following equation.

L ode [
H:m:/mﬂ %)

From the above, according to the proposed method, waveforms for angle, angular velocity,
and angular acceleration that are unaffected by the acceleration due to gravity and
synchronized are obtained with the addition of a single differentiation or integration.

3.3 Evaluation of the measurement system in the laboratory
3.3.1 Generation of simple pendulum motion

When evaluating the performance of the knee joint motion measurement system constructed
in accordance with the principles described in 3.2, error can arise from the movement of the
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knee joint axis, imperfect attachment of the bar when evaluation is done, etc. This makes it
difficult to accurately grasp the performance of the instrumentation body unit. In the
following, therefore, we evaluate the instrumentation body unit by generating pendulum
motion in a simulation.

The prototype performance evaluation system made for this purpose is shown in Fig. 7. The
reference angle gauge is a high-accuracy, non-contact type, rotation angle gauge (CP-45H,
Midori Precisions, Japan) used for comparison and evaluation of detector performance in
the proposed method. An aluminum bar corresponds to the bar in Fig. 6(a), to which a
weight is attached midway to make the period of the pendulum about the same as the lower
leg. The fulcrum point A is set on the rotation axis of the reference angle gauge as in the
figure for accurate comparison of the detection results. Accelerometers 1 and 2 (AS-2GA,
Kyowa Electronic Instruments, Japan) are located in positions separated by only L; (60 cm)
and L, (15 cm), respectively, from the rotation axis on the aluminum bar. Acceleration a; and
ay detected by the accelerometers are input to a computer via matching amplifier and an
A/D converter (PCD-300B, Kyowa Electronic Instruments). The output of the other rotation
angle gauge is input to a computer via an A/D converter.

I— I—
Y goniometer
(angle 6g)

amplifier —l_
A/D laptop

convertor [ | computer
amplifier J_

Fig. 7. Construction of performance evaluation system.

Here, the aluminum bar of the apparatus in the figure was moved as a rigid pendulum, and
performance was evaluated from the results of simultaneous measurements of the
pendulum motion with the detector of the proposed method and the reference angle gauge.

3.3.2 Results of evaluation

Pendulum motion was induced by freely dropping the aluminum bar after tilting it to about
40 deg. This pendulum motion had damped oscillation of a sinusoidal waveform with a
period of 1.14 s, nearly the same as knee joint motion.

Output waveform examples of accelerometers a; and a, when the amplitude of damped
oscillation is about 30 deg are shown in Fig. 8. a1 and a; are in opposite phases because, with
a1, acceleration from pendulum motion is greatly affected by acceleration due to gravity,
whereas the opposite is true with a,.

The gsinf waveform obtained from equation (4) and the angle 0 waveform obtained from
equation (5) using these waveforms are shown in Figs. 9 and 10, respectively. In Fig. 10, the
reference angle gauge output 0r (broken line) and the errorg between 8 and 0r (thin solid
line) are added. From Figs. 8 and 9 it is seen that the values for the gsinf component
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included in a; and a, are large enough that they cannot be ignored. In addition, as
understood from the example in Fig. 10, the 0 and 0z waveforms are in excellent agreement.
Moreover, the component of acceleration due to gravity remaining in angle waveform 0 is
small enough to be indistinguishable from noise (see errorg). The correlation coefficient of 0
and Or for 10 periods, including the 2 periods shown in this figure, was 0.999, and RMSE

was 0.992 deg.
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Fig. 8. Output waveforms of linear accelerometers (a; and ay).
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Fig. 10. Angle waveforms (6 and k).
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The detection results for angular acceleration @ were as follows. The angular acceleration &
obtained by substituting acceleration waveforms a; and a, from Fig. 8 into equation (6), and
the angular acceleration @ r obtained by twice differentiating fr in Fig. 10, are shown in Fig.
11. The solid and broken lines are § and &g, respectively, and the thin solid line is the
error® of the two. Noise is superimposed in 6 g obtained with a differential, but there is
good agreement between the two. The correlation coefficient of § and 6 g and RMSE for 10
periods, including the 2 periods shown in Fig. 11, was 0.998 and 0.749 rad/s?, respectively.

Next, let us look at the angular velocity waveform. The angular velocity waveform 64
obtained by differentiating angle waveform (f) in Fig. 10 (solid line) and the waveform 8,
obtained by integrating angular acceleration waveform @ in Fig. 11 (broken line) are shown
in Fig. 12. There is good agreement between the two, although this is due partly to the fact
that these values were obtained in a simulation trial done in a laboratory with little noise.
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Fig. 11. Angular acceleration waveforms (# and 6 ).
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Fig. 12. Angular velocity waveform (01 and 6 ,).

The accuracy of the above-mentioned knee joint motion measurement system itself was
obtained using two accelerometers of the same type purchased with no special conditions.
This accuracy, when compared with the accuracy of detecting uniaxial arm motion with a
gyroscope, goniometer, and potentiometer (correlation coefficients (0.9997-0.9999) and
RMSE (1.37-1.47 deg (Furuse et al., 2005)) for similarity between these measured values),
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had a similar correlation coefficient and RMSE of about 30% smaller. Attaching the
aluminum bar to the subjects is easier than these sensors. The next subsection discusses the
effect on knee joint motion.

3.4 Estimation for the accuracy of the proposed system

For the principles given in 3.2, when using this knee joint motion measurement system
created for the pendulum test, there is the problem of axis of motion mentioned in 2.1, in
addition to the unique aspects of biological measurements, such as the state of attachment of
the aluminum bar to the knee joint and slight changes of posture by the subject during the
test. Therefore, one would predict that the decrease in accuracy due to these factors cannot
be ignored. However, we have found no method that can directly and precisely evaluate the
decrease in accuracy resulting from these factors. In this study, therefore, the following
indirect method was used to evaluate the decrease in accuracy when measuring subjects.

First, the subject sitting in a chair for measurement and the evaluation system used in 3.3
were arranged as shown in Fig. 13. The chair and subject seen on the plane of the paper are
located just in front of the evaluation system. The height of the evaluation system from the
floor and the left-right positions seen on the plane of the paper were adjusted so that the
rotation axis of the evaluation system and the rotation axis of the knee were on about the
same line. The aluminum bar was fixed to the lower leg with rubber bands as shown in the
figure so that the motion of the knee joint would be restricted as little as possible.

Next, the pendulum test was done by freely dropping the lower leg after it had been lifted
about 50 deg.

goniolmeter
| —

accelerometer 2

accelerometer 1 4

rubber band ‘,.:,"

&

Fig. 13. Evaluation system for knee joint motion detector.

Angle waveforms obtained in this way are shown in Fig. 14 (a). 0 and 0Or are the angle
measured with the present method and the angle measured with the reference angle gauge,
respectively. It is clear from this figure that the agreement is so close that it is difficult to
distinguish the two angles. To examine the angle detection accuracy with this method in
greater detail, Fig. 15 shows a window display of one section of the waveform in Fig. 14 (a).
The correlation coefficient in this part was 1.000, and RMSE was 0.672 deg. The RMSE value,
compared with the value for simple pendulum motion (Fig. 10), was 1.84-fold, equivalent to
1.94% with respect to the maximum amplitude (34.7 deg) of 6k. Fig. 14 (b) shows the angular
acceleration waveforms measured with this method. Good agreement between this
waveform and the waveform when the reference angle gauge output was differentiated
twice was also confirmed.
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Fig. 14. Angle and angular acceleration waveforms measured from a normal subject by
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Fig. 15. A window display of the angle waveforms in the Fig.14(a).

From the above, the accuracy of the knee joint motion measurement system based on the
present method was assured to be comparable to that of a reference angle gauge when
applied to the pendulum test.

This knee joint motion measurement system is also thought to have sufficiently high
accuracy to be applicable to the pendulum test for the following reasons.
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The evaluation system used for application to the pendulum test is the same as the system
used in the waveform measurements in Fig. 10. Therefore, the difference in RMSE for the
waveforms in Fig. 10 and the waveforms in Fig. 15 is thought to have been produced by the
difference in damped oscillation that is generated artificially and damped oscillation that
occurs in the biological body, by whether or not there was positional displacement or
distortion of the aluminum bar with shaking of the lower leg, or by the rotation axis
movement described in 2.1. This result means that, when the fulcrum point of the aluminum
bar is nearly matched to the knee joint rotation axis, both of RMSEs for the angles with this
method and with the angle gauge worsen by only about 0.3 deg compared with the
instrumentation body unit.

Finally, let us briefly consider the decrease in accuracy with the addition of the aluminum
bar. When the aluminum bar (85 g) and two accelerometers (15 g x 2) are added, the lower
leg mass of an average normal subject (about 3 kg) increases by roughly 4%. However, in the
accuracy evaluation results mentioned up to this point, the descriptions have shown that
there is almost no effect. Even so, the effect on measured knee joint motion in subjects
cannot be ignored. When the center of the gravity of the lower leg changes with the addition
of the aluminum bar and accelerometers, the moment of inertia changes in proportion to the
square of the distance to the rotation axis, affecting the period of the oscillation and the
damping coefficient in the pendulum motion. In both 8 and 4, the effect of the aluminum
bar and two accelerometers on the knee joint motion in an average normal subject is an
increase of about 3% in the time for one period and a decrease of about 6% in the damping
coefficient in the results of rough trial calculations. When more precise measurements are
required, the increase in the moment of inertia can be suppressed, and the influence on the
period and the damping coefficient can be decreased, by shifting the attachment position of
the aluminum bar upward.

4. Analysis of knee joint motion using the simulator with waveforms
measured

In this section, we will deal with spastic patients as the subject of the analysis. Such patients
have high phasic reflex.

4.1 Examples of waveforms measured

The knee joint motion of a normal subject was measured in the pendulum test using the
measurement system shown in Fig. 6 in section 3. Fig.16 shows examples of the waveforms
measured. In the figure, (a) and (b) show the angle waveform and angular acceleration
waveform, respectively. There is absolutely no restriction on motion of the lower leg, since
only two accelerometers were attached to it. It is difficult to estimate the error in this
measurement result quantitatively, but the measurement was probably made with about the
same accuracy as obtained in the investigation in the preceding section. The collapse of the
waveform that appears in the early stage of oscillation is noise produced by the state of
contact between the hand of the investigator and the lower leg in the instant when the lifted
leg was released. If this portion is eliminated, the angle waveform and angular acceleration
waveform have typical damped oscillation with nearly the same periods, although the
phases differ. These waveforms are the free oscillations mentioned in subsection 2.1. Both
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waveforms are described theoretically by the following differential equation derived by
Vodovnik et al. (1984).

" . TT f
.m+30+m+7“’smo=ﬂ @®)
Where |, B, K, m, (, and g are the moment of inertia, viscosity, elasticity, mass, length of the
lower leg and gravity acceleration.

Even if each coefficient value is taken as a constant, this is not simple to solve analytically.
However, according to the result of numerical analysis, the waveforms have similar damped
oscillations as in Fig. 16.
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Fig. 16. Waveforms of knee-joint motion measured from a normal subject by pendulum test.
(a) Angle; (b) Angular acceleration.

Next, we will look at the waveforms of spastic patients. Sample waveforms are shown in Fig.
17. The subject is a spastic patient with a moderately increased phasic reflex. Comparing them
with the waveforms in Fig. 16, the first peak of the angular acceleration waveform is larger.
This is because the muscle stretch velocity reaches a maximum in the vicinity where the
acceleration first intersects the time axis and a phasic reflex is produced, and the resulting
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contractile force in the quadriceps femoris muscle acts to extend the lower leg (see 2.2.3). The
knee joint motion in this case is not free oscillation, but restricted one by the contractile force.
Thus, as shown in the following equation, such a knee joint motion is given with an equation
that is obtained by adding this contractile force Qn to the right side of equation (8).
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Fig. 17. Waveforms of knee-joint motion measured from a moderate spastic patient by
pendulum test. (a) Angle; (b) Angular acceleration.

The angle waveform and the angular acceleration waveform are accurately synchronized,
because they are calculated directly from the outputs of the same linear accelerometers.
Consequently, the results of measurement with the above-mentioned measurement system
are suitable for the purpose of investigating behavior while rigorously referencing both
waveforms.

As seen from the above examples, according to the measurement system shown in Fig. 6 of
section 3, the angle and angular acceleration of the knee joint motion in the pendulum test
can be measured simultaneously with high accuracy. However, investigating in detail the
phasic reflex generation mechanism of each subject or estimating the degree of increase in
the reflex often requires values of physical quantities and/or waveforms for various
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sections. Constructing a simulator for the pendulum test using the model described in the
next subsection, the values of physical quantities and waveforms appropriate for an
arbitrary purpose will be able to be calculated freely.

4.2 Pendulum test simulator

Since equation (9) described in 4.1 is a basic model expressing knee joint motion, a simulator
can be constructed using it. However, to obtain a simulator with good accuracy, the
nonlinearity of B and K needs to be considered together with a detailed mathematical
formulation of Qn. The following briefly describes these implementation methods.

Qn is muscle contraction that occurs in the quadriceps femoris muscle during the stretch
reflex, expressed by equations (10) and (11) (Jikuya et al., 2001).

F,

Qh — (“{IJ(—THH)W (10)
Flq— ks

F, = % + Fe 1)

exp(-Tgs) and 1/(1+Tms)? are transfer functions that express the sum of the transmission
delay times in Group la fiber and a-fiber (Tq4: time required for an impulse to pass through
Group la fiber and a-fiber) and the characteristic of excitation contraction coupling (Tm:
twitch contraction time of muscle), respectively. s is a Laplace operator, and k¢ is a coefficient
to convert knee joint angle to muscle length. F, is the output of a-motoneuron. F4, F; and F,
are normalized command frequencies of f, fi and fe = Vina (Vina: a-motoneuron threshold),
respectively. Equation (11) expresses that the phasic afferent information Fyq — ks sent from
muscle spindles, after being inhibited by presynaptic inhibition F;, is added to command F.
from the brain and becomes the output of a-motoneuron.

Next is a description of the modeling of B and K with large nonlinearity. Each extrafusal
muscle fiber that make up muscle contain many actin and myosin molecules. It is known
that, in a resting state, the vast majority of these molecules are in a gel state, but when the
muscle starts to flex or extend movement, these molecules solate in accordance with the
velocity of the flexion or extension (Lakie et al.,, 1984). Using the properties of these actin
and myosin molecules, the temporal changes in B and K values are described by the
following differential equations (Jikuya et al., 1995).

B=a(By—B)—bB-DB,)|0] (12)
K =c(Ky— K)—dK — Ky) | 0| (13)

Here, By(Km) and Bm(Km) are the maximum and minimum values, respectively, of B(K), and
a, b, c, and d are all constants. These equations express equality of the differential of viscosity
and elasticity coefficients to the value when the proportion that is solated (b(B-Bw)| 8 |) is
subtracted from the portion of actin and myosin molecules that is gelated (a(Bm-B)).

The pendulum test simulator is a program specifically for analyzing knee joint motion,
prepared according to the mathematical models in equations (9)-(13) above. The inputs to
the program are values of the constants that appear in these equations, and the output is
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angle waveform (6), angular velocity waveform (@), and angular acceleration waveform

(8).We created this program in C language for execution on a personal computer.

4.3 Applications of pendulum test simulator

Using the simulator described in the previous section, knee joint motion can be freely
analyzed for arbitrary combination of input values of the simulator that cannot be directly
measured from subjects. In addition, by slightly modifying the program as needed, the
waveforms for arbitrary section of the model can be easily analyzed. Moreover, obtaining a
model for each subject by inverse simulation using the simulator, it becomes possible to
analyze the knee joint motion of that subject with the model only. The following 4.3.1, shows
a simple analysis of knee joint motion using the simulator, and 4.3.2 shows a case of high-
level analysis of the stretch reflex using inverse simulation.

4.3.1 Examples of waveforms obtained from simulation

Figures 18, 19, 20, and 21 are waveform examples of knee joint motion in a normal subject
and patients with mild, moderate, and severe spasticity, respectively. In all of the figures,
(@), (b), (c) and (d) show angle waveform, angular velocity waveform, angular acceleration
waveform, and muscle contraction waveform, respectively. It is clearly understood from the
figures that there is a relationship between knee joint motion and muscle contraction that
changes as spasticity increases. Although not shown in the figure, output waveforms such
as for muscle spindles and a-motoneurons can also be analyzed simply.
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Fig. 18. Simulation result of a normal subject. (a) Angle; (b) Angular velocity; (c) Angular
acceleration; (d) Muscle contraction.
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Fig. 19. Simulation result of a mild spastic patient. (a) Angle; (b) Angular velocity; (c)
Angular acceleration; (d) Muscle contraction.
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Fig. 20. Simulation result of a moderate spastic patient. (a) Angle; (b) Angular velocity; (c)
Angular acceleration; (d) Muscle contraction.
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Fig. 21. Simulation result of a severe spastic patient. (a) Angle; (b) Angular velocity; (c)
Angular acceleration; (d) Muscle contraction.

4.3.2 High-level analysis of the stretch reflex by inverse simulation

Determination of the input values for the simulator, so that the waveforms obtained with
the pendulum test simulator agree as closely as possible with the waveforms for actual knee
joint motion measurements, is called inverse simulation. If inverse simulation is conducted
for knee joint motion measured with the pendulum test, the waveforms generated in the
simulator, as already mentioned, are nearly the same as the measured waveforms for that
subject. The constant and command frequency values at this time are values that
characterize the individual subject. Therefore, if simulation is conducted based on these
constant and command frequency values and waveforms and information for each part of
the reflex arc are analyzed, a detailed understanding of the enhancement of the reflex for
that subject can be gained.

The results of inverse simulation for one patient with spasticity are shown in Fig. 22. The
solid line shows the result of actual measurement, and the broken line shows the result of
simulation. There is extremely close agreement between the two results. Considering the
sufficient accuracy of the knee joint motion measurement system and this kind of good
agreement between the two with this method, the simulator is also assumed to have
sufficient accuracy. At the current stage, however, some problems remain in aspects such as
the accuracy of constant and command frequency values obtained from the inverse
simulation and the time required to implement inverse simulation.

If these problems are solved, it is expected that the following issues can be resolved with
application of inverse simulation.
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Fig. 22. Result of inverse simulation of a spastic patient.

1. Regular estimation of the status of the increase in spasticity in specific patients with Fyq
and F; values.

2. Reduction of individual differences and quantitative assessments of spasticity based on
a uniform scale by standardizing inputs values of the pendulum test model for all
subjects, under the premise that subject’s body type and geometric structure of internal
tissue are considered to be similar.

3. Verification of the effect of antispasticity drugs using this system.

5. Conclusions

This article thoroughly discusses a new knee joint motion measurement system constructed
using two linear accelerometers, from the basic stretch reflex to the analysis of measurement
results, focused on achievements obtained up to this time.

In section 2, we first explained the mechanical structure of knee joint flexion and extension
as background knowledge to understand the discussion in section 3 and subsequent
subsection, briefly touching also on the movement of the knee joint axis. Next, we looked at
the source of the generation of the stretch reflex, which is the subject of measurement of the
knee joint motion measurement system. We also showed the phasic and tonic reflex loops
centered on muscle spindle function.

In section 3, we summarized the principles and results of performance evaluation of the
knee joint motion measurement system. First, we looked comprehensively at accelerometers,
which are the best option among sensors that can be used to measure knee joint motion, and
then discussed the principles of the knee joint motion measurement system using two linear
accelerometers. Next, we showed that the detection error of this device for simple pendulum
motion and the pendulum motion of subjects is about the same as with high-accuracy,
rotation angle gauges.

In section 4, we showed that the angle and angular acceleration of the knee joint could be
simultaneously synchronized and measured in patients showing spasticity with enhanced
phasic reflexes, and that the timing at which reflexes are produced could be easily
estimated. Next, we showed the principles of a simulator to analyze measured waveforms
and examples of analysis using this simulator, together with an additional statement on the
outlook for high-level analysis of reflexes in patients with spasticity.
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As a general conclusion, we demonstrated that the developed knee joint motion
measurement system does not restrict subjects’ movement as other systems do, and that it
has many features that other systems do not, such as simple system configuration and the
ability to acquire large amounts of information with simple data processing.

Future issues are the accumulation of clinical data using the features of this knee joint
motion measurement system and quantification estimates of abnormal stretch reflexes such
as spasticity, rigidity, and rigidospasticity based on those data.
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XAFS Measurement System in the Soft X-Ray
Region for Various Sample Conditions
and Multipurpose Measurements

Koji Nakanishi and Toshiaki Ohta
The SR Center, Ritsumeikan University,

Japan

1. Introduction

An X-ray absorption fine structure (XAFS) spectroscopy is a powerful and useful technique
to probe the local electronic structure and the local atomic structure around an absorbing
atom in an unknown material [Stohr, 1996, Ohta, 2002]. A highly bright X-ray source,
synchrotron radiation (SR) is usually used for XAFS measurements to obtain reliable
spectra, even for elements of very low content in a sample.

For visible/ultraviolet (UV) and infrared absorption spectroscopies, the transmission mode
is generally used, where incident and transmitted photon intensities are monitored. This is
also the most fundamental technique for XAFS measurements in the hard X-ray region.
However, it is hard to apply it in the soft X-ray region because of very low transmission.
Instead, other techniques equivalent to the transmission mode have been developed;
total/ partial electron yield (EY) and fluorescent yield (FY) modes. The former is a widely
adopted mode in the soft X-ray region, where the yield of Auger electrons and/or secondary
electrons is proportional to the X-ray absorption coefficient. Since the electron escape depth
is very short, the EY mode is surface sensitive. The latter is useful for XAFS measurement of
heavy elements of low concentration in the hard X-ray region, and it is also useful as a bulk
sensitive method in the soft X-ray region, although the probability of radiative decay is
much smaller than that of Auger decay. It is often the case that an appropriate mode is
chosen for sample conditions.

We have developed a practical and useful XAFS measurement system in the soft X-ray
region applicable for various sample conditions and multipurpose measurements. In this
system, it is possible to measure not only solid samples (such as powder, grain, sheet and
thin film samples) but also liquid and gel samples. It is also applicable to in-situ
measurements of anaerobic samples. In addition, it provides us some information of depth
profiles with combined use of the EY and FY modes.

2. XAFS measurement system in the soft X-ray region

The XAFS measurement system is an assembly of several components; a soft X-ray
beamline, sample chambers, detection systems, and a sample transfer system. Details of
each component are described follow.
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2.1 Soft X-ray double-crystal monochromator beamline

For a beamline below 1000 eV, a grating monochromator is generally used, while a crystal
monochromator is advantageous above 1000 eV, since several high quality crystals are
available which have proper lattice spacings. For XAFS measurements in the higher-energy
soft X-ray region (above 1000 eV), the double-crystal monochromator (DCM) beamline (BL-
10) was constructed in the SR center, Ritsumeikan University in Japan [Iwasaki, et al., 1998,
Handa, et al., 1999]. Then BL-10 has been developed and upgraded, and many
measurements have been performed (see Fig. 1) [Nakanishi & Ohta, 2009]. It consists of a 5.1
pm thick Be foil, a Ni-coated Si toroidal mirror, a Golovchenko-type DCM [Golovchenko et
al., 1981], an Ip monitor made of either Cu or Al mesh, a high-vacuum (HV) sample chamber
kept below 2x10-5 Pa, an atmospheric-pressure (AP) sample chamber, and some masks and
slits (see Fig. 2 (a)). The Be foil and the toroidal mirror at the front line are cooled by water in
order to reduce a heat load by direct irradiation of white X-rays. The Be foil functions to cut
visible and vacuum-ultra-violet photons which cause a background of an XAFS spectrum.
The SR beam with 6 mrad (horizontal) and 2 mrad (vertical) is deflected upward by 1.4 © and
focused at the sample position in the AP sample chamber about 9 m apart from the source
point with the 1:1 geometry by the toroidal mirror. The beam shapes and sizes are in good
agreement with those simulated by the ray trace analysis, as shown in Fig. 2 (b)-(d). The
available photon energy covers a range from about 1000 to 4500 eV by choosing a pair of
monochromatizing crystals, such as beryl(10-10), KTP(011), InSb(111), Ge(111), Si(111) and
5i(220) whose 2d lattice spacings are 1.5965, 1.0954, 0.7481, 0.6532, 0.6270 and 0.3840 nm,
respectively. The incident angle to the monochromatizing crystal, 6 is read in high accuracy
with an angle encoder. The photon energy is determined with the 2d lattice spacing of a
monochromatizing crystal and the incident angle using Bragg’s law. Several masks and slits
were inserted to minimize stray lights.

2.2 Tandem-type high-vacuum and atmospheric-pressure sample chambers

It is challenging to obtain reliable spectra from highly reactive compounds. In the soft X-ray
region, XAFS spectra are usually measured in vacuum because of the low transmittance of
X-rays in air (see Fig. 3). A vacuum environment is also necessary to measure reliable
spectra from highly hygroscopic samples. In contrast, some compounds change their
structures in vacuum. A typical case is hydrated compounds, in which hydrated water
molecules are easily desorbed in vacuum. In addition, liquid solutions or nano-particles
suspended in liquid cannot be introduced in vacuum without a special cell. For such
samples, XAFS measurements in AP are necessary.

Another compact AP sample chamber, made of an ICF70 six-way cross nipple, was installed
at the downstream of the HV sample chamber (see Fig. 2, 4 (a)). Two chambers are separated
by a thin Be window, which should be tolerable against 1 atm pressure difference and
whose thickness should be as thin as possible to minimize the intensity loss. The beam size
at the sample position in the HV sample chamber is about 2.5 mm (vertical) x 6 mm
(horizontal) (not focused), while that in the AP chamber is about 2 mm (vertical) X 5 mm
(horizontal) (focused). Thus, we chose the diameter of 10 mm and thickness of 15 pm,
respectively (see Fig. 4 (b)). It has been working without any trouble for more than one year
[Nakanishi et al., 2010].
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Fig. 1. (a) Bird-eye view of the SR center, Ritsumeikan University; (b) Photo of BL-10.
Fourteen beamlines have been installed in the center; five beamlines for XAFS, three for X-
ray lithography, three for photoelectron spectroscopy, and one for soft X-ray microscopy,
infrared microscopy and X-ray reflectivity.
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Fig. 2. (a) Schematic configuration of BL-10, and simulated X-ray beam profiles at (b) the
source point; (c) the sample position of the HV chamber and (d) the sample position of AP
chamber. The SR ray-tracing program “SHADOW” [Lai & Cerrina, 1986, Welnak et al., 1996]
was used for the simulations.
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Fig. 3. Simulated transmittances of Air and He gas at 70 mm, which is the distance from the
vacuum-tight window to the sample position in the AP sample chamber, and Be of 15 and
100 pm thickness. These simulations were used “X-ray Interaction with Matter Calculator”,
the Center for X-ray Optics, Lawrence Berkeley National Laboratory, USA. Available from
“http:/ /henke.lbl.gov/optical_constants/”.
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Fig. 4. Photos of the HV and AP sample chambers (a), and the vacuum-tight Be window (b).

Prior to the measurement, the AP chamber was filled with He gas to increase the
transmittance of X-rays (see Fig. 3). It takes about 10 minutes to replace the air inside with
He gas completely with the flow rate of 8.45x10-1 Pa-m3/s (500 sccm). The He gas flow rate
was kept constant, typically at 3.38x102 Pa-m3/s (20 sccm) during measurements.

Now, the total EY (TEY) with specimen current, partial EY (PEY) using a PEY detector (as
will hereinafter be described in detail), and partial FY (PFY) using a silicon drift detector
(SDD) can be carried out in the HV sample chamber, while PFY can be carried out in the AP
sample chamber.
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For the performance test of BL-10, the photon flux was estimated from 1000 to 4500 eV using
a Si PN photodiode (AXUV-SP2, International Radiation Detectors Inc., USA). In general,
the photon flux @ (photons/s) is given by the following formulae,

i
o=-"+. 1)
ne
where i, (A) is the short-circuit current of a photodiode. 7 is a quantum efficiency and e is a
charge (A-s) [Saleh & Teich, 1991].
nis in the range (0 < 17< 1), and is approximately proportional to the photon energy hv,

e
R =Z—V )

where R is called as ‘resposibility’, whose typical values are available from the WEB site of
International Radiation Detectors Inc. (http://www.ird-inc.com/). The equation (3) is
changed by,

ne=Rhv 3)

where 7 ¢ is called a device quantum yield. Substituting this equation (3) into the equation
(1), we obtain the following,

. @

Fig. 5 shows the photon fluxes at the sample positions in the HV and AP sample chambers.
All photon fluxes are normalized by the SR ring currents (200 mA). The difference of photon
fluxes between in HV and AP is larger in the lower photon energy because of the
transmittance for the Be window (see Fig. 3). However, the difference for the KTP crystal
was relatively smaller than predicted that. This might be due to the radiation damage for the
crystal, since the measurement was performed first in AP and later in HV sample chambers.
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Fig. 5. Photon fluxes at the sample position in HV (black line) and AP (red line) sample
chambers using each monochromatizing crystal.
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To demonstrate the availability of the HV and AP chambers, XAFS measurements were
carried out for anhydrous MgCl, and MgCly-6H>O. The crystal structures of MgCl, and
MgCl,:6H,O are schematically shown in fig. 6. It is known that both samples are highly
deliquescent. Since the local structures around Mg and Cl atoms are different from each
other, it is expected different XAFS spectra are observed between MgCl, and MgCl,*6HO.

{a) MgCl.

by MeCl,6H,0

Fig. 6. Crystal structures of MgCl (a) and MgCl,-6H,O (b) drawn by VESTA program
[Momma & Izumi, 2008]. Each crystal information is referred from [Wyckoff, 1963] and
[Agron et al., 1969].

Observed Mg and Cl K-edge X-ray absorption near edge structure (K-XANES) spectra
which were measured both in HV and AP sample chambers are shown in Fig. 7. They are
compared with theoretical XANES spectra simulated with the FEFF-8.4 program based on
the real-space full multiple-scattering theory [Rehr et al., 2000]. Note that the white lines of
PFY spectra in Fig. 7 are heavily suppressed compared with those of TEY spectra. This is
due to the self-absorption effect in the PFY spectrum. In Mg K-XANES spectra of MgCl, (fig.
7 (a)), we can observe characteristic peaks; a white line at 1309.5 eV and a shoulder at 1311.5
eV. The spectral profile of TEY (HV) is well reproduced by the FEFF simulation. Those of
PFY (HV), TEY (HV) are similar to that of PFY (AP), though the shoulder at 1311.5 eV is
more enhanced in the spectrum of PFY(AP). In contrast, Mg K-XANES spectrum from
MgCl,-6H,O in AP is distinctly different from those in HV, as shown in fig. 7 (b). The
simulated spectrum is very similar to that of PFY (AP). This clearly indicates that the sample
in vacuum is not MgCly-6H>O anymore, but changed to anhydrous MgCl,, desorbing
crystalline water molecules. In fact, the spectra from MgCl,+6H,O in HV (both PFY and TEY)
are close to those of MgCl, in fig. 7 (a). Careful examination revealed that the spectrum from
MgCl+6H>O in HV (PFY) can be interpreted as a superposition of the spectra from
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Fig. 7. Mg K-XANES spectra of MgCl. (a) and MgCl,-6H>O (b), and Cl K-XANES spectra of
MgCl; (c) and MgCl-6H>O (d) [Nakanishi et al., 2010]. Theoretical XANES spectrum with

FEFF-8.4 is also shown in the bottom of each figure, where the Z+1 approach was used for
(a) and (b) [Nakanishi & Ohta, 2009].

MgCl, and MgCl,+6H,0. A part of MgCl,+6H,O might remain in bulk and be detected with
the bulk-sensitive FY method. In fact, the spectrum was quickly measured in HV after
evacuation.

As described above, an additional peak appears at 1313.5 eV in the spectrum from MgCl, of
PFY (AP) in fig. 7 (a). This feature can be interpreted as the contribution from MgCl,+6H,O,
since highly deliquescent MgCl, adsorbed water during the sample preparation in air. This
‘surface layer’ is estimated to be about several pm orders. On the other hand, in the Cl K-
XANES spectra from MgCl, and MgCl,+6H>O, no significant difference was observed
between the spectra measured in AP and HV, as shown in Fig. 7 (c), (d). This shows that
hydrations occur exclusively around the Mg ions.

These results clearly demonstrate the necessity and the importance of XAFS measurements
both in AP and HV in the soft X-ray region to obtain reliable spectra from hygroscopic and
hydrated compounds.

2.3 Multiple Soft X-ray XAFS measurement system

The local structure and chemical composition of a sample surface are sometimes different
from those of the bulk. Such differences play a critical role in functions of materials, such as
catalytic activities, electronic properties of semiconductors, etc. Thus, there is a strong
demand of depth-profiling techniques. As described in Introduction, the EY mode is
generally used in the soft X-ray region, which is surface sensitive. The FY mode is
sometimes used to probe bulk structures, although the intensity of the FY mode is one or
two orders of magnitude lower than that of the EY mode. Combined use of these modes is
known to be a powerful XAFS method for the depth profiling, as published so far [Yoon, et
al., 2004].
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There are some types in the EY mode. The TEY mode can be performed by only monitoring
a specimen current without selecting electron energies using any detector or analyzer.
Therefore it is adopted in many soft X-ray XAFS. The EY mode is surface sensitive
compared with the FY mode, but especially in the higher-energy soft X-ray region, the
sampling depth is not so small as expected [Frazer et al., 2003, Kasrai et al., 1996]. Others are
needs to select electron energies with an electron detector or analyzer. The Auger electron
yield (AEY) mode is the most surface sensitive and a high signal to background (S/B) ratio
by collecting only Auger electrons using an electron analyzer [Gao et al., 2009]. However it
is difficult sometimes to obtain a high signal to noise (S/N) ratio spectrum because of the
low signal of detectable electrons for low concentration elements. The partial electron yield
(PEY) mode collects only high energy electrons by filtering out secondary electrons and
Auger electrons from other lower-energy absorption edges. The PEY mode is more surface-
sensitive than the TEY mode, which is dominantly contributed by secondary electrons. A
typical electron detector for the PEY mode is composed of two metal mesh grids for ground
and retarding voltages, a chevron microchannel plates (MCPs) assembly with double MCPs
and a metal collector [Stohr, 1996]. In this detector, a suitable retarding voltage excludes
low-energy electrons emerged from a deep bulk and extra signals from other lower-energy
absorption edges. Hence, it enables us to obtain a spectrum with higher surface sensitivity
and higher signal to background (S/B) ratio. The PEY method provides us with high quality
spectra, and has been used in many XAFS studies, especially in the lower-energy soft X-ray
region [Sako et al., 2005]. However, it should be noted that soft X-ray XAFS spectra by the
PEY mode may sometimes cause a serious problem. It is well known that MCPs can detect
not only electrons but also X-rays [Wiza, 1979]. When one uses the conventional MCP
detector as an electron detector in soft X-ray XAFS experiments, one would get a spectrum
deformed by unexpected inclusion of fluorescent X-rays.

In the lower-energy soft X-ray region below 1000 eV, the influence of fluorescent X-rays is
very small and negligible, but it is not negligible in the higher-energy soft X-ray region,
since the radiative core hole decay channel, i.e. fluorescent X-ray emission starts to open
though the Auger decay process is still dominant [Krause, 1979]. Thus, we should be careful
whether the PEY mode with an MCP detector provides reliable spectra or not.

A typical example is shown in Fig. 8 (a), which exhibits Si K-XANES spectra of a commercial
thermally oxidized Si (SiO,/Si) wafer with a 100 nm oxide overlayer (100 nm-SiO,/Si wafer)
taken with a conventional MCP detector. Observed TEY spectrum with specimen current is
also shown for comparison, which gives the typical spectrum of SiO,. This result is
reasonable, because the sampling depth of SiO,/Si wafer by the TEY mode with specimen
current is estimated to be about 70 nm, as reported by Kasrai et al. [Kasrai et al., 1996] and
also confirmed by our experiments shown in fig. 11 (b). On the other hand, the XANES
spectrum recorded by the conventional MCP detector at the retarding voltage of 0 V shows
not only the feature of SiO; but also a weak feature of bulk Si at 1840 eV. In addition, by
increasing the retarding voltage, the feature of bulk Si is more enhanced. In other words,
increasing the retarding voltage appears to give bulk sensitive spectra. This result
contradicts with a general tendency of the relation between a retarding voltage and
sampling depth by the PEY method.

In order to explain this incongruous phenomenon, we show unnormalized spectra in fig. 8
(b). It shows how the retarding voltages change the spectra. As the retarding voltage
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Fig. 8. Si K-XANES spectra of 100 nm-5iO,/Si wafer obtained with the conventional MCP
detector as a function of the retarding voltage. (a) Normalized spectra. The TEY spectrum
with specimen current is also shown for comparison; (b) Unnormalized spectra.

increases, the peak intensity associated with SiO, decreases drastically, but the peak intensity
at 1840 eV does not change at all (see inset of Fig. 8 (b)), even when the high retarding voltage
(2000 V) is applied enough to eliminate all emitted electrons from the sample. It turns out that
the origin of the peak at 1840 eV is fluorescent X-rays from bulk Si. This indicates that the
XANES spectra by the conventional MCP detector at the retarding voltages of 0, 1000, and
1400 V are mixtures of both the PEY and total FY (TFY) spectra. By increasing the retarding
voltage, number of electrons decreases, but that of fluorescent X-rays does not change. As the
result, the TFY signal is relatively enhanced and the MCP detection gives a bulk sensitive
spectrum apparently when the high retarding voltage is applied. In other words, the PEY
spectrum is deformed by inclusion of unexpected TFY spectrum. Thus, in the soft X-ray
region, one should use the conventional MCP detector as a PEY detector carefully, especially
in the case that fluorescent X-rays from the bulk are not negligible.

Above results suggest that it is necessary to make the influence of fluorescent X-rays as
small as possible for the PEY mode. Bearing it in mind, we designed and fabricated a new
PEY detector using a MCP assembly. The schematics and photograph are shown in Fig. 9.
There are two major modifications from the conventional MCP detector. The first is to bend
the trajectory of emitted electrons from a sample so as to collect only electrons in the MCPs.

For this purpose, three cylindrical austenitic stainless steel (ASS) grids, whose the transmission
rate is about 77.8 %, were used. The bending voltage of 3000 V was applied between
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Fig. 9. Newly-developed PEY detector for the soft X-ray region [Nakanihshi & Ohta, In

press]. (a) The experimental layout. The cross section of the detector is shown for the details;
(b) Photograph; (c) The operating principle for the PEY measurement.

the inner and the intermediate grids, and the outer grid works to prevent from a leak
voltage. The second is to place the dish-like ASS plate between a sample and MCPs so as to
avoid direct invasions of fluorescent X-rays (and electrons) into MCPs. These two
modifications make the PEY measurements work effectively in the higher-energy soft X-ray
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region as same as the conventional MCP detector in the lower-energy soft X-ray region. For
the detector, a Z-stack MCP assembly, whose MCPs have the diameter of 25 mm and the
aspect ratio of 60:1 (Long-Life MCPs, Photonis USA Inc., USA) was used.

To examine the performance of the detector, we prepared a Si wafer etched in 1.0 % aqueous
solution of HF (HF-Si wafer) and several SiO./Si wafers with different oxide overlayer
thickness by heating at 950 K in an electric furnace. The oxide overlayer thickness of each
sample was controlled by the heating time and estimated by ellipsometric measurements (A
= 633 nm), in which the refractive index was fixed to 1.457 [Malitson, 1965]. The photon
energy was calibrated by setting the first peak of the first derivative in the Si K-edge XAFS
(K-XAFS) spectrum of a Si wafer to 1839 eV [Nakanishi, 2009]. PFY spectra were using the
SDD with the selected energy window for Si-Ka X-rays.

Fig. 10 (a) shows observed Si K-edge PEY spectra of 25.3 nm-5iO,/Si wafer as a function of
the retarding voltage, together with the TEY and PFY spectra for comparison. Compared
with the TEY spectrum, the PEY spectrum at the retarding voltage of 0 V is slightly more
surface sensitive. This is because the detector collects electrons emitted in the oblique angle,
as shown in Fig. 9 (c).
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Fig. 10. (a) Observed Si K-XANES spectra of 25.3 nm-5iO,/Si using the PEY detector at
several retarding voltages. The PFY spectrum using the SDD, and TEY spectrum with
specimen current are also shown for comparison. The self-absorption effect of the PFY
spectrum is not corrected; (b) The distribution of SiO, and Si intensity ratio in PEY spectra of
25.3 nm-5i0,/Si wafer as a function of the retarding voltage.

Fig. 10 (b) shows how surface SiO; and bulk Si contribute to each PEY spectrum as a
function of the retarding voltage. Spectrum intensity ratios in each PEY spectrum are
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analyzed as the superposition of these two spectra: SiO; and bulk Si. Here, we adopt the
TEY spectrum of 127.8 nm-5iO,/Si wafer to stand for SiO,, and the TEY spectrum of HF-Si
wafer to stand for bulk Si. Note the PEY spectrum of 25.3 nm-5i0,/Si at the retarding
voltage of 1800 V is also used as the spectrum of bulk Si for the analysis, when the
retarding voltage of PEY spectra is higher than 1400 V. As the retarding voltage increases
from 0 to 1300 V, the SiO; intensity increases and the Si intensity decreases. This is the
reasonable tendency of the PEY measurements unlike that of the conventional MCP
detector in the previous section. However, as the retarding voltage increases further from
1300 to 1800 V, the SiO; intensity decreases dramatically and the bulk Si intensity
increases, relatively. At the retarding voltage of 1800 V, we could obtain a PEY spectrum
which was close to that of bulk Si, even though Si KLL Auger electrons could not reach
the MCP at the voltage.

About the above phenomenon, we think the following reason. A part of fluorescent X-rays
or electrons emitted from the sample were scattered on the surface of parts of the detector,
then they are entered the MCP on unexpected trajectories. In addition, A part of fluorescent
X-rays and electrons excited atoms in parts of the detector as a probe, then generated newly
fluorescent X-rays and electrons also entered the MCP on unexpected trajectories. Here,
most of newly-generated electrons were excluded by the retarding voltage, but electrons
emitted from the intermediate grid for bending electrons of the detector could reach the
MCP because they were accelerated by the voltage between the intermediate grid and the
inner grid. These effects could be neglected when the retarding voltage was below 1300 V,
since the intensities of intrinsic electrons are dominant. Above 1300 V, These effects could
not be neglected, since the intensity of intrinsic electrons suddenly dropped. However, the
MCP gain had to be enhanced by increasing the MCP voltage from 2400 V to 3200 V in order
to get spectra when the retarding voltage was above 1300 V. These indicate that retarding
voltages above 1300 V are not suitable for the PEY detection at Si K-XAFS measurements
using this detector.

It was determined to be 1300 V for Si K-edge from the above results. Here, the S/B ratio was
confirmed for the PEY spectrum with the optimum retarding voltage. At the photon energy
of 2000 eV, the S/B ratio of the PEY spectrum of 25.3 nm-5i0,/Si wafer was 4.95. This was
superior to that of the PEY spectrum without retarding voltage (3.40) and the TEY spectrum
with specimen current (1.64).

Then, we estimated the sampling depth of the PEY detection. Fig. 11 (a) shows the PEY spectra
of SiO,/Si as a function of the oxide overlayer thickness at the retarding voltage of 1300 V. For
comparison, the result of TEY spectra is also shown in fig. 11 (b). As the oxide overlayer
thickness increases, the spectrum intensity ratio of SiO, increases and saturates in fig. 11 (c).
From this spectrum intensity ratio profile, the sampling depth at Si K-edge of the PEY was
estimated to be about 30 nm in the SiO,/Si system. This is less than half of that of the TEY.

Combining the PEY detector (PEY) with the specimen current (TEY) and the SDD (PFY), we
can get multiple information about sampling depths; surface, interface and bulk. It is greatly
valuable and efficient to obtain the depth profile of an unknown sample. Fig. 12 shows the
detection system and demonstrative Si K-XANES spectra of 25.3 nm-SiO,/Si. The three
spectra were observed with different spectral features depending on each sampling depth
(shown in fig. 12 (b)). This simultaneous soft X-ray XAFS system is not only useful to obtain
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detailed information about a sample but also important for XAFS users with limited
available beam time in a synchrotron radiation facility.
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Fig. 11. Si K-XANES spectra of several SiO,/Si samples with the PEY mode (a) and the TEY
mode (b) as a function of the oxide overlayer thickness; (c) The distribution of SiO, and Si
intensity ratio in PEY and TEY spectra of several SiO,/Si samples as a function of the oxide
overlayer thickness.
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Fig. 12. Multiple soft X-ray XAFS measurement system. (a) Photograph of the experimental
setup in the HV sample chamber; (b) Si K-XANES spectra of 25.3 nm-5iO,/5i detected by
the PEY detector at the retarding voltage of 1300 V (PEY), the specimen current (TEY), and
the SDD (PFY). The self-absorption effect is not corrected in the PFY spectrum.
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2.4 Transfer vessel system for anaerobic samples

We sometimes encounter a problem to measure anaerobic samples, such as highly
deliquescent materials, e.g. MgClo and MgCl,+6H>0O as described in section 2.2 and highly
hydrolytic materials, e.g. Li-ion battery (LIB) materials. One of the difficulties is how to
carry such a sample from a laboratory to an SR facility and how to set it up in an XAFS
equipment without exposing to air. An aluminum-laminated bag is often used to seal the
sample with a high-purity Ar gas in a glove box. It is possible to measure the sample in the
hard X-ray region, but is impossible in the soft X-ray region because of the low
transmittance for an aluminum-laminated bag. In order to solve the problem, we developed
a compact transfer vessel system (see fig. 13) [Nakanishi & Ohta, 2010].
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Fig. 13. Photos of developed transfer vessel system. (a) The load-lock chamber and the HV
sample chamber; (b) the transfer vessel, sample rack and sample holders; (c) inside of the
load-lock chamber.

Sample holder

It consists of an ICF70 UHV gate valve (Mini UHV gate valve, VAT Vacuumvalves AG,
Switzerland), an ASS one-side-sealed pipe, an ICF70-NW40 flange. The vessel is compact
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enough to be handled in a commercial glove box. Normally two samples are mounted on
the sample holder with carbon tapes. Eight sample holders can be set in the sample rack. After
the sample rack with sample holders is loaded into the vessel, the UHV gate valve of the vessel
is closed tightly together with a high-purity Ar gas in a glove box. Then the vessel is taken out
from the glove box. The sealed vessel can be carried to the SR center and is connected to the
load-lock chamber, as shown in Fig. 13 (a). After evacuating the chamber using a
turbomolecular pump (TMP) and rotary pump (RP), the gate valve of the vessel is opened. The
rack with sample holders is pulled out from the vessel and lifted to the transfer position in the
load-rock chamber by the transfer rod. Each sample holder in the rack is transferred and
loaded into the HV sample chamber for XAFS measurements. The HV sample chamber and
load-lock chamber are kept in HV until all XAFS measurements are over.

For evaluation of the sealing capacity of the vessel, we monitored dew points in the vessel.
The transfer vessel with a dew point temperature sensor probe (Moisture Target Series 5, GE
Measurement & Control Solutions, USA) was prepared (see fig.14 (a)) and monitored dew
point temperatures enclosed sixteen LIB electrode samples, LiCoO, powders with acetylene
black and poly-vinylidene difluoride (PVDEF) coated on Al films, with an Ar gas in a glove
box (see fig. 14 (b)). The sealed vessel was ejected from the glove box as soon as closing the
valve. It is shown that the dew point temperature increased gradually. After 24 hours, the
dew point temperature is about -80 °C. This is the sufficient value to carry LIB samples or
others prepared in a glove box without changing the condition.
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Fig. 14. (a) Photograph of the developed transfer vessel with a dew point temperature sensor
probe; (b) Monitored dew point temperature plots in the sealed vessel with LIB samples.

XAFS measurements of LiPF¢ known as an LIB electrolyte material were demonstrated. Fig.
15 (b) shows P K-XANES spectra of LiPFs powders carried by the sealed vessel without air
exposure and air exposure for 1 day by the TEY and PFY modes. For comparison, the
simulated spectrum of LiPFs, the experimental spectra of LisPO, powder and H3;PO,
solution are also shown in fig. 15 (b). Experimental spectra of LiPFs without air exposure are
good agreement between the TEY and PFY spectrum, and are also reproduced by simulated
spectrum. However, the small difference at the energy position of the pre-edge peak is
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confirmed between the TEY and PFY spectrum. Meanwhile both experimental spectra of
LiPFs with air exposure have similar features to LisPO4 and H3POy, such as the white line at
2152.9 eV (black dashed line) and the broad peak around 2170 eV. This indicates most local
structures of P atoms in LiPF¢ changed the octahedral coordination with F atoms shown in
fig. 15 (a) into the tetrahedral coordination with O atoms (i.e. phosphates). Hence we
identified surface P atoms in LiPFs without air exposure has been also changed into
phosphates, because the energy position of the pre-edge peak of the TEY spectrum closes to
that of the white line of phosphates. We think that only the surface of LiPF¢ samples has
been changed by negligible moisture in a glove box over the course of several weeks. About
LiPFs with air exposure, both the TEY and PFY spectrum shape are very similar to that of
LisPO,, but the shoulder peak at 2154.5 eV (red dashed line) can be seen only spectra of
LiPFs with air exposure. This origin is not clear yet, but may originate from POFs;, POF,(OH)
or other materials generated by hydrolyzed LiPFs [Kawamura et al., 2006].
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Fig. 15. (a) Crystal structure of LiPFs drawn by VESTA program [Momma & Izumi, 2008].
The crystal information is referred by [Rohr & Kniep, 1994]; (b) Simulated spectra of LiPFs
by FEFF program and experimental P K-XANES spectra of LiPF¢ with and without air
exposure. TEY spectra of Li;PO; and H3PO, are also shown as a reference sample. The self-
absorption effect is not corrected in PFY spectra.

From these results, it is clearly indicated the efficiency of the vessel to carry the highly
hydrolytic materials without changing the chemical condition. This transfer vessel system is
using in many case, and especially in LIB materials, the system is absolutely essential.
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3. Conclusion

We developed the unique and efficient soft X-ray XAFS measurement system at BL-10 of the
SR center, Ritsumeikan University. As well as being able to accept stable solid samples in
the HV sample chamber, hygroscopic and hydrated compounds, which are changed the
condition in vacuum, and liquid samples are also able to accept in the AP chamber with the
vacuum-tight window of a thin Be foil and in He gas atmosphere. In the HV chamber, a
multiple measurement combined with the TEY, PEY, and PFY methods can give us the
depth profile of samples. This is very useful for chemical analysis of practical samples. In
addition, the transfer vessel system is an efficient tool for carrying anaerobic samples
without changing chemical conditions. These setups will satisfy with many demands for
various sample conditions. We hope that this XAFS system will be used by many users and
stimulate further soft X-ray XAFS studjies.
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Laser-Induced Damage Density
Measurements of Optical Materials

Laurent Lamaignere
CEA, DAM, CESTA, BP N°2, F-33114 Le Barp,
France

1. Introduction

The prediction of the lifetime of optics in high power fusion lasers is a key point for
mastering the facilities (Bercegol et al., 2008). The laser damage scenario is seen as occurring
in two distinct steps. The first one concerns the damage occurrence due to the first optic
irradiation: the initiation step (Feit et al., 1999). Afterwards, damage sites are likely to grow
with successive new shots: the growth step (Norton et al., 2006 ; Negres et al., 2010). The
damage growth study requires the use of large beams due to the exponential nature of the
process, leading to centimetre damage sites. At the same time, damage density
measurements on large optics are mainly performed off-line by raster scanning the whole
component with small Gaussian beams (¢~1mm) (Lamaignere et al., 2007), except for a wide
range of results using larger beams which permit also a comparison between procedures
(DeMange et al., 2004). Tests are currently done at a given control fluence. The goal is to
irradiate a known area in order to reveal all the defects which could create damage. This
procedure, named rasterscan procedure, gives access to the optical damage densities
(Lamaignere et al., 2007). This measurement is accurate and reproducible (Lamaignere et al.,
2010). In standard tests (ISO standards, 2011), results are given in terms of damage
probability. This data treatment is size dependent; on the contrary, it is important to focus
the attention rather on the density of sites that damage at a given fluence.

The purpose of the present chapter is to explain how the knowledge of the entire test
parameters leads to a comparable and reproducible metrology whatever beam and test
characteristics. To this end, a specific mathematical treatment is implemented which takes
into account beam shape and overlap. This procedure, which leads to very low damage
densities with a good accuracy, is then compared with 1/1 tests using small beams. It is also
presented with a peculiar attention on data reduction. Indeed an appropriate treatment of
these tests results into damage densities gives at once good complementarity of the several
procedures and permits the use of one procedure or the other, depending on the need. This
procedure is also compared with tests realized with large beams (centimetre sized as used
on high power facilities). That permits to compare results given by specific table-top test
facilities with those really obtained on laser lines (Lamaigneére et al., 2011).

In section 2, facilities using small and large beams are described. The several procedures
used are presented in section 3. Developments of data treatment and analysis are given in
section 4. Section 5 is devoted to the determination of error bars on both the fluence
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measurement and the damage density. Few results presented in section 6 illustrate the
complementarity of procedures, the repeatability, the reproducibility and the
representativeness.

2. Tests facilities
2.1 Small beam facilities

Measurements are currently performed on Q-switched Nd:YAG lasers supplying three
wavelengths, the fundamental (1.064um, 1), the second (0.532um, 2®) and third (0.355pm,
3w) harmonics. Laser injection seeding ensures a longitudinal monomode beam and a stable
temporal profile. The lasers deliver approximately 1 J at a nominal repetition rate of 10Hz at
lo. Beam is focused into the sample by a convex lens which focal length is few meters. It
induces a depth of focus (DOF) bigger than the sample thickness, ensuring the beam shape
to be constant along the DOF.

Two parameters are essential in damage tests: the beam profile and the energy of each shot.
Equivalent surface S, (i.e. defined as the surface given at 1/e for a Gaussian beam) of the
beam is determined at the equivalent plane corresponding to distance between the focusing
lens and the sample (see Fig. 1). At the focus point, beam is millimetric Gaussian shaped and
diameter (given at 1/e) is around 0.5 to 1 mm. Shot-to-shot laser fluences fluctuations (about
15% at one standard deviation) are mainly due to fluctuations of the equivalent surface of
the beam. This is the reason why fluence has to be determined for each shot:

- Energy measurements are sampled by pyroelectric cell at 10 Hz: it is a relative data; this
cell has to be systematically compared with full-beam calorimeter calibrations before
each test.

- A photoelectric cell records the temporal profile (rise time of about 70 ps). This
parameter is rather stable (standard deviation of less than 2% of the average value).
Nevertheless, it is important to check that the laser goes on working with a single
longitudinal mode.
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Fig. 1. Typical experimental setup for laser damage testing (Nd:Yag facility) with small
beam.



Laser-Induced Damage Density Measurements of Optical Materials 63

- A CCD camera records the spatial profile. This tool is positioned at a position optically
equivalent to that of the sample. The two main parameters obtained from this set-up are
the maximum value (pixel) of the beam which is directly connected to the maximum
fluence, and the pointing position which permits to build up the fluence map. Beam
wings integrate a large fraction of the energy (up to 50%) and are responsible for a large
part of the fluctuations. Above a diameter of 1/e, the shape is very nearly Gaussian.

2.2 Large beam facilities

The advantage of tests with large beams is that they are representative of real shots on high
power lasers. They are carried out on high power facilities where parametric studies are
conducted: pulse duration or phase modulation (FM) effects. With energies about 100] at
1053 nm and 50] at 351nm and after size reduction of the beam on the sample, high fluences
are delivered with beam diameters about 16 mm. Due to a contrast inside the beam itself
(peak to average) of about few units, a shot at a given average fluence covers a large range
of local fluences (Fig. 2). The laser front-end capability makes possible parametric studies
like the effect of FM, temporal shapes and pulse durations on laser damage phenomenology.
The characteristics of this kind of laser are quite similar to high-power lasers for fusion
research: the front-end, the amplification stage, the spatial filters, the frequency converters
crystals. Then laser damage measurements performed with this system should be
representative of the damage phenomenon on high-power lasers.

Fig. 2. Damage test with a centimetre-sized beam. On the left, spatial profile of the 16mm-
diametre beam at the sample plane as measured on CCD camera. On the right, the
corresponding damage photography is reported. Matching the two maps allows to extract
the fluence for each damage site.

3. Procedures
3.1 1on1 procedure

The 1/1 test is made on a limited number of sites (ISO standards, 2011). Results are
generally given in terms of damage probability as a function of fluence. Since the beam sizes
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of several benches are different, it is compulsory to convert probability into damage density.
1/1 tests are also done because with a small number of tested sites, a rapid result is
achieved. Another advantage is that a relative comparison of several optical components is
possible if the test parameters are unchanged. Generally, the 1/1 test is used instead of S/1
to avoid material ageing or conditioning effects.

3.1.1 Small beam
In the 1/1 procedure:

- 1shotis fired on 1 pristine site. Energy, spatial and temporal profiles are recorded and
lead to beam fluence and intensity for each shot.

- Damage detection is achieved by means of a probe laser beam co-linear to the pump
laser beam.

- Many shots are realized at different fluences (about twenty sites are tested per fluence,
on the basis of a ten of fluences set); gathering shots by fluence group, probability plots
versus fluence are determined.

The next step is to convert the probability into damage density. This data treatment is
presented on paragraph 4.1.

3.1.2 Large beam

The metrology is very close to small beam metrology: energy, temporal and spatial profiles
are recorded. For the latest, a CCD camera is positioned at a plane optically equivalent to
that of the sample. Beam profile and absolute energy measurement give access to energy
density Fy locally in the beam:

Flr,y)=——20 i(xy) M)

Spix X z (n; x1)

i=min

Eiot : total energy
Spix : CCD pixel area
ity : pixel grey level

Figure 2 shows fluence spatial distribution of a large beam shot (beam diameter of about 16
mm). Due to a beam contrast (peak to average) of about 40%, a shot at a requested fluence
(mean value) covers a large range of fluences. This make compulsory the exact correlation
between local fluence and local event (damage or not). Data treatment is then completed by
matching fluence and damage maps (map superposition is realized by means of reference
points in the beam, hot spots). The two maps are compared pixel to pixel to connect a local
fluence with each damage site detected. Then data are arranged to determine a damage
density for each 1 J/cm? wide class of fluence. Damage density versus fluence is then given
by the following relation:

D(f)= In(1-P)/S @)

Where P is the damage probability: rate between the damage sites number (N4) over the
irradiated sites number (N;) and S is the size of the pixel camera.
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3.2 Rasterscan procedure

In order to scan a large area, the sample to be tested is translated continuously along a first
direction and stepped along a second direction (Fig.3), the laser working at predetermined
control fluence. Repeating this test at several fluences on different areas permits to
determine the number of damage sites versus fluence thus the damage density. But in the
case of Nd:Yag tripled frequency, shot to shot fluence fluctuations have to be taken into
account. Fluence can display a standard deviation of up to 15% for this kind of laser (Fig. 5
of reference (Lamaignére et al., 2007)). When thousands of shots are fired, modulation of a
factor 2 in fluence is obtained. Thus, it is important to monitor the specific fluence of each
shot in order to get a precise correlation between damage occurrence and laser fluence.
During the test, energy, spatial and temporal profiles, beam position on the sample are
recorded for each shot (at 10 Hz) in order to build up an accurate map of peak fluences
corresponding to the scan.

g7 Silica sample under test
1° area, F,
Step by 3° area, F,
step . Stz g g (G000 )
. \ ep shottq s pm
moving weww - -1 Ix A
— — A E,
i
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84
=
b
150 20002500 3000 3500 4000 4500 5000 5500
Continous moving Distance (um)

Fig. 3. On the left, the successive laser pulses overlap spatially to achieve an uniform
scanning. On the right, the beam overlap.

Much attention has to be paid to the position of the zero level in the beam image, because
the value of fluence is very sensitive to small errors in that level. The determination of that
position has to be checked very often, for example by verifying that the total energy
integrated on the CCD is proportional to the pyroelectric cell measurement. The uncertainty
on the zero level is responsible for the largest part of the total uncertainty on fluence
measurement. This point is treated on paragraph 5.1.

3.3 Damage detection system

Depending on facilities, damage detection is realized in-situ after each shot during scans or
after the irradiation with a “postmortem” observation. The “post-mortem” observation of
irradiated areas is realized by means of a long working microscope (Fig. 6 of ref.
(Lamaignere et al., 2007)). The minimum damage size detected is about 10 um whatever the
morphology of damage. Below this value, it is difficult to discriminate between a damage
site and a defect of the optic that did not evolve due to the shots. Damage sites might be of
different types: some are rather deep with fractures, others are shallower.
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In the case of the in-situ detection, a probe beam is focused at the same position as the pump
laser on the sample. The specular reflexion is stopped by a pellet set at the centre of a
collecting lens. The probe beam is scattered when damage occurs and the collecting lens
redirects the stray light onto a photocell: that corresponds to a Schlieren diagnostic. Since
the optic moves during the scan, the signal is recorded just before and just after the shot. The
comparison of the two signals allows making a decision on damage occurrence or not. The
smallest damage detected is again about 10 um.

Matching the maps of fluence and damage sites allows one to extract the peak fluence F;, for
each damage site. A first data treatment is then realized by gathering damage sites in several
fluence groups [(Fp-AF,/2) to (Fp+AF,/2)]. Knowing damage number and shot number, and
attributing an area to each shot, the damage density is determined for each group (Fig. 4).
Then with only one predetermined control fluence, damage density is then determined on a
large fluence range, due to fluence fluctuations during scan. At this point, however, only the
relation between damage sites and peak fluences is available. In next section, damage
density is calculated as a function of local fluence.

4. Data treatment
4.1 1/1 procedure

The damage probability is converted into damage density. Note that interaction between
materials defects is neglected. Thus, if defects damaging at a given energy density F are
randomly distributed, the defect density D(F) follows a Poisson law. Then, on a given area S,
damage probability P(F,S) and defect density D(F) are related by (Feit et al., 1999):

P(F,S)=1-exp(-D(F).S) 3)

The treatment is the same considering surface or volume damage densities. The total
volume illuminated V is the product of the beam area by the optical component thickness
0 (Lamaignere al al., 2009). V¢ is defined as the Gaussian beam equivalent volume (S,
being the Gaussian beam equivalent area):

Veq.g = Seq.g'e (4)
Defining &, as the measured damage density which is then obtained from damage
probability:

P=1-exp(-5,.S,,) )
The measured damage density is then:

In(1- P)
Op=——c— (6)
S@qg

When a spatially Gaussian beam is used, the absolute damage density can be expressed as
the logarithmic derivative of the measured density &,
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D(F)=F. ;F )

The experimental curve of 6,(F) can often be fitted by a power law of the energy density:

5, (F)=a.(F) ®)

m

Where o and fare calculated from the best fit of the measurements.
From equations (7) and (8), the absolute damage density is obtained:

D(F)= .5, (F) O

Or again:

55'1-8

D(F):ﬂ.[—M] (10)

Note that if P<<1, then relation (10) is equivalent to:

(1)

Sf’i-g

For each energy density level F, the observed damage probability P is given by the equation:

D

n
P=—— (12)
nP +n™P

where (1P + nND) is the total number of exposed sites and nP the number of damage sites.
Then, if nP<< nP + nND, the measured damage density is:

n” (13)
5m F)=rr—F—
( ) (nD+nND).qu‘g

Finally, the absolute damage density given in (11) is:

" (14

D(F)=p+—7— 14

) (nD+nND).Seq‘g

In order to determine the absolute damage density, the knowledge of the number of damage
sites and the Gaussian beam equivalent area is sufficient. The final step consists in

determining the exponent S from power law fitting of experimental data.

For a top-hat beam, the absolute damage density is directly given by equation (13), the same
equations can be used than for Gaussian beams taking f=1

4.2 Rasterscan procedure

In this part, the calculations used to analyze the experimental data are described. When tests
are done with small quasi-Gaussian beams, the overlap is not perfect (see the right insert
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figure 3): a large area is irradiated at a fluence smaller than peak fluence. Then the precise
beam shape and more precisely the Gaussian equivalent area have to be taken into account.
Each shot is identified with its maximum fluence F;. On the high fluence side, it is observed
experimentally that the damage density varied rapidly with fluence, approximately as a
power law (Fig. 4). The shape of the beam at the top is then the relevant function. Shots are
thus characterized by the equivalent area of the Gaussian peak. When this is done, it
appears that, schematically, the resulting curve could be divided in two parts (Fig. 4).
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Fig. 4. Damage density versus fluence, after treatment taking care of beam shape and to derive
experimental uncertainty. Diamonds are the raw data. Triangles represent treated data; in this
case fluence is the local fluence. Data on plateau are issue from relation (23) and those in the
high fluence range from relation (22). Error bars calculations are explained in §5.2.

4.2.1 At high fluences, above F, (see Fig. 4)

Damage density increases quickly with fluence. Calculations in this section are made easy
by considering spatially Gaussian shapes, for which fluence distribution can be expressed as
a function of 7, the distance to the peak. Each shot is identified with its peak fluence F,.

2

zr
F(r)= E, exp(- ) (15)
eq.g
becomes, when derived dF _ 2rrdr (16)
F S,

where we defined:
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Seq.g = Gaussian beam equivalent area.
Let us also define, for the following equations

S(total): Total scanned surface area

Feut: Transition fluence between “plateau” and power law behaviors

N: Number of damage sites

n: Number of shots
Let D(F) be the damage density distribution that we are trying to measure, a function of
local fluence F. We call 8m(Fp) the experimentally measured density at Fp. The number of
damage sites created by a shot of maximum fluence F, for a Gaussian beam is given by the
relation:

N(F,)=[ " 22r.drD[F(r)] = [ sgq,g.dp@ (17)

The third member of eq. (17) is obtained by changing variables in the integral and using eq.
(16). As shown in figure 4, we defined the experimentally measured density by:

N

nB)= s (18)

-8
This permits to express easily the measured density as a function of the true damage density

D(F):

D(E) 4 (19)

S@a
—_
=
~—

Il
O —y
-,
1

Thus D(F) can be easily expressed as the logarithmic derivative of the measured density 3.

45,,(f)
af
Since the experimental curve of 6m(Fp) is rather dispersed, it is better to use a functional

approximation of 8x(Fp) to derive D(F). At high fluences (above F..), damage density is well
fitted by a fluence power law:

D(f)=f-

(20)

5u(E)=a(E,) 1)

o and B can be calculated from the best fit of the measurements. From eq. (20) and (21), one
obtains the absolute damage density:

_N(f) (22)
n(f )'Seq‘g
Practically, above Fey, to determine the absolute damage density for each fluence group, we

have to know the number of damage sites and Gaussian effective area from the experiment,
and then we have to determine the exponent § from power law fitting of experimental data.

D(f)=B5,(f)=F
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4.2.2 At low damage fluences, below F;

The measured damage density dm(Fp) is nearly constant for fluences lower than Fey. This
plateau must be treated differently from the high fluence part. First of all, in this fluence
range, and especially when damage sites are attributed to low fluence shots, F;, is not a local
fluence maximum. Since dm(Fp) shows a very weak variation with Fp, it is reasonable to
assume that damage density D(F) is really a constant on this fluence range. Thus D(F) is
simply obtained by taking the ratio of the total number of damage sites in this fluence range,
by the total area covered by these shots (with F, < Feu). This area is proportional to the
number of these shots.

N(F<E N(E<E
D(F<k,)-NE<Fu) N(F<Fy) (23)
S(F<Fu)  n(F<Fu) g
n(total)
n(total).S,, o
Damage density D is then once again almost 8,, multiplied by a numerical factor T‘g ,

which is not far from 1. The result of this treatment can be visualized in figure 4. Since fluence
is low, the number of damage sites is low too, and the result is dominated by the error bar, as
we are going to see in paragraph 5.2.

5. Error bars
5.1 Fluence error

Synthesis of error margins is reported in Table 1. The first error (contributor 1) is due to the
acquisition of the energy with the pyroelectric cell. This measurement is systematically
compared with an absolute calorimeter calibrated yearly: the measurement uncertainty is
given at 2% at 1o (contributor 1).

A special attention has to be paid to the “qualification” of the camera used on each facility.
For example series of 1000 shots at different positions around the waist position are realized
in order to measure the mean equivalent area. It appears that two identical cameras (same
model) gave similar results within 4% (contributor 2). The same deviation is found between
three different cameras of different providers (two being 8-bit analog cameras with
rectangular pixels (13*11.5 pm?), the third one being a 12-bit digital camera with square
pixels (9.9*9.9 um?)). The fluctuations of cameras parameters (amplification, transmission
factors) and the laser instability must be taken into account; they certainly play a part in
these deviations. Thus, the different cameras give a rather similar result. These verifications
were completed by checking that the effective area determined on the equivalent plane was
the same as on the sample. It can be done by measuring around the waist position the areas
on the two paths “camera” and “sample” (Fig. 5). For the latter, a camera is placed instead of
the sample. Series of 1000 shots can then been realized for each position, each camera
recording spatial profiles at the same time. It appears, in Fig. 5, a good correspondence
between the two paths. From analysis, in the vicinity of the Rayleigh length, a deviation
between the two paths of less than 4% was obtained (contributor 3). This includes the
deviation coming from the cameras. It appears, in the same figure, that the deviation and
fluctuations shot-to-shot are drastically reduced close to the waist position. Last, it is also
important to check that the same fluctuations are recorded on the two paths. A good
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correlation between the two sets of data (of 1000 shots each) is found with a relative
variation of about 6% at 1o, contributor 4 (see Fig. 4 of ref (Lamaignére et al., 2010 )).

After reducing the total uncertainty on equivalent area measurement, a comparison between
the total energy integrated on the CCD camera and the measurement from the pyroelectric
cell has to be performed. The two signals should be proportional. The comparison gives a
random error of about 5% (due to the determination of the zero level on the camera,
determined at each shot and repeatability of the pyroelectric cell), contributor 5. Thus,
considering the whole analysis of error measurements (the different contributors are
summed up in Table I with the hypothesis that there are not correlated), it is appropriate to
consider for the different facilities, that the absolute fluence values are known with an
accuracy around 10%.
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Fig. 5. Optical paths comparison. Measurements of the beam equivalent areas (full symbols)
at the sample and equivalent planes with the same camera, at several positions close to the
focal point. At each position, the deviations between the two optical paths are indicated.

Contributor Error bar at 16 (%)
1 Calorimeter 2
2 Deviation between cameras 4
3 Deviation between optical paths 4
4 Shot-to-shot correlation between optical paths 6
5 Deviation between camera and pyroelectric cell 5

Table 1. Synthesis of error margins for identified contributors [Error budget]. A quadratic
summation provides an accuracy around 10% for the determination of fluences.
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5.2 Intervals of confidence

Unlike the measure of fluence, values of damage densities are rarely presented with any
notion of accuracy. However, it is not possible to compare measures in one’s lab or with
other installations without error bars. These error bars are especially needed in the low
fluence range were rare damage events are observed. The uncertainty is not on the
measurement of this particular sample, because this one is now destroyed. The interesting
statistical figure is the uncertainty that makes possible the comparison of two similar but
physically distinct samples.

To determine the statistical error on the measurement of D(F), one assumption on the nature
of the distribution of damaging defects is made: it is supposed that defects are randomly
distributed over the area. A specificity of this hypothesis is that there is no interaction
between defects. This supposition is common in laser damage research, and it probably
holds for optical components tested with millimeter sized beams. However, it is possible to
make the hypothesis that defects collaborate in damage, and draw some useful conclusions,
for the case of optical multilayers or that of bulk damage of KDP crystals.

The assumption of randomly distributed and independent defects is applied to any set of
defects: For example a set of defects damaging at a given fluence is supposed to be
distributed that way in the sample. So a set of defects is damaging in a given fluence range.
A damage test is an experimental sampling of a distribution of defects that characterizes a
very large area, for example the area of all the optical components and samples produced
with the same recipes. The error made will be calculated as a possible discrepancy between
density obtained at the sample and the “true” density that would be measured if the whole
production was damage tested.

The uncertainty depends on the number of damage sites generated within each fluence
group. By considering a Poisson distribution, it is rather straightforward to determine the
interval of possible measurements when the true characteristic is known. Let us define:

%: The surface area of the total production

N: number of potential damage sites on the total production

k: number of detected damage sites on S

v =N S5/%, number of expected damage sites on S

k is not equal to v, but rather follows Poisson law, when X is very large compared to S, the
area of the tested surface. Thus the probability of finding a given k value is:

B (=", 9
This formula (24) is only the first step. The problem is then inversed since we want to know
v from the measurement k. The main difficulty lies in the fact that we are interested in small
values of k (or v). When a law of probability is determined with a high enough number of
events, then one can use the law of large numbers to express neatly the error in terms of erf
function. In case of rare events, especially in the low fluence range, we had to make a special
derivation (the full demonstration is given in reference (Lamaignere et al., 2007)).

Let k be the known number of detected damage sites. The interval of values of v, for the
confidence to be better than 1-¢ can be written:
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Ve [Vmin ; Vmax ]
with
Vmin Vkefv £
P Adv = Ewhen k=0 ; Viin =0 whenk =0 (25)
v=0 :
and
oyke €
[ rela=t (26
b k! 2

max

This means that we calculate a probability 1-& for v to lie in the interval between v, and
Vmax. In this section, we know use specifically the confidence limits that corresponds with 2
standard deviation (2c) of a Gaussian variable &€ = .0455, or ¢/2 = .02275.

The confidence limits are very far apart when the measured number of damage sites is low.
Table 2 gives a numerical derivation of these limits for low k values. At k=0, when no
damage site is detected, we can only say that the average number of sites is lower than 3.7
with an error rate of 2.3%. This number of sites must be translated into a density.

One should notice that these error bars are only given by the statistical variations due to the
limited number of data (connected to the size of the sample). Potential errors due to
inaccurate damage detection are not taken into account.

k 0|1(2(3|4(5|6(7]|8(9]10(11(12(13|14|15|16|17(18|19(20
Vmin | 0 102(06]1,1]1,6(22]|28|34| 4 [47|54]|61|68(76(83]| 9 |98(11|11]|12]|13
Vmax |37156(7,2(88|10]12 (13 |15|16 |17 (1920|2122 (2425|2627 (293031

Table 2. Interval of confidence of v for a given measured value of k.

6. Results

This chapter is dedicated to experimental results and illustrates:

- The complementarity of the several procedures which can be indifferently used
depending on the information asked;

- The repeatability;

- The reproducibility; these two notions permit to validate the whole procedures;

- The representativeness of tests realized with small beams compared to large and real
beams on high laser facilities.

6.1 Complementarity

Figure 6 shows results obtained on the same optical component tested with the 1/1 and
rasterscan procedures, and on the same facility. Results are directly reported in terms of
damage density with the presented formalism in §4.1 and 4.2. During rasterscan, about 6000
shots (this corresponds to a scanned area of about 6 cm?) are fired with fluences between 2.5
and 4.5 J/cm?. During the 1/1 tests, only 200 shots have been fired with fluences between 4.5
and 6.5 J/cm? These results, which were presented, in the past, in terms of damage
probabilities, are translated in terms of damage densities. The good complementarity of the
two test results leads to validate the developed formalisms (for clarity, fluence error bars are
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not reported). We remark that due to a large number of tested sites, low damage densities
are available with the rasterscan technique. On the opposite, 1/1 test covers damage
probabilities between 0 and 1, and due to the small illuminated area, damage densities
available are higher. We observe that the intervals of confidence are smaller for rasterscan
procedures, due to a large number of damage sites in spite of small damage densities, than
for 1/1 where a limited number of sites are tested. Nevertheless, the overlap of damage
densities indicates a good measurement complement and that data reduction permits to
determine repeatable damage densities; in spite of a non 100% overlap during rasterscan
and a small number of tested sites during 1/1. Identical results were also obtained with
different pulse durations and spatial beam profiles.
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Fig. 6. Comparison of 1/1 and rasterscan procedures. Damage densities vs fluence measured
on the same optical component with the 1/1 test procedure (diamonds) and 3 rasterscans at
3 different fluences (squares).

6.2 Repeatability

It is necessary to check that the procedures applied on similar optics give always similar
results on a unique set-up. This should be done regularly. Fig. 7 shows results obtained on 3
samples from the same vendor, tested on the same facility on a one year period. Damage
densities lay inside confidence limits. This result and those obtained with other lasers (not
presented here) show that it is possible to achieve a good repeatability.

6.3 Beam overlap

A non-negligible parameter of the procedure is the shot-to-shot step i.e. the beam overlap. In
order to scan a large area and to be sure to irradiate all the defects, a good overlap is
necessary. That is possible with top-hat beams but not with Gaussian ones. In the latter case,
it is preferable not to use too small a step, in order to avoid that the defects experience a long
irradiation ramp, that the scan duration is too long and that damage grows due to
successive shots on the same site. Moreover, a good correspondence between damage and
fluence maps requires the step not to be too small. On the contrary, a large step implies a
large area to be scanned or a low statistic. At last, whatever steps and overlaps, data
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Fig. 7. Repeatability. Damage densities D vs fluence F for three different optical components
(from the same vendor) tested on the same facility within a one year period with the
rasterscan procedure.

treatment must provide the same and accurate results. In Fig. 8 results obtained on the same
optic (330*330 mm?) for 5 different steps are reported (0.15; 0.3; 0.6; 1; 2 mm corresponding
to an overlap of 95; 92; 66; 31 and 3%). For a step smaller than 0.15 mm, catastrophic
damage growth was observed. No tests were conducted under this value. As can be seen in
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Fig. 8. Steps. Damage densities vs fluence D(F) for the same optic tested on the same facility
with 5 different steps on 5 different zones. Data have been processed following data
reduction presented in § 4.2, this example is extracted from a Gaussian test.
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Fig. 8, from 9 to 15 J/cm?, results are gathered inside the largest interval of confidence (given
at 20). These results indicate that this procedure, with its data treatment, is able to provide
comparable measurements for a wide range of beam overlap. Consequently, comparison is
possible between several facilities where the shot-to-shot step inevitably varies from one test
to another.

6.4 Reproducibility

The comparison is on 4 optical components from the same batch. Due to the limited
available area on each sample, data exploration is realized for fluences between 10 and 20
J/em? In this range, damage density increases quickly with fluence and values are
sufficiently high for the number of damage sites to be high enough. For lower fluences and
lower damage densities, the areas to be scanned become too large and the error bars could
be too high to make any conclusion. For each sample, an area about 40 cm? was irradiated.

Data treatment presented in §4.2 is first applied (see insert of Fig. 9). Next pulselength
scaling is used. The best correspondence is obtained when ¢« is equal to 0.6. (Fig. 9), value
slightly different from the usual scaling 7/2. Up to 18 J/cm? measurements are gathered
inside the largest interval of confidence (given at 20). Fluence error bars are not reported for
clarity (values are provided with an accuracy around 10%) but taking into account both
fluence error bars and level of confidence, results are quite comparable. Above a few
hundred damage per cm? damage sites can aggregate and the comparison is no more
feasible.
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Fig. 9. Reproducibility. Damage densities vs fluence for several components (with the same
polishing process) tested on 4 different facilities. Fluences are scaled using a temporal
scaling law (7) with an a exponent of 0.6. In the insert, the raw data are reported.
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6.5 Representativeness

For the question of representatives, an area of 40 cm? has been tested on a large optic with
the small beam rasterscan procedure, i.e. illumination, damage detection and data
processing. A second optics has been tested with the large beam. For this comparison, the
number of parameters, that are different, is reduced selecting shots that are quite similar: the
pulses are single mode longitudinally; the temporal profiles are Gaussian with equivalent
pulse durations 7=2.5 and 2.3 ns, respectively. Data treatments are first applied. Next
pulselength scaling is applied with the help of a temporal scaling law (F~z”) and a = 0.6,
this value being previously determined (see §6.4). Nevertheless, the two pulse durations
being close, the comparison can also be made with the usual scaling 7> or without the use of
any scaling law. The absolute fluence values are known with an accuracy of about 10%
(Lamaignere et al., 2010); the sources of errors on the two facilities being different, it is
compulsory to take into account these errors. Figure 10 shows that measurements are
gathered inside the largest interval of confidence (given at 20) and thus the two results are
quite comparable. This confirms the reproducibility that was noted in the previous
paragraph.
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Fig. 10. Damage densities versus fluence measured on two optics from the same batch with
small and large beams.

7. Conclusion

With rigorous data analysis and treatment, it is possible to measure damage density on an
optical component with high accuracy and repeatability, whatever the beam overlap and the
beam shape. Since tests are destructive, the same area cannot be measured on two different
instruments. However the consideration of error bars on damage density allows comparing
results from several components assumed to be comparable.
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A particular attention has to be devoted to the error budget on fluence determination, more
precisely on the measurement of beam equivalent area. CCD cameras have to be carefully
qualified. Thus the error on calculation could be estimated. It is vital to ensure that this
equivalent area determined on the reference path is equal to that on the sample controlling
the CCD position and by verifying that the optics in front of the camera do not alter the
beam profile. This measurement has to be recorded at the frequency laser to monitor shot-
to-shot laser fluctuations. The calculations on error bars not only allow comparing results
from several samples tested on several facilities but also give an upper limit of damage
density, particularly useful when a small area is scanned or in a low damage density range.

Depending on the available area on the sample to be tested and the level of damage density,
it appears that the 1/1 and rasterscan procedures are comparable and complementary with
the use of an appropriate data reduction. More, these procedures give access to
representative measurements when compared to results and behaviours observed on high
laser facilities irradiated with very large beams.
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1. Introduction

Interferometers are used in metrology to measure temperature, displacement, stress and
other physical variables. A typical interferometer split a laser beam using a beam divisor.
Beam A is called reference, and is projected directly over a film or a CCD camera using
mirrors or fiber optic. Beam B interact with the physical phenomenon to be measured. The
interaction modifies the optic path of beam B; then it is projected over the same film or CCD
camera that beam A. The total irradiance is modelled on eq. 1.

I(x,y):a(x,y)+b(x,y)cos(go(x,y)) 1

The information about the measure is embodied on an interferogram, that is, a fringe
pattern image. In optical metrology, a fringe pattern carries information embedded in its
phase, that represents the difference in optical path between beam A and beam B. x,y are
integer values representing coordinates of the pixel location in the fringe image, a(x,y) is
the background illumination, b(x,y) is the amplitude modulation, and ¢(x,y) is the phase
term related to the physical quantity being measured. Figure 1 shows an interferogram and
its associated phase ¢(x,v).

[

(@)
Fig. 1. Fringe pattern(a) and its phase map (b).
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The problem is to recover the phase map from the fringe pattern image. The demodulation
process can be achieved by different methods, depending on the characteristics of the fringe
pattern. If the fringe pattern, or interferogram has open fringes (see fig. 2c) by adding a
carrier or tilt onto the phase, phase is obtained using Takeda’s Fourier Transform method
(Takeda & Kobayashi, 1982) or the Phase Locked Loop (Servin & Rodriguez Vera, 1993). A
carrier is a phase that increases or decreases linearly with x and or v .

PLL and Fourier methods can not be used if the interferogram has closed fringes or is not
normalized. A normalized fringe pattern means a(x,y)~0 and b(x,y)=1 (see fig 3). Many
methods can be used to normalize a fringe pattern (Quiroga et al, 2001). An interferogram
can be normalized due to a tilt in the plane waves of beams, defocus, speckle noise, etc.

(b)
Fig. 2. Original phase (a), fringe pattern without carrier; (b), fringe pattern by addmg a carrier (c).

\ f
PN

Fig. 3. (a)Non-normalized fringe pattern. a(x,y)=0.001y, b(x,y)=2x ; (b) Normalized
fringe pattern.

If it is possible to take three or more images and add a constant on the phase, a constant shift
that is different for each fringe pattern (see fig. 4), phase shifting techniques are suitable
(Malacara et al, 1998). It is not necessary to normalize the fringe pattern, but it is assumed
that a,(x,y) ~a,(x,y) = az(x,y) and by (x,y) =b,(x,y) = b3(x,y) .

A drawback to phase shifted method is the real phase are not obtained, buta mod 2 7 of the
phase (fig. 5a). An unwrapping method (Ghiglia & Romero, 1994) is necessary to obtain the
real phase (fig. 4b). The fringe patterns used on phase shifting should be normalized.
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Fig. 4. (a) Original fringe pattern I; (b) Adding a constant phase of 120 degrees, 12;

©

(c) Adding a phase of -120 degrees, I3.

(b)

Fig. 5. (a) Wrapped phase; (b) Unwrapped phase.

Methods like the Phase Tracker (Servin et al, 2001a) and the Two-dimensional Hilbert
Transform (Larkin et al, 2001) are used for closed fringes, normalized images. These
methods are robust again a large amount of noise, but a subjacent condition is to fulfil
Nyquist condition. Phase tracker gives an unwrapped phase so there is not necessary to use
an unwrapping method. The phase tracker and Hilbert transform proposed a cost function
that depends of some measure of the difference between the real phase and the estimated
phase. The real phase is unknown so the original interferogram is used and compared to the
fringe pattern of the proposed phase. More terms are added to introduce restrictions.

A problem with minimize a cost function is the danger of fall in a local minimum, far away
from the optimal point. It is also possible to use soft computing algorithms, such as neural
networks and evolutionary algorithms (EA). In the neural network technique, a multilayer
neural network (MLNN) is trained by using fringe patterns, and the phase gradients
associated with them, from calibrated objects (Cuevas et al, 2000); after the training, the
MLNN can estimate the phase gradient when the fringe pattern is presented in the MLNN
input. A genetic algorithm (GA) is a particular type of EAs. GA’s are optimization
algorithms that simulate natural evolution (Holland, 1975), and whereas GAs do not search
for the best solution to a given problem, they can discover highly precise functional
solutions and are very useful for nonlinear optimization problems or in the presence of
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multiple minimums (Goldberg, 1989), where classic techniques like gradient descent,
deterministic hill climbing or random search (with no heredity) fail.

Methods using GA (Cuevas et al, 2002), approximate the phase through the estimation of
parametric functions. The chosen functions could be Bessel in the case of having fringes
from a vibrating plate experiment, or Zernike polynomials, in the case of an optical testing
experiment, and when not much information is known about the experiment, a set of low
degree polynomials p(a,x,y) can be used. A complicated pattern is demodulated dividing
it into a set of partially overlapping windows fitting a low dimensional polynomial function
in each window, so that no further unwrapping is needed (Cuevas et al, 2006).

2. Genetic algorithms

Genetic Algorithms (GAs) (Back et al, 2000), are adaptive heuristic search algorithm
premised on the evolutionary ideas of natural selection and genetic. The basic concept of
GAs is designed to simulate processes in natural system necessary for evolution, specifically
those that follow the principles first laid down by Charles Darwin of survival of the fittest.
As such they represent an intelligent exploitation of a random search within a defined
search space to solve a problem.

First pioneered by John Holland in the 60s, Genetic Algorithms has been widely studied,
experimented and applied in many fields in engineering worlds. Not only does GAs provide
an alternative method to solving problem, it consistently outperforms other traditional
methods in most of the problems link. Many of the real world problems involved finding
optimal parameters, which might prove difficult for traditional methods but ideal for GAs.
However, because of its outstanding performance in optimization, GAs has been wrongly
regarded as a function optimizer. In fact, there are many ways to view genetic algorithms.

In a genetic algorithm, a population of strings (called chromosomes or the genotype of the
genome, fig. 6), which encode candidate solutions (called individuals, creatures, or
phenotypes) to an optimization problem, evolves toward better solutions. Traditionally,
solutions are represented in binary as strings of Os and 1s, but other encodings are also
possible. The evolution usually starts from a population of randomly generated individuals
and happens in generations. In each generation, the fitness of every individual in the
population is evaluated, multiple individuals are stochastically selected from the current
population (based on their fitness), and modified (recombined and possibly randomly
mutated) to form a new population. The new population is then used in the next iteration of
the algorithm. Commonly, the algorithm terminates when either a maximum number of
generations has been produced, or a satisfactory fitness level has been reached for the
population.

(of1f2fofafr]afof1]o]

Fig. 6. A chromosome.
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Genetic algorithms find application in bioinformatics, computational science, engineering,
economics, chemistry, manufacturing, mathematics, physics and other fields.

A typical genetic algorithm requires:

1. A genetic representation of the solution domain, see fig. 7.
2. Afitness function to evaluate the solution domain.

Gen
\
[ |
(ofrfafofrfaf1fo1]o0]
-

Alele

(@) (b)

Fig. 7. (a) Representation of the solution domain; (b) Each gene is codified with a bit string.

A standard representation of the solution is as an array of bits. Arrays of other types and
structures can be used in essentially the same way. The main property that makes these
genetic representations convenient is that their parts are easily aligned due to their fixed
size, which facilitates simple crossover operations. Variable length representations may also
be used, but crossover implementation is more complex in this case.

The fitness function is defined over the genetic representation and measures the quality of
the represented solution. The fitness function is always problem dependent. In some
problems, it is hard or even impossible to define the fitness expression; in these cases,
interactive genetic algorithms are used.

Once we have the genetic representation and the fitness function defined, GA proceeds to
initialize a population of solutions randomly. Improve it through repetitive application of
mutation, crossover, inversion and selection operators.

2.1 Initialization

At the first iteration many individual solutions are randomly generated to form the
population. The population size depends on the nature of the problem, but typically
contains several hundreds or thousands of possible solutions. Traditionally, the population
is generated randomly, covering the entire range of possible solutions (the search space).

2.2 Selection

During each successive generation, a proportion of the existing population is selected to
breed a new generation. Individual solutions are selected through a fitness-based process,
where fitter solutions (as measured by a fitness function) are typically more likely to be
selected. Certain selection methods rate the fitness of each solution and preferentially select
the best solutions. Other methods rate only a random sample of the population, as this
process may be very time-consuming.
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A generic selection procedure may be implemented as follows:

1. The fitness function is evaluated for each individual, providing fitness values, which
are then normalized. Normalization means dividing the fitness value of each individual
by the sum of all fitness values, so that the sum of all resulting fitness values equals 1.

2. The population is sorted by descending fitness values.

3. Accumulated normalized fitness values are computed (the accumulated fitness value of
an individual is the sum of its own fitness value plus the fitness values of all the
previous individuals). The accumulated fitness of the last individual should be 1
(otherwise something went wrong in the normalization step).

4. A random number R between 0 and 1 is chosen.

5. The selected individual is the first one whose accumulated normalized value is greater
than R.

Retaining the best individuals in a generation unchanged in the next generation, is called
elitism or elitist selection. It is a successful (slight) variant of the general process of
constructing a new population.

2.2.1 Roulette-wheel selection

Fitness proportionate selection, also known as roulette-wheel selection, is a genetic operator
used in genetic algorithms for selecting potentially useful solutions for recombination.

In fitness proportionate selection, as in all selection methods, the fitness function assigns a
value to possible solutions or chromosomes. This fitness level is used to associate a
probability of selection with each individual chromosome. If f; is the fitness of individual i

its probability of being selected is p; = , where N is the number of individuals in the

fi

N
25
population.
This could be imagined similar to a Roulette wheel in a casino. Usually a proportion of the
wheel is assigned to each of the possible selection based on their fitness value. This could be
achieved by dividing the fitness of a selection by the total fitness of all the selections, thereby
normalizing them to 1. Then a random selection is made similar to how the roulette wheel is
rotated.

While candidate solutions with a higher fitness will be less likely to be eliminated, there is still
a chance that they may be. Contrast this with a less sophisticated selection algorithm, such as
truncation selection, which will eliminate a fixed percentage of the weakest candidates. With
fitness proportionate selection there is a chance some weaker solutions may survive the
selection process; this is an advantage, as though a solution may be weak, it may include some
component which could prove useful following the recombination process.

The analogy to a roulette wheel can be envisaged by imagining a roulette wheel in which
each candidate solution represents a pocket on the wheel; the size of the pockets are
proportionate to the probability of selection of the solution. Selecting N chromosomes from
the population is equivalent to playing N games on the roulette wheel, as each candidate is
drawn independently.
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2.2.2 Stochastic universal sampling

Stochastic universal sampling (SUS) is a technique used in genetic algorithms for selecting
potentially useful solutions for recombination. It was introduced by James Baker.

SUS is a development of fitness proportionate selection which exhibits no bias and minimal
spread. Where fitness proportionate selection chooses several solutions from the population
by repeated random sampling, SUS uses a single random value to sample all of the solutions
by choosing them at evenly spaced intervals.

While candidate solutions with a higher fitness will be less likely to be eliminated, there is
still a chance that they may be. Contrast this with a less sophisticated selection algorithm,
such as truncation selection, which will eliminate a fixed percentage of the weakest
candidates. With fitness proportionate selection there is a chance some weaker solutions
may survive the selection process; this is an advantage, as though a solution may be wealk, it
may include some component which could prove useful following the recombination
process.

The analogy to a roulette wheel can be envisaged by imagining a roulette wheel in which
each candidate solution represents a pocket on the wheel; the size of the pockets are
proportionate to the probability of selection of the solution. Selecting N chromosomes from
the population is equivalent to playing N games on the roulette wheel, as each candidate is
drawn independently.

2.2.3 Tournament selection

It involves running several "tournaments" among a few individuals chosen at random from
the population. The winner of each tournament (the one with the best fitness) is selected for
crossover. Selection pressure is easily adjusted by changing the tournament size; if it is
larger, weak individuals have a smaller chance to be selected.

Deterministic tournament selection selects the best individual (when p=1) in any
tournament. A I-way tournament (k=1) selection is equivalent to random selection. The
chosen individual can be removed from the population that the selection is made from if it is
desired, otherwise individuals can be selected more than once for the next generation.

Tournament selection has several benefits: it is efficient to code, works on parallel
architectures and allows the selection pressure to be easily adjusted.

2.3 Crossover

Crossover is a genetic operator used to vary the programming of a chromosome or
chromosomes from one generation to the next. It is analogous to reproduction and biological
crossover, upon which genetic algorithms are based. Cross over is a process of taking more
than one parent solutions and producing a child solution from them.

Crossover techniques :

e  One-point crossover (fig. 8a).
e Two-point crossover (fig. 8b).
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Fig. 8. (a) One point crossover; (b) Two point crossover.

2.4 Mutation

It is a genetic operator used to maintain genetic diversity from one generation of a
population of algorithm chromosomes to the next. It is analogous to biological mutation.
Mutation alters one or more gene values in a chromosome from its initial state. In mutation,
the solution may change entirely from the previous solution. Hence GA can come to better
solution by using mutation. Mutation occurs during evolution according to a user-definable
mutation probability. This probability should be set low. If it is set to high, the search will
turn into a primitive random search.

The classic example of a mutation operator involves a probability that an arbitrary bit in a
genetic sequence will be changed from its original state. A common method of
implementing the mutation operator involves generating a random variable for each bit in a
sequence. This random variable tells whether or not a particular bit will be modified. This
mutation procedure, based on the biological point mutation, is called single point mutation.
Other types are inversion and floating point mutation. When the gene encoding is restrictive
as in permutation problems, mutations are swaps, inversions and scrambles.

The purpose of mutation in GAs is preserving and introducing diversity. Mutation should
allow the algorithm to avoid local minima by preventing the population of chromosomes
from becoming too similar to each other, thus slowing or even stopping evolution. This
reasoning also explains the fact that most GA systems avoid only taking the fittest of the
population in generating the next but rather a random (or semi-random) selection with a
weighting toward those that are fitter.

3. Genetic algorithm applied to phase recovery

The fringe demodulation problem is difficult to solve since many solutions are possible,
even for a single noiseless fringe pattern.

The image on a fringe pattern I(x,y) does not change if ¢(x,y) in Eq.(1) is replaced by
another phase function ¢(x,y) given by:
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o(x,y)=xp(x,y)+ 27k, %)

A fringe pattern of RxC pixels dimension is segmented into a window overlapping set of
sub-images of RIxC1 pixels dimensions, and with origin coordinates at (,c). The GA is used
to carry out the optimization process, where a parametric estimation of a non linear function
is proposed to fit the phase on the sub-images.

The fitness function is modelled by the next considerations: a) The similarity between the
original fringe image and the genetic generated fringe image, and b) the smoothness in the
first and second derivatives of the fitting function.

The fitting function is chosen depending on prior knowledge of the demodulation problem,
but when no prior information about the shape of ¢(x,y) is known, a polynomial fitting is
adequate. The adequate dimensionality of the polynomial depends on the interferogram
complexity, but if we only want to estimate the phase in a small region, the dimensionality
of the function can be low.

A r-degree approximation is used so that the phase data can be modelled like:

p(a,x,y)=agtax+ayy+asx’ +a.y” +asxy
3

®)

+a Xy +ayxy? +agx +a9y3+...+uqy’

3.1 Decoding chromosomes

As it was said earlier, the GA is used to find the function parameters, in this case, vector a .
If we use this function, the chromosome can be represented by the vector:

az[ao al...aq] 4)

A k-bit long bit-string is used to codify an allele; then, the chromosome has gxk bits in
length. We define the search space for these parameters. The bit-string codifies a range
within the limits of each parameter. The decoded value of the i-th parameter is:

u
-t o)

a, =18+ S N

1 1

where a; is the i-th parameter real value, L? is the i-th bottom limit, L? is the i-th upper
limit, and N; is the decimal basis value of the bit-string .

L? and L? are redefined for each sub-image. The maximum value for each parameter is
calculated taking into consideration the maximal phase value on that window. These
maximum values can be expressed as:

Ly=-z and Lj=x )

L =-L; 7)

1 1
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where F is twice the maximum fringe number on the window:

F=2-max(Fx,Fy,4/Ff+Fy2) 9

F, and F, are the maximum fringe numbers in the x and y directions. m is the relative
grade for x of the i-th term, and 7 is the relative grade for y of the i-th term.

For the special case a, (i=0), the limits are considered to be between -7 and +7. a, is
eliminated from parameter vector a to redefine a new vector a’:

a’=[a0 al...an (10)
so, p(a,x,y) can be expressed as:
p(a,x,y)=p(a,x,y)+a, (11)
and replacing Eq. 11 into Eq 1:
I(x,y):a(x,y)+b(x,y)cos(p(a',x,y)+a0) (12)

Additionally, a, can be expressed as a,=2zl+a, , | is an integer, and, a, <27 so Eq. 12
becomes:

I(x,y)=a(x,y)+ b(x,y)cos(p(a',x,y) +ag + 27rl) (13)

The cosine function is periodical with period 27 , so:

I(x,y):a(x,y)+b(x,y)cos(p(a',x,y)+ao') (14)

Eq. 14 demonstrates that limits for a, within a range of 27 are enough to represent the
phase of the fringe pattern.

In the next section, it will be seen that a4, can be separated from a and calculate it
independently. Mutation and crossover operators can be applied only over a’, and then add
the calculated value for a, to a’, and recover vector a .

3.2 Fitness function

The GA, as was described in section 2, is an optimization procedure. Fitness function is
always positive, and the optimal point is one minimum value. A negative sign transforms a
problem from minimization to maximization. In a given generation, the maximal and
minimal values or the fitness values are searched, and they are used to linearly adjust the
dynamic range from 0 to A. The values are now positive, and are called aptitude. x and y
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are the coordinates in the fringe images. (r,c) are the absolute coordinates of the origin
coordinate of the sub-image, f is the function that is adjusted in the current window to
approximate the phase term.

The fitness function is applied over each window and swept over the entire image. The path
that the process follows can be an arbitrary choice. It is recommended that the window has
between 40% and 60% overlapped area with previously demodulated data. This condition is
required so the new demodulated phase can be coupled to the previously demodulated
phases.

(b)

Fig. 9. (a) Fringe pattern subsampled. (b) Demodulated phase.

A fitness function U(a?) for each sub-image is used to obtain the fitness value for the p-th
chromosome in the population. It form could be diverse, but most of them have a term that
compares the RMS error between the original fringe pattern and the fringe pattern obtained
from the estimated phase (similarity):

r+R1 c+C1[ 2

U(a”)z > IN(x,y)—cos(f(a”,x,y))] (15)

y=r x=c

Additional terms are added to the fitness functions to give restrictions on the proposed
phase. In (Cuevas et al, 2006) fitness function has three criteria: similarity, smoothness and
overlapped phase similarity with a previously estimated phase.

A {(f(a”,x—r,y—c)—f(a”,x—1—r,y—c))2
r+R1 ¢+C1

R(a”)=yzzr Z +(f(a”,x—r,y—C)—f(a”rx—Vry—l—C)ﬂm(xfy) (16)
+/12[(f(a”,x—r,y—C)—CD(x/y))z}

R(a?) is the total amount the restrictions add to the fitness function, for a given window
whose origin is on (r,c ); m(x,y) is a mask that indicates where, inside the image, exist the
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fringe pattern, n(x,y) indicates the overlapping zone between the phase of a given window,
@, and the total phase, @.

The third term, associated with A, , allow the GA to extrapolate the trend of the adjacent
demodulated regions into the actual window. As a consequence, the GA can demodulate
interferograms that are noisy and are subsampled.

In WEPD (Cuevas et al, 2006) the fitness function has three criteria: similarity, smoothness
and overlapped phase similarity with a previously estimated phase. It is eliminated third
criterion, this simplified fitness function can make robust the phase retrieval in one window
from demodulation errors in another window. The phase in different windows can be
demodulated in parallel. The resulting phase segments are splicing sequentially. Noise
filtering and fringe normalization are solved using alternative low-pass filtering techniques.
We suppose a smooth phase with continuity in first and second derivatives.

A fitness function U(a?) for each sub-image is used to obtain the fitness value for the p-th
chromosome in the population, it can be written as:

U(ap) = —:Z‘j C:Z_C‘; {[IN (x,y) —cos(f(ap,x,y)ﬂz

() (a7 1))

(rfax5)- " 1)) | )
i (a1 o)

o(F(ar xy+1)- f(av,x,y_l))j}m(x,y).

where f (ap x,y) = p(a” x,y) , 41 and A, are the regularization terms used to penalize high
first and second phase derivatives, and to assure the smoothness of the phase. m(x,y) is a
binary mask which defines the valid and invalid data image area. 4, and A4, values are
chosen empirically, and are dependent on window size and fringe pattern regional
frequency contents. Typical values are 0.005 to 0.07 for 4; and 0.00025 to 0.002 for A, for a
7x7 , 9x9 or 11x11 size window.

The following terms were used in the fitness function:
a. Fringe similarity criterion:

[IN(x,y)—cos(f(a’”,x,y)ﬂ2 (18)

The fringe pattern is considered to be normalized on the range [-1,1], or a binary version of
the original. There are several methods in the literature for the normalizing of binary
threshold fringe patterns [16]. The normalized genetic fringe image is calculated using the
cosine of the fitting function. The sum of the squared differences between original fringes
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and the synthesized fringe pattern is calculated, and those chromosomes that generated a
more similar fringe pattern to the original, will have a higher probability of being selected.

As it was said earlier, parameter a, can be calculated so that mutation and crossover are
only applied to a’. a, is spliced onto a' to recover parameter vector a .

The missing parameter, a,, is obtained from the fringe similarity criterion by

oU,

2, = Asin(ao) + Bcos(ao) —Ccos(Zao)—Dsin(ZaO)

where
A= ZZIN(x,y)cos(a’),
B= ZZIN (x,y)sin(a’), (19)

C= ZSin(Za’),

and
D= cos(2a’).

A, B, C,and D are constants for any value given to a,. a, is chosen to be the value that

ou
makes —— =0 in the domain [-z,+7 ].If we define the function:

g
ou. )
f(ao){aTjJ o)

the problem is finding the minimum. There are several methods to find it, like the Newton
method, the Fibonacci search, the steepest descent method, etc. The search domain in Eq. 20
is well defined and small enough, so an exhaustive search can easily found the desired value
of a,

b. Smoothness criterion:
(a7 ) (51
(ffa ) sfa -]
(£ (a” ) sfax-1)
o 1)-s (o xy-1)) |

The weighted sum of the discrete approximation (squared differences) of the first and
second derivatives is calculated. The goal is to achieve smooth solutions in the first and
second derivatives. This term contributes in a negative way to the maximization fitness
process, so the chromosome decreases its fitness value.
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This term is necessary because of the use of a polynomial function. We use a high degree
polynomial interpolation, and oscillations are present on the estimated phase; they can
introduce errors into the demodulation process. 4; and 4, are chosen to minimize these
oscillations.

3.3 Selection operator

Chromosomes are evaluated using the fitness function. The result of the evaluation is their
fitness value. Fitness value of the entire population is stretched in the range 0 to A. In each
generation, the minimum and maximum fitness values are obtained to produce a
normalized fitness value:

A

max (i) —min(i) ' @2

NFo(i) . = (FV (i) . ~min(7))
where NFo(i). is the normalized fitness value in the i-th generation for the c-th
chromosome, and min(i) and max(i) are the minimum and maximum values of FV(i),, the
fitness value for a member in the i-th generation.

The normalized fitness value is used to calculate the probability selection P, of a given
chromosome. In order to represent a sexual reproduction, pairs of chromosomes are used to
produce a new population. Two chromosomes are randomly selected with a P, that is
proportional to its normalized fitness value.

For the c-th chromosome, a random number 7, is generated. If r, < P, the chromosome is
selected. Two chromosomes are picked this way, and the crossover operator is applied over
them to create two new chromosomes for the new population.

P, can be calculated in many ways. The easiest is the Roulette Wheel method, which P; is
calculated by:

NFv(i
P(i)s BV (23)

ZS:NFv(i)S

The Roulette wheel method has the disadvantage of being able to produce a premature
convergence, so a Boltzmann selection method was used to avoid this inconvenient:

) exp[[NFv(i)s ] /T(i)}
s ;exp[[NFv(i)s] /T(i)} '

P(i)

(24)

where T(i) T(i) is the temperature in the i-th generation. T(0) is a large value, so P, is
similar for all chromosomes in the initial generation. T is decreased over the generations, so
the P, for the best adapted is progressively higher than for the least adapted. In this way,
there is the opportunity to explore all the space of solution, so the probability of falling into
a local minimum is lowered. T is varied by:
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T(i)=T, exp(~i / k) 25)

where k is a constant that indicates in which generation T(i)~T,/3. The process of
selection and crossover is repeated until an entire new population is obtained.

3.4 Crossover operator

In the GA, a Crossover probability P. is given to exchange the genetic information between
two chromosomes, so that if a randomly generated number is smaller than it, the
chromosomes are mixed to produce two new individuals, and if the number is bigger that
P_, the two original chromosomes are added to the new population. In the phase recovery
from a fringe pattern, a two point crossover was used, where two crossover points are
randomly generated, In this case, it is required to swap the central segments between

chromosomes.

3.5 Mutation operator

Mutation is the best known mechanism to produce variations. Alleles of the chromosomes
are randomly replaced by others in a random way. Mutation is treated like a background
operator to ensure variety in the population.

In GA, a mutation probability P, is defined. For each position, a random number is
generated, and if it is smaller than P, , the allele is changed for another. In a binary
chromosome code, a ‘0" is changed for 1" and a ‘1" is changed for ‘0" .

3.6 GA convergence

GA convergence depends mainly on population size. With a large population, convergence
is achieved in a smaller number of iterations, but the processing time is increased . To stop
the GA process, different convergence measures can be employed. The maximum number of
iterations is chosen at B. The algorithm can be stopped when a relative error ¢ is smaller
than a predefined limit J:

max(i)—max(i—l)I‘ 26)

o
| max (i)

3.7 Splicing process

As it was mentioned before, phase demodulation is achieved through window segmentation
of the fringe pattern. The GA demodulates the phase inside each window, independently
from others, so this process can be made in parallel. It is supposed that the demodulated
phase field in each window is differentiated from the corresponding real phase field only by
the concavity and the DC bias. Then, a splicing procedure is required to connect different
GA fitted phase windows and determine the whole phase field ®(x,y). The splicing
process is carried out in a sequential way (e.g., row by row).

It is described as follows:
1. The demodulated phase from the first window is used as the initial reference.
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2. From the GA current fitted phase window ¢(x,y)= f(a”,x,y), i a second phase field is
calculated ¢'(x,y) with a negative concavity) as ¢'(x,y) = —¢(x,y) , or ¢'(x,y)= f(-a’,x,y) .
3. Two DC bias are calculated, one for ¢(x,y) and one for ¢'(x,y) using:

> (q)(x,y)—g/)(a”,x,y)) > (d)(x,y)—qa’(a”,x,y))

DC, =N - and DC, = 4N y , @)

where N is the overlapped neighbourhood region, and A is the overlapped area (pixel?) of
N.

4. The RMS error for the two alternative phase window fields, ¢(x,y) and ¢'(x,y),
compared against ®(x,y) is calculated as:

> (qn(x,y)—¢(aﬂ,x,y)_pc1)2 Y (@(xy)-¢(axy) —DC2)2

RMS, =N and RMS , = < - (28)

A

5. The phase described by the function with the minimum RMS error value (¢ +DC; or
@'+ DC, ) is spliced onto the demodulated phase field ®.

6. If there are more windows to splice, the next window in the sequence is labelled as the
current window and goes to step 2. Otherwise, the splicing process is finished.

4. Adjustable genetic algorithm

In previous works, the window has a fixed dimension. The RMS error for a given window
varies due to frequency content of the image, the window size and the values given in the
smoothness criterion. High frequency zones are best demodulated using small windows; the
demodulating process in low frequency zones is better when using a large window. In fact,
using a small window in low frequency zones introduces unnecessary noise due to the
splicing process for a certain region. This frequency estimator is used again to determine the
best demodulation path; beginning in low frequency regions, it develops across increasing
complexity regions. As a result, regions that are easily demodulated can be used to guide
the splicing of higher difficulty regions.

Finally, a modification on the GA is presented to determine the smoothness criterion
automatically. In a previous work, some values to 4, and 1, were proposed to be used for
certain window values. In this work, this smoothness criterion is calculated by the GA itself,
adding two genes to the chromosome; this codifies this criterion in real numbers. As a
result, the GA calculates the coefficient vector of the polynomial and the smoothness
parameters needed for the correct estimation of the phase at the same time. This
modification allows one to have an algorithm that depends less on external characterization.

4.1 Local frequency estimator

In this section, a method to classify regions on the image according to their frequency
content is described. This process is necessary to determine the size of the window needed
to demodulate a certain region. A given fringe pattern is segmented into two, three or more
regions.
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1. From the original image, we obtain the image that shows the gradient. This image is
obtained by correlating image I(x,y) of RxC dimensions with the Sobel operators.

+1 0 -1]
S,=[+2 0 -2 (29)

+1 0 —1_

+1 42 +1]
Sy =0 0 O (30)

-1 -2 1]

The correlation is defined as:
Cr(y)=221(0,7)Se(x+i,y +j) (31)
ij

At each point, the magnitude of the gradient is obtained:

|S|=/SZ+5; (32)

2. A median filter is used to detect the zones where fringe frequency increases. A median
filter of dimensions NxN is defined as:

N/2  N/2
2, I(x+iy+j)
M(x,y) = =N/ N2 3)
(x.y) NN
3. The image obtained by means of this process shows brighter zones in the regions with
high frequency. This image is segmented into three regions of low, medium and high
frequency content.

The brightest point, max(M ) , and the darkest point, min(M ), are located. Their values are
used to perform the segmentation of image M(x,y) using:

[M(x,y) - min(M)]

F(xy)= max(M)—min(M) 49
F(x,y) is thresholded in three zones:
[ ( —min M)]
0 03> max(M ) min(M) 20
FT(x,y): 1 07> [1]1\1/;5(( ) HIE;(];\/[/I))] 0.3 (35)
[ ( —min M)]
2 12 max(M ) min(M) =07
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Each zone indicates the relative level of frequency content in I(x,y). F(x,y) and FT(x,y)
are used to obtain the demodulation map, and to indicate the window size suited for a
certain region.

4.2 Quality map and demodulation path

The windows where the polynomial is adjusted are extracted from I(x,y) following the
fringes, like in the phase tracker method. To achieve this result, in a previous work a quality
map is obtained from I(x,y) by thresholding it on Q levels, and using a filling algorithm to
obtain a continuous path along the fringes.

In this work, we propose a method to obtain a different quality map. It is desirable that the
demodulation path fulfils more conditions other than following the fringes. The conditions
proposed are:

a. Follow the fringes.
b. Follow the frequency contents from low frequencies to high frequencies.
c. Sequentially demodulate regions with increasing levels of difficulty.

We postulate that criterions b and c are identical, so the problem is reduce to incorporating
the second criterion into the quality map.

To achieve this goal, F(x,y) is used. F(x,y) is added to I(x,y), and the new image IF(x,y)
is used to obtain the quality map, by thresholding it on Q levels.

IF(x,y)=1(x,y)+F(x,y) (36)

[1F(x,y) - min(IF)] (37)

P (%) = Qe iF) —min (IF)

IFT is used to generate a new demodulation path that begins on low frequencies and follows
the fringes until it reaches high frequencies.

The algorithm used to generate the demodulation path is :

a. Anarray with al point labelled with some level (quality map IFT(x,y) ) is needed

b. In the frequency map, F(x,y), the minimum frequency area is searched, and the point
that is min(F ) is chosen.

¢. A matrix L(x,y) of RxR dimensions is defined. All its values are set to ‘0".

d. An array of stacks [54,5,,...,5q] is defined. All stacks have RxC dimensions. The
initial point is placed on the stack corresponding to its value. i.e. if IFT(x,y)=1, then
coordinates (x,y) are stored in stack S; .

e. An array of coordinates C(n) of RxC dimensions is defined. The coordinates of the first
point are stored in it. An index n is defined, and its value is set to ‘0". L(x,y) issetto 1"

n<«0
C(n)«(x,y) (38)
L(x,y)«1
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f.  The points surrounding (x,y) are scanned while varying index i and index j from -1
to +1, and their coordinates stored in their corresponding stacks:
if L(x+1,y+1)=0
Briyat)=0 9)
SIFT(xsiyef) € (x+i,y+])

g. Beginning on S;, a non-empty stack is searched. The point (x,y) on top of that stack §;
is brought out. The next actions are performed:

n«n+1
C(n)«(x,y) (40)
L(x,y)«1

h. If n<RxC steps ‘f and ‘g are repeated. Points stored in C(n) indicate the
demodulation path to follow.

4.3 Genetic algorithms internal parameters automatic adjust

GAs have great possibilities to develop robust algorithms, varying their internal parameters
according to the task to be performed. In this paper, we propose using GAs to adjust the
internal parameters of this algorithm.

4.3.1 Regularization terms

The original image is shown in fig. 10. A media filter is applied onto the gradient image,
yielding high values in regions with high fringe density.

Fig. 10. Original image.

Maximum and minimum values are localized, and the image is discretized into three main
regions. A given window size is assigned to each region (Fig 11).

When the demodulation window is positioned in a given region, the size window is varied
to obtain a better adjustment. The last stage is to introduce these regions into the
demodulation process.

A quality map is used to determine the demodulation path. Low frequency regions are
demodulated first by adding the discretized map of frequencies to the original image. A
filling algorithm is used to determine the demodulation path using this quality map.
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"‘1

~

K

(b) ©
Fig. 11. Gradient (a) smoothed with a 9x9 window (media filter) (b) Classification on high,
medium and low frequencies.

(b)
Fig. 12. (a) Quality map, 15 levels; (b) Demodulation path that follows fringes and increased
frequency regions.

5. Results

The proposed algorithm is used to demodulate a shadow moiré image taken from a
modeled figure of a dolphin. The noise in the original shadow moiré is filtered through the
use of a median filter. This filter is used only on an area determined by a mask that indicates
the allowed area on which to perform the demodulation process.

(@)
Fig. 13. (a) Fringe pattern shadow moiré; (b) Mask m(x,y).
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The algorithm needs surfaces that are continuous on the first and second derivatives, so,
regions in the original dolphin figure that do not fulfill these requirements are cut from the
mask.

9
(b)

Fig. 15. (a) Result of binarize fig 14; (b) Fringe pattern associated with the demodulated phase.

@) (b)
Fig. 16. (a) Phase demodulated from fig. 15(a); (b) Phase smoothed using a media filter 7x7.

The resulting image is binarized to reduce noise interference in the demodulation process.
This binarized image is fed to the algorithm.

The demodulated phase is smoothed using a 7x7 media filter, after using a contrast
enhancement and a low pass filter.
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6. Conclusions

Computational power has been increased in the last years. This increased processing power
allows to develop EA as a practical tool with application in patter recognition,
computational intelligence, image processing, automatization, and others. EA’s, fuzzy logic
and neural networks are called soft computing, because they can deal with problems where
there are not a good knowledge of the problem, information is incomplete or inconsistent, or
are large amount of noise.

In this chapter is shown only a single application of EA on fringe pattern demodulation.
There still a lot of variations that can be explored to improve the performance of actual
algorithms.

GA based methods have two advantages over regularized phase tracker: they can work on
low resolution images and they can follow changes in concavity. These advantages are the
consequence of taking upper grade terms in the interpolated function.

The technique showed in (Toledo, Cuevas 2009), called FPIW, is based in two suppositions:
it is not necessary to know the phase on the neighborhood to estimate the phase in a given
window, and the estimated phase in a window differ only by its concavity sign and a DC
bias, from the real phase in the region framed by the window. As a consequence, the
overlapped similarity criterion used in the WFPD (Cuevas et al, 2003) method can be
eliminated from the fitness function in the FPIW method. In exchange, FPIW works near
Nyquist, but on sub-Nyquist, WFPD is better.

The phase in a given window is estimated without known nothing about the phase in other
windows. It is possible to demodulate simultaneously all windows, that is, FPIW method
described has implicit parallelism. WFPD demodulate the windows sequentially.

7. Acknowledgments

We acknowledge the support of “Consejo Nacional de Ciencia y Tecnologia” of Mexico,
“Consejo de Ciencia y Tecnologia del Estado de Guanajuato,” and “Centro de
Investigaciones en Optica, A.C.” We also thanks Mario Ruiz Berganza for his aid
proofreading this paper; and thanks to Guillermo Garnica for his invaluable technical
support. H. Sossa thanks “Consejo Nacional de Ciencia y Tecnologia” for grant 155014 and
"SIP-IPN" for grant 20121311.

8. References

Biack T, Fogel DB, Michalewicz Z (2000) Evolutionary computation. Institute of Physics
Publishing, Bristol.

Bone, D.J., Fourier fringe analysis: the two dimensional phase unwrapping problem, Appl. Opt, 30,
3627-3632, 1991,

Buckland, J.R, Huntley, ].M., and Turner, S.R.E., Unwrapping noisy phase maps by use of a
minimum-cost-matching algorithm, Appl. Opt., Vol. 34, No. 23 (August 1995) pp
5100-8.



Fringe Pattern Demodulation Using Evolutionary Algorithms 101

Cuevas FJ, Servin M, Rodriguez-Vera R (1999) Depth recovery using radial basis functions. Opt
Communication 163:270-277.

Cuevas FJ, Servin M, Stavroudis ON, Rodriguez-Vera R (2000). Multi layer neural
network applied to phase and depth recovery from fringe patterns. Opt Commun 181:239-
259.

Cuevas F.J., Mendoza F. Servin M., Sossa-Azuela J.H. (2006) Window fringe pattern
demodulation by multi-functional fitting using a genetic algorithm. Opt. Commun.
261:231-239.

Cuevas FJ, Sossa-Azuela JH, Servin M (2002) A parametric method applied to phase recovery from
a fringe pattern based on a genetic algorithm. Opt Commun 203:213-223.

Fernandez A, Kaufmann GH, Doval AF, Blanco-Garcia ], Ferndndez JL (1998) Comparison of
carrier renoval methods in the analysis of TV holography fringes by the Fourier
transformmethod. Opt Eng 37:2899-2905.

Ghiglia, D.C., and Romero, L.A., Robust two dimensional weighted and unweighted phase
unwrapping that uses fast transforms and iterative methods, ]. Opt. Soc. Am. A, 11, 107-

117, 1994.

Goldberg D (1989) Genetic algorithms: search and optimization algorithms. Addison-Wesley,
Reading, MA.

Holland JH (1975) Adaptation in natural and artificial systems. University of Michigan Press,
Michigan.

Ichioka Y, Inuiya M (1972) Direct phase detecting system. Appl Opt 11:1507-1514.

Juan Antonio Quiroga, José Antonio Gémez-Pedrero, Angel Garcia-Botella, Algorithm for
fringe pattern normalization, Optics Communications, Volume 197, Issues 1-3, 15
September 2001, Pages 43-51

Juan Antonio Quiroga, Manuel Servin, Isotropic n-dimensional fringe pattern normalization ,
Optics Communications, Volume 224, Issues 4-6, 1 September 2003, Pages 221-
227.

L.E. Toledo & F.J. Cuevas, Optical Metrology by Fringe Processing on Independent
Windows Using a Genetic Algorithm, Springer Verlag Experimental Mechanics 48, pp
559-569.

Larkin KG, Bone DJ, Oldfield MA (2001) Natural demodulation of two-dimensional fringe
patterns in general background of the spiral phase quadrature transform. ] Opt Soc Am A
18:1862-1870.

Malacara D, Servin M, Malacara Z (1998) Interferogram analysis for optical testing. Marcel
Dekker, New York.

Noé Alcald Ochoa, A.A. Silva-Moreno, Normalization and noise-reduction algorithm for fringe
patterns, Optics Communications 270: 161-168.

Quiroga JA, Goémez-Pedrero JA, Garcia-Botella A (2001) Algorithm for fringe pattern
normalization. Opt Communications 197:43.

Servin M, Rodriguez-Vera R (1993) Two dimensional phaselocked loop demodulation of
interferogram. ] Mod Opt 40:2087-2094.

Servin M, Marroquin JL, Cuevas F]J (2001) Fringe-follower regularized phase tracker for
demodulation of closed-fringe interferograms. ] Opt Soc Am A 18:689-695.

Servin M, Quiroga JA, Cuevas FJ (2001) Demodulation of carrier fringe pattern by the use of non-
recursive digital phase locked loop. Opt Commun 200:87-97.



102 Advanced Topics in Measurements

Takeda M, Ina H, Kobayashi S (1982) Fourier-transform method of fringe-pattern analysis for
computer based topography and interferometry. ] Opt Soc Am 72:156.



6

Round Wood Measurement System

Karel Janak
Mendel University Brno,
Czech Republic

1. Introduction

The roundwood volume is one of basic parameters at its sale and purchase being
indispensable operational information of every saw mill. The tree stem or its part (log) is an
irregular body the form and volume of which can be determined by simple operational
procedures only approximately. According to possibilities of measurement (conditions,
equipment, time consumption etc.), methods of calculation and approach to problems more
procedures have been proposed to determine the volume of roundwood. Many of these
methods and procedures are used today. In Central Europe, Huber method became most
widespread for manual measurements in the forest. The method compares the tree stem to a
cylinder. The main advantage of this method consists in the low demands of measurements
(diameter - 2 times perpendicular at each other under bark /u.b./ in the centre of the log
length, diameter and length accurate to whole centimetres), easy practicability, no special
equipment and sufficient accuracy.

Lines in log yards of present processing plants are ordinarily equipped with optoelectronic
sensors and control systems evaluating virtually continuously the roundwood diameter (by
at least 10 cm length) accurate to +1 to £2 mm and length accurate to £1 cm. Also at the
electronic measurement and calculation of the log volume on the basis of electronic
measurements more procedures are used. Due to results in the determination of a mid
diameter or volume electronic procedures are not even consistent with manual methods or
with each other and their results do not correspond even to the geometric volume of logs.
Different results of measurements are often the reason of doubts about the accuracy
(rightness) of measurements reflecting also relationships between suppliers and processors
of wood.

The aim of the presented paper is the description and analysis of currently used principles
of sensing and evaluating the roundwood volume in Central Europe as well as
quantification of deviations, which originate due to the use of various method of the
determination of roundwood volume at the simultaneous determination of deviations on
basic parameters of roundwood (diameter and length). Thus, the paper outlines possibilities
to compare results determined according to different procedures.

The paper tries to describe comprehensively problems of sensing and evaluating the
roundwood dimensions in order mutual relations to be obvious. In the descriptive part, it
deals with methods of sensing the log diameter and length, which are used in Central
Europe today. The paper mentions also main rules and regulations, which are related to the
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measurement and reception of timber. It stems from the author’s survey of using sensing
and evaluation systems in the Czech Republic and literature data on these problems in
surrounding countries (mainly Austria, Germany and Slovakia).

In the analytical and result part, a general algorithm is derived of processing sensed data.
Steps are determined leading to different results of particular regulations. The results are
compared with results of a method, which tries to evaluate the volume of logs (closest to the
geometrical volume) from data taken by systems used at present. In relation to the volume
determined in this way properties of existing procedures are also mentioned.

At the end, the paper indicates directions for the further progress of research and
agreements as well as legislative regulations with a view to minimize differences in the
measurement and determination of the volume of roundwood.

2. Round wood

Dimensions and volume of wood together with its quality are basic data accompanying
wood from the stage of a young stand until the end of the wood product service life. In
many cases, it is sufficient to know only approximate values of dimensions and volume, e.g.
growing stock, the volume of cut, and roundwood supplies on log yards. On the other hand,
operations controlling production or where wood is the subject of business - goods, are
sensitive to accuracy.

The tree stem or its part, log, is a body, the form of which is mostly compared to a truncated
cone, paraboloid or cylinder. However the real form does not correspond to any regular
geometric body. Moreover, it is affected by considerable individual diversity given by the
tree species, tree age, site, tree position in the stand, care of the stand, type and extent of
attack, mechanical damage either natural or caused by man activities and many other
effects. From the aspect of dimensions, these effects become evident in various taper, sweep,
flattening, root swelling, buttress, burrs and cracks. Production defects of wood are
represented by remains of branches and damage to the stem surface at branching and
handling, chamfer cuts, hinges (holding wood) after cutting or bucking (cross-cutting),
cracks etc. All these properties have to be taken into account at stem or log measurements
and at the evaluation of their dimensions and volume. Bark - its thickness and condition,
represents a separate problem at the measurement of wood.

3. Ways of dimension scanning

Measurements and methods of their implementation are given by the need of data on wood
(in which moment, type of data and satisfactory accuracy) and by the technical and practical
feasibility of measurements.

According to the type of manufacture determined for the wood, mass measurements of logs
are sufficient (production of agglomerated materials, paper, and cellulose) or it is necessary
to measure parameters of particular logs separately (production of sawn wood, veneers). At
mass measurements, a basic parameter consists in the total volume of supply; extents of the
diameter and length of logs are usually only completive data. Volumes, dimensions and
often even the number of particular logs are not recorded at these types of production
because they are not decisive.
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At the measurement of particular logs we need to obtain following data:

The log length - according to the length, the following processing the stem is
determined. It also serves for classification and calculation of the volume of logs for
production and commercial purposes.

The log diameter in the length centre - it serves for the approximate log volume
calculation (at the majority of methods /not exclusively/).

Log diameter at its top end - it is decisive for the way of log processing, serves for the
subsequent classification of logs. For the volume calculation it can serve in cases when
the log centre is not available, e.g. at log yards. However, results obtained in this way
are less accurate.

Log diameter at its butt end - it is decisive from the aspect of the line passage (clearance
of subsequent machines)

A diameter continuously along the whole log length - it is necessary for subsequent
processing - cross-cutting. The result of measurement consists in the suitable place of
cross-cutting (necessary length and top end diameter), removal of defects, and the
highest yield.

Dimensions and volumes of particular stems (logs) have to be known already in place of
felling, at the latest in places of skidding before the wood haulage from forest (cut records,
output of workers and their remuneration). If felling is carried out manually by one-man chain
saws then means used for measurements are usually simplest, namely a calliper and tape.

Fig. 1. Electronic calliper with a tape.

Manual measurement and its unpretending equipment is quite satisfactory from the aspect of
the accuracy of its results (units - cm) and possibilities to carry out subsequent cross-cutting
tree-length logs. Values of diameter and length create, at the same time, basic data for
records and calculations of volumes. It is usually determined according to tables. Thus, the
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accuracy of the measurement of the diameter and length of tree-length logs in the field gives
generally the accuracy of values of dimensions and volume of logs given on bills of delivery.

Harvesters are equipped with electronic (electromechanical) scanning systems. Attainable
accuracy of the measurement is higher (units - mm). However, results of measurements are
substantially dependent mainly on the pressure of particular parts of the scanning
equipment (delimbing knives or feeding cylinders). Values of these parameters change
continuously according to conditions of felling (tree species, dimensions, and season).
Therefore, results of measurements at these systems have to be continuously checked and
revised (even several times per shift).

The stem diameter is scanned according to the deviation of delimbing knives or the
deviation of arms of feeding cylinders. At scanning by means of delimbing knives (see Fig.
2), the angle of the deviation of two knives which press the stem to the third stable knife is
scanned (the third point necessary to define a circle and the subsequent calculation of its
diameter). At the measurement by means of feeding cylinders the deviation of arms usually
of 3 feeding cylinders is scanned. These cylinders press the stem with each other (3 points of
a circle are obtained on principle according to the figure) or a couple of conical cylinders
placed against each other (the diameter is scanned directly). The deviation of cylinders is
usually scanned by an induction sensor or potentiometer. The stem length is scanned by a
pinion (sprocket) pressed to the stem surface during its movement. Turning the pinion is
sensed by an impulse generator. Scanning directly by feeding cylinders is not used because
at high loading (stem start, delimbing), the slippage of cylinders occurs on the stem surface.
Errors resulting from the different length of the stem surface curve and its length are
negligible.

Fig. 2. Photo + scheme of scanning the stem diameter and length at harvesters (both figures
according to Ponsse).

Log yards of forest enterprises and wood processors are equipped with cross-cutting-sorting
carriages (all round cars) or lines. The equipment serves for the preparation of supplies of
logs to manufacturing plants or for the preparation of logs according to requirements of
subsequent production (With respect to the increasing proportion of harvester logging



Round Wood Measurement System 107

/generally/ the importance and number of log conversion depots declines). Scanning
equipment for the log diameter and length is always part of the equipment. At scanning the
log diameter, the number of taken values of the log diameter in one place of length,
direction of scanning, accuracy and density of scanning in the course of length are essential.

One-directional way of scanning - 1D takes the value of the log diameter in one, usually
vertical direction. As for possible technical designs, measuring frames are used nearly
exclusively. The principle of scanning indicates a scheme on Fig. 3.

One-directional scanning is not able to record the log flattening and only very roughly the
log curvature.

Using 1D scanning devices for the purpose of electronic reception is, therefore, unsuitable
and results are affected by relatively considerable errors.

Bi-directional measuring (2D) is carried out by two systems perpendicular at each other and
placed in one frame. It can be installed in such a way one scanning to proceed in vertical
direction and the second scanning in horizontal direction or both measurements
perpendicular at each other to proceed at an angle of 45° with respect to a horizontal level.

sending part
4

rays receiving part

]

AL
lizht ermatting diedes convever of'the logs phototransistons

Fig. 3. The principle of scanning the log diameter by a one-directional scanning frame.

The substantial advantage of 2D scanning consists in the better record of the measured log
form and thus a possibility to calculate objective values of the log diameter in the place of
measurement. The evaluation of stem curvature (sweep) is markedly more accurate. To
calculate the log volume both methods of placing the sensing elements are equivalent.
However, vertically and horizontally oriented sensors record flattening the measured logs
better - a flattened log shows a tendency “to lie down flat” on the conveyer, i.e. vertically
measured diameter shows a smaller value than a diameter measured horizontally. At
systems oriented at an angle of 45° this difference disappears and both data approach the
average value of log diameter in a given place.
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(a) vertical and horizontal position of scanning (b) placing the scannin systems at an angle of 45°
systems

Fig. 4. 2D measurements by a scanning frame. Both systems are placed in one frame. The
conveyer can come through the place of measurement (a) or it is interrupted (b).

From the aspect of taking log diameter it is better when the conveyer is interrupted in the
place of measurement. Thus, measurements are not affected by “erroneous” data caused by
the transport track and passing drive dogs, which have to be subsequently filtrated by
special program equipment. However, from the aspect of scanning the log length and
mainly evaluation of the stem curvature (generally form) change of the log position on the
conveyer is “more dangerous”. It will be recorded by the sensing device as a change in the
diameter position; however, the sensor is not able to differentiate if it was caused by the log
curvature or by the change of its position on conveyers. Unfortunately, the conveyer
interruption supports the change of the log position.

Scanning the peripheral curve (3D measurements) makes possible to scan the whole form of
the log cross-section in the measured place. There are more principles of scanning and at
some equipment, they are also combined. Usually, an intensive narrow light line is projected
on the log in the place of measurement perpendicular to its axis. The light “cross section” is
subsequently taken by cameras. Based on their signal, the form and position of the cross
section is constructed and the area centre is evaluated. Subsequently, distances are
evaluated of opposite points (i.e. log diameter) usually at least in an interval of 5° (36 values
of the log diameter). Changes of the cross section position in the course of scanning of the
whole log length make possible to evaluate the stem curvature and form anomalies.

The accuracy of diameter scanning ranges usually within the limits 1 to +2 mm. Values of
diameter are evaluated usually at 10 cm intervals of the measured log length.

Systems for scanning log lengths were reduced in the course of development, namely to a laser
system using the phase shift between the sent and received ray of laser and a system with a
pulse generator and a photocell. The second system is used in the majority of cases in
Europe. In the Czech Republic, the system is used exclusively.

The drive of a pulse generator is derived from the conveyer drive. The conveyer wheel
diameter, gear ratio, and the number of pulses generated by the generator per one
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Laser sources of light
(creating the “light cross section”)

alog on the
conveyer

scanning cameras

Fig. 5. The lay-out of a configuration for scanning the surface curve (3D measurement)
(according to Microtec).

Iy photocell signal
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Fig. 6. Principles of measuring the log length by means of a pulse generator and a photocell.
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revolution gives the number of pulses per the conveyer line unit. A log moving on a
conveyer cuts across the photocell ray and during its shading the photocell sends a signal.
The number of pulses sent by the generator during the photocell shading gives the log
length. Accuracy reached by this method of measurement ranges from *1 to #2 cm.
Advantages of this method consist in its simplicity, reliability and non-sensitivity to the
conveyer speed and its changes during measurement. Disadvantages consist in the photocell
sensitivity to defects on the log end (chamfer cut, torn up fibres). Thanks to this fact, the
system has a tendency to give excess values at logs with these defects. Erroneous
measurements are also caused by the log shift on a conveyer.

Data on dimensions and shape of logs are also provided by scanners working on the principle
of absorption of microwave radiation. Systems equipped with these scanners are primarily
determined for scanning quality. Many defects (rot, knots, and growth anomalies) are often
not visible from the stem surface being not noted at the visual checking the quality. Evaluation
of scanned data at this method of scanning is however, substantially more complicated with
respect to mutual relationships of more values (dimensions, density, moisture etc.). Thus, they
are not used only for scanning dimensions due to their demands and costs.

4. Processing the scanned data

Dimensions and volumes of logs corresponding “exactly” to their geometrical properties
cannot be, naturally, determined in operation. Every determination of the log volume based
on the calculation of the volume of geometrical bodies (cylinder, truncated cone, paraboloid
etc.) represents only approximation to reality but not its expression. A value achieved by
this way represents a nominal “commercial” volume of wood. According to the technical
feasibility of measurements under given conditions, availability of means necessary for
measuring, requirements and experience of the result users and according to “historical”
usage in the given region, many methods of measurements and processing the scanned data
are used in Central Europe at present. Any used procedure cannot be considered to be
unequivocally bad. Thus, unification of the method of wood measurement, at least in the
area of Central Europe, does not appear to be realistic. Therefore, it is necessary at least to
recalculate results achieved by particular procedures with each other. Unambiguous
recalculation is not possible because at processing results of measurements it is necessary to
use statistical methods. Under conditions of Central Europe, the volume of logs is usually
given in m3 under bark (u.b. volume). It is calculated as the volume of a cylinder, the length
of which is equal to the nominal length of logs and diameter corresponds to the mid
diameter of logs (u.b.).

The log volume calculation as the volume of a cylinder stems from a historical method,
which was proposed by a Bavarian forest inspector Franz Xaver Huber in 1825 on the basis
of his theoretical analyses and long-time experience. Owing to the simple feasibility of
measurements and the method of calculation as well as due to the sufficient accuracy of
results, the method was soon used not only in Bavaria but in whole Germany, Austria-
Hungary, and in the course of time also in a lot of other European countries.

Simplification of the log form causes that the method of Huber gives generally lower
volume compared to reality providing satisfactory results only for the wide average of the
large number of logs but not for particular logs. Accuracy of the measurement depends
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mainly on the stem part, which was used for the log production. The method undervalues
the volume of butt logs while top logs are overvalued. F.X. Huber was aware of this fact
and, thus, for more accurate measurements, he recommended a section method. This
method divides a stem to 1 or 2 m long sections and the volume of each of the sections is
calculated separately using the way described above. The volume of a log is then the sum of
volumes of particular sections. At the time of its origin, the method was used only for
research operations due to its excessive time consumption. Due to similar causes even other
procedures requiring more measurements were not used later in practice.

Procedures used at present for wood measurement and determination of its volume (from
the aspect of their user in Czech Republic) are as follows:

¢ Recommended rules for the measurement and classification/grading of wood in the
Czech Republic, 2008 (Kolektiv, 2008)

¢ ONorm L 1021 Vermessung von Rundholz, Austria, 2006 (Osterreichisches
Normungsinstitut, 2006)

¢ Rahmenvereinbarung fiir die Werksvermessung von Stammholz, 2005 (Deutscher
Forstwirtschaftsrat e.V.& Verband der Deutschen Sége- und Holzindustrie e.V., 2005)

Besides, there is a European standard EN 1309-2 Roundwood and sawn timber - Methods of
measuring dimensions - Part 2: Roundwood - Requirements for measurements and rules for
the volume calculation, 2006. Although it concerns a relatively new European standard, its
use has not been found out in the CR. Its use (anywhere) limits not quite unambiguously
determined methods of the determination of a mid diameter. A normative supplement B
evokes also certain confusion. The normalized procedure of measurement is presented here
as “rules for the measurement and calculation of the log volume valid if there are no state,
regional or district rules”.

For users in Czech countries, it is suitable to include (from practical aspects) the CSN 48
0050 Standard “Raw timber. Basic and common provisions” into the survey of rules (CSN 48
0050, 1992). This standard was used in the Czech Republic until the publication of
“Recommended rules 2002”. At present, it is not legally binding being virtually not used for
timber reception. The majority of users are accustomed to results of measurements carried
out according to the standard. The users compare often values obtained according to other
rules with its results. Moreover, results of measurements carried out according to this
standard were in very good agreement with reality.

The analysis of methods of measurements includes all regulations and rules mentioned
above talking into account also variants, which are determined or admitted by these
regulations. It refers to following variants:

¢ Recommended rules for the measurement and grading of timber in the Czech Republic
2008 determine separate procedures for manual and electronic measurements, which
are not quite identical.

e ONorm L 1021 Vermessung von Rundholz makes possible calculations from mid
diameter values given in mm or converted to cm in such a way that units in mm are not
taken into account. The use of diameter values in cm is preferred.

¢ Rahmenvereinbarung fiir die Werksvermessung von Stammholz gives mid diameter
and subsequent calculations of the log volume differently in the extent of log diameters
up to 20 cm and from 20 cm.
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e The CSN 48 0050 Standard “Raw timber. Basic and common provisions” determines
different procedures for manual and electronic measurements.

A detailed analysis in the previous determination of procedures and their variants (which
does not include all European regulations) has shown that it is possible to analyse them to
common elementary steps. Not all steps prescribe all procedures and the method of
implementing many steps is different. However, by the exact definition of particular steps,
all procedures can be unambiguously and fully characterized (see Fig. 7).

Diameter scanning Length scanning
[mm] [em]

v

Selection of places of measurement

v

Data filtration

v

Selection of diameter values

+ ¥
Conversion of diameter values Evaluation of nominal length
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in the place of measurement
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The conversion of diameter values in the
place of measurement from mm to cm
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v

Conversion of mid diameter values

i
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v
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Fig. 7. Elementary steps at scanning and evaluation of dimensions and volume of logs and
their sequence.
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The way of carrying out particular steps is given in table 1. Variants of the implementation
of particular steps (if they are determined or made possible by regulations) are given as
separate procedures.

A step, which is consistently ignored by all regulations, is filtration of data. The aim of
filtration is to create the stem image, which approaches maximally its actual/real form. It
removes error data replacing them by probable data. Extreme values are considered to be
“erroneous”. These data originate usually by tattered parts of bark, wood, remains of
branches etc. These values are replaced (at filtration) by values, which level the form of a log
in such a way to correspond (ie with higher probability) its real form.

In addition to defects on the wood surface, filtration is inevitable at systems with a through-
way conveyer to filtrate parts of the conveyer (usually driving dogs/ carriers and their guide).

At manual measurements, a principle can be considered to be a certain form of filtration,
which says that if there is a defect in the place of measurement (e.g. in the log centre), two
measurements are carried out at both sides of the defect where the defect already does not
appear. An average value from both these measurements is considered to be a value in the
original place of measurement.

Methods of filtration at electronic measurements are based on mathematical and statistical
procedures, which are usually combined. Basic used procedures usually are as follows:

e Moving averages - serve for the general adjustment of the stem surface curve. To each of
the places of measurement (x) a value is assigned calculated as an average from values
taken in an interval (x - n, ... x, ... x + n). In its centre, there is the place of a given
measurement. The number of members serving for the calculation of a moving average
(smoothing with) is usually odd. The procedure can be also several times repeated (the
depth of smoothing), however, there is a danger of too large idealization of the piece
(log) form. By means of this method, it is not possible to calculate values for edge places
of measurement. At the determination of the log mid diameter for the calculation of its
volume, the shortcoming does not appear but when we need to determine top diameter
it is necessary to extrapolate it in the course of moving averages.

o Moving medians - serve also for the general adjustment. The procedure is anagogical the
previous method, only the average value is replaced by median. Advantages consist in
fact that the resulting value is not affected by potential extremes.

o Top extremes cutting - serve to eliminate extreme values with positive deviation caused
usually by protruding bark, torn up fibres or parts of branches. More types of methods
of the elimination of positive extreme values are used. Nevertheless, they do not suffice
alone for the filtration, always follows adjustment using some of other methods.

e Linear regression — serves for the total adjustment of the stem surface curve to a straight
line by the approximation of given values using the polynomial of the first order
(straight line) by the method of least squares. If this procedure is applied directly to
measured values, considerably distant values can markedly affect (deviate) the whole
line. Its use for the set of values, which were already adjusted by mean of another
method, was more suitable.

e Mutual comparison of wvalues of diameters measured in perpendicular directions (e.g.
horizontally - x and vertically - y) in one place with respect to the log length.
Differences in values X and Y are compared with a value higher than common
flattening. Effects of flattening can be eliminated comparing several successive values of
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the X and Y difference. The flattening becomes evident in the whole length of the log or
at least on its longer section. The procedure serves to identify “unreliable values”. For
their replacement, it is necessary to use another method.

Mutual comparison of values of diameters measured successively in one direction. A difference
between X, and Xa+ is compared with the maximum admissible size of a difference
derived from the possible stem taper. Similarly as the previous method it serves to
identify “unreliable values”. The method disadvantage is that it does not find an error
which consists in the deviation of more successive values. It is not also utilizable for
searching defects at the log end.

Comparison of the growth coefficient of successive values, i.e. the relation of X, and Xa+1 with
a value derived from a possible taper. Members of the proportion may not be successive
measured values. Also this method serves to identify defects and also here it is
necessary to determine another method or to change the comparison of data at the end
of a series.

To record the majority of described erroneous data but, at the same time, for the realistic
implementation of filtration there are usually more suitable combined methods. It is
possible to combine both various types of basic methods and their succession and in
“moving methods” also the number of values taken into account. At the same time, different
methods are used for the filtration of the log central part to obtain mid diameter for the
volume calculation (or for cross-cutting) and for the filtration of the log end parts to
determine end diameter mainly for the purpose of grading. There, the use of “moving”
procedures is very limited.
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Fig. 8. An example of the effect of various procedures of filtration of scanned data on the
resulting image of a log in a control computer (the log shows ragged bark in its central part).
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The method of filtration shows substantial effects on values of quantities evaluated in next
steps. Different methods of filtration are selected both for various types of sensing devices
and assortments of processed raw material. Similarly, it is possible to achieve the required
conformity of results of standard measurements with the given reference measurement by
the suitable method of filtration. Therefore, manufacturers of sensing (scanning) or control
systems use frequently filtration at the final setting the equipment parameters. Thus, it is not
possible to define concrete used methods of filtration.

The analysis of particular steps results in the following conclusions:

e methods of the electronic scanning of wood provide very similar data on its geometrical
properties,

e methods of the evaluation of electronically scanned data markedly follow the manual
method of measurement trying to adapt to its possibilities (number of used
measurements, accuracy),

¢ methods of determination of the stem (log) volume keep the original principle of the log
volume calculation as one cylinder although the density of carried out measurements
provides the sufficient number of data for the calculation of the log volume according to
sections.

Thus, the absence of using possibilities of electronic scanning and evaluation of dimensions,
form and volume of wood results in deviations between evaluated (nominal, commercial)
volume and real/actual volume.

Differences in the determination of dimensions (above all mid diameter) of logs between
particular rules result in differences in the determination of wood volume according to
particular rules/regulations. Steps, which cause these differences, are as follows:

e conversion of millimetre values of the log diameter to whole centimetres,

e conversions generally (only exceptional using millimetre values for next calculations),

¢ the method of conversion (mathematical rounding or removing units in mm),

e the number of conversions (the conversion of particular scanned values and values
calculated as an average from values conversed to whole cm already previously),

e determination of the place of measuring the mid diameter of logs (centre of the nominal
or actual geometrical length including allowances),

e evaluation of the log mid diameter (average value or a smaller value from diameter
values determined in both places of measurement within the measuring area in the
centre of the log length),

e selection of diameter values (keeping values taken horizontally and vertically /2D
equivalent of scanning/ or searching for a maximum) - only at 3D scanning,

o filtration of scanned data (its effect at present valid regulations cannot be determined
because the regulations do not define the way of its implementation).

5. Differences in results

Results of measurements and determination of the volume of logs obtained according to
rules given in table 1 are compared with the value of a volume, which approaches most the
geometrical volume of logs. Calculation of the “geometrical” volume of logs is based
exclusively on values scanned on a regular basis according to present regulations. Thus,
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